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Abstract

Polycrystalline Cu(In,Ga)Se$_2$ (CIGS) based thin-film solar cells achieve power-conversion efficiencies of almost 23% on the laboratory scale, one of the highest among thin-film solar cells. The aim of further CIGS research and development is to reach conversion efficiencies of 25%, which is currently the efficiency of the best single-crystalline Si based solar cells. To reach this goal, the factors limiting efficiency, e.g. non-radiative recombination of charge carriers, should be minimized. Such recombination processes may occur at line or planar defects present in the CIGS absorbers (among other interfaces, such as absorber and buffer layer). In the present study, the structure and composition of several defects as well as their evolution during the growth were investigated for an enhanced understanding.

Highest efficiencies in CIGS solar cells are achieved, when the absorber is fabricated with a three-stage co-evaporation process. During the second stage of this process, Cu and Se are evaporated on the initially formed (In,Ga)$_2$Se$_3$ layer. The composition of the absorber becomes Cu-rich ([Cu]/([In] + [Ga]) > 1) during this stage. The change in composition leads to recrystallization, i.e. grain growth and defect annihilation, thus enabling higher conversion efficiencies. Therefore, it is crucial to investigate the recrystallization and the evolution of the microstructure at the second-stage of the CIGS growth. In the literature, two methods were suggested for this purpose: i) investigating the microstructural evolution of diffusion couples during a heating study; ii) ex-situ comparison of a growth-interrupted and a growth-finished sample.

In the first part of this study, a Cu-poor ([Cu]/([In] < 1) CuInSe$_2$ (CIS) precursor layer with a Cu$_{2-x}$Se capping layer was prepared and heated in a scanning transmission electron microscope (STEM) to mimic the recrystallization. During the Cu diffusion from the Cu-rich Cu$_{2-x}$Se phase into the Cu-poor CIS phase, the growth of defect-free grains towards the grains with closely-spaced planar defects (PDs) was monitored by low-angle annular dark-field (LAADF) imaging, whereas elemental depth profiles were analyzed by energy-dispersive X-ray spectroscopy (EDXS) before and after heating. The substantial impact of the Cu excess on the recrystallization was also indicated by an in-situ heating experiment of a Cu-poor CIS film without a Cu$_{2-x}$Se layer on top, in which neither grain growth nor defect annihilation was detected. Monitoring of the recrystallization within the CIS absorber layers was performed for the first time by means of STEM and provided direct evidence for the currently accepted theory of the grain growth mechanism.
In the second part, a CIGS absorber grown via co-evaporation was analyzed. During the growth, one piece of the sample was removed before the recrystallization at the second stage. For the remaining piece, the three-stage process was completed. The defect concentrations as well as the in-depth elemental analysis were performed by STEM-LAADF imaging and EDXS, respectively. Similar to the in-situ heating results, much larger grains with reduced linear/planar defect concentrations were detected in the absorber layer for which the growth had been completed. Although most of the structural defects were annihilated after the recrystallization, few structural defects were detected by LAADF imaging after the recrystallization, and even after the completion of the three-stage growth process.

Further analyses were performed via aberration-corrected, high-resolution STEM (HR-STEM) in combination with electron energy-loss spectroscopy (EELS) to elucidate the nature of individual microstructural defects from various stages of the growth. HR-STEM and EELS results revealed the structure and chemistry of defects that were present in both growth-interrupted and growth-finished samples: Σ3-twin boundaries and stacking faults with stoichiometric elemental distribution; grain boundaries, tilt boundaries and dislocations with cation redistribution, i.e. Cu enrichment and In depletion. Stoichiometric inversion boundaries, Cu enriched ‘complex’ PDs and an extrinsic Frank partial dislocation were detected only in the growth-interrupted Cu-poor samples, whereas a ‘Cu2.0Se secondary phase’ was detected only in the growth-finished absorber layer.

The present work provided direct insight into the recrystallization of CIGS absorbers and evolution of structural defects, as well as a thorough investigation of individual defects in CIGS absorbers.
Zusammenfassung


Im ersten Teil der vorliegenden Arbeit wurde eine Cu-arme ([Cu]/([In] < 1) CuInSe$_2$ (CIS) Vorläuferschicht mit einer Cu$_{2-x}$Se-Deckschicht präpariert und in einem Rastertransmissionselektronenmikroskop (STEM, engl. scanning transmission electron microscope) erhitzt, um die Rekristallisation nachzuahmen. Während der Cu-Diffusion von der Cu-reichen Cu$_{2-x}$Se-Phase in die Cu-arme CIS-Phase wurde das Wachstum von defektfreien Körnern zu Körnern mit eng beieinander liegenden Gitterfehlern durch eine Dunkelfeldabbildung unter flachem Winkel (LAADF, engl. low-angle annular dark-field) beobachtet, wohingegen die Tiefenprofile der Elemente durch energiedispersive Röntgenspektroskopie (EDXS, engl. energy-dispersive X-ray spectroscopy), sowohl vor als auch nach dem Erhitzen, analysiert wurden. Hinweise auf einen erheblichen Einfluss des
Überschusses von Kupfer auf die Rekristallisation lieferte ein in-situ Experiment, bei dem eine Cu-arme CIS-Folie ohne eine Cu$_2$S$_x$Se-Deckschicht erwärmt wurde und weder Kornwachstum noch Defektannihilation festgestellt wurden. Die Überwachung der Rekristallisation innerhalb der CIS-Absorptionsschichten wurde mittels STEM durchgeführt und lieferte direkte Nachweise für den vorliegenden Kornwachstums-Mechanismus.


Die vorliegende Arbeit liefert unmittelbare Einblicke in die Rekristallisation von CIGS-Absorbern und der Entwicklung von strukturellen Defekten, sowie eine ausführliche Untersuchung der individuellen strukturellen Defekte in CIGS-Absorbern.
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1. Introduction

1.1. A brief history of photovoltaics

The photovoltaic effect was first observed by a French physicist Alexandre-Edmond Becquerel in 1839.\(^1\) He found that certain materials produced an electric current, when exposed to solar radiation. In 1873, Willoughby Smith, an English electrical engineer, discovered the photoconductivity of Se.\(^2\) Smith showed that the electrical resistivity of Se varies, when it is exposed to light. Just after Smith’s discovery, William G. Adams and Richard E. Day followed up his discovery, and observed an electrical current by illuminating a Se-Pt junction.\(^3\) Shortly thereafter, Charles Fritts designed a solar cell, using Se on a metal plate and coating the structure with a thin layer of Au.\(^4\) This first solar cell had a power-conversion efficiency of 1%. After almost 70 years, in 1954, Chapin et al. successfully built the first silicon solar cell with 6% power-conversion efficiency at the Bell Laboratories.\(^5\) The first application area for the solar cells was space industry, \textit{i.e.} satellites, at the beginning of the 1960s. In the 1970s, the oil crisis accelerated the research on solar cells for terrestrial applications. Since the 1970s, as new materials are discovered and synthesized, the efficiencies have steadily increased and the production costs decreased.

1.2. Classification of solar cells

The traditional classification of photovoltaic materials is depicted in Figure 1.1. According to this classification, the single-crystalline and multi-crystalline Si belong to the first generation solar cells. Although single-crystalline Si still has the highest efficiency, it has higher production cost. The energy payback time (EPBT) of single-crystalline Si is around three years.\(^6,7\) The EPBT is the time span that the solar cell needs to operate until it generates the amount of energy that compensates its production. For the multi-crystalline Si, the EPBT is low compared to single-crystalline Si; however, the efficiencies are also lower.\(^8,9\)

The second generation solar cells include Cu(In,Ga)Se\(_2\) (CIGS), CdTe and amorphous Si (a-Si) thin-films. The material usage and the production cost are much lower for the second-generation solar cells compared to the first generation.\(^9,11\) Therefore, the EPBT is much lower –around one year– for the second generation solar cells.\(^6\) Another advantage of thin-film solar cells is the flexibility, when they are fabricated on flexible polymeric substrates. Two main concerns about the second generation solar cells are their toxicity especially in the case of CdTe, and the scarcity of Te, In and Ga for both CdTe and CIGS solar cells, respectively.
However, separation and high purity recovery of the elements is possible for the CIGS solar cells.\textsuperscript{12}

In third generation solar cells the focus is to produce lower cost and higher efficiency solar cells by using alternative materials or producing tandem (multi-layer) structures. The perovskite solar cells are the most popular among third generation solar cells, because of the rapid increase in their demonstrated efficiencies. From 2009 to 2017 their power-conversion efficiencies increased from 4\% to 22.7\%. However, long-term stability issues and the lead content are the limiting factors for perovskite solar cells.\textsuperscript{13-15}

\begin{figure}[h]
\includegraphics[width=\textwidth]{comparison_of_cell_efficiencies.png}
\caption{Comparison of highest ‘cell’ efficiencies at the laboratory for various solar cells. The data used here is taken from the National Renewable Energy Laboratory’s (NREL) Best Research-Cell Efficiencies chart plotted on 25.04.2018, and modified with Solar Cell Efficiency Tables (version 51) written by Green \textit{et al.} \textsuperscript{16} for a-Si and organic solar cells. The efficiency of CIGS is modified according to new achievement of Solar Frontier on CIS based absorbers.\textsuperscript{17}}
\end{figure}

\subsection*{1.3. The scope of this thesis}

Microstructural defects present in the CIGS absorbers may alter the optoelectronic properties of final devices. Therefore, a thorough understanding and control of microstructural defects are crucial for high-performance solar cells. In the scope of the present thesis, the microstructural evolution of the CIGS absorbers was analyzed using scanning transmission electron microscopy (STEM). Two methods were used to investigate the evolution of the defects during the recrystallization: \textit{i}) preparation of diffusion couples followed by \textit{in-situ} heating, \textit{ii}) interruption of the growth process.
STEM imaging and spectroscopy techniques were employed for specific purposes. Low-angle annular dark-field (LAADF) imaging was used for the observation of defect concentrations as well as grain growth and defect annihilation during the in-situ heating analyses. Energy-dispersive X-ray spectroscopy (EDXS) was used to determine the elemental distributions along absorber layers. Finally, the structure and composition of individual microstructural defects were investigated using high-angle annular dark-field (HAADF) imaging in combination with electron energy-loss spectroscopy (EELS).

The present thesis is organized as follows:

In the second chapter, the properties and fabrication of the CIGS absorbers/solar cells are provided.

In the third chapter, an overview of STEM imaging and spectroscopy techniques and a sample preparation technique (focused ion beam (FIB)) are given. Additionally, Geometric Phase Analysis (GPA), an advanced image analysis procedure, is introduced briefly.

In the fourth chapter, results on the evolution of microstructural defects during the growth of CIGS absorbers as well as the structural and chemical nature of these defects are shown and discussed in detail.

In the fifth chapter, concluding remarks on the results discussed in the previous chapter and an outlook are given.
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2. The material system

2.1. An overview on Cu(In,Ga)Se$_2$ thin-film solar cells

The optical and electrical properties of materials are determined by their energy band structure. A material has a direct band gap, when the maximum energy state of its valence band and the minimum energy state of its conduction band happen to be at the same crystal wave vector value. Owing to its direct band gap nature, CuInSe$_2$ (CIS) has a high absorption coefficient of $10^5$ cm$^{-1}$, hence a thickness of 2 to 3 µm of CIS is typically enough for solar cell applications. The drawback of CIS is its low band gap of 1.02 eV. This is because most of the photons reaching the Earth’s surface (the air mass coefficient of 1.5–AM 1.5) have energies greater than that. The optimum band gap for a solar cell has been estimated to be 1.4 eV. Therefore, CIS solar cells are alloyed with CuGaSe$_2$ (CGS), a direct band gap semiconductor with a band gap of 1.69 eV, allowing for bandgap engineering by varying the Ga content. By increasing the amount of Ga in the CIS, the valence band maximum (VBM) decreases slightly; however, the conduction band minimum (CBM) increases significantly. Hence, the band gap increases with increasing Ga amount. The highest efficiency of CuIn$_{1-x}$Ga$_x$Se$_2$ devices were obtained at 0.3$<x<$0.4, where the band gap value is about 1.2 eV (Figure 2.1). During the growth of CuIn$_{(1-x)}$Ga$_x$Se$_2$, a Ga gradient is formed along the depth of the absorber. The reason for and the results of a grading band gap will be discussed in sub-section 4.2 in more detail.

![An equilibrium band diagram of a CIGS thin-film solar cell.](image)

Figure 2.1 An equilibrium band diagram of a CIGS thin-film solar cell.
2. Fabrication of CIGS solar cells

A cross-section of a working CIGS solar cell, similar to the samples that were used in this study, is shown in Figure 2.2. It should be mentioned that the samples were processed as they would be to fabricate fully working solar cells, although for the present study the process did not continue with the deposition of the buffer and window layers.

Figure 2.2 A secondary electron image from a fractured cross section of a CIGS solar cell. The soda-lime-glass substrate, Mo back-contact layer, CIGS absorber, CdS buffer layer, i-ZnO/ZnO:Al window layer and the Ni-Al metal grid are shown by transparent colors on the scanning electron microscopy (SEM) image.

A rigid soda-lime glass (SLG) was selected as a substrate material in this study. For space or building applications, polymeric or metallic substrates can also be selected to make the solar cells flexible. The low growth temperature of the CIGS absorbers becomes essential, if polymeric substrates are chosen.

Polycrystalline Mo with a thickness of between 0.5–1 µm is deposited by a direct current sputtering method, and it serves as a back contact.

The CIGS absorbers used in the highest-efficiency solar cells are produced via a three-stage co-evaporation technique, which is summarized in Figure 2.3. The same technique is used for the growth of CIGS and/or CIS (CI(G)S) absorbers characterized in this study. In the three-stage co-evaporation technique, the first stage starts with alternating In-Se and Ga-Se deposition on the Mo-coated SLG. In the second stage, Cu is evaporated in Se atmosphere. At this stage, the stoichiometry of the absorber changes from Cu-poor ([Cu]/([In] + [Ga]) < 1)

---

* The image was acquired by Ms. Sabine Kühnemann.
to Cu-rich ([Cu]/([In] + [Ga]) > 1), which is essential for recrystallization, grain growth and defect annihilation, hence better crystal quality. The Cu-poor to Cu-rich transition also improves the electronic properties of the absorber. However, according to the binary phase diagram of Cu$_2$Se-In$_2$Se$_3$ (Figure 2.4) a Cu-rich stoichiometry is known to lead to the formation of a secondary phase, Cu$_{2-x}$Se ($x = 0$–$0.25$). This secondary phase forms at the absorber surface and at grain boundaries (GBs) within the film. Due to its conductive nature, excess Cu$_{2-x}$Se can be detrimental to the performance of the solar cell. Similarly, Cu$_{2-x}$Se on the surface can cause high recombination losses at the interface between the CIS and CdS. This undesired secondary phase is consumed during the third stage by simultaneous In, Ga and Se deposition, and a slightly Cu-poor composition is reached at the surface of the absorber. At the end of the third stage, the absorber layer reaches the desired Cu composition of about [Cu]/([In] + [Ga]) ~ 0.8, where there is only an α-chalcopyrite single-phase present according to the phase diagram. The chalcopyrite phase is present in a very narrow region in the phase diagram, and the region gets narrower at lower temperatures. However, Na doping and/or Ga alloying has been found to suppress the formation of ordered defect compounds, i.e. β-CuIn$_3$Se$_5$, and to increase the width of the chalcopyrite single-phase region, respectively.

Figure 2.3 A schematic drawing of the three-stage co-evaporation technique.

After deposition of the absorber layer, a 50 nm n-type CdS buffer layer, with a band gap of 2.5 eV, is deposited by a chemical bath deposition technique. A window layer consisting of an n-type intrinsic-ZnO (i-ZnO) and Al-doped ZnO (ZnO:Al) layers with a band gap of ~ 3.3 eV are deposited by radio frequency magnetron sputtering. The total thickness of this layer is about 0.5 µm. Finally, a Ni-Al metal grid is deposited by electron beam evaporation on top of the window layer.

---

2. The material system
Figure 2.4 Binary Cu$_2$Se-In$_2$Se$_3$ equilibrium phase diagram. The phase diagram is reprinted from J. S. Park et al. Journal of Applied Physics 87, 3683 (2000), with the permission of AIP Publishing. Similar to the ternary CIS ($\alpha$) phase shown in the binary phase diagram, for the quaternary CIGS phase the evolution of the phases occurs as follows: at the first stage $\gamma$-(In,Ga)$_2$Se$_3$ is formed; with the increasing amount of Cu at the second stage $\gamma$-Cu(In,Ga)$_2$Se$_8$ $\rightarrow$ $\beta$-Cu(In,Ga)$_5$Se$_5$ $\rightarrow$ $\alpha$-Cu(In,Ga)Se$_2$ $\rightarrow$ Cu$_2$Se $+$ $\alpha$-Cu(In,Ga)Se$_2$ are formed sequentially, and finally at the third stage Cu$_2$Se is consumed and only $\alpha$-Cu(In,Ga)Se$_2$ remains.

2.3. Alkali effect on the CIGS solar cells

The beneficial effect of Na incorporation into the CI(G)S was discovered almost three decades ago by chance. When the CI(G)S absorber was directly deposited on SLG, it showed morphological differences, such as a highly textured structure and a change in grain size; as a result, the solar cell made using these absorbers showed better photovoltaic performance. In the literature, the effect of Na on the CIGS solar cells, including an increase in hole concentration, p-type conductivity as well as in open circuit voltage ($V_{oc}$) and fill factor (FF), are intensively discussed. Several explanations are given for the increase in hole concentration and p-type conductivity: i) the occupancy of Cu sites with Na and a reduction in the number of In$_{Cu}$ antisites, which act as donors; ii) an increase in the concentration of Na$_{In}$ antisites, which act as acceptors; iii) at the GBs, a passivation of V$_{Se}$ by the activation of atomic O. These are true for low Na concentrations; however, a high Na concentration removes the acceptors and reduces the hole density, thus deteriorating the
performance of the cell.\textsuperscript{41,47} To prevent uncontrolled Na diffusion into the CIGS, a SiN thin film is deposited as a Na barrier on the SLG in this study. To incorporate a controlled amount of Na into the Cl(G)S deposited on SLG with the Na barrier, or on polymeric and metal substrates, several methods were developed: \textit{i}) the deposition of precursor layers on Mo before the CIGS deposition\textsuperscript{48}, \textit{ii}) a post-deposition treatment after the CIGS deposition\textsuperscript{49}, \textit{iii}) the co-evaporation of Na during the growth of CIGS\textsuperscript{50}, and \textit{iv}) the use of a Na-containing Mo back-contact layer\textsuperscript{51}. The incorporation of Na was done via evaporation of a NaF precursor layer on the Mo-coated SLG before the deposition of CIS samples in the present work.

Investigations on the effects of other alkali metals, such as K, Rb, Li and Cs in the CIGS solar cells increased in recent years.\textsuperscript{52-56} The best solar cell up to date is produced by a RbF post-deposition treatment.\textsuperscript{26} In this study, other alkali metals were not used and therefore will not be discussed in detail.

\textbf{2.4. Crystal structure of CIGS}

The ternary CIS, CGS and the quaternary CIGS compounds crystallize in the chalcopyrite (Figure 2.5) structure, which is named after the mineral chalcopyrite, CuFeS\textsubscript{2}.\textsuperscript{57} The chalcopyrite structure is a tetragonal structure, which can be derived from the sphalerite structure by an ordered substitution of Zn\textsuperscript{2+} with Cu\textsuperscript{+} and In\textsuperscript{3+}/Ga\textsuperscript{3+} cations.\textsuperscript{58} Substitution of the divalent (Zn) cation with monovalent (Cu) and trivalent (In, Ga) cations, doubles the period of the unit cell along the [001] direction, and the space group becomes \textit{I}\textit{4}2\textit{d}.\textsuperscript{58} In the chalcopyrite structure, monovalent cations sit on the 4a (000) and trivalent cations sit on 4b (000\textsubscript{1/2}) positions, and they are tetrahedrally coordinated with Se on the 8d (0 \textsubscript{1/4} \textsubscript{3/8}) positions.\textsuperscript{57} Due to the different bonding lengths of monovalent and trivalent cations with Se, some amount of tetragonal distortion ($\sqrt{2}/a \neq 2$) is present in the lattice.

Figure 2.5 Unit cells of CIGS (left) and CIS (right) crystallize in chalcopyrite structure.
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3. Experimental methods

Thanks to tremendous advancements in monochromators, correctors, energy filters and detectors, the importance of TEM in materials characterization is ever growing. Currently, state-of-the-art TEMs achieve a spatial resolution below 1 Å and an energy resolution below 10 meV. The ability to simultaneously analyze structural defects, chemical composition, electronic structure and atomic bonding makes TEM an essential tool for many applications, including solar cells research.

3.1. Electron matter interaction

Incident electrons scatter upon interaction with the atoms of a sample. Several scattering phenomena, as well as the formation of secondary signals, are depicted in Figure 3.1. Most of the signals shown above the sample are used in scanning electron microscopy (SEM). In SEM, most frequently used signals are secondary electrons and backscattered electrons that give information on topography and composition of the samples, respectively.

![Figure 3.1 Electron beam matter interaction](image)


Electrons exhibit characteristics of both particles and waves. Elastic or inelastic scattering of electrons can be explained considering their particle nature, and coherent or incoherent scattering considering their wave nature. Elastically scattered electrons are considered to conserve their kinetic energies. If the electrons lose some of their energy, they are considered to be inelastically scattered. Generally, if the sample is thin and crystalline, elastically scattered electrons are considered coherent and inelastically scattered electrons incoherent.
Beam energy, atomic mass, thickness and crystallinity of the sample are factors that can affect the scattering event. Scattering and the beam energy are inversely correlated, whereas the amount of scattering is typically proportional to atomic mass and thickness of the sample. If the thickness of the sample increases, multiple scattering increases, which reduces the signal-to-noise ratio (SNR), in particular in imaging, and may complicate the evaluation of the results. With further increasing the thickness, most of the incident electrons start to backscatter; therefore it is important to have thin samples for TEM analyses.

3.2. Conventional and scanning transmission electron microscopy

A TEM consists of an electron gun, multiple electromagnetic lenses, a sample stage and several detectors for various purposes. An electron beam is generated and accelerated out of the electron gun through the application of a high voltage. The acceleration voltages of TEMs can be as low as 20 kV and as high as 3 MV; however, more typically the values range from 60-300 kV.\(^{61}\) Although there are different types of electron guns, owing to their high brightness (\(10^{13}\) A/m\(^2\)sr at 100 kV) and low energy spread (\(\sim\)0.3 eV at 100 kV) field emission guns (FEG) are used commonly.\(^{60}\) Condenser lenses demagnify the gun crossover and manipulate the beam convergence, which can also be restricted by a condenser aperture. There are two main modes of TEM, conventional TEM (CTEM) and scanning TEM (STEM). In Figure 3.2 simple schematics of CTEM and STEM are given. The main difference between the two modes is, that in CTEM the sample is illuminated with a close-to-parallel beam and the objective lens forms an image and a diffraction pattern, at the image plane and the back focal plane, respectively. In CTEM either the image or the diffraction pattern is selected and magnified by intermediate lenses. Further magnification is done by the projector lens system. Whereas in the STEM mode, the condenser lens and a probe-forming lens focus the beam and form a fine probe onto the sample. The scanning coils deflect the probe along the X and Y axes, and the sample is scanned in a raster. Unlike CTEM, in STEM mode, in principle, no imaging lenses are needed, as the scattered electrons are collected directly by circular and annular detectors, although post-specimen lenses are often used to provide additional flexibility.

In the scope of this thesis, all microscopes are operated mostly in STEM mode. In STEM mode, the resolution is limited by the probe size, which is determined by the condenser lenses. Electromagnetic lenses suffer from aberrations, particularly spherical and chromatic aberrations. The presence of aberrations results in a blurred illumination and hence a reduced spatial resolution. Aberrations arise due to the deviation of the electrons from their ideal
in the case of spherical aberration, for instance, the electrons far from the optical axis are focused more strongly than those travelling closer to the optic axis. The energy spread of the emitted electrons causes chromatic aberrations; the electrons with higher energies are deflected less than the ones with lower energies. Scherzer discussed the aberrations of the electromagnetic lenses and later proposed a route to correct the spherical and chromatic aberrations. To correct the electromagnetic lens aberrations, non-round lenses were developed and tested for a long time before their successful application in SEM, TEM and STEM in the 1990s. An aberration corrector is formed by the alignment of several non-round lenses in a well-defined order, designed to counteract the natural optical aberrations of the main, round, focusing lenses. These non-round lenses are named after their rotational symmetries. There are two main types of aberration correctors, which are known as \( i) \) quadrupole-octupole and \( ii) \) hexapole correctors. By use of aberration correctors, spatial resolution at the Å level was achieved soon after their implementation to the TEMs in the 1990s.

![Figure 3.2 Simple schematics of CTEM and STEM](image)

**3.3. Imaging in STEM**

The fine probe is scanned over the sample, and scattered electrons are collected by various detectors. The intensity of the scattered electrons is plotted as a function of the probe position, and the image is built up serially.

In STEM mode, transmitted electrons, including electrons scattered at very low-angles, are collected by a circular detector to give a bright field (BF) image. The contrast mechanism
of BF imaging is mainly phase contrast, which is strongly affected by the microscope defocus and thickness of the sample. Hence, the direct interpretation of STEM-BF images is difficult at atomic resolution, and typically rely on further image simulations. Additionally, the BF detector is located on the optical axis, and therefore precludes analysis using EELS; hence simultaneous analytical measurements can only be done via EDXS. In contrary, using annular dark-field (ADF) detectors, simultaneous imaging and spectroscopy with both EDXS and EELS become possible.

Annular detectors are ring-shaped with a hole in the middle to allow the detection of transmitted electrons either for BF imaging or EELS. Depending on the angular range (inner and outer angles) of the annular detectors, various electrons contribute to the image formation to give rise to a specific contrast. Incident electrons are elastically scattered from the atomic nuclei at high angles due to the Rutherford scattering. When the ADF detector collects mostly such electrons, the image is called a high-angle annular dark-field (HAADF) or a Z-contrast image, because the intensity of the image is then proportional to atomic number, \( \sim Z^{1.7} \). Thermal diffuse scattering (TDS) is an incoherent scattering process, which is caused by thermal lattice vibrations. It creates a diffuse background and suppresses the higher order Bragg reflections (diffraction contrast), and enhances the Z-contrast. The interpretation of high-resolution STEM (HR-STEM) images is relatively straightforward in crystalline samples. The bright intensity comes from the channeling of the electrons along the atomic columns in the crystal, when the probe is located on the atomic column. Enhanced channeling increases also the probability of Rutherford scattering by keeping electrons traveling close to the atomic nuclei.

Structural defects disrupt the ordered lattice, create strained regions and affect the channeling behavior of the electrons. Low-angle scattering occurs due to de-channeling of the incident beam in strained regions around the defects. Thus the collection of low-angles scattered electrons by an ADF detector with a smaller inner angle allows large-scale imaging of defects in crystalline samples. The image is then called a low-angle annular dark-field (LAADF) image.

In order to record the desired image contrast, the angular range of the detector can be set simply by changing the camera length of the microscope. An example is shown in Figure 3.3 (a-h). The detector inner semi-angles are varied from 44 mrad (180 mm camera length) to 11 mrad (720 mm) and 6 mrad (1440 mm) to give HAADF, LAADF and BF contrast, respectively.
Figure 3.3 (a-h) ADF images with increasing camera lengths (decreasing collection angles) are shown. The images are acquired using an uncorrected microscope at 200 kV. The convergence semi-angle is 7 mrad, whereas the detector inner semi-angles are varied from 44 mrad (180 mm camera length) to 6 mrad (1440 mm camera length).

3.4. Analytical techniques

The scattered electrons and secondary signals are not only used for imaging but also for chemical and electronic structure analysis of the materials. The interaction of the incident beam with the electrons of the atoms is the main mechanism exploited for spectroscopy. Here two of those techniques used in this work, EELS and EDXS, will be discussed. The incident electrons lose energy, when they interact with the atomic electrons of the sample. The EELS detector acquires those electrons as a function of their specific energy loss, whereas EDXS
detector collects the X-rays released during the de-excitation of the atoms. A schematic overview of the excitation and de-excitation processes is shown in Figure 3.4.

![Figure 3.4](image)

Figure 3.4 Left: Elastic and inelastic scattering are shown schematically. Right: An energy-level diagram showing inelastic excitations. The figure is reprinted by permission from Wiley & Sons, Inc.: Low Voltage Electron Microscopy: Principles and Applications by D. C. Bell, N. Erdman (2012).^71

3.4.1. Electron energy-loss spectroscopy

Incident electrons can be inelastically scattered from the inner or outer-shell electrons of the atoms in the sample. A specific amount of their kinetic energy is then transferred to the inner- and outer-shell electrons of the atoms. The transferred energy is specific to the element and atomic orbital to/from which the transition takes place. Thus, EELS gives information about the composition, chemical bonding and electronic structure of the materials.

The inelastically scattered electrons are collected by an EEL spectrometer. The electrons are bent in the spectrometer by a magnetic prism depending on their energy, and the energy-dispersed spectrum is formed in the dispersion plane of the spectrometer.^60 An example of an EEL spectrum of CIS is shown in Figure 3.5, which displays the electron counts (referred to as the intensity) as a function of energy loss.

The EEL spectrum consists of three parts: the zero-loss peak, the loss-loss region and the core-loss region. The zero-loss peak (ZLP) is the most intense feature of the EEL spectrum, especially for very thin samples as the probability of multiple scattering is very low. It mainly consists of electrons, which undergo elastic scattering (as well as those that do not interact with the sample at all); therefore, their energy is almost equal to the incident beam energy. The ZLP also includes the quasi- elastically scattered electrons, *i.e.* those that have contributed to the creation of phonons.^72 The width of the ZLP and its intensity relative to the rest of the
spectrum are used to extract information about the energy resolution of the system and thickness of the sample, respectively.

![EEL Spectrum](image)

Figure 3.5 An example EEL spectrum of CuInSe$_2$. Different experimental data are used for the low-loss and core-loss parts. The background was subtracted for the core-loss region to show the delayed In, Cu and Se edges.

The low-loss region extends up to ~50 eV. It contains electrons that have interacted with weakly bonded outer-shell (valence and conduction band) electrons. Therefore, it gives information about the electronic and optical properties of the materials. The low-loss region’s most dominant feature typically consists of peaks due to plasmon excitations, which are collective electron oscillations in the material. Interband transitions are also detected in the low-loss region. The most simple case of which are single electron transitions from the valence band to the unoccupied states in the conduction band, thus providing a means of estimating the band gap of the material. There is no interband transition allowed below the band gap energy of insulators and semiconductors.

The core-loss (high-loss) region extends from ~50 eV to a few keV. The incident beam excites the inner-shell (denoted K, L, M, etc…) electrons to the unoccupied energy levels above the Fermi level ($E_F$) of the sample and the atoms are ionized. The energy loss in this region is therefore intimately linked to the binding energy of the excited electrons. Hence the ionization edges and their intensities are used to determine the chemical composition of the sample. The thickness of the sample is a critical parameter for the quantification of the
EEL spectra. As the thickness of the sample increases, the background intensity increases due to multiple scattering. Inelastic scattering from electrons with lower binding energy is another reason of the superimposed background at ionization edges. For qualitative and quantitative EELS analysis, the background has to be subtracted from the spectrum.73

Electrons of the atoms are excited from different orbitals, which are used in classifying the ionization edges, e.g. K excitation for ionization of 1s 1/2 electrons from the K shell, L 1 for 2s 1/2, L 2 for 2p 1/2 and L 3 for 2p 3/2 electrons from the L shell.

In this study, EEL spectrum images (SIs) were acquired from carefully selected regions of interest on the sample. Figure 3.6 (a) shows an example HAADF image with a selected region for spectrum image acquisition and (b) an acquired SI. A SI is a data cube formed as the probe is scanned over the selected area on the sample. The X and Y axes of the data cube represent the spatial information about the probe position, while Z axis represents the energy-loss spectrum acquired at each data point. The one-dimensional version of this technique, called EELS line scans, was also applied in this work. ADF detectors allowed simultaneous image acquisition during the SI acquisition. An example of a simultaneously acquired HAADF image is shown in Figure 3.6 (c). After the acquisition of a SI, it is processed using the Multivariate Statistical Analysis (MSA) plug-in for Digital Micrograph (DM), based on the weighted principal component analysis (PCA), to reduce noise. The PCA procedure starts by decomposition of the 2D data matrix. A scree plot is generated after PCA decomposition. It gives a logarithm of the eigenvalues against the index of components. Figure 3.7 shows an example scree plot, which was generated after PCA decomposition of the SI shown in Figure 3.6 (b). To distinguish principle components (data represented in the graph with high eigenvalues) from the noise (with lower eigenvalues) a number of components can be evaluated. Figure 3.8 shows six individual components with extracted spectra (spectral features) and corresponding score images (spatial amplitudes). The first component indicates the average spectrum of the selected SI; other components indicate the difference from the first component; hence they contain positive and negative regions. Evaluation of the individual components in Figure 3.8, suggests that the last principle component is the fourth component. A SI with reduced noise was then reconstructed by using the four principal components. The presented components 5 and 6 mainly represent noise. Figure 3.9 shows the difference between the original and the reconstructed SI and extracted Se elemental maps. In order to extract the elemental maps, the background was subtracted using a power-law fit. A background window of ~50 eV in the pre-edge region and an integration window of ~80 eV were selected to extract the Se elemental map. Same
background and integration windows at same positions were used to compare the Se elemental maps before and after PCA. The same procedure was also applied to extract elemental maps of cations in the course of the present study. For the CI(G)S samples analyzed in this study, elemental distribution maps/lines were extracted from the EEL spectra based on In \( \text{M}_{4,5} \)-edges at 443 eV, Cu \( \text{L}_{2,3} \)-edges at 931 eV, Ga \( \text{L}_{2,3} \)-edges at 1115 eV and Se \( \text{L}_{2,3} \)-edges at 1436 eV.

Figure 3.6 (a) HAADF image with a selected region for SI acquisition; (b) SI acquired from the selected region; (c) simultaneous HAADF image acquired during the SI acquisition.

Figure 3.7 The scree plot generated after PCA decomposition of the SI shown in Figure 3.6 (b).
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Figure 3.8 Extracted spectra and corresponding score images from the six components of the SI shown in Figure 3.6 (b).

Figure 3.9 (a) non-PCA SI; (b) reconstructed SI; (c-d) extracted spectra from the regions indicated by red rectangles on (a) and (b), respectively; (e-f) non-PCA and PCA elemental maps of Se.
3.4.2. Energy-dispersive X-ray spectroscopy

An ionized atom, with an empty state within its inner-shell, can return to a lower energy state simply by filling the empty state with an electron from the outer shells. This process is known as de-excitation.\textsuperscript{60} Due to the energy difference between the electron shells, excess energy is released as an Auger electron or an X-ray during de-excitation. Possible electron transitions between different shells of each atom are defined, and the energy of the emitted X-rays is characteristic for each transition. Hence, EDXS, like EELS, can be used to derive information about the composition of the sample. An example of an EDX spectrum from the Ga-rich region of a CIGS absorber is shown in Figure 3.10. Similarly to EELS, EDXS peaks are named depending on the energy shells, to and from which the transition occurs. For instance, if a K shell hole is filled by an L shell electron, then the X-ray ‘line’ is called K\alpha, whereas if the same hole is filled by an M shell electron, it is called K\beta.

EDXS gives rapid qualitative results, but one needs to be careful with quantification. Before the quantification, the background, which mainly originates from bremsstrahlung, needs to be removed. For thin TEM samples, quantification can be done by comparing the elemental peak intensities with standards: this is known as the k-factor method.\textsuperscript{60} The so-called k-factors are compound, microscope/detector and acceleration voltage dependent. They can be determined on a given instrumental set-up using standard compounds with predetermined compositions; however for the CIGS system, there is no standard sample that can be used, as CIGS is a multi-component, complex and non-stoichiometric compound with possible impurity elements.

During the acquisition of EDXS elemental maps and line scans, the intensity of each pre-selected element is determined and plotted as a function of the X and Y beam position.

For high spatial resolution EDX and EELS analyses, a small probe is needed. Beam broadening through the sample thickness limits the spatial resolution, especially for EDXS as a significant amount of X-rays is emitted from the beam broadening region.\textsuperscript{76} Another limiting factor in EDXS is its low count rates due to the restrictions in positioning and detection area of the detector.

The ultimate energy resolution achievable with EELS (< 20 meV) is much better than EDXS (~100 eV), especially when using a monochromator. EELS can be used for electronic structure analysis in addition to the chemical analysis that can be done via both methods.
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3.5. Sample preparation

Cross-sectional thin lamellae from the CI(G)S absorbers were prepared\(^\dagger\) in a focused ion beam (FIB) Zeiss Crossbeam XB 1540 EsB instrument, using the *in-situ* lift-out method.\(^{77,78}\) In this method, a Pt metal thin film is deposited on the area of interest [Figure 3.11 (a) and (b)] to protect the sample surface from ion beam damage. Two parallel stair-step FIB trenches are milled out on both sides of the protection layer [Figure 3.11 (c)] using a Ga\(^+\) focused ion beam. An accelerating voltage of 30 kV and a beam current of 10 nA is used in this step. After cutting most of the obtained slice free [Figure 3.11 (d)], a micromanipulator tip is welded to one of the free corners of the lamella, before the side cut is finished [Figure 3.11 (e)]. The lamella is then lifted out of the bulk sample and welded to a special support grid—a FIB grid—[Figure 3.11 (f)]. The process is finalized with a final milling (30 kV, 200 pA and 50 pA) and polishing (3 kV, 50 pA) steps [Figure 3.11 (g)–(i)]. Because of the stringent thickness requirements for analytical measurements, separate areas (referred to as windows) at various depth of the absorber layer were thinned as shown in Figure 3.11 (i). This allowed probing structural defects at changing [In]/[Ga] ratio through the whole absorber layer. Figure

---

\(^\dagger\) The FIB lamellae were prepared by Dr. Bernhard Fenk.
3.12 shows an example of a ready FIB lamella. In this study, before FIB slicing, some of the absorbers were coated with a C layer to protect the sample surface further.

Figure 3.11 FIB sample preparation stages: (a) area of interest; (b) Pt deposition on the selected area; (c) cutting of FIB trenches, (d) cutting sides of the slice; (e) welding of the micromanipulator to the slice; (f) lift-out of the lamella and welding it to the grid; (g) welded lamella; (h) first side milling; (i) windows milling and polishing from the second side.

FIB is a fast method, however the high voltage and intense current of the ion beam can cause several problems, such as surface roughness, deep ion implantation, amorphization and temperature rise, which can cause structural changes within the sample.\textsuperscript{79} For CI(G)S samples, the final polishing step is thus especially important, to avoid the formation of undesirable Cu agglomerates (seen in Figure 3.12 with yellow arrows and oval) on the surface of the lamellae during the milling process. Preferential sputtering under the Ga beam is given as a possible formation mechanism of these Cu agglomerates.\textsuperscript{80} Although it is not possible to fully eliminate the formation of Cu agglomerates on the TEM lamellae, using a XeF\textsubscript{2} reactive gas atmosphere during the sputtering process, liquid-N\textsubscript{2} cooling the sample and reducing the Ga ion beam energy are suggested ways to reduce the number of Cu droplets formed during sample preparation.\textsuperscript{80}

In addition to the FIB sample preparation, before the HR-STEM analyses, which were done using a Nion UltraSTEM 100, a turbo-pumped vacuum oven was used for \textit{ex-situ} baking of the TEM lamellae mounted on their sample holder at 130 °C under 1.33x10\textsuperscript{-4} Pa for 5 h to minimize carbon-based contamination.
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3.6. Instrumentation

The experimental results presented in this work were acquired using four S/TEMs shown in Figure 3.13.

![Figure 3.13 Microscopes used for this study (a) Zeiss SESAM, (b) JEOL ARM-200F CETCOR, (c) Nion UltraSTEM 100, (d) JEOL ARM-200F DCOR](image)

The Zeiss Sub-Electron-Volt Sub-Angstrom Microscope (SESAM) microscope, equipped with a Schottky field emission gun (FEG) and operating at 200 kV acceleration voltage, was used for STEM-LAADF imaging and heating experiments. The ADF detector angular range was set from 11 to 72 mrad for LAADF imaging, by selecting an appropriately large microscope camera length to detect electrons that scatter to lower angles. A Gatan double tilt heating holder (Model 652) was used to heat the sample up to 470 °C.

EDXS measurements in STEM mode were carried out on sample cross sections at 200 kV acceleration voltage using an image-corrected (CETCOR) JEOL ARM 200F microscope,
equipped with a cold-field emission gun (CFEG) and a Bruker QUANTAX X-ray spectrometer for EDXS elemental mapping and line-scan analysis.

HR-STEM and EELS measurements were carried out in parts at 100 kV on a Nion UltraSTEM 100 microscope equipped with a CFEG, a Cs probe corrector and a Gatan Enfina EEL spectrometer. HR-STEM imaging was performed by using simultaneous HAADF and medium-angle annular dark-field (MAADF)/bright field (BF) detectors. The HAADF and MAADF detectors’ angular range were set to 85-185 mrad and 42-85 mrad, respectively. The beam convergence semi-angle was 33 mrad for imaging and the collection semi-angle was 38 mrad for the EELS investigations. The EELS measurements were conducted at 1 eV/channel dispersion covering the energy loss from 315 eV to 1655 eV to allow simultaneous elemental mapping of In, Cu, Ga and Se.

Additional HR-STEM and EELS measurements were carried out at 200 kV on a probe-corrected (DCOR) JEOL ARM 200F microscope equipped with a CFEG and a Gatan GIF Quantum ERS spectrometer. The HAADF detector’s angular range was set to 109-270 for imaging. The beam convergence semi-angle was 28 mrad for imaging, and the collection semi-angle was 111 mrad for EELS investigations. The EEL SIs were acquired in DualEELS mode at 1eV/channel dispersion covering the core energy-loss from 300 eV to 2348 eV.

3.7. Strain mapping

Geometric Phase Analysis (GPA) is an advanced imaging analysis technique used to map the deformation and strain of HRTEM and HR-STEM images.\(^8^1\) It can be carried out using the GPA plug-in for the image processing package of Gatan DigitalMicrograph (DM), which is a commercial implementation of the technique developed by HREM Research Inc. Additionally, during STEM imaging scan distortions or sample/stage drift might affect local strain measurements. The scan noise can be partially removed before the strain analysis is carried out using a variety of methods, for instance implementing another DM plug-in, Jitterbug\(^8^2\). In the present study; however, Jitterbug was not used as it did not change the main features, which needed to be highlighted.

Figure 3.14 shows the results of the GPA on a Frank partial dislocation discussed in section 4.3.2. An HAADF image of the Frank partial dislocation is presented in Figure 3.14 (a). Figure 3.14 (b) shows the Fourier transform of the HAADF image. The \(<112>\) reflections, as shown by red arrows, are selected for the GPA. A circular mask is used to isolate two reflections and to obtain inverse Fourier transforms [Figure 3.14 (c)–(d)]. The size of the mask determines the spatial resolution and precision: a larger mask increases the spatial
resolution at the expense of precision. Here a mask with a size corresponding to 1.31 nm spatial resolution is used. Two ‘phase images’ corresponding to the lattice fringe images are then extracted. After defining a reference area, by selecting a region of the undistorted lattice, the phase image is refined [Figure 3.14 (e)–(f)]. The refined phase images are then used to calculate the two main components, $\varepsilon_{xx}$ and $\varepsilon_{yy}$, of the strain tensor [Figure 3.14 (g)–(h)].

Figure 3.14 Geometric phase analysis. (a) HAADF image of a Frank partial dislocation; (b) Fourier transform of the HAADF image, red arrows show selected {112} reflections; (c-d) {112} lattice fringes; (e-f) Phase image of {112} lattice fringes; (g-h) $\varepsilon_{xx}$ and $\varepsilon_{yy}$ components of the strain tensor.
4. Experimental results and discussion

This chapter is mainly composed of three parts. In the first part, the second stage of the three-stage co-evaporation technique is mimicked by preparing diffusion couples and heating them in the STEM. The results provide direct visual insight into the recrystallization of the CIGS.

In the second part, the effect of recrystallization is analyzed via the interruption of the growth process. The defect concentration and the elemental distribution along the absorbers, from an intermediate and a final growth stage, are compared by LAADF imaging and EDXS.

After the recrystallization, and even after the completion of the growth process, structural defects are detected in the absorbers by LAADF imaging. Therefore, in the final part of this chapter, the structure and composition of individual microstructural defects from various stages of the growth are analyzed thoroughly by HR-STEM in combination with EELS.

Parts of this chapter were published in the following journal articles:


4.1. Investigation of the recrystallization by comparative in-situ heating study

Studying the recrystallization is essential for understanding the evolution of the many linear and planar defects often observed in CIGS absorbers, as they can be assumed to affect the performance of the CIGS solar cells. In early studies, the recrystallization of CI(G)S was investigated by preparing samples with various growth paths or by interrupting the growth at several points in time. In one of the earliest growth-interruption studies, the phase change and grain growth were observed during the Cu-poor/Cu-rich transition, where the recrystallization occurs. In the first stage, (In,Ga)Se was formed; at the second stage, with increasing amount of Cu, a phase transformation from Cu(In,Ga)Se to Cu(In,Ga)Se and finally to stoichiometric Cu(In,Ga)Se was detected. The grain growth mechanism was associated with the movement of crystallite interfaces that were induced by atomic diffusion. This mechanism is similar to the well-known solid-phase sintering growth model. Later, Barreau et al. explained the reason for the atomic diffusion in their proposed growth mechanism by grain boundary migration (GBM). In the GBM model, the atomic diffusion is based on the reduction in the number of the high-energy, highly defected grains through the growth of lower energy, defect free grains. Caballero et al. noticed grain growth also at Cu-poor compositions ([Cu]/([In]+[Ga]) = 0.70-0.95) of absorbers, which have not reached the stoichiometry point during the growth process. However, those Cu-poor absorbers resulted in poor conversion efficiencies of the corresponding solar-cell devices.

Finally, Rodriguez-Alvarez et al. designed in-situ energy-dispersive X-ray diffraction (EDXRD) experiments, where they analyzed the recrystallization and the film growth separately in order to reveal the sole effect of recrystallization on structural defects. They prepared a Cu-poor CIGS with a Cu-Se capping layer, heated this diffusion couple and detected the evolution of XRD peaks in-situ. The signature of planar defects (PDs) in the observed XRD patterns disappeared after Cu diffusion from the capping layer into the Cu-poor CIGS. They concluded that the recrystallization includes not only phase change and grain growth, but also defect annihilation that occurs only after enough Cu is incorporated into the Cu-poor CIGS layer.

STEM has been commonly used for imaging and spectroscopy of materials, but recently there have been significant advancements regarding the in-situ capabilities of this technique. Therefore, it was possible to revisit the work of Rodriguez-Alvarez et al. by preparing FIB lamellae from similar diffusion couples and probing the recrystallization via STEM in-situ heating. In contrast to XRD, STEM imaging gives direct imaging insights into the recrystallization.
To avoid the possible influence of In/Ga diffusion, a Cu-poor CIS (without Ga) precursor layer was grown by interrupting the growth during the second stage (before reaching the stoichiometry point). A Cu-Se capping layer was then deposited at 150 °C on the Cu-poor CIS precursor layer. The deposition of the capping layer at low temperatures is crucial to impede diffusion between the Cu-Se and CIS. The samples were then heated in the microscope from 30 to 450 °C either at a heating rate of 10 K/min and 5 min holding plateaus in steps of 30 °C, or with a continuous temperature ramping of 3 K/min (no holding of temperatures). The schematic representation of the experiment is given in Figure 4.1.

Figure 4.1 Schematic drawing of the experiment: a Cu-poor CIS precursor layer on a Mo-coated soda-lime glass (SLG), deposition of the Cu$_2$Se capping layer at 150 °C, STEM in-situ heating up to 450 °C and formation of Cu-rich CIS.

The samples\(^\dagger\), which were extensively analyzed in this study, are shown in Table 4-1. In section 4.1 the first sample set will be discussed; the second sample will be analyzed in section 4.2 and 4.3.

Two FIB lamellae were prepared from sample 1.1 and imaged whilst applying the two different heating procedures described above. Two images from each lamella are shown in Figure 4.2 and Figure 4.3, respectively. During heating, the GB migration and grain growth were probed by simultaneous STEM-LAADF imaging. In both lamellae, the GB migration started at around 200 °C and accelerated around 400 °C. The yellow-dotted ovals on both figures highlight typical changes in grain morphology: defect-free grains grow at the expense of grains with closely-spaced PDs. This is in good agreement with the grain growth mechanism proposed by Barreau \textit{et al.}\(^86\) However, remaining PDs are still visible: some of them are shown by red arrows in both figures. Possible reasons for the remaining PDs are the lack of Cu or the vacuum atmosphere in the TEM instead of continued material supply in the co-evaporation chamber.

\(^\dagger\) First sample set was grown by Dr. Helena Stange, Dr. Dieter Greiner and Dr. Mark Daniel Heinemann. Second sample set was grown by Dr. Roland Mainz and Dr. Alfons Weber.
### Table 4-1 Sample sets with growth parameters

<table>
<thead>
<tr>
<th>Sample #</th>
<th>Material system</th>
<th>Growth temp. (at the 2nd stage) (°C)</th>
<th>Process</th>
<th>[Cu]/([In]+[Ga])§</th>
</tr>
</thead>
<tbody>
<tr>
<td>1**</td>
<td>CIS/Cu-Se</td>
<td>450</td>
<td>Interrupted + thin capping</td>
<td>0.97</td>
</tr>
<tr>
<td>1.1</td>
<td>CIS/Cu-Se</td>
<td>450</td>
<td>Interrupted</td>
<td>0.9</td>
</tr>
<tr>
<td>1.3</td>
<td>CIS/Cu-Se</td>
<td>450</td>
<td>Interrupted + thick capping</td>
<td>1.07</td>
</tr>
<tr>
<td>2</td>
<td>CIGS</td>
<td>430</td>
<td>Interrupted</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>CIGS</td>
<td>430</td>
<td>Finished</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Figure 4.2 LAADF images of the sample 1.1 at 30 °C and 450 °C. Interrupted heating with 5 min. breaks was applied for the first FIB lamella. The grain growth towards the planar defected grains can be seen in the yellow dotted ovals. Red arrows show the remaining grains with closely-spaced PDs.

---

1 [Cu]/([In]+[Ga]) ratio was calculated via X-ray fluorescence (XRF) by the growth team.

2 The growth temperature at the stage shows the temperature before the process interruption. Final Cu-Se deposition was done at 150 °C.

---
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Another possible reason might be the differences between the temperature profiles of the STEM heating experiments and the usual growth process. During heating in the STEM, the temperature is increased from room temperature gradually and reaches 450 °C, whereas during the growth in the co-evaporation chamber, the temperature is increased from about 300 °C to 450 °C and stays at this temperature during the rest of the growth process. In the STEM, when the lamellae are kept at elevated temperatures material loss, i.e. void formation, was detected and the process had to be stopped.

Figure 4.3 LAADF images of the sample 1.1 at 50 °C and 450 °C. Continues temperature ramping was applied for the second FIB lamella. Again yellow ovals show the grain growth towards the planar defected grains, although there were not many grains with closely-spaced PDs in this region. Red arrow shows the remaining closely-spaced PDs.

The elemental compositions of the absorbers are shown by STEM-EDXS maps (Figure 4.4) and line scans (Figure 4.5). EDXS analyses were carried out before and after the heating experiments. EDXS maps that were acquired before the heating showed the presence of Cu-rich grains on top a chemically homogeneous region. After heating, a homogeneous elemental distribution was detected throughout the absorber. EDXS line scans, acquired along the red
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arrows indicated in Figure 4.4, revealed the presence of a pure Cu$_{2-x}$Se phase on top of the CIS phase before the heating while only the CIS phase was detected after the heating. These analyses confirmed that during heating the excess Cu in the Cu$_{2-x}$Se grains diffuses into the Cu-poor CIS, while simultaneously the In in the CIS phase diffuses into Cu$_{2-x}$Se grains. It is known that the Se sublattice is preserved for both Cu$_{2-x}$Se and CIS phases\textsuperscript{89}; therefore, the homogeneous elemental distribution along the absorber layer is a result of Cu-In (cation) interdiffusion only.

![Figure 4.4 STEM-BF images from a part of the TEM lamella shown in Figure 4.3. STEM-EDXS maps show the compositional changes before and after the heating.](image)

These analyses have proven the occurrence of a phase change and grain growth towards the grains with closely-spaced PD. However, two important questions arise: i) Would heating have any effect on recrystallization if there was no Cu? ii) Was the thickness of the Cu$_{2-x}$Se capping layer enough for the absorber to reach the Cu-rich composition? Had the overall composition become Cu-rich, there should have been excess Cu in the absorber after the heating, which was not the case.
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Figure 4.5 STEM-EDXS line scans extracted along the red arrow indicated in Figure 4.4. The composition profiles across the lamella before (left) and after (right) the heating are shown.

In order to answer the first question, a FIB lamella from the sample 1.2, the Cu-poor CIS precursor layer without Cu-Se capping, was prepared. Figure 4.6 shows two LAADF images acquired at 30 °C and 450 °C. A continuous temperature ramp was applied, but neither defect annihilation nor grain growth was detected in this sample. The difference in the contrast of the two images is only due to the heating related instabilities, such as a slight bending of the lamella. The contrast change is tracked during the in-situ heating clearly. If there was Cu excess in the present lamella, one would definitely detect shrinkage in the grain with closely-spaced PDs (shown with red arrows in the same figure).

A homogenous elemental distribution was preserved during the in-situ heating of the lamella (Figure 4.7). The EDXS line-scans (not shown here) also confirmed the homogeneous distribution across the lamella. The only truly striking observation was the disappearance of the Cu agglomerates at around 400 °C. This is most probably due to their diffusion into the Cu-poor CIS layer rather than to evaporation. As explained in sub-section 3.5, Cu agglomerates form at the surface of FIB lamellae during the milling process. Their number can be reduced by several techniques as discussed, but the formation of Cu agglomerates cannot be impeded completely.

Rodriguez-Alvarez et al. showed that the PD signal in the EDXRD pattern disappeared only in the case of CIGS with a Cu-Se capping layer.\textsuperscript{31} The presented STEM results support that work: in the loss of Cu, no GB motion was detected. In a more recent study, the effect of temperature and Cu deposition rate on the PDs were tested.\textsuperscript{33} The results showed that neither of them annihilates the PDs completely, unless the transition from a Cu-poor to a Cu-rich composition is completed. In another study, for a Cu-poor (22 at% Cu) CIS sample, 550 °C
was suggested as the lowest temperature for significant grain growth according to the normal grain growth model.\textsuperscript{28} However, in the present study maximum heating temperatures were set to 450-470 °C, to hinder fast material evaporation and any possible risk of breaking the samples in the microscope.

![Image](image_url)

Figure 4.6 LAADF images of the sample 1.2 at 30 °C and 450 °C. Grain growth and defect annihilation were not detected. Red arrows show the grain with PDs.

In order to answer the second question, first the [Cu]/[In] ratio of the CIS/Cu-Se diffusion couple was determined via X-ray fluorescence (XRF). XRF is a fast, non-destructive technique used to determine the composition of materials. In this technique, the material is exposed to high energy X-rays (higher than the ionization energy of atoms in the material) and emits characteristic fluorescent X-rays. The technique thus provides elemental identification and composition quantification based on the peak energy and the intensity of the detected X-rays. XRF results showed that the [Cu]/[In] ratio is 0.9 for the Cu-poor CIS precursor, whereas with the Cu-Se layer it increases to 0.97. XRF is not straightforward for non-homogeneous samples; however, in this case, prior STEM results gave some hints that the [Cu]/[In] ratio might not exceed 1 and the XRF data are therefore in good agreement. To
exceed a [Cu]/[In] ratio of 1, a thicker Cu$_2$Se capping layer was deposited on the same CIS precursor layer and the [Cu]/[In] ratio was indeed determined as 1.07 via XRF for the final diffusion couple, sample1.3.

Figure 4.7 STEM-BF images and EDXS maps show the microstructural and compositional changes after the heating of sample 1.2. The only change observed is the in-diffusion of the Cu droplets into the lamella during the heating.

The initial (before heating) and final (after heating) microstructures of the sample 1.3 are seen in Figure 4.8. GB migration and annihilation of defects were tracked very clearly during the heating. The microstructure changed dramatically compared to sample 1.1. Two yellow ovals on Figure 4.8 indicate a pair of grains growing towards other grains with closely-spaced PDs. Additionally, most of the PDs are annihilated which gives a direct visual explanation for the loss of the PD signal at EDXRD measurements. However, it should also be noted that not all the closely-spaced PDs were annihilated as two sets of them are indicated by red arrows on the same figure. At low concentration, these PDs would not generate a strong XRD signal.
Figure 4.8 LAADF images of sample 1.3 at 30 °C and 450 °C. Red arrows show the remaining grains with PDs after heating. Yellow ovals show the grain growth towards the planar defected grains.

The elemental distribution was determined by EDXS maps (Figure 4.9) and line scans (Figure 4.10), which clearly show the CIS precursor with a thick Cu$_{2-x}$Se capping layer before the heating, and the final spatial redistribution of two phases along the lamella after the heating. Due to overlap of the CIS and Cu$_{2-x}$Se grains, the expected sharp phase transition between the grains is not apparent in the line scan acquired along the lamella after the heating. However, this sharp phase transition between the CIS and Cu$_{2-x}$Se phases/grains is visible in Figure 4.11, which shows a top part of another region of the same lamella. There is no gradual diffusion zone for Cu and In in the vicinity of GBs. In one grain the Se sublattice is filled solely by Cu atoms, whereas in the next grain the same sublattice is filled by both Cu and In cations. A possible driving force for the spatial redistribution of the two phases might be related to entropy, as it has been suggested for CuInS$_2$. The entropy is much higher when two phases distribute in a volume than when they are separated laterally.  

---

4. Experimental results and discussion
Figure 4.9 STEM-BF images and composite EDXS maps show the microstructural and compositional changes before and after the heating of the sample 1.3. The Cu-Se capping layer before the heating and new distribution of Cu$_2$Se grains after the heating are shown. The Cu and Se are depicted in green and red color, respectively. Despite its yellowish appearance, the red-green Cu$_2$Se phase should not be confused with Mo, which is shown by yellow color. On the right side of the figure Cu and In elemental distribution maps are shown separately for visual clarity.

Figure 4.10 EDXS line scans extracted along the red arrows drawn in Figure 4.9 show the composition profile across the lamella before and after the heating, respectively.
The defect contrast is one of the strongest contributors to the LAADF signal, but some Z-contrast contribution remains. Therefore, the contrast change observed in the LAADF images acquired simultaneously give already some hints for the presence of interdiffusion of Cu and In during the heating. When Cu leaves from and In accumulates towards a Cu$_{2-x}$Se grain, the grain becomes darker in the LAADF images. In contrast, when In leaves from and Cu accumulates towards a CIS grain, the contrast becomes brighter as it is shown in Figure 4.12 by 4 black-dotted ovals. However, in LAADF imaging one needs to be careful, since the highly defected grains also look brighter. For this analysis, the interdiffusion interpretation is supported by spectroscopy that was done after the heating.

In Figure 4.13, the yellow arrows in the time series show that the grain growth starts just below the interface between Cu$_{2-x}$Se and CIS, and continues towards the Mo side as Cu diffuses in the CIS phase. It proves the effect of Cu on the grain growth.

Due to the interruption of the ordered lattice, GB planes contain a high vacancy concentration, which leads to faster cation diffusion at GBs than within grain interiors. In this study, EDXS results at higher magnification (Figure 4.14) provided further proof for the Cu diffusion along GBs. Especially for sample 1.3, the observation of Cu enrichment at many GBs indicates that Cu prefers to diffuse along the GBs. During heating, the contrast change in the Cu$_{2-x}$Se phase starts at the interface region between Cu$_{2-x}$Se and CIS. However, in some grains (as shown by the left and right black-dotted ovals in Figure 4.12) the contrast change started from the Pt side of the Cu$_{2-x}$Se grains. This is an additional proof of Cu out-diffusion and In in-diffusion to the Cu$_{2-x}$Se grains along the GBs.
Figure 4.11 HAADF image from top part of the sample 1.3 after heating. Sharp phase transitions between the CIS and Cu$_2$Se grains are shown by the EDXS map and the line scan, extracted from the regions shown by the blue rectangle and the red arrow on the HAADF image, respectively.
Figure 4.12 LAADF images acquired during *in-situ* heating at 50 °C, 188 °C, 238 °C and 385 °C. EDXS elemental maps show the elemental distribution before (above) and after (below) the *in-situ* heating. The scale bar in the upper image is identical for all images.
Figure 4.13 LAADF images of the sample 1.3, acquired during *in-situ* heating at various temperatures. Yellow arrows indicate the movement of GBs with time, which can be correlated with Cu in-diffusion to the Cu-poor CIS.
4. Experimental results and discussion

Figure 4.14 STEM-BF image from a middle part of the Cu-poor CIS with thicker Cu-Se capping layer after heating. Cu, In and composite maps show the elemental distribution in the grains as well as at the GBs.

Transmission Kikuchi diffraction (TKD) was additionally performed†† to detect the local orientation of the grains and to estimate the GB planes on the heated TEM lamella. TKD is an SEM-based technique that provides grain size and orientation, texture, GB characteristic, phase and deformation information. It is very similar to the electron backscatter diffraction (EBSD) technique, although, unlike EBSD, an electron-transparent sample is scanned and the diffraction pattern is collected below the sample by a similar detector. By this way, the spatial resolution is increased by an order of magnitude.91 The grain orientations are visible on the TKD orientation map shown in Figure 4.15. According to the obtained results, GBs close to \{100\} and \{110\} tend to change in a way that they eventually become \{111\}, although some of the \{110\} did not change. It should be noted that here these GB planes are denoted according to the cubic structure, where the \{111\} corresponds to \{112\} in the equivalent tetragonal notation.

†† The TKD analyses were performed by Dr. Norbert Schäfer and PD Dr. Daniel Abou-Ras.
Figure 4.15 STEM-LAADF image from the same region as shown in Figure 4.2 (this time at 470 °C) as a reference image for the TKD orientation map. The red-dotted lines show {111} GB planes.

In the literature, there are proposed models to explain the effect of Cu on the grain growth; those might help to explain why the recrystallization was observed only in the samples with a Cu$_2$S$_x$Se capping layer. The first of these models is related to stress: when Cu incorporates into the Cu-poor CIS lattice, the crystal structure expands and compressive stress builds up in the absorber due to the use of rigid substrates. The formed stress is then relaxed by the migration of GBs, as proven by in-situ XRD analysis in combination with modelling. A second model is related to the GB energy. In a kinetic grain growth study, during the annealing of absorbers with various [Cu]/[In] ratios, the authors found that increasing the Cu content in the CIS absorbers reduces the activation energy for GB motion, resulting in larger grains. A final study explains this phenomenon with diffusion and mobility of the cations in the chalcopyrite phase. They show that the incorporation of Ag, which is more mobile than Cu, lowers the recrystallization temperature for the same CuInS$_2$ absorber compared to the equivalent Cu samples.
4.2. Investigation of the recrystallization by growth interruption study

The initial part of the study provided the first direct *in-situ* imaging on the crucial second stage of the CIS fabrication process. Structural and chemical changes during the recrystallization of CIS absorbers were proven via LAADF imaging. The results agreed quite well with previous studies, which were typically carried out at larger length scales using various techniques and/or routes. However, the agreement was not perfect with the previous EDXRD measurements, where PD signals disappeared after the recrystallization, whereas the present STEM *in situ* results point to a continued presence of some PDs even after recrystallization.\(^{31, 33}\) Therefore, the study continued with post-growth analyses on growth-interrupted and growth-finished samples that were fabricated in a co-evaporation chamber with continuous material support, in a similar fashion to those samples used for EDXRD.

The second sample set (Table 4-1) was grown as follows: one piece of the absorber was removed from the co-evaporation chamber at the second stage, before the recrystallization, and is henceforth called ‘growth-interrupted’. For the remaining piece, the second and third stages were completed (Figure 2.3), and the second sample is thus called ‘growth-finished’. A lower growth temperature, 450 °C, than usual was applied in this study as it is essential to keeping the total energy consumption lower and to enabling the use of polymeric substrates for flexible solar cell applications. The microstructure and chemistry of the two samples are compared by LAADF imaging and EDXS.

LAADF images of the second sample set are shown in Figure 4.16 (a)–(b). The lower section of the growth-interrupted sample shows columnar grains (indicated by a purple band). In the top section, the grains are larger with a high density of defects, clearly visible from the strain-induced bright contrast of these features in the LAADF images. The growth of quaternary CIGS can be understood by considering the simpler ternary parent system. According to the In\(_2\)Se\(_3\)-Cu\(_2\)Se pseudo-binary phase diagram, shown in Figure 2.4, during the growth of CIS the crystal structure transforms from hexagonal In\(_2\)Se\(_3\) to tetragonal CIS by passing through hexagonal layered (\(\beta\)-CuIn\(_5\)Se\(_8\)) and tetragonal stannite-type (\(\beta\)-CuIn\(_3\)Se\(_5\)) intermediate crystal structures.\(^{95-97}\) During these transformations, the Se sub-lattice transforms from …ABABAB… stacking to …ABCABC… stacking in the \(<221>\) direction from the \{110\}-projection. Rodriguez-Alvarez *et al.* proposed a mechanism for the change of Se stacking: Se layers undergo plastic deformation by dislocation movement.\(^{95}\) If dislocation movement is pinned at some point during the growth or if the growth is interrupted, atomic planes with SFs might remain in the lattice. This proposed mechanism could explain the high defect concentrations in the growth-interrupted sample. In contrast, in the growth-finished
sample, the columnar structure at the bottom of the film has disappeared, most probably during the recrystallization. Furthermore, the defect density in the growth-finished sample is much reduced.

Figure 4.16 LAADF images of the second sample set: Cu-poor (a) growth-interrupted and (b) growth-finished CIGS samples. The purple-shaded area shows the Ga-rich columnar part. Red arrows on (b) show the remaining structural defects. The bright spots seen on both lamellae (shown by yellow arrows) are Cu agglomerates, which are known to form during the FIB sample preparation. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)93, with the permission of AIP Publishing.

The chemical gradient across the thickness of the absorbers was determined by EDXS line scans [Figure 4.17 (a)–(b)]. The line-scan acquired across the growth-interrupted sample reveals a Ga-rich layer at the bottom (the columnar section of the film) and an In-rich layer at the top of the absorber. Even though both In and Ga are evaporated during the first stage but stopped through the second stage, they have distinct profiles along the absorber. This nonuniform In/Ga composition is known to improve the device performance.98 Three possible reasons are given in the literature for In/Ga gradient formation: growth temperature, Cu and Na concentrations in the absorber, and the relative size of In and Ga atoms.99–102 During the second stage of the growth, the growing layer tries to lower the total strain by out-diffusion of the larger In atoms towards to forming a Cu$_2$Se phase.102

For the growth-finished sample, a more gradual Ga gradient close to the back contact compared to the growth-interrupted sample was detected. The In-Ga-Se evaporation at the third-stage resulted in the second Ga grading observed close to the front contact. This type of composition profile is called double grading. Together with the position of the ‘Ga-notch’ within the absorber, double grading directly and strongly affects the device performance.103,104 The back grading is thought to improve the $V_{oc}$ of the device by reducing the back-contact recombination.98,105 However, at the front contact, a high recombination has been detected.
when the Ga gradient is strong.\textsuperscript{23} Hence, the Ga gradient in the front section of the absorber needs to be optimized to reduce recombination.
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Figure 4.17 EDXS line-scans (from Pt to Mo side) of the second sample set. (a) Growth-interrupted and (b) growth-finished CIGS samples show In-Ga grading along the absorber layer. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016), with the permission of AIP Publishing.

Dietrich et al. investigated the influence of the In-Ga grading on the microstructure.\textsuperscript{106} Their EBSD results showed an inversely proportional relationship between the integral Ga concentration and the grain size. It means that the morphology along the CIGS lamellae might already give compositional hints: the lamellar part of the growth-interrupted sample [Figure 4.16 (a)] and the smaller grains on the top and bottom parts of the growth-finished absorber [Figure 4.16 (b)] are Ga-rich.

In the growth-finished sample, closely-spaced PDs were not detected. However, a number of other structural defects, such as dislocations and individual PDs were still present in the grains even after the completion of the growth [some of them are indicated by red arrows in Figure 4.16 (b)]. Therefore, the last part of this study was focused on the imaging and spectroscopical investigations of individual structural defects from growth-interrupted and growth-finished samples in order to explain their nature as well as their possible evolution during the growth.
4.3. Detailed analysis of the structural defects

In this section, high-resolution STEM-HAADF imaging in combination with STEM-EELS was applied to gain insight into the structure and composition of the structural defects. After giving a comprehensive perspective to the experimental details on a defect-free CIGS structure in the following paragraph, the structural defects will be explained under four subsections: i) defects present in both growth-interrupted and growth-finished samples; ii) defects present only in the Cu-poor growth-interrupted samples; iii) defects present in the Cu-rich growth-interrupted sample; iv) defects present only in the growth-finished sample.

High-resolution images were acquired along the <110>-projection of the structure. In this projection, the CIGS crystal lattice shows dumbbells formed by closely spaced pure Se$^{2-}$ and alternating In$^{3+}$/Ga$^{3+}$ trivalent and Cu$^{+}$ monovalent cation columns [Figure 4.18 (a)].

However, the simultaneous presence of Cu and In/Ga cations in the same atomic column in <110>-zone axis orientation makes distinguishing between column type from images alone challenging. In this case, EEL SI acquisition enables the identification of atom-column compositions from selected regions of a sample. A reference SI was acquired from the defect-free region indicated by the green square on the HAADF image shown in Figure 4.18 (a). The corresponding Cu, Se, In and Ga elemental distribution maps [Figure 4.18 (b)–(e)] are shown with green, red, blue and yellow colors, respectively. The intensities on the elemental maps

![Figure 4.18](image-url)  
(a) HAADF survey image of a defect-free CIGS lattice along the <110>-projection. An EEL spectrum image was acquired from the region selected by a green square on the HAADF image. Elemental distribution maps extracted from the EEL spectrum image, showing the integrated (b) Cu-L$_{2,3}$, (c) Se-L$_{2,3}$, (d) In-M$_{4,5}$ and (e) Ga-L$_{2,3}$ intensities. (f) The composite image was formed by overlapping the simultaneously acquired HAADF image with a color-coded combination of the elemental distribution maps. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)\textsuperscript{85}, with the permission of AIP Publishing.
were normalized to a range from 0 to 1 for simplicity and should therefore not be interpreted in terms of absolute sample compositions. The position of the Se and cation columns are summarized for visual clarity in a red-green-blue-yellow (RGBY) image [Figure 4.18 (e)] displaying a superposition of the Cu, In, Ga and Se elemental distribution maps. This approach proved to be particularly helpful in elucidating the structure and chemistry of individual structural defects in CIGS.

4.3.1. Defects in both growth-interrupted and growth-finished samples

Independent of the point at which the growth was interrupted the following five structural defects kept their characteristic structure and composition: stacking faults (SFs) and twin boundaries (TBs) showed homogeneous elemental distribution, whereas grain boundaries (GBs), tilt boundaries and dislocation cores showed striking cation redistribution –Cu enrichment and In depletion– with slight Se depletion.

HUD stack faults

SFs are common-detected defects in chalcopyrite CIGS on the {112} planes. SFs are planar defects where the long-range stacking sequence of the crystal structure is interrupted. The insertion of an additional plane to the perfect crystal produces an extrinsic SF (ESF), whereas the deletion of a lattice plane produces an intrinsic SF (ISF). An ESF and an ISF are shown in Figure 4.19 (a) and Figure 4.20 (a), respectively. The determination of the type of stacking fault present in these samples was carried out as follows: in Figure 4.19 where the stacking fault is observed in the <110>-projection, the stacking sequence of Se across the defect along the <221> direction is …ABC\textit{B}ABC…, identifying an ESF [Figure 4.19 (a)], as there is an additional B plane. Spatially resolved EELS results show homogeneous Cu, In and Se elemental distribution at the ESF [Figure 4.19 (b)–(d)]. A composite image [Figure 4.19 (e)] is formed by superimposing the simultaneous HAADF image, acquired during the SI acquisition, and the Cu, In, Se elemental distribution maps extracted from the SI. Note that no Ga map is presented since the ESF and most of the observed defects, which will be presented in this work, were localized in the Ga-poor region of the CIGS sample. This made the extraction of the low-intensity Ga L\textsubscript{2,3} edge, which also overlaps with the Cu L\textsubscript{2,3} edge, not reliable.

In Figure 4.20, the Se stacking across the defect is …\textit{ABC}.\textit{C}\textit{ABC}…, where the B plane is missing in the <221> direction, which indicates that there is an ISF. The ISF lies on the
{112} plane on the same projection of a CIS‡‡ sample. Like ESFs, ISFs also exhibit a homogeneous elemental distribution [Figure 4.20 (b)–(e)].

Figure 4.19 (a) HAADF image of an extrinsic SF, and (b)–(d) the corresponding EELS elemental distribution maps from the area denoted with green rectangle on the HAADF image. (e) A composite map was formed by superimposing the RGB color-coded image with a simultaneously acquired HAADF image. Red circles on the HAADF image show Se columns across the ESF. The figure is reprinted by permission from Wiley & Sons, Inc.: Compositional and electrical properties of line and planar defects in Cu(In,Ga)Se₂ thin films for solar cells – a review by D. Abou-Ras et al. Phys. Status Solidi RRL 10, No.5 (2016)¹⁰⁷.

Figure 4.20 (a) HAADF image of an intrinsic SF. The elemental distribution maps are extracted from the SI acquired and show (b) Cu, (c) In and (d) Se. (e) RGB color-coded map shows the homogeneous elemental distribution.

‡‡ In the scope of this thesis not only CIGS but also Na incorporated CIS samples, which have defects with similar characteristics, were probed. A short summary of those samples is given in the section 4.3.3.
Such cation-Se terminated SFs extend across the whole grain without causing local compositional changes and terminate almost systematically at GBs. Indeed, previous studies showed that the SFs with cation-Se termination do not need to include elemental redistribution, and therefore they do not create deep-level defects, which would risk impacting the absorber properties.\textsuperscript{108, 109}

A smaller number of SFs terminate inside the grains, in which case they always intersect with other defects such as (partial) dislocations. The interaction of an ESF with Frank partials and their effects on the elemental distribution as well as the impact of such a defect on device performance were also investigated and discussed in more details in section 4.3.2.

\section*{Σ3 twin boundaries}

Other PDs that are often observed in CI(G)S absorbers are TBs, which are very similar to SFs. A TB from the growth-interrupted CIGS sample is shown in Figure 4.21 (a). As with SFs, Cu, In, and Se elemental maps [Figure 4.21(b)–(d)] and the composite image [Figure 4.21 (e)] show a homogeneous chemical distribution around the TB. The cation-Se termination on \{112\} planes at the TB is depicted by red (Se) and black (cation) circles overlaid on the HAADF image. The formation mechanism of Se-cation terminated twin boundaries is a 250° (= 70°+180°) rotation around the \langle110\rangle axis. A similar type of coherent TB is explained in detail for the sphalerite structure by Holt and Yacobi.\textsuperscript{110} It was described as an upright (ortho) TB. Due to the correct (compared to an undefected structure) sequence of cation-Se bonds at this boundary, the interplanar distances remain the same as in the grain interiors. The TB is a special type of Σ boundaries (Σ3).\textsuperscript{111}

The lamellar twins on \{112\} planes are the most-frequently found boundaries in CI(G)S absorber layers due to their low formation energies.\textsuperscript{112} Extensive work has been performed experimentally and theoretically on Σ3 \{112\} TBs.\textsuperscript{108, 113, 114} In a recent paper, Mirhoisseini et al. theoretically showed that Σ3 (112) boundaries shift both the VBM and the CBM with respect to the grain interiors.\textsuperscript{115} This way electrons are attracted to the boundary, but the boundary also repels the associated holes such that the carrier recombination stays low. It has also been found that cation-Se-terminated Σ3 TBs do not create gap states, so they do not affect the performance of the solar cell. The only possible effect might arise in the case of a close proximity of a large number of such PDs, which could result in a change in local structure, as was explained for CdTe thin-film solar cells.\textsuperscript{109}
Figure 4.21 (a) HAADF image of a Se-cation terminated TB and a random GB from the growth-interrupted sample. The upper grain is oriented in <110>-direction. (b)–(d) Elemental distribution maps extracted from the EEL spectrum image, showing the Cu, In, Se, respectively. (e) RGB composite image was superimposed onto the simultaneously-acquired HAADF image. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)§§, with the permission of AIP Publishing.

- **Random grain boundaries**

Due to the polycrystalline structure of Cl(G)S absorbers, the most common structural defects are GBs. In Figure 4.21 (a), there is a GB in between the upper grain, oriented in <110>-direction, and the bottom grain, which is oriented in an unknown direction. Therefore, it is not possible to resolve the atomic columns on both sides of the GB simultaneously. The present GB is denoted as a ‘random’ GB, because there is no predetermined, high symmetry relation between these two grains. At this random GB, a clear chemical change was detected at the cation positions, with a very strong increase in the amount of Cu as shown in Figure 4.21 (b)–(e) by EELS spectrum imaging as well as by EELS line-scan analysis in Figure 4.22. The Cu enrichment at the GB region is an indication of the likely presence of Cu$_{\text{In}}$ antisite§§ defects, where the excess Cu atoms are at the In sites. Cu-rich cation columns (with a large number of such antisite defects) can in fact be found in the terminating layers of the upper grain. At the final plane of the upper grain (just above the yellow dotted line in [Figure 4.21 (d)]), a slight Se depletion is visible. Careful examination also suggests the presence of an increase in oxygen content at the GB, although this finding remains ambiguous owing to the overlap of the In-M and O-K edges in the EEL spectra. Although the presence of oxygen cannot be confirmed unambiguously, previous experimental studies on random GBs by means

---

§§ An antisite defect occurs when an atom of a compound occupies the site of another chemical species of the compound.
of atom-probe tomography\textsuperscript{116} confirmed increased oxygen concentrations at random GBs, whenever a reduced Se signal was detected. This anticorrelation of Se and O indicates that O atoms occupy the Se sites, O\textsubscript{Se}.

Figure 4.22 The STEM-EELS line scan shows homogeneous elemental distribution at the TB and the elemental redistribution at the GB.

In this particular lamella from the second sample set no signal which can be attributed to Na impurities was detected, since a Na-diffusion barrier was deposited between the SLG and Mo back contact. In the case of the CIS samples where a NaF layer was deposited before the CIS deposition, it was not possible to extract the Na-K edge either. This is due to the overlap with the intense Cu-L\textsubscript{2,3} edge and the very low concentration of Na (0.1-1at %).

As discussed in the previous sub-section, higher Cu diffusion along the GBs than within the grain interiors may be regarded as a reason for the detected Cu enrichment at the GBs, even in the growth-interrupted Cl(G)S layer, which at no point during the co-evaporation process exhibited a Cu-rich composition. In the growth-finished sample shown in Figure 4.23; however, the last deposition stage was In-Ga-Se. In that case, the reason for Cu enrichment and In depletion at the GBs may be the compensation of a slight Se depletion.
Figure 4.23 HAADF image of a random GB from the growth-finished sample and the corresponding Cu, In and Se elemental maps from the selected region. The difference of the chemical profile, the width of the Cu-rich region, is probably due to the geometrical effect. This GB is not an edge-on boundary. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016) with the permission of AIP Publishing.

The type, quantity, mobility, electrical activity and possible effects of GBs on the performance of the solar cell are still puzzling for researchers. Despite the presence of numerous GBs and without any heat/chemical treatment—unlike CdTe or Si—polycrystalline CIGS shows high power-conversion efficiencies. In recent work, Yan et al. theoretically showed that at GBs deep gap states are formed in both CdTe and CIGS absorbers. These gap states are harmful to the solar cell performance, and they have to be avoided, if the performance needs to be optimized. The removal of these gap states appears to happen spontaneously in CI(G)S by chemical modification, specifically by the creation of CuIn and OSe antisites. The experimental results obtained here are thus in agreement with these theoretical predictions: the elemental redistribution observed at the GB region in CI(G)S helps the system to remain electrically benign. Therefore, a high concentration of such GBs does not play a crucial role for the CIGS solar cells’ performance.

- **Tilt boundaries**

Less frequent, although found in both growth-interrupted and growth-finished CI(G)S samples, are tilt boundaries. Figure 4.24 and Figure 4.25 show two tilt boundaries with a 113° and 105° rotation along the <110> axis from the growth-interrupted and growth-finished samples, respectively.
As in the case of GBs, Cu enrichment in combination with In depletion was detected at the tilt boundaries. Se exhibits a relatively homogeneous distribution at the boundary region. Few darker Se columns at the tilt boundary, which can be interpreted as Se vacancies, probably (in part) occupied by oxygen atoms, are visible.

Figure 4.24 Simultaneously acquired HAADF image of a tilt boundary with 113° rotation angle from the growth-interrupted sample. Cu, In and Se elemental distribution maps from the growth-interrupted sample. The red-green-blue composite image is superimposed on the simultaneous HAADF image. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)\textsuperscript{83}, with the permission of AIP Publishing.

Even though, there is not any theoretical work concerning these specific tilt boundaries, defect segregation on a similar defect, a $\Sigma 3\,(114)$ boundary, was studied using first-principle calculations.\textsuperscript{115} The results showed how the presence of Cu\textsubscript{In} and O\textsubscript{Se} antisites breaks the ‘wrong bonds’ and cleans the deep gap states formed due to the presence of them at the boundary.\textsuperscript{115} Here, the term ‘wrong bonds’ is used to denote bonds with unfavorable atoms, such as anion-anion or cation-cation bonding.\textsuperscript{126} Hence, having Cu\textsubscript{In} and O\textsubscript{Se} antisites is a beneficial mechanism, as is the case at GBs.

Figure 4.25 Simultaneously acquired HAADF image of a tilt boundary with 105° rotation angle from the growth-finished sample and the corresponding Cu, In and Se elemental maps extracted from the electron energy-loss spectrum. The composite image was formed by superimposing the HAADF image on a red-green-blue image composite map of Se, Cu and In, respectively. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)\textsuperscript{83}, with the permission of AIP Publishing.

4. Experimental results and discussion
Dislocation cores

A similar chemical segregation behavior was also observed at dislocation cores, i.e. twin-terminated edge dislocations. An overview of two dislocation cores and three Σ3 (112) TBs terminating at dislocation cores is shown in Figure 4.26 (a). Averaged sequential imaging (whereby a series of rapidly scanned images is aligned and averaged using rigid registration techniques) was used to obtain images with high signal-to-noise ratio of the two dislocation cores indicated on the overview image with yellow and purple boxes [Figure 4.26 (b) and (f)]. As before, EELS revealed that the stoichiometric composition is preserved at and across the Σ3 (112) TBs, while an anticorrelated redistribution of Cu and In is observed at the dislocation cores. This finding is illustrated in Figure 4.26 (c)–(e) with elemental distribution maps for Cu, In and Se at the upper dislocation core, and in Figure 4.26 (g)–(i) with the Cu, In, Se maps from the bottom dislocation core. CuIn antisites were found at both dislocation cores. The slight Se depletion at the dislocation cores is attributed again to the presence of OSe antisites, like in the case of GBs and tilt boundaries.
Edge dislocations were not studied in CI(G)S, but in Si. It was found that due to their high formation energies they are unfavorable to form in Si.\cite{114} Moreover, due to the presence of dangling bonds, large structure volumes are needed to study them reliably with computational methods.\cite{115} Hence, theoretical studies on dislocations in CI(G)S have so far only been carried out on (also experimentally observed) full 60°-mixed dislocations, which exhibit both edge and screw characters and are easier to handle numerically.\cite{116,117} 60° dislocation cores contain either cations (Cu, In, Ga) or anions (Se). In both cases, they exhibit dangling and ‘wrong’ bonds, which create charge accumulation towards the dislocation cores and form defect states.\cite{116,117} In the case of Cu depletion at the dislocation core, segregation of point defects, \textit{i.e.} Na\textsubscript{Cu\textsubscript{c}}, can passivate the dislocation cores.\cite{116} However, as stated above, edge dislocations were not theoretically studied. Further studies need to be done to comment on their effects on the performance of the CIGS solar cells.

4.3.2. Defects in the Cu-poor growth-interrupted samples

The drawback of atomic-resolution imaging is the poor observation statistics. However, after careful investigations on several grains from various depths of the growth-interrupted and growth-finished CIGS samples, the following three defects were detected only in the growth-interrupted CIGS samples: inversion boundaries, complex defects and Frank partial dislocations.

- **Inversion boundaries**

A Se-Se-terminated inversion boundary is shown in Figure 4.27. EEL spectrum imaging confirmed that the terminating ions are Se on both sides of the defect. The polarity of the Se-cation dumbbell becomes inverted when crossing the boundary. This is illustrated in the composite image where the red columns corresponding to Se are on the right side of the dumbbell in the leftmost section of the image, but on the left side of the dumbbell when crossing the boundary. Unlike in the case of the Se-cation-terminated TBs, due to the Se–Se termination of this defect, the distance between the \{112\} planes is larger (d\textsubscript{112}=0.48 nm) than in the grain interiors (d\textsubscript{112}=0.33 nm), which results in a dark line in the HAADF image (Figure 4.27). The distance between terminating columns on either side of the boundary is measured in the HAADF image as 0.37 nm, which compares very favorably to the calculated Se-Se distance of 0.35 nm for simulated CIS.\cite{118} At this type of boundary, although the stoichiometric composition is preserved, strong atomic reconstruction is expected\cite{119,120}, due to the unusual Se-Se ‘inverted’ bonds, which therefore create Se-dangling bonds. Indeed, the Se-Se termination at the boundary region creates a negative excess charge, which in turn
might change the local band structure and could alter the absorber properties. Possible $\text{In}_{\text{Cu}}$ antisite defects were predicted by calculations as necessary point defects to stabilize the anion-terminated boundaries.\(^{114}\)

Figure 4.27 HAADF image of a Se-Se terminated inversion boundary and the Cu, In and Se distribution maps extracted from the area indicated with a green rectangle on the high-angle annular dark-field image. The composite image shows a homogeneous elemental distribution. This defect type was observed only in the interrupted sample. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)\(^83\), with the permission of AIP Publishing.

- **‘Complex’ defects**

Figure 4.28 and Figure 4.29 show elemental distribution maps acquired on two complex defects in growth-interrupted CIGS samples. It was found that both defects have the overall characteristics of an ISF with one missing plane in the $\langle 221 \rangle$ direction. Both defects are formed on the $\{112\}$ planes, although they possess clear structural differences. The defect depicted in Figure 4.28 has a similar structure to an inversion boundary; however, atomic reconstruction –Cu enrichment– is detected, although compensating positive charges ($\text{In}_{\text{Cu}}$ antisites) would be expected. At this defect, it seems that it was energetically favorable to bind the excess Cu to the Se ions, in order to avoid negative excess charges. Figure 4.29 shows a related structure which includes a rotation of the cation (projected) site within the central plane and for which the planar distances between Se sites (the assignment of which was determined by EELS mapping) are preserved across the defected region. The red ball and arrow models on both figures show the equal planar distances of Se sites across the complex defects.

In both structures, the EELS maps demonstrate how the concentrations of Cu and In vary in an anti-correlated manner, while the Se distribution remains homogeneous. As before, the Se maps show slightly weaker intensity at the core of the defect suggesting a possible weak depletion in Se, although channeling effects may also play a role in generating this kind of
contrast. SF-like complex defects might be the indicator of the initial stage of the Cu$_{2+x}$Se phase that forms after enough Cu diffusion into the CI(G)S lattice had occurred.

Figure 4.28 HAADF image of a SF-like complex defect from the growth-interrupted sample. Corresponding Cu, In and Se elemental maps from the denoted rectangle in the HAADF image. Red ball-arrow model shows Se columns across the defect region with constant and equal distances. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)$^{83}$, with the permission of AIP Publishing.

Figure 4.29 HAADF image of SF-like complex defect and corresponding Cu, In and Se elemental distribution maps from the denoted rectangle in the HAADF image. This defect type was only seen in the growth-interrupted sample. Red ball-arrow model shows Se columns across the defect region. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)$^{83}$, with the permission of AIP Publishing.
Frank partial dislocations

Frank partial dislocations in CIGS were neither observed experimentally by HR-STEM nor studied by density-functional theory (DFT) simulations before. A number of them were observed here during the HR-STEM analysis on the growth-interrupted CIGS. As it will be explained below, the cation redistribution around the partial dislocation cores was quite striking, so that it needed to be studied by DFT simulations to understand the characteristics and reasons of the elemental redistribution and its effects on the photovoltaic performance.

In Figure 4.30 (a), it is possible to detect a region with a slightly different stacking between two yellow boxes: ...ABCBA...C, which creates an ESF. Interestingly, this ESF terminates within the yellow boxes drawn in the same figure. This termination is only possible due to the presence of partial dislocations separating the faulted regions from the perfect crystal.130

In the partial dislocations shown in Figure 4.30 (a), the Burgers vector, \( b = \pm 1/6 <221> \), is normal to the plane of the fault. As a result, it cannot glide, indicating that this is an extrinsic Frank partial dislocation. Furthermore, similar to the case of Si131 and based on its sessile nature and what has been found for PDs in CIS occurring on low-energy facet planes58, it can be concluded that this is a grown-in defect and not the result of mechanical strain relaxation.

To study the properties of this extrinsic Frank loop by means of DFT calculations, a corresponding supercell with a SF bounded by two straight Frank partials was built.*** As the observed defect was localized in the Ga-poor region of the sample, the simulations were carried out for a CIS structure. A slice of an extrinsic Frank loop, and its relaxed structure can be seen in Figure 4.30 (b). All atoms are fully coordinated, and no dangling bonds are found. Due to the symmetry of the chalcopyrite structure of CIS and its slip plane (112), in which this defect occurs, any transversal cut of a stoichiometric Frank loop in this material will consist of two structurally different transversal sections of the Frank partial bounding the loop, an \( \alpha \)- and a \( \beta \)-core, and the extrinsic stacking fault between them. The inserted plane terminates in anions for the \( \beta \)-core [Figure 4.30 (c)] and in cations for the \( \alpha \)-core [Figure 4.30 (d)].

*** The supercell was built by Daniel Barragan-Yani.
4. Experimental results and discussion

Figure 4.30 (a) HAADF image of the positive Frank partial dislocations associated with an extrinsic SF. Two yellow boxes indicate the top and bottom parts of the SF including partial dislocation cores ($\beta$-core in the upper box and $\alpha$-core in the bottom one). The relaxed structure of an extrinsic Frank loop in CIS obtained with DFT. (b) Complete supercell showing the simulated loop, (c) $\beta$-core and (d) $\alpha$-core. Reprinted figure with permission from E. Simsek Sanli et al., Point defect segregation and its role in the detrimental nature of Frank partials in Cu(In, Ga)Se$_2$ thin-film absorbers, Phys. Rev. B 95, 195209 (2017)$^{84}$. Copyright (2018) by the American Physical Society.
The two regions indicated by the yellow boxes in Figure 4.30 (a) were analyzed by means of EELS, with the HAADF intensity distributions acquired simultaneously with the SIs. In this [110] projection shown in Figure 4.31 (a), closely spaced Se and alternating In/Ga and Cu columns are visualized as an inset with red (Se) and black (Cu and In/Ga) balls. Se, Cu, and In elemental distribution maps were extracted from the acquired EEL spectra, and they are shown in Figure 4.31 (b)–(d) in red, green, and blue, respectively. Cu-rich clouds were found outside of both cores coinciding with a lower In signal intensity. Directly at the dislocation cores; however, the α-core shows a considerable excess of Cu, while the β-core exhibits only a slight increase in the Cu signal compared to the bulk material. Furthermore, immediately below the cores and to the side of the SF, a subtle drop in Cu signal is seen to coincide with a small increase in In.

![Figure 4.31](image)

Figure 4.31 Two simultaneously acquired HAADF images from the areas indicated by yellow boxes on Figure 4.30 (a) show the association of the SF and the Frank loop (β-core in the upper panel and α-core in the bottom one). Dislocation cores are indicated by orange circles on the image. (b)–(d) Corresponding Se, Cu and In elemental distribution maps are shown in red, green, and blue colors. (e) RGB map is a color-coded superposition of the elemental maps. Reprinted figure with permission from E. Simsek Sanli et al., Point defect segregation and its role in the detrimental nature of Frank partials in Cu(In, Ga)Se₂ thin-film absorbers, Phys. Rev. B 95, 195209, (2017) [24]. Copyright (2018) by the American Physical Society.
To understand such atomic rearrangements, the chemical decorations of Frank partials were studied by means of relative formation energies, $E_{RFE}^q$. Further details of the calculation and the formula of $E_{RFE}^q$ are not given here, but can be found in the reference paper. Non-stoichiometric Frank loop supercells were constructed by creating relevant point defects in the positions indicated by yellow circles in both Figure 4.32 (a)–(b) for the Cu vacancy and antisite defects (Cu$_{\text{In}}$ and In$_{\text{Cu}}$), while the Xs mark the positions chosen for Cu interstitials. The chemical potentials, $\mu$, for the Cu and In were chosen according to Pohl et al.’s work to mimic the experimental Cu-poor, chalcopyrite phase conditions, in this case for $\mu_{\text{Cu}} = -0.4$ eV and $\mu_{\text{In}} \approx -1.0$ eV.

Figure 4.32 Simulated structures were superimposed on the HAADF images for the (a) $\alpha$-core and (b) $\beta$-core. Relative formation energies of point defects inside the (c) $\alpha$- and (d) $\beta$-cores of the Frank loop. The chemical potentials for Cu and In were chosen to mimic the experimental Cu-poor conditions, and charged defects are presented as colored bands rather than lines to show also their values when $0 \leq E_F \leq 0.25$ eV. LDOSs of stoichiometric and decorated cores are shown for both (e) $\alpha$-core and (f) $\beta$-core. The band gap of the bulk structure is marked by dotted vertical lines. Reprinted figure with permission from E. Simsek Sanli et al., Point defect segregation and its role in the detrimental nature of Frank partials in Cu(In, Ga)Se$_2$ thin-film absorbers, Phys. Rev. B 95, 195209 (2017). Copyright (2018) by the American Physical Society.

The relative formation energies for various defect types in the $\alpha$-core and $\beta$-core are shown in Figure 4.32 (c)–(d), respectively. Relative formation energies of charged defects are

---

††† Relative formation energies were calculated by Daniel Barragan-Yani.
‡‡‡ Calculations were done by Daniel Barragan-Yani.
presented as colored bands reflecting the range of possible Fermi levels \(0 \leq E_F \leq 0.25\) eV. In the cation-containing \(\alpha\)-core, Figure 4.31 (c), the neutral and charged \(\text{Cu}_{\text{In}}\) antisites exhibit negative formation energies, which means that this defect would occur spontaneously and that the \(\alpha\)-core has a tendency to be decorated by excess Cu. Within the relevant range of Fermi energies, the neutral antisite is the most stable configuration. Thus the Cu-rich dislocation core has no excess charge. Only when \(E_F\) is extremely close to the VBM, the \(\text{In}_{\text{Cu}}\) antisite does also have a negative \(E_{\text{RFEE}}^q\). Since these thermodynamic conditions do not occur in the real absorber, it can be concluded that the decoration of the \(\alpha\)-core by neutral \(\text{Cu}_{\text{In}}\) is the main reason for the considerable Cu accumulation at the \(\alpha\)-core observed in the experiments. For the Se-containing \(\beta\)-core, Figure 4.32 (d), all defect structures exhibit positive formation energies when \(\Delta\mu_{\text{In}} = -1.0\) eV, which is the reason why compositional changes observed experimentally inside this core are less marked compared to its \(\alpha\) counterpart. The presence of the neutral \(\text{Cu}_{\text{In}}\) antisite and some Cu interstitials explain the slight Cu increase found in this structure.

Therefore, the experimentally observed behavior of Cu at the dislocation cores, Figure 4.31, is in full agreement with the theoretical results. After unraveling the causes of such chemical changes inside the \(\alpha\)- and \(\beta\)-cores, the local density of states (LDOS) of both structures were used, when decorated with their preferred point defects to study the effects of such non-stoichiometric structures on the electrical properties of the absorber layer. It was found that the presence of \(\text{Cu}_{\text{In}}\) inside both \(\alpha\)- and \(\beta\)-cores induces a defect state [Figure 4.32 (c)–(f)] around the middle of the gap and enhances non-radiative recombination. Thus, the decorated Frank loop should be electrically active due to the presence of \(\text{Cu}_{\text{In}}\) inside the \(\alpha\)- and \(\beta\)-cores. Moreover, although there are no dangling bonds in the stoichiometric structures, defect levels are also observed in the LDOS of the stoichiometric structures. These defect levels are thought to be strain induced; similar to what has been observed in the case of threading dislocations in GaN.\(^{133}\)

To elucidate the nature of the Cu clouds detected around the cores (Figure 4.31), further HAADF and EELS experiments were conducted over a larger field of view. Similar line defects showed Cu clouds that extend up to 10 nm away from the dislocation cores (Figure 4.33). The absence of dangling bonds in the relaxed stoichiometric structures and the resulting absence of localized charges rule out electrostatic interactions, which is in contrast to the case of full dislocations reported by Dietrich \textit{et al.}\(^{128}\) The nonsymmetric distribution of the Cu clouds around the dislocations also provides a hint that they cannot be due to electrostatic potentials, which would imply only a radial dependence of the Cu distribution.

---

4. Experimental results and discussion
Figure 4.33 HAADF image (left) of a partial dislocation core and the corresponding EELS elemental distribution map (right) composed of Se (red), Cu (green), and In (blue) signals. The diffusion range of Cu is 5-10 nm. Reprinted figure with permission from E. Simsek Sanli et al., Point defect segregation and its role in the detrimental nature of Frank partials in Cu(In, Ga)Se₂ thin-film absorbers, Phys. Rev. B 95, 195209 (2017)\textsuperscript{84}. Copyright (2018) by the American Physical Society.

Therefore, strain was tested as a possible driving force of such atomic redistribution around the cores. GPA\textsuperscript{81} was used to visualize the compressive and tensile strain fields associated with the dislocation cores. The main x and y axes, chosen for the strain analysis, are presented on the HAADF image in Figure 4.30 (a). Figure 4.34 (a)–(b) shows the corresponding components, $\varepsilon_{xx}$ and $\varepsilon_{yy}$, of the strain tensor superimposed to the same HAADF image (with a 90° rotation to the left) to correlate visually the measured strain values to the exact atomic positions. The color bar indicates a change in strain from +7.5% tensile to −7.5% compressive for both the $\varepsilon_{xx}$ and $\varepsilon_{yy}$ components. The atoms at the SF, especially those near the dislocation cores, experience compressive strain. At the sides of the SF, the effect is inverted, and atoms experience tensile strain. At the SF, the atomic columns are displaced horizontally from their positions, at larger distances away from the dislocation cores along the x direction. It results in larger strain fields as is shown in the $\varepsilon_{xx}$ map. In contrast, the vertical displacement is rather localized close to the dislocation core in the y direction. For comparison, the strain-field components for a pair of partial dislocations, $\varepsilon_{xx}$ and $\varepsilon_{yy}$, were calculated from linear elasticity theory.\textsuperscript{130} In Figure 4.34 (c)–(d), the theoretical strain distribution is shown, which reproduces the experimental result. Similarities in the positioning of the tensile and compressive regions between theoretical and experimental results give further proof that the defect studied with HR-STEM is indeed an extrinsic Frank loop. Since linear elastic results are divergent very close to the core, the results were bounded to a maximum of ±5%.
Figure 4.34 The HAADF image shown in Figure 4.29 (a) is superimposed with (a) $\varepsilon_{xx}$ and (b) $\varepsilon_{yy}$ strain components extracted by GPA. Strain fields for an extrinsic Frank loop as predicted from linear elasticity solutions (c) $\varepsilon_{xx}$ and (d) $\varepsilon_{yy}$.


To reveal the nature of the Cu clouds, the mechanical coupling of this strain field to the defect thermodynamics was analyzed. The calculations are not given in this work, but can be found in the reference paper. Calculations provided evidence that the Cu clouds detected outside of the core region probably consist of Cu$_{In}^{-2}$ point defects and the driving force for their formation is the interaction of the strain fields of the dislocations with these point defects. Also due to the strain, In$_{Cu}^{+2}$ antisites are predicted to accumulate in areas under compressive strain, providing a charge compensation mechanism. Although not as prominent as the Cu-rich clouds, they are observed by means of EELS [in the dotted circles in Figure 4.31 (d)].

Regarding the effect of such clouds on the electrical properties of a device containing dislocation loops like the one studied here, it has been pointed out in previous studies that the Cu$_{In}^{-2}$ antisite constitutes the most harmful hole-trap in CIGS absorber layers. Thus, Cu clouds composed of such defects would also be detrimental for the efficiency of the device.

In the case of the quaternary compound CIGS, conclusions can be drawn by including Ga in this analysis. In such a situation, the expected In-rich clouds would include Ga$_{Cu}^{+2}$ along with In$_{Cu}^{+2}$, since both would respond similarly to strain due to the analogous ionic radius of In and Ga. It was shown that both Ga$_{Cu}^{+2}$ along with In$_{Cu}^{+2}$ are shallow donor defects. Therefore, the finding that the presence of Cu$_{In}$ is the factor determining the detrimental nature would remain valid for CIGS.

---

388 Theoretical strain field components were calculated by Daniel Barragan-Yani.
Since the calculated energy band diagrams suggest that the presence of \( \text{Cu}_\text{In} \) at the \( \alpha \)- and \( \beta \)-cores induces deep midgap defect states, the annihilation of Frank loops during the CIGS growth is essential in order to obtain higher absorber qualities for record conversion efficiencies of the corresponding solar-cell devices.

### 4.3.3. Defects in the Cu-rich growth-interrupted samples

Two growth-interrupted CIS absorbers with 12 nm NaF precursor layer were analyzed to see the effects of Na incorporation and growth temperature on the structural defects. Two pieces from the same set of samples were removed from the co-evaporation chamber before and just after the recrystallization. Two growth-interrupted lamellae with Cu-poor and Cu-rich compositions are shown in Figure 4.35 (a)-(b), respectively. Independent of the composition and the recrystallization, both samples show similar microstructures: small grains with defects including closely-spaced PDs. In the scope of Stange et al.’s work, which was carried out on the same sample family, the conclusion was drawn that Na inhibits the growth of defect-free grains particularly at low growth temperatures of \(~350 \, ^\circ\text{C}\). This is achieved by reducing the \( \text{Cu}/\text{In} \) diffusion during the recrystallization.\(^{134}\) That work explained the high defect concentration detected in the Cu-rich CIS sample as well.

![LAADF images of the fourth sample set: Na incorporated (a) Cu-poor growth-interrupted and (b) Cu-rich growth-finished samples.](image)

Figure 4.35 LAADF images of the fourth sample set: Na incorporated (a) Cu-poor growth-interrupted and (b) Cu-rich growth-finished samples.
The defect structures and elemental (re)distributions at the individual structural defects present in these samples were found to be the same as the Cu-poor CIGS absorbers, except for one defect, which was detected in the Cu-rich CIS samples as a striking CuPt-ordered phase inclusion.

❖ ‘CuPt-ordered’ phase inclusion

During the growth of CI(G)S absorbers, metastable secondary phases with different ordering than usual are formed. Such a phase, in the form of platelets, was detected in the growth-interrupted Cu-rich CIS sample around the GBs (Figure 4.36). Previously, similar structures were described in the literature as a ‘CuPt-ordered’ CIS phase.\textsuperscript{89, 135, 136} According to the literature, this phase is a metastable transition phase that forms during the ‘topotactical growth’.\textsuperscript{**** 89}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.36.png}
\caption{HAADF image of a ‘CuPt-ordered’ defect around a GB. Two Fourier transforms (FFTs) are extracted from the regions indicated by purple and yellow squares on the HAADF image. Additional spots are visible on the purple framed FFT, which was extracted from the ‘CuPt ordered’ region. Cu, In and Se elemental maps are extracted from the region selected with a green rectangle on the HAADF image. RGB color-coded image is shown for visual clarity.}
\end{figure}

In Figure 4.36 the HAADF image shows a morphological change of the \{112\} planes in the \langle110\rangle-oriented grain around the GB region. On the upper right corner of the \langle110\rangle-oriented grain, the lattice spacing was measured as $d_{112}=0.67$ nm, which is twice the

\textsuperscript{**** The topotactical growth model is explained in section 4.3.4 in more detail.}
chalcopyrite-type CIS lattice spacing, $d_{112}=0.33$ nm. Fourier transforms (FFTs) were extracted from the chalcopyrite and the ‘CuPt ordered’ regions indicated in Figure 4.36 by yellow and purple dashed boxes, respectively. The FFT, extracted from the ‘CuPt-ordered’ region, shows extra spots on the $\frac{1}{2}(1\bar{1}2)$ positions. In the literature, these extra spots are described as typical signs of ‘CuPt-type ordering’. The elemental distribution was elucidated through EELS elemental maps. A slight Cu enrichment, especially close to the GB region, is detected. The smeared columnar Cu and In signal, between the homogenously distributed Se columns, is detected as a result of the CuPt-type ordering.

The same ‘CuPt-ordered’ CIS phase was also observed as a precipitate connected to a long PD within the chalcopyrite CIS matrix [Figure 4.37 (a)]. The elemental maps [Figure 4.37 (b)–(d)] from the long PD show Cu enrichment in combination with In depletion along the length of the defect, which is similar to the SF-like complex defects. A slight Cu enrichment due to the close positioning of cation columns and an accompanying slight In depletion are also detected at the precipitate, although the effect appears highly smeared out. While this would imply a reduced elemental redistribution in this region, it is in fact due to the presence of an underlying chalcopyrite structure below the precipitate. The chalcopyrite structure can be revealed by acquiring a through focal series of images, acquired by varying the microscope defocus setting from $+20$ nm to $-20$ nm as shown in Figure 4.38. At $-20$ nm defocus the chalcopyrite structure with two TBs and an ISF can be clearly seen.

![Figure 4.37](image.png)

**Figure 4.37** (a) HAADF image of a long PD and a small ‘CuPt-ordered’ precipitate formed in the CIS grain. Elemental distribution maps of (b) Cu-$L_{2,3}$, (c) In-$M_{4,5}$ and (d) Se-$L_{2,3}$ are extracted from the acquired EEL spectrum image. (e) RGB image composed of Cu, In and Se elemental distribution maps.
4. Experimental results and discussion

Figure 4.38 A through focal series from +20 nm to −20 nm of images from the same area shows that the ‘CuPt-ordered’ CIS phase is on top of the chalcopyrite CIS.

4.3.4. Defects in the growth-finished sample

The detection of secondary phases in the CI(G)S system by XRD and TEM in combination with EDXS initiated research on the growth mechanisms of CI(G)S thin-films. In 1993, Klenk et al. proposed a vapor-liquid-solid mechanism as a growth model for large-grained CIS and CGS films under Cu-rich conditions.\(^{137}\) In 1997, Wada et al. proposed a new growth model called ‘topotactic reaction’ for CIS.\(^{89}\) A topotactic reaction is a chemical solid-state reaction, where the initial and final crystals have a three-dimensional crystallographic relation.\(^{138}\) In a later work, Nishiwaki et al. explained the growth of CIGS produced by the three-stage co-evaporation technique with the same model.\(^{139}\) According to their proposed model, during the third stage of this process two reactions occur: i) the growth of CIGS grains
from the Cu$_{2-x}$Se phase through the incorporation of In, Ga and in the presence of sufficiently-high Se vapor pressure. The Cu$_{2-x}$Se phase is thought to transform to CIGS by maintaining the Se sublattice in the same cubic closed-packed structure, while the cations are being exchanged. The crystallographic relation between the pseudo-cubic CIS and the cubic Cu$_{2-x}$Se is given by Wada et al. as follows: (111)$_{\text{Cu$_2$Se}}$$\parallel$(111)$_{\text{CIS}}$ and [011]$_{\text{Cu$_2$Se}}$$\parallel$[011]$_{\text{CIS}}$. $^8$; ii) the decomposition of CIGS and the formation of indium selenide and gallium selenide. However, this second (clearly unwanted) reaction can be impeded by sufficient Se flux or even be reversed without any decomposition of the forming CIGS. $^{139}$

**The Cu$_{2-x}$Se phase**

Figure 4.39 shows two grains, where the upper grain is oriented in the <110>-direction and the bottom grain is oriented in an unknown direction. A higher magnification image from the same region is shown in Figure 4.40 (a).

![5 nm HAADF image of a platelet around the grain boundary. Reprinted from E. Simsek Sanli et al., Appl. Phys. Lett. 111, 032103 (2017) $^8$, with the permission of AIP Publishing.](image)

The two grains are separated by about 5 atomic planes of material which can be described as a platelet coherently grown on the upper grain. The platelet exhibits a clearly different crystal structure from the upper grain. In the <110>-projection of the CIGS structure, Se and cation columns form the characteristic dumbbell structure, whereas the platelet exhibits triplets of closely spaced Cu-Se-Cu atomic columns instead. Cu, In and Se elemental maps [Figure 4.40 (b)–(d)] show the chemical differences between the CIGS matrix and the platelet present at the GB: the platelet is richer in Cu than the main grain, while the concentration of In is strongly depleted. The platelet is therefore identified as Cu$_{2-x}$Se. Figure 4.40 (e) is a composite image showing the distribution of Se, Cu and In. The planar distances for the Se columns are equal for both the CIGS matrix and the Cu$_{2-x}$Se phase. The Cu$_{2-x}$Se phase seems highly ordered, although the EELS map suggests a somewhat smeared Cu distribution. This can be attributed to the close positioning of Cu columns in the <110>-direction. The slightly lowered Se signal intensity around the GB region gives further credence to the identification of a secondary phase different from the bulk, going from a high Se concentration CIGS matrix to the lower Se concentration Cu$_{2-x}$Se phase. The occurrence of cation redistribution at
random GBs was unambiguously demonstrated, including clear evidence for regions with Cu enrichment and In depletion. However, contrary to what is observed here, those Cu-rich/In-poor boundary regions did not exhibit any clear crystallinity, and no highly ordered secondary phase was observed at those boundaries. The presence of a remnant Cu$_2$Se fully ordered phase at GBs and within grains appears therefore to be a rare occurrence.

Figure 4.40 (a) Cu$_2$Se phase around a grain boundary on \{112\} planes. Cu enrichment in combination with In depletion is visible at the GB region. Elemental distribution maps of (b) Cu-L$_{2,3}$, (c) In-M$_{4,5}$ and (d) Se-L$_{2,3}$ are extracted from the acquired EEL spectrum image. (e) Simultaneous HAADF image and an RGB image are superimposed. The CIGS dumbbell structure and the Cu$_2$Se triplets are clearly visible. Reprinted from E. Simsek Sanli et al., Appl. Phys. Lett. 111, 032103 (2017)\textsuperscript{85}, with the permission of AIP Publishing.

The same coherent structure identified as Cu$_2$Se platelets was also observed within a CIGS grain, similarly aligned along the \{112\} planes. Figure 4.41 (a) shows an example of a platelet inclusion consisting of three atomic planes of Cu$_2$Se within the CIGS matrix. A similar example with two planes of Cu$_2$Se phase is shown in the Figure 4.42 (a). Figure 4.42 (b)-(d) show Cu, In and Se elemental maps, respectively. The composite image [Figure 4.42 (e)] shows a polarity inversion of the Se and cation columns in the CIGS matrix across the Cu$_2$Se platelet. The red Se atomic columns are on the down-side of the dumbbells in the upper part of the matrix, but on the top-side of the dumbbells in the bottom side of the CIGS matrix. The reason for this site reversal is the presence of additional Cu columns in the Cu$_2$Se phase. Site reversal was also the case at the GB, the Se map shows the uninterrupted continuation of the Se sub-lattice, whereas Cu and In cations are exchanged.
Despite its simple binary chemical formula, Cu-Se forms complex stoichiometric (CuSe, Cu$_2$Se, CuSe$_2$, Cu$_3$Se$_2$) and non-stoichiometric, Cu$_{2-x}$Se phases. There are two main equilibrium phases for non-stoichiometric Cu$_{2-x}$Se at lower Cu concentrations: a high-temperature $\beta$-Cu$_{2-x}$Se and a low-temperature $\alpha$-Cu$_{2-x}$Se phase. It has also been noted that for $x = 0.15$–0.25 the high-temperature phase can be present at room temperature. While the EELS results unequivocally show the presence of a secondary Cu$_{2-x}$Se phase, a comparison of the structure observed experimentally with simulations can help to confirm the specific crystallography of the inclusion phase. Thus, in order to validate the experimental observations, a model structure was created, informed by the experimental images of the platelets incorporated within a CIS matrix (once again no Ga ions were included in the model
structure for simplicity due to the low Ga content in the region of the film observed experimentally). A chalcopyrite-type crystal structure was used for the CIS. An anti-fluorite type structure with the space group $Fm\bar{3}m$ was used for the Cu$_2$Se platelets, as the most likely structure, following Wada et al.\textsuperscript{89} In the parent stoichiometric Cu$_2$Se structure (used in the model for simplicity, as an unambiguous determination of the exact platelet stoichiometry through EELS would be difficult), 4 Se atoms form a simple fcc sublattice, 4a (000), with 8 Cu atoms occupying the tetrahedral and octahedral sites, 8c ($\frac{1}{4}\frac{3}{4}\frac{1}{4}$), in the subcell.\textsuperscript{140} The lattice parameters are adapted to match with the surrounding CIS to $a = 5.8$ Å and $c = 11.6$ Å, and for Cu$_2$Se to $a = 5.8$ Å. Figure 4.43 (a) and (b) show a $<110>$ projection of the created CIS and Cu$_2$Se crystal structures visualized using Vesta.\textsuperscript{144} The incorporation of a Cu$_2$Se platelet within a CIS matrix [Figure 4.43 (c)] with 23 nm thickness was carried out using Model Builder, a complex interface building tool provided in the QSTEM software suite, which is a free image simulation software based on frozen phonon multislice methods.\textsuperscript{145} The simulation parameters were chosen to reflect the experimental conditions: 100 kV acceleration voltage with a semi-convergence angle of 33 mrad, and the HAADF detector’s semi-angles were set to 85–190 mrad. Figure 4.43 (d) shows a simulated image for a total sample thickness of 16.1 nm, chosen to match with the measured thickness of the FIB lamella ($\sim 15$ nm). The simulation is shown in the yellow frame overlaid on top of an experimental image, obtained by rigid registration of a series of rapidly scanned HAADF images.\textsuperscript{146} The intensities in the simulated image and experimental image show an excellent match. It should be noted that the comparison is not provided on an absolute intensity scale. The intensities of both simulated and experimental images were stretched to the full greyscale range. Although the simulation is therefore not fully quantitative, it certainly demonstrates a good structural agreement with the proposed anti-fluorite phase.
Figure 4.43 <110>-projection of the created (a) CIS –with a chalcopyrite crystal structure– and (b) Cu₂Se –with an antifluorite crystal structure– based on Wada et al. The unit cells are shown with black frames on the crystal structures. (c) Simulated model of Cu₂Se in the CIS matrix. (d) Averaged sequential image (left) overlapped with the simulated model of Cu₂Se (right) in the CIS matrix. Reprinted from E. Simsek Sanli et al., Appl. Phys. Lett. 111, 032103 (2017)\textsuperscript{85}, with the permission of AIP Publishing.

Other possible crystal structures were also considered. Aside from the anti-fluorite structure used above, the other most likely Cu-Se containing secondary phases are \textit{F}4\overline{3}m and \textit{F}2\overline{3} for Cu\textsubscript{2-x}Se and \textit{P}mm\textit{m} for CuSe\textsubscript{2}. Models of these structures are shown in the Figure 4.44 for completeness. However, a cursory visual inspection of these models demonstrates a poor match to the observed HAADF images, and full simulations were therefore not attempted.

The observation of Cu\textsubscript{2-x}Se platelets, which are likely the remnants of the Cu\textsubscript{2-x}Se phase known to form during the Cu-rich phase of the growth, in particular as small inclusions within grains, provide the most direct and conclusive experimental evidence to date of the proposed topotactical growth model for the formation of CIGS absorbers produced by three-stage co-evaporation technique.
Figure 4.44 The simulated anti-fluorite type cubic structure for Cu$_2$Se phase and three other crystal structures for Cu$_2$Se and CuSe$_2$ phases. Reprinted from E. Simsek Sanli et al., Appl. Phys. Lett. 111, 032103 (2017)\textsuperscript{35}, with the permission of AIP Publishing.
5. Conclusion and outlook

In the present study, several TEM techniques were used to provide insights into the microstructural and compositional evolution of CIGS absorbers during various growth processes, with a particular focus on line and planar defects. STEM-LAADF imaging was applied for large-scale morphology and defect density analysis. The orientation of the grains was determined via electron diffraction. For the high-resolution analysis of the microstructural defects, STEM-HAADF imaging was used. Elemental distributions along the absorber layer and at the various structural defects were analyzed by EDXS and EELS. Furthermore, cation diffusion between different phases was investigated by heating experiments.

The recrystallization of CIS absorbers was investigated for the first time via STEM heating of CIS-Cu$_2$-xSe diffusion couples. STEM-LAADF imaging provided a direct *in-situ* view of the GB migration in CIS during Cu in-diffusion. The GBs migrate towards the grains with closely-spaced PDs, and the PDs ultimately vanished. During the heating of diffusion couples, recrystallization started at the CIS/Cu$_2$-xSe interface and advanced towards the back contact as Cu diffuses into the Cu-poor CIS layer. When the Cu-poor CIS was heated in the absence of the capping layer, no recrystallization was observed. Both results proved conclusively that recrystallization is triggered only by the excess Cu.

The contrast change in LAADF imaging during *in-situ* heating hinted towards a Cu-In interdiffusion. This was later confirmed by EDXS, performed after the heating experiments. Further experiments could include *in-situ* spectrum image acquisition, which would provide a near-instantaneous tracking of the Cu diffusion and enable the detection of the diffusion paths, (*i.e.* confirming that the diffusion does happen at GBs, as concluded from static studies so far). A particular challenge for such studies is the necessity of using different settings for imaging and spectroscopy. For example for LAADF imaging, low collection angles are needed, whereas for EELS, the collection angle needs to be large enough to achieve a decent signal-to-noise ratio. Also, for EDXS, the sample needs to be tilted towards the EDX detector, which increases the relative thickness of the sample in the direction of the electron beam. An increased electron path is of course not desired for both EELS and imaging. Moreover, the heating should be sufficiently slow to allow the spectrum imaging to be acquired in a steady sample. In this case, either the sample should be heated with a rate of about 1 K/min, or in intervals of about 5-10 min. In the case of slow temperature ramping, the analysis can take up to 7 h. In the case of heating with intervals, the recrystallization is expected to stop when the
heating stops. However, the temperature fluctuates a few degrees until it reaches a steady value, which may slightly alter the microstructure and the elemental distribution during spectrum imaging.

The comparison of growth-interrupted and growth-finished samples validated the presence of closely-spaced PDs before the recrystallization and their annihilation during the growth process. However, in the growth-finished samples individual microstructural defects different than closely-spaced PDs were detected.

The in-depth HR-STEM and EELS analyses from various growth stages provided clues regarding the microstructural evolution of individual defects. SF-like complex defects were detected in Cu-poor growth-interrupted samples. These complex defects might be the origin of the Cu$_{2-x}$Se phase that forms after the absorber becomes Cu-rich. A future high-resolution heating study on diffusion couples could reveal the exact evolution of SF-like complex defects. Furthermore, the proposed topotactical growth model was experimentally confirmed by the observation of coherent Cu$_{2-x}$Se platelets in the growth-finished CIGS absorber.

A pair of Frank partial dislocations, which was detected (for the first time in the CIGS system) in a growth-interrupted sample, was studied by STEM-EELS and calculations based on DFT. Outside of the dislocations cores, Cu-rich clouds are formed due to strain. The energy of the dislocation cores is reduced in the presence of asymmetric Cu excess. The DFT simulations show that at the cation-containing $\alpha$-core, the neutral Cu$_{\text{In}}$ antisites have negative formation energies, whereas at the Se-containing $\beta$-core, the Cu$_{\text{In}}$ antisites and Cu interstitials have low positive formation energies. The presence of Cu$_{\text{In}}$ point defects induces defect states and enhances non-radiative recombination. Thus, the complete annihilation of Frank partials is essential for achieving high power-conversion efficiencies. This study confirmed that the growth conditions used for this set of samples is effective at achieving this: no Frank partials were observed in the growth-finished samples, which indeed are known to reach good efficiencies.

Although closely-spaced PDs were annihilated, individual cation-Se terminated TBs and SFs preserved their structure and composition during the entire growth. As previously studied via theoretical calculations, the presence of such defects with stoichiometric composition does not alter the optoelectronic properties of the absorber. Hence, the presence of such defects is not detrimental to the final performance of the CIGS solar cells. The number of edge dislocations and random GBs is reduced after the recrystallization, but both defect types were present at various growth stages as well. To comment on the effects of edge dislocations, and
in particular of the strong elemental redistribution observed experimentally here, further theoretical work is needed. For the GBs; however, the formation of CuIn and OSe antisites were previously found to be beneficial for removal of the gap states. This explains why CIGS solar cells show one of the highest efficiencies, despite their polycrystalline nature.

Finally, in a future study, local band gap fluctuations at microstructural defects can be analyzed via valence EELS. However, due to the low band-gap energy of CIGS, $\sim 1.2$ eV, high energy resolution is needed. A microscope with both an aberration corrector and a monochromator is essential to reach the required spatial and energy resolutions for the atomically resolved local band gap measurements at structural defects. Moreover, low acceleration voltage is required to prevent the occurrence of Cherenkov radiation, which can limit the determination of the band gap.
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Figure 1.1 Comparison of highest ‘cell’ efficiencies at the laboratory for various solar cells. The data used here is taken from the National Renewable Energy Laboratory’s (NREL) Best Research-Cell Efficiencies chart plotted on 25.04.2018, and modified with Solar Cell Efficiency Tables (version 51) written by Green et al. for a-Si and organic solar cells. The efficiency of CIGS is modified according to new achievement of Solar Frontier on CIS based absorbers.

Figure 2.1 An equilibrium band diagram of a CIGS thin-film solar cell.

Figure 2.2 A secondary electron image from a fractured cross section of a CIGS solar cell. The soda-lime-glass substrate, Mo back-contact layer, CIGS absorber, CdS buffer layer, i-ZnO/ZnO:Al window layer and the Ni-Al metal grid are shown by transparent colors on the scanning electron microscopy (SEM) image.

Figure 2.3 A schematic drawing of the three-stage co-evaporation technique.

Figure 2.4 Binary Cu$_2$Se-In$_2$Se$_3$ equilibrium phase diagram. The phase diagram is reprinted from J. S. Park et al. Journal of Applied Physics 87, 3683 (2000), with the permission of AIP Publishing. Similar to the ternary CIS (α) phase shown in the binary phase diagram, for the quaternary CIGS phase the evolution of the phases occurs as follows: at the first stage γ-(In,Ga)$_2$Se$_3$ is formed; with the increasing amount of Cu at the second stage γ-Cu(In,Ga)$_3$Se$_8$ → β-Cu(In,Ga)$_3$Se$_5$ → α-Cu(In,Ga)Se$_2$ → Cu$_2$,Se + α-Cu(In,Ga)Se$_2$ are formed sequentially, and finally at the third stage Cu$_2$,Se is consumed and only α-Cu(In,Ga)Se$_2$ remains.

Figure 2.5 Unit cells of CIGS (left) and CIS (right) crystallize in chalcopyrite structure.


Figure 3.2 Simple schematics of CTEM and STEM.

Figure 3.3 (a-h) ADF images with increasing camera lengths (decreasing collection angles) are shown. The images are acquired using an uncorrected microscope at 200 kV. The convergence semi-angle is 7 mrad, whereas the detector inner semi-angles are varied from 44 mrad (180 mm camera length) to 6 mrad (1440 mm camera length).

Figure 3.4 Left: Elastic and inelastic scattering are shown schematically. Right: An energy-level diagram showing inelastic excitations. The figure is reprinted by permission from Wiley.
Figure 3.5 An example EEL spectrum of CuInSe$_2$. Different experimental data are used for the low-loss and core-loss parts. The background was subtracted for the core-loss region to show the delayed In, Cu and Se edges.

Figure 3.6 (a) HAADF image with a selected region for SI acquisition; (b) SI acquired from the selected region; (c) simultaneous HAADF image acquired during the SI acquisition.

Figure 3.7 The scree plot generated after PCA decomposition of the SI shown in Figure 3.6 (b).

Figure 3.8 Extracted spectra and corresponding score images from the six components of the SI shown in Figure 3.6 (b).

Figure 3.9 (a) non-PCA SI; (b) reconstructed SI; (c-d) extracted spectra from the regions indicated by red rectangles on (a) and (b), respectively; (e-f) non-PCA and PCA elemental maps of Se.

Figure 3.10 An example of a background removed EDX spectrum from a CIGS sample from a Ga-rich region.

Figure 3.11 FIB sample preparation stages: (a) area of interest; (b) Pt deposition on the selected area; (c) cutting of FIB trenches, (d) cutting sides of the slice; (e) welding of the micromanipulator to the slice; (f) lift-out of the lamella and welding it to the grid; (g) welded lamella; (h) first side milling; (i) windows milling and polishing from the second side.

Figure 3.12 A ready TEM lamella with three windows. The yellow oval and arrows show Cu agglomerates.

Figure 3.13 Microscopes used for this study (a) Zeiss SESAM, (b) JEOL ARM-200F CETCOR, (c) Nion UltraSTEM 100, (d) JEOL ARM-200F DCOR.

Figure 3.14 Geometric phase analysis. (a) HAADF image of a Frank partial dislocation; (b) Fourier transform of the HAADF image, red arrows show selected {112} reflections; (c-d) {112} lattice fringes; (e-f) Phase image of {112} lattice fringes; (g-h) $\varepsilon_{xx}$ and $\varepsilon_{yy}$ components of the strain tensor.

Figure 4.1 Schematic drawing of the experiment: a Cu-poor CIS precursor layer on a Mo-coated soda-lime glass (SLG), deposition of the Cu$_{2-x}$Se capping layer at 150 °C, STEM in-situ heating up to 450 °C and formation of Cu-rich CIS.
Figure 4.2 LAADF images of the sample 1.1 at 30 °C and 450 °C. Interrupted heating with 5 min. breaks was applied for the first FIB lamella. The grain growth towards the planar defected grains can be seen in the yellow dotted ovals. Red arrows show the remaining grains with closely-spaced PDs.

Figure 4.3 LAADF images of the sample 1.1 at 50 °C and 450 °C. Continued temperature ramping was applied for the second FIB lamella. Again yellow ovals show the grain growth towards the planar defected grains, although there were not many grains with closely-spaced PDs in this region. Red arrow shows the remaining closely-spaced PDs.

Figure 4.4 STEM-BF images from a part of the TEM lamella shown in Figure 4.3. STEM-EDXS maps show the compositional changes before and after the heating.

Figure 4.5 STEM-EDXS line scans extracted along the red arrow indicated in Figure 4.4. The composition profiles across the lamella before (left) and after (right) the heating are shown.

Figure 4.6 LAADF images of the sample 1.2 at 30 °C and 450 °C. Grain growth and defect annihilation were not detected. Red arrows show the grain with PDs.

Figure 4.7 STEM-BF images and EDXS maps show the microstructural and compositional changes after the heating of sample 1.2. The only change observed is the in-diffusion of the Cu droplets into the lamella during the heating.

Figure 4.8 LAADF images of sample 1.3 at 30 °C and 450 °C. Red arrows show the remaining grains with PDs after heating. Yellow ovals show the grain growth towards the planar defected grains.

Figure 4.9 STEM-BF images and composite EDXS maps show the microstructural and compositional changes before and after the heating of the sample 1.3. The Cu-Se capping layer before the heating and new distribution of Cu2-xSe grains after the heating are shown. The Cu and Se are depicted in green and red color, respectively. Despite its yellowish appearance, the red-green Cu2-xSe phase should not be confused with Mo, which is shown by yellow color. On the right side of the figure Cu and In elemental distribution maps are shown separately for visual clarity.

Figure 4.10 EDXS line scans extracted along the red arrows drawn in Figure 4.9 show the composition profile across the lamella before and after the heating, respectively.

Figure 4.11 HAADF image from top part of the sample 1.3 after heating. Sharp phase transitions between the CIS and Cu2-xSe grains are shown by the EDXS map and the line scan, extracted from the regions shown by the blue rectangle and the red arrow on the HAADF image, respectively.
Figure 4.12 LAADF images acquired during in-situ heating at 50 °C, 188 °C, 238 °C and 385 °C. EDXS elemental maps show the elemental distribution before (above) and after (below) the in-situ heating. The scale bar in the upper image is identical for all images.

Figure 4.13 LAADF images of the sample 1.3, acquired during in-situ heating at various temperatures. Yellow arrows indicate the movement of GBs with time, which can be correlated with Cu in-diffusion to the Cu-poor CIS.

Figure 4.14 STEM-BF image from a middle part of the Cu-poor CIS with thicker Cu-Se capping layer after heating. Cu, In and composite maps show the elemental distribution in the grains as well as at the GBs.

Figure 4.15 STEM-LAADF image from the same region as shown in Figure 4.2 (this time at 470 °C) as a reference image for the TKD orientation map. The red-dotted lines show {111} GB planes.

Figure 4.16 LAADF images of the second sample set: Cu-poor (a) growth-interrupted and (b) growth-finished CIGS samples. The purple-shaded area shows the Ga-rich columnar part. Red arrows on (b) show the remaining structural defects. The bright spots seen on both lamellae (shown by yellow arrows) are Cu agglomerates, which are known to form during the FIB sample preparation. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016), with the permission of AIP Publishing.

Figure 4.17 EDXS line-scans (from Pt to Mo side) of the second sample set. (a) Growth-interrupted and (b) growth-finished CIGS samples show In-Ga grading along the absorber layer. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016), with the permission of AIP Publishing.

Figure 4.18 (a) HAADF survey image of a defect-free CIGS lattice along the <110>-projection. An EEL spectrum image was acquired from the region selected by a green square on the HAADF image. Elemental distribution maps extracted from the EEL spectrum image, showing the integrated (b) Cu-L$_{2,3}$, (c) Se-L$_{2,3}$, (d) In-M$_{4,5}$ and (e) Ga-L$_{2,3}$ intensities. (f) The composite image was formed by overlapping the simultaneously acquired HAADF image with a color-coded combination of the elemental distribution maps. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016), with the permission of AIP Publishing.

Figure 4.19 (a) HAADF image of an extrinsic SF, and (b)–(d) the corresponding EELS elemental distribution maps from the area denoted with green rectangle on the HAADF image. (e) A composite map was formed by superimposing the RGB color-coded image with a simultaneously acquired HAADF image. Red circles on the HAADF image show Se

Figure 4.20 (a) HAADF image of an intrinsic SF. The elemental distribution maps are extracted from the SI acquired and show (b) Cu, (c) In and (d) Se. (e) RGB color-coded map shows the homogeneous elemental distribution.

Figure 4.21 (a) HAADF image of a Se-cation terminated TB and a random GB from the growth-interrupted sample. The upper grain is oriented in <110>-direction. (b)–(d) Elemental distribution maps extracted from the EEL spectrum image, showing the Cu, In, Se, respectively. (e) RGB composite image was superimposed onto the simultaneously-acquired HAADF image. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016) with the permission of AIP Publishing.

Figure 4.22 The STEM-EELS line scan shows homogeneous elemental distribution at the TB and the elemental redistribution at the GB.

Figure 4.23 HAADF image of a random GB from the growth-finished sample and the corresponding Cu, In and Se elemental maps from the selected region. The difference of the chemical profile, the width of the Cu-rich region, is probably due to the geometrical effect. This GB is not an edge-on boundary. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016) with the permission of AIP Publishing.

Figure 4.24 Simultaneously acquired HAADF image of a tilt boundary with 113° rotation angle from the growth-interrupted sample. Cu, In and Se elemental distribution maps from the growth-interrupted sample. The red-green-blue composite image is superimposed on the simultaneous HAADF image. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016) with the permission of AIP Publishing.

Figure 4.25 Simultaneously acquired HAADF image of a tilt boundary with 105° rotation angle from the growth-finished sample and the corresponding Cu, In and Se elemental maps extracted from the electron energy-loss spectrum. The composite image was formed by superimposing the HAADF image on a red-green-blue image composite map of Se, Cu and In, respectively. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016) with the permission of AIP Publishing.

Figure 4.26 (a) HAADF image of two dislocation cores with associated twin boundaries from the growth-interrupted sample. (b, f) Averaged sequential images of the upper and bottom dislocation cores, indicated by yellow and purple boxes, are shown, respectively. (c)–(e)
Elemental distribution maps from the upper dislocation core including two twin boundaries. (g)–(i) Elemental distribution maps from the bottom dislocation core and associated twin boundary. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)83, with the permission of AIP Publishing. .................................................................55

Figure 4.27 HAADF image of a Se-Se terminated inversion boundary and the Cu, In and Se distribution maps extracted from the area indicated with a green rectangle on the high-angle annular dark-field image. The composite image shows a homogeneous elemental distribution. This defect type was observed only in the interrupted sample. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)83, with the permission of AIP Publishing. ...............57

Figure 4.28 HAADF image of a SF-like complex defect from the growth-interrupted sample. Corresponding Cu, In and Se elemental maps from the denoted rectangle in the HAADF image. Red ball-arrow model shows Se columns across the defect region with constant and equal distances. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)83, with the permission of AIP Publishing. .................................................................58

Figure 4.29 HAADF image of SF-like complex defect and corresponding Cu, In and Se elemental distribution maps from the denoted rectangle in the HAADF image. This defect type was only seen in the growth-interrupted sample. Red ball-arrow model shows Se columns across the defect region. Reprinted from E. Simsek Sanli et al., J. Appl. Phys. 120, 205301 (2016)83, with the permission of AIP Publishing. .................................................................58

Figure 4.30 (a) HAADF image of the positive Frank partial dislocations associated with an extrinsic SF. Two yellow boxes indicate the top and bottom parts of the SF including partial dislocation cores (β-core in the upper box and α-core in the bottom one). The relaxed structure of an extrinsic Frank loop in CIS obtained with DFT. (b) Complete supercell showing the simulated loop, (c) β-core and (d) α-core. Reprinted figure with permission from E. Simsek Sanli et al., Point defect segregation and its role in the detrimental nature of Frank partials in Cu(In, Ga)Se2 thin-film absorbers, Phys. Rev. B 95, 195209 (2017)84. Copyright (2018) by the American Physical Society. .................................................................60

Figure 4.31 Two simultaneously acquired HAADF images from the areas indicated by yellow boxes on Figure 4.30 (a) show the association of the SF and the Frank loop (β-core in the upper panel and α-core in the bottom one). Dislocation cores are indicated by orange circles on the image. (b)–(d) Corresponding Se, Cu and In elemental distribution maps are shown in red, green, and blue colors. (e) RGB map is a color-coded superposition of the elemental maps. Reprinted figure with permission from E. Simsek Sanli et al., Point defect segregation

Figure 4.32 Simulated structures were superimposed on the HAADF images for the (a) $\alpha$-core and (b) $\beta$-core. Relative formation energies of point defects inside the (c) $\alpha$- and (d) $\beta$-cores of the Frank loop. The chemical potentials for Cu and In were chosen to mimic the experimental Cu-poor conditions, and charged defects are presented as colored bands rather than lines to show also their values when $0 \leq E_F \leq 0.25$ eV. LDOSs of stoichiometric and decorated cores are shown for both (e) $\alpha$-core and (f) $\beta$-core. The band gap of the bulk structure is marked by dotted vertical lines. Reprinted figure from E. Simsek Sanli et al., Point defect segregation and its role in the detrimental nature of Frank partials in Cu(In, Ga)Se$_2$ thin-film absorbers, Phys. Rev. B 95, 195209 (2017)$^{84}$. Copyright (2018) by the American Physical Society.................................................................62

Figure 4.33 HAADF image (left) of a partial dislocation core and the corresponding EELS elemental distribution map (right) composed of Se (red), Cu (green), and In (blue) signals. The diffusion range of Cu is 5-10 nm. Reprinted figure with permission from E. Simsek Sanli et al., Point defect segregation and its role in the detrimental nature of Frank partials in Cu(In, Ga)Se$_2$ thin-film absorbers, Phys. Rev. B 95, 195209 (2017)$^{84}$. Copyright (2018) by the American Physical Society.................................................................64

Figure 4.34 The HAADF image shown in Figure 4.29 (a) is superimposed with (a) $\varepsilon_{xx}$ and (b) $\varepsilon_{yy}$ strain components extracted by GPA. Strain fields for an extrinsic Frank loop as predicted from linear elasticity solutions (c) $\varepsilon_{xx}$ and (d) $\varepsilon_{yy}$. Reprinted figure with permission from E. Simsek Sanli et al., Point defect segregation and its role in the detrimental nature of Frank partials in Cu(In, Ga)Se$_2$ thin-film absorbers, Phys. Rev. B 95, 195209 (2017)$^{84}$. Copyright (2018) by the American Physical Society.................................................................65

Figure 4.35 LAADF images of the fourth sample set: Na incorporated (a) Cu-poor growth-interrupted and (b) Cu-rich growth-finished samples.................................................................66

Figure 4.36 HAADF image of a ‘CuPt-ordered’ defect around a GB. Two Fourier transforms (FFTs) are extracted from the regions indicated by purple and yellow squares on the HAADF image. Additional spots are visible on the purple framed FFT, which was extracted from the ‘CuPt ordered’ region. Cu, In and Se elemental maps are extracted from the region selected with a green rectangle on the HAADF image. RGB color-coded image is shown for visual clarity.................................................................67
Figure 4.37 (a) HAADF image of a long PD and a small ‘CuPt-ordered’ precipitate formed in the CIS grain. Elemental distribution maps of (b) Cu-L\textsubscript{2,3}, (c) In-M\textsubscript{4,5} and (d) Se-L\textsubscript{2,3} are extracted from the acquired EEL spectrum image. (e) RGB image composed of Cu, In and Se elemental distribution maps.

Figure 4.38 A through focal series from +20 nm to −20 nm of images from the same area shows that the ‘CuPt-ordered’ CIS phase is on top of the chalcopyrite CIS.

Figure 4.39 HAADF image of a platelet around the grain boundary. Reprinted from E. Simsek Sanli \textit{et al.}, Appl. Phys. Lett. 111, 032103 (2017), with the permission of AIP Publishing.

Figure 4.40 (a) Cu\textsubscript{2,x}Se phase around a grain boundary on \{112\} planes. Cu enrichment in combination with In depletion is visible at the GB region. Elemental distribution maps of (b) Cu-L\textsubscript{2,3}, (c) In-M\textsubscript{4,5} and (d) Se-L\textsubscript{2,3} are extracted from the acquired EEL spectrum image. (e) Simultaneous HAADF image and an RGB image are superimposed. The CIGS dumbbell structure and the Cu\textsubscript{2,x}Se triplets are clearly visible. Reprinted from E. Simsek Sanli \textit{et al.}, Appl. Phys. Lett. 111, 032103 (2017), with the permission of AIP Publishing.

Figure 4.41 (a) Three planes of Cu\textsubscript{2,x}Se phase in a CIGS grain. Elemental distribution maps of (b)–(d) Cu, In, Se; (e) Simultaneous HAADF image is superimposed to an RGB image. Reprinted from E. Simsek Sanli \textit{et al.}, Appl. Phys. Lett. 111, 032103 (2017), with the permission of AIP Publishing.

Figure 4.42 (a) Two planes of Cu\textsubscript{2,x}Se phase in the CIGS grain. There is a site change in CIGS lattice across the Cu\textsubscript{2,x}Se phase. Elemental distribution maps of (b)–(d) Cu, In and Se; (e) Composite image shows elemental distribution. Reprinted from E. Simsek Sanli \textit{et al.}, Appl. Phys. Lett. 111, 032103 (2017), with the permission of AIP Publishing.

Figure 4.43 <110>-projection of the created (a) CIS –with a chalcopyrite crystal structure— and (b) Cu\textsubscript{2}Se –with an antifluorite crystal structure— based on Wada \textit{et al.} The unit cells are shown with black frames on the crystal structures. (c) Simulated model of Cu\textsubscript{2}Se in the CIS matrix. (d) Averaged sequential image (left) overlapped with the simulated model of Cu\textsubscript{2}Se (right) in the CIS matrix. Reprinted from E. Simsek Sanli \textit{et al.}, Appl. Phys. Lett. 111, 032103 (2017), with the permission of AIP Publishing.

Figure 4.44 The simulated anti-fluorite type cubic structure for Cu\textsubscript{2}Se phase and three other crystal structures for Cu\textsubscript{2}Se and CuSe\textsubscript{2} phases. Reprinted from E. Simsek Sanli \textit{et al.}, Appl. Phys. Lett. 111, 032103 (2017), with the permission of AIP Publishing.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF</td>
<td>Annular dark field</td>
<td></td>
</tr>
<tr>
<td>BF</td>
<td>Bright field</td>
<td></td>
</tr>
<tr>
<td>CBM</td>
<td>Conduction-band minimum</td>
<td></td>
</tr>
<tr>
<td>CGS</td>
<td>CuGaSe$_2$</td>
<td></td>
</tr>
<tr>
<td>CIGS</td>
<td>Cu(In,Ga)Se$_2$</td>
<td></td>
</tr>
<tr>
<td>CI(G)S</td>
<td>Cu(In,Ga)Se$_2$ and/or CuInSe$_2$</td>
<td></td>
</tr>
<tr>
<td>CIS</td>
<td>CuInSe$_2$</td>
<td></td>
</tr>
<tr>
<td>DM</td>
<td>Digital Micrograph</td>
<td></td>
</tr>
<tr>
<td>EDXRD</td>
<td>Energy-dispersive X-ray diffraction</td>
<td></td>
</tr>
<tr>
<td>EDXS</td>
<td>Energy-dispersive X-ray spectroscopy</td>
<td></td>
</tr>
<tr>
<td>EELS</td>
<td>Electron energy-loss spectroscopy</td>
<td></td>
</tr>
<tr>
<td>ESF</td>
<td>Extrinsic stacking fault</td>
<td></td>
</tr>
<tr>
<td>FIB</td>
<td>Focused-ion beam</td>
<td></td>
</tr>
<tr>
<td>GB</td>
<td>Grain boundary</td>
<td></td>
</tr>
<tr>
<td>GPA</td>
<td>Geometric Phase Analysis</td>
<td></td>
</tr>
<tr>
<td>HAADF</td>
<td>High-angle annular dark-field</td>
<td></td>
</tr>
<tr>
<td>HR-STEM</td>
<td>High-resolution scanning transmission electron microscopy</td>
<td></td>
</tr>
<tr>
<td>ISF</td>
<td>Intrinsic stacking fault</td>
<td></td>
</tr>
<tr>
<td>J$_{sc}$</td>
<td>Short-circuit current density</td>
<td></td>
</tr>
<tr>
<td>LAADF</td>
<td>Low-angle annular dark-field</td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>Planar defect</td>
<td></td>
</tr>
<tr>
<td>RGB</td>
<td>Red-green-blue</td>
<td></td>
</tr>
<tr>
<td>SF</td>
<td>Stacking fault</td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>Spectrum image</td>
<td></td>
</tr>
<tr>
<td>SLG</td>
<td>Soda-lime glass</td>
<td></td>
</tr>
<tr>
<td>STEM</td>
<td>Scanning transmission electron microscopy</td>
<td></td>
</tr>
<tr>
<td>TB</td>
<td>Twin boundary</td>
<td></td>
</tr>
<tr>
<td>TEM</td>
<td>Transmission electron microscopy</td>
<td></td>
</tr>
<tr>
<td>V$_{oc}$</td>
<td>Open-circuit voltage</td>
<td></td>
</tr>
<tr>
<td>VBM</td>
<td>Valance-band maximum</td>
<td></td>
</tr>
</tbody>
</table>
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