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Abstract 

Companies‘ data-driven digital services rely on the collection of personal data and its 

processing by self-learning algorithms. With the help of machine learning, companies can 

offer personalized services tailored to customer needs. As a result of the intensive collection 

of personal information by companies, customers have a sense of loss of control over their 

own personal information. They also have high privacy concerns about data handling. These 

concerns are amplified by high-profile data breaches such as the Cambridge Analytica 

scandal. Consequently, customers are increasingly hesitant to share their personal data with 

these companies, which could pose a risk to data-driven digital services. A smaller amount of 

data could compromise the performance of algorithms and thus reduce the quality of data-

driven digital services. Therefore, the stated goal of this dissertation is to establish the 

complex balance between protecting customers‘ privacy and improving value creation 

processes. Thus, the central research question of this dissertation is how companies can 

mitigate the dilemma between protecting individual privacy and enhancing data-driven digital 

services. 

This dissertation examines the issue from three different perspectives: technological, 

individual, and organizational. Over the past decades, privacy-enhancing technologies have 

been developed. These information and communication technologies protect individuals‘ 

privacy either by removing or minimizing personal information or by preventing unnecessary 

or unwanted processing of personal information while maintaining the functionality of 

information systems. Despite the advanced implementation of these privacy-enhancing 

technologies, they are rarely used in data-driven digital services. Therefore, this dissertation 

provides an overview of the reasons why these privacy-enhancing technologies are only 

reluctantly adopted by companies. In particular, it highlights the barriers that arise when 

integrating these technologies into data-driven digital services. Thus, this dissertation 

demonstrates that a purely technological solution is not sufficient to fully answer the research 

question. This is the starting point of this dissertation, which aims to find a solution to 

mitigate the aforementioned dilemma.  
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As privacy concerns are primarily customer-driven, this dissertation focuses on individuals as 

a further perspective. This perspective aims to examine how companies should design data-

driven digital services to alleviate customer privacy concerns. To achieve this goal, the 

dissertation draws on theories from privacy research, focusing on individuals‘ control over 

their personal information and trust in data-driven digital services. Essentially, design 

principles are developed that are necessary to create data-driven digital services that allow 

individuals to regain control over their personal data. Furthermore, this dissertation continues 

to develop design principles to enhance costumers‘ trust in data-driven digital services, 

especially those based on machine learning. 

As a third perspective, organizations are included, particularly examining how machine 

learning can be integrated into companies‘ value creation process to build data-driven digital 

services. The focus of this research is to identify the factors that either support or hinder the 

integration of machine learning into companies‘ value creation processes. Although many 

factors for the adoption of innovations have been examined in previous literature, a re-

examination is important because the characteristics of machine learning are significantly 

different from other technologies. For instance, vast amounts of personal information are 

processed to generate personalized recommendations for individuals. The ability of machine 

learning to uncover hidden patterns can lead to the inadvertent disclosure of sensitive personal 

information, thereby intensifying privacy concerns. Additionally, this dissertation builds on 

previous research that highlights differences in the acceptance of innovations in different 

cultures and examines which different factors are important for the adoption of machine 

learning in data-driven digital services in different cultures. In this regard, this dissertation 

applies the organizational readiness concept for artificial intelligence within cultural research 

to gain deeper insights into this intersection. 

In summary, this dissertation presents three important perspectives that aim to alleviate the 

dilemma between the protection of individuals‘ privacy and the use of machine learning for 

value creation in companies. It deals with privacy-enhancing technologies, prioritizes user-

centered approaches, and the strategic design of value creation processes within companies. 

Particularly driven by the three perspectives, this dissertation motivates the development of a 

multilevel theory that aim to enable a holistic approach to alleviate the dilemma between 

privacy protection and value creation by bringing together technology, individuals, and 

organizations. 
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Abstract (German Version) 

Schon längst basieren die datengetriebenen digitalen Dienste von Unternehmen auf der 

Sammlung von persönlichen Daten und deren Verarbeitung durch selbstlernende 

Algorithmen. Mithilfe von maschinellem Lernen können Unternehmen personalisierte 

Dienstleistungen anbieten, die auf die Bedürfnisse der Nutzer zugeschnitten sind. Aufgrund 

der intensiven Sammlung persönlicher Daten durch Unternehmen haben die Nutzer das 

Gefühl, die Kontrolle über ihre eigenen persönlichen Daten zu verlieren. Zusätzlich haben sie 

hohe Datenschutzbedenken bezüglich des Umgangs mit ihren Daten durch Unternehmen. 

Prominente Datenlecks wie der Cambridge-Analytica-Skandal verstärken diese Privatsphäre 

Bedenken. Infolgedessen sind Nutzer digitaler Dienstleistungen zunehmend zurückhaltend bei 

der Weitergabe ihrer persönlichen Daten, was ein Risiko für die datengetriebenen digitalen 

Dienste darstellen kann. Eine geringere Datenmenge könnte die Leistung der selbstlernenden 

Algorithmen beeinträchtigen und somit die Qualität der datengetriebenen digitalen Dienste 

mindern. Daher ist es das Ziel dieser Dissertation, das Dilemma zwischen dem Schutz der 

Privatsphäre der Nutzer und der Verbesserung der Wertschöpfungsprozesse durch 

selbstlernende Algorithmen herzustellen. Die zentrale Forschungsfrage dieser Dissertation 

lautet daher, wie Unternehmen das Dilemma zwischen dem Schutz der Privatsphäre des 

Einzelnen und die Verbesserung datengetriebenen digitalen Dienste entschärfen können. 

Diese Dissertation betrachtet die Fragestellung aus drei verschiedenen Perspektiven: Aus der 

technologischen, individuellen und organisatorischen Perspektive. In den letzten Jahrzehnten 

haben sich Technologien zum Schutz der Privatsphäre entwickelt (Privacy-enhancing 

technologies). Diese Informations- und Kommunikationstechnologien schützen die 

Privatsphäre von Individuen entweder durch die Löschung oder Minimierung 

personenbezogener Daten oder indem unnötige oder unerwünschte Verarbeitung 

personenbezogener Daten verhindert wird, während gleichzeitig die Funktionalitäten der 

Informationssysteme erhalten bleiben. Trotz der weit fortgeschrittenen Implementierung 

dieser Technologien zum Schutz der Privatsphäre werden diese nur selten in datengetriebenen 

digitalen Diensten eingesetzt. Daher bietet diese Dissertation einen Überblick über die 

Gründe, warum diese Technologien zum Schutz der Privatsphäre von Unternehmen nur 
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zögerlich eingesetzt werden. Insbesondere werden die Barrieren aufgezeigt, die auftreten, 

wenn diese Technologien in datengetriebene digitale Dienste integriert werden. Somit wird 

durch diese Dissertation deutlich, dass eine rein technologische Lösung nicht ausreicht, um 

die Forschungsfrage vollständig zu beantworten. Dies ist der Ausgangspunkt meiner 

Dissertation, um weitere Lösungen für das zuvor angesprochene Dilemmas zu finden. 

Da die Datenschutzbedenken insbesondere von den Nutzern datengetriebener digitaler 

Dienste ausgehen, wird in dieser Dissertation als weitere Perspektive der Fokus auf die 

Individuen gelegt. Diese Perspektive zielt darauf ab, zu untersuchen, wie Unternehmen 

datengetriebene digitale Dienste gestalten sollten, um die Privatsphäre Bedenken der Nutzer 

zu mildern. Um dieses Ziel zu erreichen, stützt sich die Dissertation auf Theorien aus der 

Privatsphäreforschung, wobei der Fokus auf der Kontrolle der Individuen über ihre 

persönlichen Informationen und dem Vertrauen in datengetriebene digitale Dienste liegen. Im 

Wesentlichen werden Designprinzipien entwickelt, die erforderlich sind, um datengetriebene 

digitale Dienste zu gestalten, die es Einzelpersonen ermöglichen, die Kontrolle über ihre 

persönlichen Daten zurückzugewinnen. Darüber hinaus werden in dieser Dissertation 

weiterhin Designprinzipien entwickelt, die das Vertrauen der Nutzer in datengetriebene 

digitale Dienste stärken, insbesondere in solche, die auf maschinellem Lernen basieren. 

Als dritte Perspektive werden Organisationen einbezogen und insbesondere untersucht, wie 

maschinelles Lernen in die Wertschöpfungsprozesse der Unternehmen integriert werden kann, 

so dass datengetriebene digitale Dienste aufgebaut werden können. Im Mittelpunkt dieser 

Untersuchung steht die Identifizierung der Faktoren, die entweder die Integration von 

maschinellem Lernen in die Wertschöpfungsprozesse der Unternehmen unterstützen oder 

erschweren. Obwohl in vorangegangener Literatur bereits viele Faktoren für die Adoption von 

Innovationen untersucht wurden, ist eine erneute Betrachtung wichtig, da sich die 

Charakteristika von maschinellem Lernen stark von anderen Technologien unterscheiden. 

Beispielsweise werden große Mengen an (personenbezogenen) Daten verarbeitet, aus denen 

Empfehlungen für Individuen abgeleitet werden können. Die Fähigkeit des maschinellen 

Lernens, versteckte Muster aufzudecken, kann dazu führen, dass versehentlich sensible 

personenbezogene Daten offengelegt werden, was wiederum zu verstärkten 

Datenschutzbedenken führen kann. Zudem baut diese Dissertation auf früherer Forschungen 

auf, die Unterschiede bei der Akzeptanz von Innovationen in verschiedenen Kulturen 

aufzeigen, und untersucht, welche unterschiedlichen Faktoren in verschiedenen Kulturen für 

die Adoption von maschinellem Lernen für datengetriebenen digitalen Diensten wichtig sind. 
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Dabei wendet diese Dissertation das „Organizational Readiness Concept for Artificial 

Intelligence“ innerhalb der kulturellen Forschung an, um tiefere Einblicke in diese 

Schnittstelle zu gewinnen. 

Zusammenfassend stellt diese Dissertation drei wichtige Perspektiven vor, die darauf 

abzielen, das Dilemma zwischen dem Schutz der Privatsphäre von Individuen und der 

Nutzung von maschinellem Lernen zur Wertschöpfung in Organisationen aufzulösen. Sie 

beschäftigt sich mit Datenschutz-Technologien, priorisiert nutzerzentrierte Ansätze und der 

strategischen Gestaltung von Wertschöpfungsprozessen. Diese Dissertation hebt hervor, dass 

die Berücksichtigung mehrerer Perspektiven erforderlich ist, um das Dilemma auflösen zu 

können. Dies soll weitere Forschung dazu motivieren, eine Multilevel-Theorie zu entwickeln. 

Ziel dieser Theorie ist es, eine umfassende Betrachtungsweise zu ermöglichen, um das 

Dilemma zwischen dem Schutz der Privatsphäre von Individuen und der Gestaltung von 

Wertschöpfungsprozessen zu finden. 
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1 Introduction 

"Privacy means people knowing what they sign up for. […] Let them know precisely what 

you gonna do with their data.” 

Steve Jobs, co-founder and former CEO of Apple (D8 Conference, 2010) 

1.1 Overarching Motivation and Problem Description 

In the digital environment characterizing our modern age, companies have access to a 

valuable commodity — the personal information of their customers. Companies driven by 

the promise of innovation and economic gain leverage the power of customer data to 

provide personalized and data-driven digital services (Gerlach et al. 2019; Gimpel et al. 

2018; Karwatzki et al. 2017; Schneider et al. 2017). Possessing an extensive reservoir of 

user information along with advanced machine learning (ML) algorithms has created 

possibilities to collect and infer knowledge about their customers (Brynjolfsson and 

Mitchell 2017; Dinev and Xu 2022). “Inferred knowledge“ refers to insights or conclusions 

drawn about customers based on their data, even if that data itself does not explicitly 

provide that information. For example, by analyzing an individual‘s browsing history, 

purchase behavior, and social media interactions, a company might infer that they are 

interested in certain products or have specific preferences, even if the individual has not 

directly stated those preferences.  

Through the use of ML algorithms, companies may anticipate customer needs and tailor 

content recommendations to shape their digital experiences, fundamentally altering the 

way customers engage with the world. With every tap, click, or interaction customers leave 

traces of data, contributing to a mosaic of customer preferences and personal habits 

available to companies. In their pursuit of understanding and catering to customer needs, 

companies utilize these data to deliver data-driven digital services that seamlessly integrate 

with their customers’ lifestyles (Gimpel et al. 2018; Karwatzki et al. 2022; Rai et al. 2019; 

Schneider et al. 2017). While this digital symbiosis promises unparalleled convenience, it 

raises a crucial question: at what cost do costumers provide their data to companies? 
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Customers are typically confronted with an internal conflict. On the one hand, many 

customers desire the benefits of personalized digital services. On the other hand, there 

might be a lingering worry that every search query, every health app entry, every message 

sent adds another detail to the big picture companies build of their personal life. Thus, 

proliferation of data-driven digital services has raised critical concerns regarding the 

protection of personal information (Culnan and Williams 2009; Smith et al. 2011; Xu 

2008). In addition, inferred knowledge raises privacy concerns as it involves making 

assumptions about individuals based on their data, which they may not have explicitly 

shared or consented to. As a result, growing concerns about privacy cause people to be less 

willing to share their personal information. Consequently, this leads to a decline in the 

quality of services. As a result, customers use fewer services and therefore share less data. 

At this point, a “vicious cycle” kicks in. As soon as customers become less inclined to 

provide the information due to privacy concerns, the effectiveness of digital services that 

rely on such data becomes limited. Thus, in turn, triggers further customers to refrain from 

using digial services (Krasnova et al. 2010; Malhotra et al. 2004; Taddei and Contena 

2013). Thus, companies gradually lose access to data needed to offer customers 

personalized data-driven digital services.  

Previous scandals of data breaches underscore customers’ privacy concerns and intensifies 

their internal conflict, as evidenced by the Facebook and Cambridge Analytica case. From 

the company perspective, privacy intrusions could result in economic damages, such as 

penalties or market value loss (Acquisti et al. 2006; Muntermann and Roßnagel 2009). 

Companies associated with data breaches may also suffer severe reputation damage 

(Gerlach et al. 2019). This entails that the upkeep of a positive public image becomes 

challenging, which may result in the loss of loyal customers. The Facebook and Cambridge 

Analytica scandal triggered widespread erosion of trust among customers, subjecting 

companies — particularly those handling personal information — to intensified skepticism 

from their customer base (Acquisti et al. 2016). Considering these situations, companies 

have started to reconsider their data-driven digital services. The focus has shifted toward 

aligning data collection and usage with privacy standards and user expectations. 

In this dissertation, I aim to help managing the dilemma between the protection of personal 

information and the value creation process of companies (e.g., extracting individual 

behavioral patterns using self-learning algorithms). Addressing recent calls for research for 

exploring ways to mitigating the dilemma (Acquisti et al. 2016; Bélanger and Crossler 
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2011; Gerlach et al. 2019; Pavlou 2011; Smith 2008), I ask the overarching research 

question (RQ): How can companies mitigate the dilemma between the protection of 

individual privacy and the generation of value within data-driven digital services? 

1.2 Derivation of the Research Question from the Previous Literature 

The dilemma between privacy concerns of individuals and organizations’ pursuit of value 

generation through data-driven digital services can be approached in different ways. In this 

dissertation, I consider three dimensions. First, I try to understand how technological 

solution can mitigate the dilemma. Second, I design different privacy-enhancing 

technologies (PETs) and aim to understand how individuals perceive their privacy is more 

protected. Finally, I turn the attention to organizations with the aim of understanding the 

driving forces behind the implementation of data-driven digital services. Given the 

influence of ML in leveraging data, especially customer data, to deliver personalized 

digital services, my focus is on the investigation of drivers and hindrances shaping the 

integration of data-driven digital services within organizations, providing insights into the 

factors impacting the dilemma between privacy concerns and value generation. As cultures 

embrace technologies in multiple ways, I also explore the cultural dimensions of ML 

adoption. 

Previous research has examined different technologies for protecting personal information 

in data-driven digital services. For instance, encryption algorithms such as homomorphic 

encryption or secure authentication protocols have all been investigated for their roles in 

enhancing privacy protection (Cramer et al. 2000, 2001). However, these technologies are 

rarely used in practice. Therefore, I want to dig deeper and aim to understand why PETs 

are not widely used in data-driven digital services although researchers promise that this 

technological solution could protect information privacy (Goldberg 2003; Xu 2007), 

without losing efficiency (Rossnagel et al. 2010). To explore this question further, I follow 

the call of research and aim to answer the following RQ (Acquisti et al. 2016): 

RQ1: To what extent can privacy-enhancing technologies mitigate the dilemma of 

protecting the privacy of individuals while creating value for businesses in the context of 

data-driven digital services? 

Current research has highlighted the relevance of technological measures, such as PETs, in 

mitigating privacy concerns and promoting value creation processes. However, these 

solutions face several obstacles and represent only one aspect of the overall strategy to 
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address this dilemma (Zöll et al. 2021). To mitigate the dilemma, researchers are also 

encouraged to consider individual and user-centered perspectives (Acquisti et al. 2016; 

Bélanger and Crossler 2011; Smith et al. 2011). Given the lack of user-centered solutions 

on the market to protect the privacy of individuals, in this dissertation I conceptually 

develop a PET that is rooted in the concept of control. This technology empowers 

customers with greater control over their personal information within digital services. The 

concept of control was first introduced in general privacy theories by Westin (1968) and 

Altmann (1975), and it has become a widely accepted concept in the field of privacy 

research (Smith et al. 2011). Control is widely recognized as an essential factor influencing 

privacy concerns among customers (Dinev and Hart 2006; Hong and Thong 2013; 

Malhotra et al. 2004; Xu et al. 2011). Empirical research has demonstrated that when 

individuals perceive greater control over their privacy, their level of privacy concerns 

decrease (Xu 2007; Xu et al. 2011). In other words, individuals are less likely to be 

concerned about their privacy when they feel they have more control over the disclosure of 

their personal information (Culnan and Armstrong 1999; Milne and Boza 1999).  

I intend to examine how the element of control influences individuals’ privacy decision-

making regarding the sharing of personal co-owned information, specifically in the domain 

of online messaging services. The objective is to investigate how control can be leveraged 

to mitigate peer privacy concerns and generate value for digital services. This research is 

guided by the need to further explore how individuals can actively manage their privacy 

settings and concerns, gaining more control over their privacy (Acquisti et al. 2016; Pu and 

Grossklags 2017). To enhance control in privacy decision-making, the second RQ shifts 

from a technological standpoint to an individual-centric and control-focused perspective 

concerning the disclosure of personal information. Therefore, I aim to address the 

following RQ: 

RQ 2.1: How does an individual’s ability to control over their personal information 

influence privacy concerns within digital services? 

Trust in data-driven digital services can serve as an additional concept to address the 

dilemma between privacy protection and value creation (Glikson and Woolley 2020; 

McKnight et al. 2011; Thiebes et al. 2020). Trust operates on two levels: first, individuals 

must believe that their personal information will be kept protected, and second, they need 

confidence in the data-driven digital services powered by machine learning. 
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Regarding the first level, it is important to note that a comprehensive dataset of personal 

information improves the quality of digital services. Thus, responsible handling of personal 

information by companies is crucial for building trust in data-driven digital services. When 

customers trust data-driven digital services, they are more likely to share their personal 

information with the provider, leading to improved recommendations for customers. 

Previous literature indicates that trust is a significant factor that influences individuals’ 

self-disclosure behavior (Dinev and Hart 2006; Wakefield 2013; Xu 2009).  

Concerning the second level, it should be added that data-driven digital services are based 

on ML. The inherent opacity of ML can create uncertainties among users (Berente et al. 

2021). For example, it is often unclear how the ML system arrives at a certain result, 

leading to users not understanding how the result is achieved. To overcome such 

uncertainties, it is crucial to understand how data-driven digital services should be 

designed so that individuals can trust them. To gain a comprehensive understanding of how 

trust functions as a bridge between privacy protection and value creation, I align with the 

research call by Bansal et al. (2016) and endeavors to answer the RQ: 

RQ 2.2: To what extent does trust contribute to protect individuals’ privacy and 

encouraging users to engage with data-driven digital services? 

In the following, the perspective is directed towards organizations. Since data-driven 

digital services are often based on ML to generate added value for the company, this 

dissertation investigates the barriers and drivers for the adoption of ML in companies. ML 

algorithms possess the potential to revolutionize operational methodologies and digital 

service delivery within companies. The integration of ML does not only change decision-

making processes but also necessitates adjustments to existing business workflows 

(Coombs et al. 2020). The adoption of ML allows organizations to convert their data into 

valuable insights (Jöhnk et al. 2021), create innovative digital services (Davenport 2018; 

Ransbotham et al. 2019), and optimize organizational efficiency through data-driven 

decision-making (Brynjolfsson et al. 2011). Furthermore, ML has the capacity to augment 

human work by efficiently performing specific tasks (Bean 2018; Brynjolfsson et al. 2017). 

Thus, understanding the drivers and inhibitors underlying the adoption of these algorithms 

is essential for comprehending their impact on value creation. 

Although ML is considered one of the most promising innovations in the digital age, 

enabling companies to maintain their competitive edge (Dremel et al. 2020; May et al. 

2020; Seddon et al. 2017), there are significant challenges to successfully utilizing ML in 
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the value creation process. In contrast to preceding technologies, ML presents unique 

hurdles concerning privacy, inscrutability, algorithmic fairness, bias mitigation, and 

inherent inaccuracies (cp. subchapter 2.2.3). Therefore, it is essential for research to 

identify the drivers and inhibitors in the adoption of ML models in companies concerning 

value creation. In summary, there is a gap in current research regarding the investigation of 

ML-specific factors that can facilitate the success of data-driven digital services and 

promote their adoption in organizations. This dissertation thus answers the following RQ: 

RQ3.1: What are the key factors driving or inhibiting the adoption of machine learning in 

data-driven digital services? 

Looking at the intersection between culture and innovation, Leidner and Kayworth (2006) 

emphasize the profound influence of national culture on how groups interact with 

technology. Awad et al. (2018) study delves into the impact of national cultural dynamics 

on adoption of artificial intelligence, revealing divergent ethical preferences across 

cultures. The study specifically examines the effects of training an AI model in one culture 

and then actively applying the already trained AI model in another culture. This mismatch 

may lead to the development of decision support systems incongruent with the values and 

norms of the respective culture. Thus, conducting cultural studies in the AI context are 

essential to identify these nuances and differences. Failing to consider cultural intricacies 

during the development and adoption of AI algorithms may result in biased or 

inappropriate decision-making, potentially causing harm or misunderstanding. 

Consequently, the following RQ address the inquiry:  

RQ3.2: How do cultural dimensions affect the adoption of artificial intelligence in data-

driven digital services, and what role do cultural nuances play in influencing decision 

making when developing and deploying artificial intelligence in different cultures? 
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1.3 Structure of the Thesis 

Figure 1 provides an overview of the dissertation. Chapter 2 presents the research context 

and positioning of this dissertation based on the motivation outlined in Chapter 1. Chapters 

3-7 then unfold the presentation of the five papers included in this dissertation. Finally, 

Chapter 8 serves as a conclusion, drawing out the overarching contributions. 

 

Figure 1. Overview of dissertation 

Drawing on the RQs of subchapter 1.2, this dissertation considers five researcher papers1 

that have been published on peer-reviewed conferences (see Table 1). 

 
1 To ensure a consistent layout throughout this dissertation, slight modifications have been made to the original versions 

of the papers. Additionally, the papers are written in the first-person plural perspective (i.e., “we”) to reflect the 
contributions of multiple co-authors to each publication. 
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Table 1. Overview of the research papers involved 

RQ Paper Publications 

Study assuming the technological perspective 

RQ1 Paper A 

Anne Zöll, Christian M. Olt, Peter Buxmann (2021): Privacy-
Sensitive Business Models: Barriers of Organizational 
Adoption of Privacy-Enhancing Technologies. European 
Conference on Information Systems (ECIS), Marrakesh, 
Marocco. VHB-Rating2: A. 

Studies assuming the individual’s perspective 

RQ2.1 Paper B 

Anne Zöll, Amina Wagner, Melanie Reuter-Oppermann (2022): 
Giving Users Control Over How Peers Handle Their Data: 
A Design Science Study. International Conference on 
Information Systems (ICIS), Kopenhagen, Denmark. VHB-
Rating: A. 

RQ2.2 Paper C 

Mariska Fecho*, Anne Zöll* (2023): The Power of Trust: 
Designing Trustworthy Machine Learning Systems in 
Healthcare. International Conference on Information Systems 
(ICIS), Hyderabad, India. VHB-Rating: A 
*) shared first authorship 

Studies assuming the organizational’s perspective 

RQ3.1 Paper D 

Anne Zöll, Verena Eitle, Peter Buxmann (2022): Machine 
Learning Adoption based on the TOE Framework: A 
Quantitative Study. Pacific Asia Conference on Information 
Systems (PACIS), Taipei, Sydney. VHB- Rating: C. 

RQ3.2 Paper E 

Anne Zöll, Verena Eitle, Patrick Hendriks (2024): Uncovering 
Cultural Differences in Organizational Readiness for AI: A 
Comparison between Germany and the United States. 
Hawaii International Conference on System Sciences (HICSS), 
Waikiki, Hawaii, United States. VHB-Rating: B. 

 

Having indicated which papers answer which RQs, I will now provide a concise summary 

of each paper. 

Paper A aims to answer RQ1 and explores the challenges that organizations face when 

adopting PETs to protect individuals’ privacy in their data-driven business models. 

 
2 In my doctoral study program, the Technical University of Darmstadt has chosen the VHB Publication Media Rating 

2024 (VHB-Rating 2024) as the primary resource for evaluating the research paper quality. The VHB-Rating 2024 
was released in 2024 by the German Academic Association of Business Research and is the most recent rating as of 
the writing of my dissertation. 
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Scholars argue that while PETs have the potential to create new privacy-sensitive business 

opportunities, they are often not fully integrated into business processes due to various 

barriers. First, technological barriers comprise compatibility issues or complex technology 

since PETs are relatively difficult to understand and use. Second, organizational barriers 

such as unclear economic risks or high adoption fees. Finally, environmental barriers such 

as customer readiness and regulatory challenges may rise. We suggest that by addressing 

these barriers and adopting a more comprehensive approach, organizations can create more 

privacy-sensitive business models that benefit both individuals and the organizations. 

Paper B responds to RQ2.1 and explores the design and evaluation of a user-centered peer-

privacy friendly control system in the context of online messaging services. The system is 

intended to enable users to have greater control over their personal information and to 

determine how their data is handled by other peers in online social networks. These 

networks often lack effective privacy controls, which can lead to privacy violations and 

data breaches. The paper proposes a solution to this problem by developing a peer-privacy 

friendly control system that is user-centered, easy to use, and can be applied to different 

types of online messaging services. This system offers two benefits: first, senders can 

manage how their personal information is processed by peers, and second, receivers can 

understand the sender’s privacy expectations. The study follows a design science approach, 

where we first define the problem and its requirements, and then develop and evaluate the 

peer-privacy friendly control system. In particular, we developed five design principles 

drawing on the Malhotra et al.’s (2004) Internet Users’ Information Privacy Concerns 

framework, which include principles such as control and awareness. The information 

system is developed and evaluated through a series of user experiments, which assess the 

user satisfaction and the effectiveness of mitigating peer privacy concerns. The results of 

this study reveal that the proposed privacy control system is effective in enabling users to 

have greater control over their personal information in online messaging services. Finally, 

we recommend further research to refine and extend the proposed design. 

Paper C addresses RQ2.2, focusing on the widespread skepticism among end users 

regarding the application of ML systems. The complexity of ML output, often challenging 

even for experts, highlights a significant issue for end users in accepting and acting upon 

recommendations from ML systems. Moreover, since these systems rely on vast amounts 

of data, including personal information, privacy concerns among customers using data-

driven digital services are also prevalent. Within the domain of healthcare, paper C 
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specifically examines these challenges, as they are particularly pronounced in this sector. 

Without understanding the system’s decision-making process, individuals may rely on 

these systems to provide accurate and reliable recommendations that directly impact their 

health and well-being. The paper emphasizes the significant burden on the healthcare 

system, underscores the potentially transformative impact of ML in medical diagnostics, 

and acknowledges the existing skepticism and low acceptance rates associated with ML 

systems in healthcare. Highlighting an existing research gap, the paper identifies the 

absence of user-centered ML system designs that enhance trust in ML systems. Therefore, 

the study revolves around a fundamental RQ: What design principles should be applied to 

create trustworthy ML systems in healthcare? 

Utilizing design science research, the paper integrates meta-requirements and design 

principles derived from the Trustworthy Artificial Intelligence (TAI) principles to guide 

the development of the user-centered ML system. The iterative design process involves 

three cycles comprising focus group discussions, evaluations of existing applications, and 

an online survey. The design undergoes refinement based on valuable end users’ feedback 

throughout the iterative cycles. The effectiveness of the designed ML system is assessed 

through an empirical test involving 80 end users, gauging their perception of the system’s 

trustworthiness. The outcomes reveal that end users indeed perceive the designed ML 

system as more trustworthy, implicitly validating the efficacy of the applied design 

principles and adherence to the TAI principles.  

Paper D aims to answer RQ3.1. It presents a quantitative study that explores the adoption 

of ML in organizations using the Technology-Organization-Environment (TOE) 

framework. ML algorithms are utilized to sustain data-driven digital services. While ML 

has become a widely used technology in various industries, there is still a lack of 

understanding of evaluating which factors foster ML adoption in organizations. The study 

aims to fill this gap by examining the impact of technological, organizational, and 

environmental factors on ML adoption. We collected data through an online survey across 

different industries in Germany. The survey measures the adoption of ML algorithms, as 

well as various technological, organizational, and environmental factors that could 

influence adoption. We analyzed the data using structured equation modeling to identify 

the significant factors that influence ML adoption. The results reveal that the technological 

and organizational have a significant impact on ML adoption in organizations but 

environmental factor not. Technological factors, such as complexity and compatibility, are 
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the most significant predictors of ML adoption. Organizational factors, such as top 

management support and firm size, also have a significant impact on ML adoption. We did 

not find a significant impact of the environmental factor of data protection on ML 

adoption. Our results revealed that complexity is a hindrance for ML adoption due to the 

complex nature of ML algorithms. Hence, we suggest reducing complexity to foster a user-

centered perspective by involving them at the earliest stage during the adoption process. 

Furthermore, this study contributes to the role of firm size on ML adoption. Our research 

indicates that bigger corporations tend to be more inclined to implement ML applications 

because they have greater access to technological, human, and financial resources. 

Generally, this study provides valuable insights for organizations seeking to adopt ML 

technologies and highlights the need for further research to refine the factors which foster 

ML adoption to sustain successful data-driven digital services. 

Paper E responds to RQ3.2. It discusses the transformative impact of ML on data-driven 

digital services and emphasizes the need to understand how national culture influences the 

implementation of AI applications in organizations. It emphasizes how cultural disparities 

shape educational approaches, workforce development, and the deployment of AI in 

different industries. For example, Germany focuses on vocational training and skills 

enhancement, integrating AI into traditional sectors such as manufacturing. In contrast, the 

US tailors AI education toward technology and software development, applying AI across 

diverse industries such as transportation, supply chain management, and technology 

services. Noting the lack of empirical cross-cultural studies, the goal is to identify cross-

cultural differences in AI adoption between Germany and the United States through a 

multi-group analysis. The study combines Hofstede’s national cultural framework with the 

concept of organizational readiness for AI, examining the moderating role of cultural 

dimensions on factors such as AI-process fit, financial resources, upskilling, collaborative 

work, and data quality. The overall RQ aims to explore how national cultural differences 

between Germany and the United States impact the adoption of AI, shedding light on the 

cultural nuances that organizations should consider for successful AI implementation in 

diverse cultural contexts. 

In addition to the publications included in this cumulative dissertation (see Table 1), I co-

authored the following peer-reviewed publications during my time as a Ph.D. candidate at 

the Technical University of Darmstadt, Germany: 
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Published: 

• Adrian Glauben, Anne Zöll, Bhavika Sharma, Filip Kristo (2024): The Dialog 

Trap: Exploring Potentially Detrimental Effects of Dialog-Based Interfaces for 

Generative AI Content Creation. Pacific Asia Conference on Information 

Systems (PACIS), Ho-Chi-Minh-City, Vietnam. VHB-Rating: C. 

• Miriam Gräf, Anne Zöll, Nihal Wahl (2024): Navigating Virtual Frontiers: The 

Willingness of Virtual Teams to Use the Metaverse. European Conference on 

Information Systems (ECIS), Cyprus. VHB-Rating: A. 

• Peter Buxmann, Anne Zöll (2023): Ökonomische Effekte von ChatGPT. 

Controlling & Management Review, 67 (5), S. 16-21, Wiesbaden, Springer Gabler, 

ISSN 2195-8262. VHB-Rating: C. 

• Jonas Witte, Kevin Gao, Anne Zöll (2023): Artificial Intelligence: The Future of 

Sustainable Agriculture? A Research Agenda. Hawaii International Conference 

on System Sciences, Maui, Hawaii. VHB-Rating: B. 

• Maren F. Mehler, Merve Turan-Akdag, Anne Zöll (2023): Exploring the Effect of 

National Culture on Emerging Technologies: A Glimpse into the Future. 

Pacific Asia Conference on Information Systems (PACIS), Nanchang, China. 

VHB-Rating: C. 

• Miriam Gräf, Anne Zöll, Nihal Wahl, Sara Ellenrieder, Florentina Hager, Timo 

Sturm, Oliver Vetter, (2023): Designing the Organizational Metaverse for 

Effective Socialization. Pacific Asia Conference on Information Systems (PACIS), 

Nanchang, China. VHB-Rating: C. 

• Mirheta Omerovic Smajlovic, Anne Zöll, Rami Alhasan (2023): Building 

Sustainable Business Practices: Design Principles for Reusable Artificial 

Intelligence. 18. Internationalen Tagung Wirtschaftsinformatik (WI), Paderborn, 

Germany. VHB-Rating: B. 

• Verena Eitle, Anne Zöll, Peter Buxmann (2022): Organizational Readiness 

Concept for AI: A Quantitative Analysis of Multi-Stage Adoption Process 

from the Perspective of Data Scientists. European Conference on Information 

Systems (ECIS), Timișoara, Romania. VHB-Rating: A. 
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• Luisa Pumplun, Amina Wagner, Christian Olt, Anne Zöll, Peter Buxmann (2022): 

Acting Egoistically in a Crisis: How Emotions Shape Data Donations. Hawaii 

Conference on Systems Science (HICSS), Maui, Hawaii, United States. VHB-

Rating: B. 

Submitted for publication: 

• Anne Zöll, Mingxin Zhang, Ofir Turel. Group Closeness Effects on Co-owned 

Information Sharing: A Multilevel Perspective. (under review at the European 

Journal of Information Systems). VHB-Rating: A. 

• Anne Zöll, Anjuli Franz, Ofir Turel. Dyadic Privacy Management: An 

Examination of Co-owned Information Disclosure in Romantic Partnerships. 

(under review at the Information Systems Journal). VHB-Rating: A. 
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2 Research Context and Positioning of this Dissertation 

This chapter introduces the fundamental concepts and theories underpinning the five 

included papers. These encompass topics such as information privacy, data-driven digital 

services leveraging AI and ML technologies, and how this dissertation fits into the existing 

literature on the dilemma between data protection and value creation. 

2.1 Theoretical Foundation of Privacy Research 

In this chapter, we delve into the theoretical basics of privacy, beginning with concepts 

such as information privacy, privacy calculus and the use of privacy concerns as a proxy of 

privacy (Smith et al. 2011). Additionally, various measurements of privacy concerns are 

presented, providing a comprehensive overview of the theoretical foundations. Then, the 

attention will be directed towards PETs and their role in bolstering individuals’ privacy 

within digital serivces. Moreover, the intricate relationship between trust and privacy 

within digital contexts will be examined. Trust assumes an essentiell role in users’ 

willingness to engage with digital services, particularly concerning the handling of their 

personal information. 

2.1.1 Information Privacy 

The concept of information privacy3 is rooting back to a time preceding the development 

of communication technologies. Across various disciplines such as marketing, law, 

management, psychology, and others, diverse definitions have evolved. One central 

definition by Westin (1967) characterizes “information privacy as the claim of individuals, 

groups, or institutions to determine for themselves when, how, and to what extent digital 

information about them is communicated to others“ (Westin 1968, p. 7). This notion of 

general privacy as control originates in theories by Westin (1968) and Altmann (1975). 

Altman’s definition describes general privacy as “the selective control of access to the 

self“ (Altmann 1975, p. 24). Privacy researchers align with this definition of privacy as 

“the ability of individuals to control the terms under which their personal information is 
 

3 In this dissertation, I will use the term “privacy“ as a shorthand for information privacy. 
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acquired and used“ (Culnan and Bies 2003, p. 326). Margulis (1977a, 1977b) went on to 

consolidate and expand upon the viewpoints presented by Westin and Altman, suggesting a 

comprehensive definition of general privacy centered around the notion of control: 

“Privacy, as a whole or in part, represents the control of transactions between person(s) and 

other(s), the ultimate aim of which is to enhance autonomy and/or to minimize 

vulnerability“ (Margulis 1977b, p. 10). This definition centered on control has gained 

widespread acceptance in privacy research (Smith et al. 2011).  

In the Information Systems (IS) literature, this is further supported by Bélanger and 

Crossler (2011), who investigated various privacy definitions. They concluded that control 

over personal information, particularly its secondary use, is a predominant aspect in most 

privacy studies. Building upon this conceptualization in IS literature, information privacy 

is particularly defined as the control over digitized personal information (Bélanger et al. 

2002; Hong and Thong 2013; Malhotra et al. 2004; Smith et al. 2011; Stone et al. 1983; 

Zhang et al. 2022). As ensuring control over individuals’ personal information is 

indispensable in providing digital services, and considering that the control-based 

perspective is foundational in IS literature and utilized in measurements (Smith et al. 

2011), it serves as the cornerstone for this dissertation. While this definition serves as the 

foundation, it should not be regarded as definitive. Achieving a comprehensive and 

unambiguous interpretation is challenging due to the many facets of privacy, and its 

meaning can vary among individuals (Acquisti et al. 2016). The challenge further arises 

from the inherently subjective nature of privacy, as it holds varied meanings for different 

individuals (Skinner et al. 2006). 

2.1.2 Privacy Calculus 

The privacy calculus is a cognitive process which individuals undergo to determine the 

dilemma between disclosing personal information and enjoying the benefits of digital 

services, involving careful consideration of potential risks and benefits (Dinev and Hart 

2006). This concept acknowledges that individuals conduct a nuanced and rational 

evaluation, weighing perceived benefits such as financial incentives (Hui et al. 2007) and 

personalized services (Awad and Krishnan 2006) against potential drawbacks, including 

privacy loss, data breaches (Acquisti et al. 2006), and identity theft risks (Krasnova et al. 

2010). Individuals also grapple with concerns about spam, the potential sale of personal 

information to other firms, and the misuse of their personal identity for financial or 

fraudulent activities (Dinev et al. 2015). In essence, individuals engage in a cost-benefit 
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analysis, evaluating the benefits of information disclosure in relation to perceived risks 

(Dinev and Hart 2006; Malhotra et al. 2004; Smith et al. 2011). 

Privacy calculus is grounded in the assumption that individuals act rationally (Culnan and 

Armstrong 1999; Dinev and Hart 2006). This suggests that individuals engage in thorough 

information processing before making privacy decisions (Dinev et al. 2015). Consequently, 

empirical research underscores the significance of rationality in shaping privacy decisions 

(Acquisti and Grossklags 2005; Jiang et al. 2013).  

Recent research, however, has shown that many individuals spontaneously engage in 

privacy-related behaviors, often without much deliberation, placing them at the mercy of 

simple heuristic processing, cognitive shortcuts, or undue influence from extraneous 

factors  (Dinev et al. 2015). In this context, scholars highlight the role of behavioral 

economics principles, such as bounded rationality and cognitive biases, in shaping privacy 

decisions (Acquisti and Grossklags 2005; Dinev et al. 2015). In exploring the duality of 

perspectives, namely rationality versus heuristics, the dual processing theory becomes 

central. This theory is particularly relevant in the privacy context. It delineates two distinct 

cognitive processing modes, System 1 and System 2. System 1 entails intuitive, automatic 

thinking, while System 2 involves more deliberate, analytical reasoning. This theoretical 

framework is instrumental in understanding how individuals navigate decision-making 

processes concerning privacy (Kahneman 2011). 

In the digital age, where information is constantly gathered and exchanged online, the 

importance of privacy calculus has been amplified. In addition to the earlier-discussed 

antecedents and influencing factors in subchapter 2.1.2, the decision-making process is 

dynamic, influenced by further aspects such as individuals’ control and awareness within 

the privacy domain (cp. chapter 4)  (Malhotra et al. 2004; Smith et al. 2011) and trust in 

data-driven digital services (cp. chapters 2.1.6 and 5) (Krasnova et al. 2010). As 

technology continues to advance (cp. chapters 2.2, 6 and 7) (Dinev and Xu 2022), a 

nuanced understanding of privacy decision-making is essential for different stakeholders, 

including individuals and organizations, to naviagte a delicate the dilemma between 

safeguarding personal privacy and reaping the benefits of digital services. However, before 

delving into the details of these topics, I take a deeper dive into the concept of privacy 

concerns and their measurements. 
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2.1.3 (Peer) Privacy Concerns  

The widespread and accessible character of digital services enable the collection, storage, 

processing, and utilization of personal information by various entities (e.g., organizations, 

platform providers, social media providers, etc.) (B. Liu et al. 2022). Consequently, this 

renders concerns about privacy a significant challenge in the era of information technology 

(IT) (Smith et al. 2011).  

The majority of IS studies have traditionally framed privacy concerns as general 

apprehensions reflecting individuals’ inherent worries of potential information privacy loss 

(Malhotra et al. 2004; Smith et al. 1996). However, recent observations from social 

scholars suggest that privacy may be more context-specific than dispositional. Therefore, it 

becomes crucial to distinguish between overall privacy concerns and those specific to 

particular situations (Margulis 2003; Solove 2006, 2018). In response to the growing 

recognition of the need for a context-dependent approach to privacy concerns, the 

prevailing conceptualization views them as situation-specific contexts. Privacy concerns 

are defined as “consumers’ concerns about possible loss of privacy as a result of 

information disclosure to a specific external agent (e.g., a specific website)” (Xu et al. 

2011, p. 800). 

Historically, the focus of existing literature has predominantly centered on investigating 

privacy concerns stemming from providers of digital services. This research has 

particularly emphasized exploring users’ perceptions of privacy issues related to secondary 

data usage, unauthorized access, and insufficient information on data practices by 

providers (Bélanger and James 2020; Smith 2008). Consequently, prior studies have 

primarily delved into understanding privacy threats posed by providers and addressing 

users’ organizational privacy concerns within interactions from user to provider. 

While existing research has predominantly concentrated on examining the privacy risks 

associated with digital service providers (Bélanger and James 2020; Smith 2008), there is 

an increasing acknowledgment that users’ privacy can also be jeopardized by their peers 

who may store, share, or process their personal information without consent (Zhang et al. 

2022). Consequently, a limited yet growing body of studies has emerged, delving into the 

phenomenon of peer privacy concerns (Chen et al. 2015; Franz and Benlian 2022; Humbert 

et al. 2019; Pu and Grossklags 2017). For example, Ozdemir et al. (2017) investigate the 

factors contributing to peer privacy concerns and their impact on information disclosure. 

Their findings reveal that heightened awareness of peer privacy issues lead to increased 
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concerns and a reduced willingness to disclose personal information. Jia and Xu (2015) 

have devised a measurement tool for assessing peer privacy concerns, while Zhang et al. 

(2022) have conceptualized and measured peer privacy concerns, distinguishing them from 

organizational privacy concerns. These concerns stem from users’ inability to control the 

privacy behavior of their peers, particularly in the absence of clear mechanisms outlining 

the permissible use of shared personal information (Squicciarini et al. 2009). 

2.1.4 Measurements of (Peer) Privacy Concerns 

In this subchapter, various scales utilized to measure privacy concerns, particularly in the 

context of peer interactions, are presented. Table 2 provides a comprehensive overview of 

the scales which I used in this dissertation. 

Table 2. Measurements of (peer) privacy concerns 

Scales Dimensions Sources 

Concern for Information Privacy (CFIP) Collection, unauthorized 
secondary use, improper 
access, errors 

(Smith et al. 2011) 

Internet Users’ Information Privacy 
Concern (IUIPC) 

Collection, control, 
awareness 

(Malhotra et al. 
2004) 

Peer-Related 
Information 
Privacy Concern 
(PIPC) 

Self-Shared 
Information 
Privacy Concern 
(SSIPC) 

Unauthorized secondary 
usage by online peers, 
unintentional secondary 
dissemination 

(Zhang et al. 2022) 

Peer-Shared 
Information 
Privacy Concern 
(PSIPC) 

Lack of control over 
peers’ sharing 

The following presents detailed descriptions of the measurements for privacy concerns as 

outlined in Table 2. Concern for Information Privacy (CFIP), as conceptualized by Smith 

et al. (1996), is an instrument to measure privacy concerns. The dimensions of CFIP 

encompass collection, unauthorized secondary use, improper access, and errors. 

Collection refers to concerns related to the initial gathering of personal information. 

Individuals may worry about how and why their personal information is being collected. 

Concerns in this dimension focus on the worries about the extensive gathering and storage 

of large amounts of personally identifiable information in databases. Unauthorized 

secondary use encompasses concerns about the use of personal information for purposes 

other than what was originally intended or disclosed. Individuals may express 
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apprehension about their data being used for digital services beyond the scope of their 

initial agreement or the context in which the information was provided. Improper access 

involves concerns about unauthorized access to personal information. Individuals worry 

about the possibility of their data being accessed by individuals or entities without the 

proper authorization. This dimension reflects concerns about the security of personal 

information and the potential for privacy breaches. Finally, errors relate to concerns about 

inaccuracies or mistakes in the handling of personal information. Individuals may express 

concerns about the potential for errors, inaccuracies, or mistakes in the processing, storage, 

or transmission of their personal information. This dimension reflects worries about the 

quality and reliability of the information collected. 

Malhotra et al.’s (2004) Internet Users’ Information Privacy Concerns (IUIPC) 

measurement emphasize the three key dimensions of privacy concerns: collection of 

personal information, lack of control over personal information, and non-awareness of 

secondary data usage. Collection of personal information refers to the individuals worries 

about how and why their personal information is being collected. Concerns in this 

dimension revolve around the practices involved in obtaining data, such as the methods 

used, the purposes of data collection, and whether individuals are adequately informed 

about these processes. Lack of control over personal information encompasses concerns 

about the perceived inability of individuals to manage or control the use and dissemination 

of their personal information. Concerns regarding information privacy center on the level 

of control individuals have over their personal information, as evidenced by the presence 

of mechanisms like voice (e.g., approval or modification) or exit options (e.g., opting out). 

This dimension underscores worries about privacy settings, consent procedures, and the 

overall control individuals possess in managing their own data. Non-awareness of 

secondary data usage refers to the involvement of how much a consumer worries about 

being informed regarding the privacy practices of organizations. Individuals may express 

concerns about not being fully aware of how their data is being used by organizations after 

the initial collection. This dimension reflects worries about potential uses of personal 

information that were not explicitly communicated or consented to by the individuals. 

Zhang et al. (2022) introduce the concept of Peer-Related Information Privacy Concern 

(PIPC), which is characterized “as the control of when, how, by whom, and to what extent 

information about an individual is communicated to others by online peers” (Zhang et al. 

2022, p. 497). PIPC is further divided into two dimensions: Self-Shared Information 
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Privacy Concern (SSIPC) and Peer-Shared Information Privacy Concern (PSIPC). SSIPC 

is primarily driven by concerns related to unauthorized secondary usage of information by 

online peers who possess authorized access to the focal user’s data, as well as 

unintentional secondary dissemination through actions such as retweeting and sharing by 

online connections. PSIPC stems from the focal user’s lack of control over how peers 

share their personal information online and the accuracy of this shared information. Online 

peers, acting as the primary source of disclosure, may divulge information without the 

focal user’s consent, posing challenges in assessing the commitment of peers to safeguard 

others’ privacy and prevent the posting of sensitive personal details online. 

2.1.5 Privacy-Enhancing Technologies (PETs) 

PETs is an umbrella term for a broad category of tools, techniques, and measures designed 

to protect and enhance the privacy of individuals in digital services. These technologies 

aim to empower individuals, organizations, and developers to mitigate privacy risks and 

ensure responsible data handling (Borking and Raab 2001). A widely accepted definition 

of PETs is articulated as “information and communication technology measures that 

protect privacy by eliminating or reducing personal information or by preventing 

unnecessary or undesired processing of personal information; all without losing the 

functionality of the data system,” (Borking and Raab 2001, p. 1). The literature contains 

numerous papers that categorize the intricate landscape of PETs (van Blarkom et al. 2003; 

Burkert 1997; Deswarte and Aguilar Melchor 2006; Goldberg 2003, 2008; Goldberg et al. 

1997; Oppliger 2005; Seničar et al. 2003; Tavani 2000). Broadly, PETs encompass various 

categories, including encryption methods, anonymization tools, and other technologies 

explicitly crafted to minimize the collection and processing of personal information 

(Borking and Raab 2001). This dissertation focuses on technologies that aim to alleviate 

privacy concerns for individuals while enhancing value creation processes in digital 

services. Specifically, it addresses the area of digital services using ML algorithms, given 

the significant data requirements of these algorithms. 

In addition to the technologies developed by computer scientists such as asymmetric 

encryption (Diffie and Hellman 1976) or differential privacy (Dwork 2006) applicable to 

various digital services, IS researchers have pioneered numerous mechanisms to safeguard 

the privacy of individuals while simultaneously advancing digital services. Besmer and 

Lipford (2010) introduced a privacy-enhancing mechanism for tagged photos, 

complementing this approach, Wang et al. (2011) focused on crafting an user interface 
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specifically tailored for managing privacy settings within third-party apps integrated into 

Facebook. In the automotive domain, Paefgen et al. (2012) designed a privacy 

enhancement for a usage-based car insurance system, eliminating the necessity for location 

information to mitigate privacy concerns. Additionally, Oetzel and Spiekermann (2012) 

conducted a step-by-step privacy impact assessment, systematically addressing users’ 

privacy concerns. To bridge cognitive gaps in Internet-of-Things environments, Choi et al. 

(2020) developed personalized privacy risk scores. Finally, Gerlach et al. (2022) 

formulated comprehensive design requirements and principles aimed at fostering privacy-

friendly personal information processing in smart energy services, with a focus on 

alleviating organizational privacy concerns. 

Adopting these technologies not only addresses the root causes of privacy concerns, but 

also secures the economic benefits that organizations gain from using advanced 

technologies such as ML algorithms. As a result, PETs play an essential role in reducing 

the need for a dilemma between privacy protection and value creation. However, what 

remains somewhat underexplored in the IS literature on PETs is the user-centered design 

of such PETs (Li and Hahn 2022), taking into account privacy concepts such as control or 

awareness (Malhotra et al. 2004) and the concept of trust (Riedl 2022). 

2.1.6 Trust within the Privacy Context 

In the following, I elucidate the significance of trust in information privacy research and 

furnish a definition of trust grounded in the IS literature. 

The concept of trust is multidimensional and contingent on the context (Mayer et al. 1995). 

Notably, trust has emerged as a significant factor in various privacy studies (e.g., Bansal et 

al. 2010; Dinev et al. 2015; Dinev and Hart 2006; Metzger 2004; Smith et al. 2011). In 

particular, trust is linked to information privacy, with studies proposing diverse 

relationships. Some consider trust as a mediator between information privacy and the 

willingness to disclose private information (e.g., Dinev and Hart 2006), while others see 

trust as an antecedent (e.g., Bélanger et al. 2002), a consequence (Bansal et al. 2010; 

Malhotra et al. 2004), or a moderator (Bansal and Gefen 2008). Interestingly, privacy 

concerns exhibit a weaker impact on online consumer behavior compared to trust (Ba and 

Pavlou 2002; Pavlou and Gefen 2004). While reducing privacy concerns is closely 

associated with trust, the exact causal direction remains debated in the literature (Zheng 

and Pavlou 2010). Additionally, there is an observable positive influence of a consumer’s 
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trust in the vendor on their intent to use personalization services. Findings from Krasnova 

et al. (2010) suggest that online vendors can enhance their capacity to acquire and utilize 

customer information through trust-building activities. 

Trust is defined here as the “willingness of a party to be vulnerable to the actions of 

another party based on the expectation that the other will perform a particular action 

important to the trustor, irrespective of the ability to monitor or control that other party” 

(Mayer et al. 1995). This definition, previously employed in the context of interpersonal 

connections (McKnight et al. 2011), underscores the idea that trust involves the trustor’s 

vulnerability. It suggests that the trustor relies on the actions of the trustee and lacks the 

ability to compel the trustee to meet their expectations. Scholars contend that this trust 

definition extends beyond interpersonal relationships into the domain of technology 

(Glikson and Woolley 2020; McKnight et al. 2011) which is demonstrated in the 

Trustworthy Artificial Intelliegnce (TAI) principles (cp. subchapter 2.2.5) (Thiebes et al. 

2020). 

2.2 Data-driven Digital Services based on Artificial Intelligence 

In this chapter, I discuss the integration of artificial intelligence (AI) into digital services. 

The focus is on how AI, particularly machine learning (ML), enhances digital services by 

deriving inferred knowledge from data. Concepts such as organizational readiness concept 

for AI adoption, principles of trustworthy AI, and the influence of national cultural 

dynamics on AI deployment are explored. 

2.2.1 Digital Services 

Organizations strategically navigate the terrain of digital transformation by harnessing the 

power of innovation (Baines et al. 2017; Kohli and Melville 2019). This development 

involves the integration of digital technologies into various facets of business operations, 

fostering the emergence of new and enhanced digital services (Ardolino et al. 2018). 

Digital innovation has created synergies within digital services as a catalyst for value 

creation (Yoo et al. 2012). This transformative process underscores a transition from a 

product-centric economy to one predominantly centered around digital services (Williams 

et al. 2008). 

The concept of digital service design is defined across four design dimensions: Service 

delivery, malleability, pricing/funds, and service maturity and three design objectives: 
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Business, interaction, and technology (Williams et al. 2008). In scholarly works, the 

definition of digital services presented “as services, which are obtained and/or arranged 

through a digital transaction (information, software modules, or consumer goods) over 

Internet Protocol” (Williams et al. 2008, p. 506). Consequently, I adopt this definition 

characterizing ‘digital services’ as activities or benefits transferred from one party to 

another through a digital transaction (Williams et al. 2008). 

Service providers develop and offer digital services to users and in particular to customers 

(Williams et al. 2008). These services often focus on enhancing the user experience and 

meeting evolving user needs, with user-centered design playing a central role (Brhel et al. 

2015; Norman and Draper 1986). For instance, Adler et al. (2023) employed a user-

centered approach in developing an AI system. This system facilitates user access to 

information regarding the functions of the United States federal court system. In consumer-

facing industries, digital services foster closer relationships with consumers and present 

innovative value propositions (Wulf et al. 2017). Building on this, prior research has 

predominantly focused on the selection of appropriate methods and techniques for the 

design of digital services, engaging customers in specific situations (e.g., Maguire 2001; 

Tuunanen and Peffers 2018; Zomerdijk and Voss 2010). In addition, research has explored 

how digital services can be designed to enable value co-creation between service providers 

and users (Tuunanen et al. 2023).  

Digital services rely heavily on costumer data to optimize service quality and generate 

revenue globally. This data, encompassing identity details like email addresses, location, 

demographics, and lifestyle information, is crucial for personalizing services to better meet 

costumer needs and interests. Additionally, it aids in understanding usage patterns and 

addressing costumer concerns, thereby improving overall service quality. However, the 

same data can be exploited for financial gains, either through targeted advertising or selling 

information to third parties (Karwatzki et al. 2017). 

Furthermore, the integration of AI intensifies the capabilities of digital services to provide 

personalized experiences. AI algorithms analyze vast amounts of costumers data to derive 

patterns and behaviors, enabling the delivery of tailored recommendations and services. 

AI-driven insights enable digital service providers to refine their strategies, optimize user 

experiences, and ultimately deliver higher-quality services to their customers. This not 

only enhances user satisfaction but also contributes to service quality improvement by 

ensuring that offerings are more closely aligned with individual preferences and needs 



Research Context and Positioning of this Dissertation 41 

(Dinev and Xu 2022). In this dissertation, I use the term “data-driven digital services” to 

refer to AI-driven digital services. 

2.2.2 Artificial Intelligence (AI) 

It is noteworthy that while numerous definitions of AI have been proposed and continue to 

surface, none has unequivocally asserted dominance (e.g., Berente et al. 2021; Russell 

2021; Wang 2019). Nevertheless, there exists a substantial consensus regarding 

fundamental concepts surrounding AI, which are widely recognized for exhibiting 

intelligent behavior in various capacities (e.g., Russell 2021; Schuetz and Venkatesh 

2020). A central concept in the field is the idea of the rational agent, which has garnered 

widespread acceptance among IS scholars (e.g., Berente et al. 2021; Russell 2021; Schuetz 

and Venkatesh 2020). Based on this concept, an intelligent agent can be defined as 

“anything that can be viewed as perceiving its environment through sensors and acting 

upon that environment through actuators” (Russell 2021, p. 54). As a result, the 

capabilities of intelligent agents empower AI systems to engage in cognitive tasks 

associated with human minds, including reasoning, self-learning, problem-solving, and 

decision-making (Rai et al. 2019). 

The development of unprecedented computing capacity, growing volumes of data, and the 

availability of data through cloud computing have led to the emergence of AI technologies 

in organizations (Benbya et al. 2021; Collins et al. 2021). These advancements have 

propelled AI forward, resulting in the active integration of AI systems by organizations. In 

particular, AI distinguishes itself from other technologies for the following reasons: First, 

AI technologies are characterized by their ability to augment, complement, or potentially 

replace human labor in organizational settings (Murray et al. 2021). This shift redistributes 

roles, choices, and authority, requiring a nuanced understanding of the dynamic interaction 

between humans and AI systems (Benbya et al. 2021). Second, AI technologies are 

challenging long-held assumptions that delineate the boundaries between human 

capabilities and machine functions. Recent advances in AI enable machines to perform 

tasks traditionally reserved for humans, including conversational skills and even aspects of 

creativity (Benbya et al. 2024). This expansion into previously human-only domains is 

prompting debates about the appropriate role of machines in decision-making processes 

(Benbya et al. 2021). Third, the complexity of AI technologies is on the rise, resulting in 

unforeseen outcomes and uncertain results. While implementing AI systems brings 

numerous advantages to organizations, it can also yield unintended or deliberate 
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consequences for individuals and entities involved. Neglecting the diverse viewpoints of 

stakeholders during the initiation, adoption, and implementation of AI systems can 

culminate in system failures (Wright and Schultz 2018).  

2.2.3 Machine Learning (ML) 

AI encompasses a spectrum of technologies, including ML, robotics, natural language 

processing, and machine vision (Collins et al. 2021), providing a versatile array of 

application scenarios across multiple industries and within organizations. This dissertation 

focuses primarily on ML, which warrants closer examination in the following. ML is data-

driven learning, employing algorithms to extract patterns from data and construct models 

(Brynjolfsson and Mitchell 2017; Jordan et al. 2015; Mitchell 1997; Russell 2021). This 

marks a notable shift in the programming paradigm: whereas traditional IS rely on human 

experts to solve specific problems and encode solutions into code, ML systems 

autonomously generate solutions based on data-derived patterns, potentially rendering 

manual programming obsolete for certain tasks (Russell 2021; Samuel 1959).  

The use of ML offers many opportunities for businesses, particularly in how business 

processes can be supported by ML as follows: (i) Process automation: It involves the use 

of algorithms and statistical models to automate structured or semi-structured tasks and 

processes traditionally performed by humans (Benbya et al. 2021; Brynjolfsson and 

Mitchell 2017; Collins et al. 2021). (ii) Cognitive insight: It involves deriving valuable 

insights by examining structured (or semi-structured) data and transform their data into 

valuable assets (Jöhnk et al. 2021). For instance, by applying ML algorithms, healthcare 

providers can identify patterns and trends in patient data to improve diagnostics, predict 

disease risk, and personalize treatment plans (Thrall et al. 2018). (iii) Cognitive 

engagement with customers and employees: Organizations can use ML to innovate and 

introduce new products and services, including the delivery of targeted digital offers 

tailored to customers’ previous online behavior (Davenport 2018; Ransbotham et al. 2019). 

However, the use of ML also presents many moral and ethical challenges related to the 

employees, labor, and costumer in terms of privacy, inscrutability, algorithmic fairness, 

bias mitigation, and inherent inaccuracies (Berente et al. 2021; Fjeld et al. 2020; Floridi et 

al. 2018; Rai et al. 2019). 

Privacy: ML enables the extraction of knowledge from data. Nevertheless, as these 

algorithms grow in complexity, elucidating the specific input data utilized to acquire 
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particular insights becomes challenging, if not impossible, even for experts in ML 

(Rahwan et al. 2019). Consequently, the origins of certain knowledge remain shrouded in 

ambiguity when employing self-learning algorithms (Berente et al. 2021). This 

inscrutability is vividly illustrated by well-known incidents such as the Cambridge 

Analytica scandal, where the correlation between psychological profiles and voting 

patterns remains elusive (Hu 2020). Additionally, uncertainty persists regarding the extent 

to which individual Facebook profiles played a role in the learning process (Gibney 2018), 

further emphasizing the opaqueness surrounding the use of personal information in 

algorithmic decision-making processes. Because of the opacity of the relationship between 

input data and output results in the context of self-learning algorithms, the MISQ guest 

editorial highlights the continuing importance of privacy  (Dinev and Xu 2022). 

Inscrutability: Inscrutability denotes the challenge of comprehending and interpreting the 

output of ML systems (Berente et al. 2021). This difficulty can be attributed to the 

probabilistic nature of ML, introducing uncertainty that renders the model’s output and its 

underlying decision-making process incomprehensible for users (Adadi and Berrada 2018; 

Berente et al. 2021). Inscrutability encompasses various dimensions, including opacity, 

transparency, explainability, and interpretability (Berente et al. 2021). ML models are 

often reffered to “black boxes”, signifying that the decision-making processes within these 

models pose challenges for full interpretation or understanding (Peters et al. 2020; Rudin 

2019). The inherent opacity within ML systems can lead to a sense of distrust among 

customers, potentially leading them to discontinue their utilization of such systems. This 

lack of transparency distinguishes ML from previous analytical technologies, where 

decision-making processes were typically more interpretable. 

Algorithmic Fairness and Bias: Bias and discrimination manifest in ML systems when the 

training data utilized to construct the model inadvertently contains inherent biases, causing 

the model to mirror and potentially amplify these biases in its predictions (Berente et al. 

2021; Rai et al. 2019).. This issue arises when the training data lacks representation of the 

true diversity existing in the real world. The consequences of biased ML systems can 

manifest in inaccurate or unreliable predictions and recommendations, posing potential 

harm or negative impacts on costumers. As an illustration, ML-driven image recognition 

systems trained on biased datasets may erroneously identify or exclude specific racial or 

ethnic groups, thereby perpetuating discriminatory surveillance practices (Köchling et al. 

2021).  
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The presence of inscrutability has the potential to worsen biases, creating challenges in 

identifying and rectifying issues that might affect the system’s effectiveness (Lebovitz et 

al. 2021). When users perceive ML systems as exhibiting bias or discrimination, their trust 

in the system’s outputs is likely to diminish. This diminished trust can lead to heightened 

skepticism or even outright rejection of the system (Lebovitz et al. 2021). 

Inaccuracy: The term “prediction accuracy” pertains to the capacity of a ML system to 

generate precise outputs or forecasts, directly associated with achieving optimal 

performance (Lebovitz et al. 2021; Thiebes et al. 2020). Prediction inaccuracy occurs when 

ML systems fall short in making precise predictions for new or unseen data. This challenge 

can be attributed to various factors, including inadequate training data, insufficient 

representation of features, model overfitting, or inappropriate model selection (Rai et al. 

2019). The reliability of prediction accuracy serves as a critical metric for ML systems 

(Baskerville et al. 2015). In cases where ML systems lack reliability or accuracy, users 

may question the effectiveness or utility of the ML system.  

With the advent of ML, organizations are undergoing a significant transformation, largely 

driven by shifts in programming paradigms. Consequently, researchers have formulated a 

framework to effectively navigate this transition, which will be detailed in the following 

subsection. 

2.2.4 Organizational Readiness Concept for AI 

Organizations embarking on the journey of adopting AI face numerous challenges, not 

least in identifying appropriate use cases to harness the potential of AI. As highlighted by 

Hofmann et al. (2020), this initial hurdle can significantly impede progress. In addition, the 

adoption of AI requires significant organizational changes, requiring a readiness that goes 

beyond technological capabilities. To effectively manage these changes, organizations 

need to achieve a state of readiness at the organizational level. Jöhnk et al. (2021) outlines 

18 AI readiness factors, grouped into five distinct areas, that provide a blueprint for 

organizations to develop their AI readiness: strategic alignment, resources, knowledge, 

culture, and data (Jöhnk et al. 2021). These factors, accompanied by illustrative indicators, 

serve as valuable guidelines that outline actionable steps across multiple domains to foster 

a conducive environment for successful AI integration. By comprehensively addressing 

these factors, organizations can not only overcome barriers, but also harness the potential 

of AI. 
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2.2.5 Trustworthy Artificial Intelligence (TAI) based on Thiebes et al. (2020) 

Thiebes et al. (2020) introduced the concept of TAI by arguing that the full potential of AI 

will only be realized for organizations if trust can be established in its development, 

deployment, and use. The TAI principles are characterized by: 1) Beneficence, 2) non-

maleficence, 3) autonomy, 4) justice, and 5) explicability. They formulated these principles 

based on established frameworks and guidelines associated with the trustworthy use of AI. 

These five principles are interconnected with beliefs in the trustworthiness of technology 

and automation. As I employ the TAI principles in paper C, I will elaborate on these 

principles. 

Beneficence refers to the development, deployment, and use of AI that serves the well-

being of humanity, prioritizing the best interests of costumers, and striving to contribute to 

positive outcomes while upholding fundamental human rights (Floridi et al. 2018; 

McKnight et al. 2002; Thiebes et al. 2020). Non-maleficence refers to the development, 

deployment, and use of AI in a way that prevents harm to individuals, with a specific focus 

on safeguarding people’s privacy (Thiebes et al. 2020). Autonomy revolves around 

enhancing human autonomy, agency, and control, which may involve limiting the 

autonomy of AI systems when deemed essential. Although lacking a precise definition, the 

autonomy principle serves as a strategy to address integrity and reliability risks by finding 

a balance between human and machine-led decision-making. In organizational contexts, 

adherence to this principle implies the implementation of effective oversight mechanisms, 

such as maintaining human involvement, when integrating AI into electronic services and 

products. Justice describes the use of ML to correct past injustices, to beneficially employ 

ML for society, while also preventing harm and injustices (Thiebes et al. 2020). 

Explicability entails the development, deployment, and use of explainable AI aiming to 

generate AI models that are more interpretable while ensuring they maintain a high level of 

performance and accuracy (Thiebes et al. 2020). 

2.2.6 National Cultural Dynamics in the Innovation of Artificial Intelligence 

Investigating the influence of national culture (cross-culture4) is a challenge for research, 

mainly because culture is so differently defined in research. The first hurdle in studying 

(national) culture is grasping its essence amidst a many of definitions, conceptualizations, 

 
4  In research, the term “cross-culture” is often used synonymously with "national culture" to analyze the cultural 

differences between countries or regions. In this paper, however, I explicitly use the term "national culture" to 
emphasize that I am focusing on the unique cultural characteristics and values that are specific to nations. 
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and dimensions proposed by scholars (Straub et al. 2002). Among the definitions, some 

scholars emphasize cultural aspects such as norms, practices, and symbols, while others 

emphasize more general elements such as language, ideology, rituals, myths, and 

ceremonies (De Long and Fahey 2000). Despite various definitions of national culture, 

Hofstede’s definition stands out as one of the most widely accepted (for a review of 

national cultural definitions, see Straub et al. (2002)). Hofstede defines culture as “the 

collective programming of the mind which distinguishes the members of one human group 

from another” (Hofstede 1980, p. 260). In addition, Hofstede’s framework has garnered 

significant attention in IS literature, emerging as one of the most frequently referenced 

models (Mehler et al. 2023). However, it has not been immune to criticism (Myers and Tan 

2002). Hofstede’s framework delineated culture along dimensions of power distance, 

uncertainty avoidance, individualism–collectivism, and masculinity–femininity. 

Dimensions such as long-term orientation and indulgence were subsequently added to the 

framework later (see Table 3). 

Table 3. Hofstede’s dimensions 

Dimensions Definitions 

Power Distance Individuals within societies do not possess equal degrees of power. 
This dimension reflects cultural attitudes towards these inherent 
inequalities between individuals. Power distance refers to the extent to 
which less influential members of organizations within a nation expect 
and tolerate an unequal distribution of power. 

Uncertainty 
Avoidance 

This dimension refers to the extent to which individuals in a culture 
experience discomfort or anxiety in response to ambiguous or 
unfamiliar situations, and how they have developed beliefs and 
institutions to alleviate these feelings. 

Individualism vs. 
Collectivism 

This dimension explores the level of interdependence within a society. 
In individualist societies, individuals are expected to prioritize 
themselves and their immediate families. Conversely, in collectivist 
societies, individuals are part of “in-groups” that provide support in 
return for loyalty. 

Masculinity vs. 
Femininity 

This dimension measures an individual’s endorsement of gender 
inequalities. Those who endorse masculine values prioritize work-
related objectives like earnings, career advancement, competitiveness, 
performance, and assertiveness. Conversely, those who endorse 
feminine values prioritize personal goals such as fostering a friendly 
atmosphere, ensuring a comfortable work environment, enhancing 
quality of life, and nurturing warm personal relationships. 

Long-term 
Orientation 

This dimension delves into how societies balance their connection to 
the past with addressing present and future challenges, with varying 
priorities. Societies scoring low on this dimension tend to prioritize 
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preserving traditional values and norms, often regarding societal 
change with skepticism. Conversely, cultures scoring high on this 
dimension take a more practical stance, promoting thrift and investing 
in modern education to prepare for the future. 

Indulgence This dimension assesses the degree to which individuals attempt to 
regulate their urges and impulses, influenced by their upbringing. 
“indulgence” refers to a relatively lenient control over desires, while 
“restraint” indicates a stronger inclination towards control. 

 

The Hofstede framework has been used in research to investigate the influence of national 

culture on innovation (Mehler et al. 2023). Innovation scholars emphasize the importance 

of understanding cultural differences for global organizations deploying IT. National 

culture research aids organizations in identifying both commonalities and differences in 

technological needs across societies, facilitating more effective global technology 

strategies (Bharadwaj et al. 2013). Previous research examined national culture in the 

context of big data analytics (Alyoussef and Al-Rahmi 2022), intention to use mobile 

applications (Hoehle et al. 2015), ERP systems (Miller et al. 2006), and how national 

culture influence individual-level technology acceptance behaviors (Srite and Karahanna 

2006).  

While prior research recognizes the substantial impact of national culture on innovation 

adoption, studies examining the influence of national culture on AI adoption are scarce. 

Given that AI represents a significant departure from previous innovations (cp. subchapters 

2.2.2 and 2.2.3), there exists a gap in research regarding the intersection of national culture 

and AI, offering an avenue for further investigation. The importance of studying national 

culture in the context of AI is exemplified by the research conducted by Awad et al. 

(2018). They developed a web-based experimental platform for moral decisions made by 

AI, which uncovered relevant differences in ethical preferences among various national 

cultures. 

2.3 Positioning This Dissertation Within the Existing Literature  

Previous research describe a dilemma between using personal information to enhance the 

customer experience, such as personalizing services, and implementing data privacy 

measures, which are often viewed as hindrances to profitability  (Gerlach et al. 2019; 

Gimpel et al. 2018; Karwatzki et al. 2022; Schneider et al. 2017). 
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Identity-related costumer data (e.g., email addresses, location, demographics, and lifestyle 

details) are utilized to develop personalized products and services, aiming to better address 

customer needs and interests, and to improve service quality. While some individuals 

perceive data collection as an intrusion into their privacy, associating it with high privacy 

risks, others welcome data collection as it allows for better addressing of their needs. 

Given diverse privacy preferences, it is crucial for service providers to tailor their services 

accordingly. Karwatzki et al. (2022) developed a framework on a multidimensional 

perspective on privacy risks to help service providers understand how to configure their 

services to encourage consumers’ willingness to share personal information. In addition, 

previous studies have examined why companies prioritize one need (e.g., value creation) 

over the other (e.g., data protection). Some argue that companies seeking competitive 

advantage through customer knowledge prioritize data collection over privacy protection. 

Conversely, those emphasizing trustworthiness prioritize privacy protection (Chan and 

Greenaway 2005). Greenaway et al. (2015) categorize companies based on their approach 

to privacy to understand their positioning along the privacy spectrum. Overall, companies 

struggle to satisfy both interests of exploiting the inherent value of customer data and 

protecting customer privacy. Gerlach et al. (2019) explore challenges organizations face 

when balancing value creation and customer data protection. They provide strategies on 

how companies can handle the tensions between organizational information needs and 

customer privacy concerns.  

Companies prioritizing costumer data protection develop strong privacy protection 

measures, such as privacy protection policies (Gimpel et al. 2018). B. Liu et al. (2022) 

found that privacy policy negotiation with an active-recommendation feature reduces 

privacy concerns and increases consumers’ willingness to disclose personal information, 

fostering a more privacy-friendly environment. Schneider et al. (2017) proposed measures 

to protect costumer data during second-party sharing by using synthetic segment 

memberships for each customer instead of true segment memberships in the lists that are 

shared with the provider. The key implication of this protection mechanism is that if the 

protected customer list is breached by an intruder at the provider, true segment 

membership is not disclosed. Finally, a research stream on PETs has emerged, aiming to 

protect costumer data without compromising digital service profitability (cp. subchapter 

2.1.5). 
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Previous literature has focused on identifying the challenges and measures for 

organizations, but what remains unexplored is how a user-centered technology should be 

designed to mitigate the tension between value creation and data protection. Thus, there is 

an urgent need for the development and design of technologies that prioritize user-

centricity and enhance user trust. Therefore, this dissertation aims to explore how to design 

effective privacy-enhancing mechanisms for data-driven digital services. Given the unique 

characteristics of ML, which are integrated into data-driven digital services, studies are 

needed to understand the factors influencing ML adoption. By understanding these factors, 

value creation processes can be tailored to ensure individuals privacy protection. 

Additionally, insights into ML adoption and its determinants, particularly in intercultural 

contexts, will contribute to the design of data-driven digital services. By addressing the 

lack of research in user-centered PETs for data-driven digital services, this dissertation lays 

the groundwork for more privacy-friendly and user-centric technological advancements. 
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Organizations pursuing data-driven business models (DDBM) rely on processing user data 

to improve and provide their services. However, collecting personal information is often 

criticized by consumers due to concerns about the potential misuse of such data. While 

these two interests stand in an unsolved conflict - and organizations need to balance these 

interests - advances in the field of privacy-enhancing technologies (PETs) promise a 

resolution to achieve both goals simultaneously. Yet, organizations barely use PETs within 

their DDBMs. Based on the TOE framework, we review the literature on barriers of PET 

adoption to shed light on the unsolved question why organizations resist adopting PETs. 

We reflect the state of research on the trade-off between creating value using data and 

information privacy. We particularly find that multiple research streams call for the 

organizational adoption of PETs. Nevertheless, the main barriers we identified are unclear 

economic impact as well as the lack of relative advantage of PETs.  
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3.1 Introduction 

In recent years, organizations have collected and analyzed more and more data of all 

different kinds –especially from customers and other online users. In particular, 

organizations collect and process personal information of their customers in order to 

improve their own businesses (Li et al. 2014). They use these collected personal data to 

gain new insights (Hartmann et al. 2016), to create new businesses (Zolnowski et al. 2016), 

and to generate value (Lusch and Nambisan 2015). Organizations are able to gain benefits 

from personal data because they can collect, aggregate, and analyze it on a large scale and 

at low cost (Malhotra et al. 2004). To produce a higher value from the data, more 

organizations begin building data-driven business models (DDBMs) (Engelbrecht et al. 

2016; Kühne and Böhmann 2019).  

However, the massive data collection does not only offer opportunities, but also poses 

multiple risks for organizations. In fact, data practices can also pose a challenge and 

become a burden for companies (Spiekermann et al. 2015). This could be the case if, for 

example, practices appear to be privacy intrusive and incidents occur that result in 

reputation loss (Acquisti et al. 2016; Feri et al. 2016; Gerlach et al. 2019). As a 

consequence, these intrusions can make it difficult for organizations to attract new users 

and retain existing ones. 

Users increasingly perceive common data practices as unfair if personal information are 

used or shared for other purposes without their consent (Culnan and Bies 2003; Culnan and 

Armstrong 1999; Li 2011). For example, a study has shown that 67% of respondents think 

that companies benefit most from disclosing their data, while only 6% see themselves as 

having an advantage (Orange 2014). Moreover, research on information privacy finds that 

customers are concerned due to the loss of control on how organizations process their 

personal information (Bélanger and Crossler 2011; Zibuschka et al. 2019). Privacy 

concerns can influence users’ decision to use a service (Bélanger and Crossler 2011; 

Harborth and Pape 2020). As a result of data-practices being too aggressive, existing 

customers could even stop using a data-driven service (Gerlach et al. 2019), yielding an 

economic loss for organizations. Thus, there is a need for better controls of information 

privacy (Bélanger and Crossler 2011; Conger et al. 2013; Smith 2008).  

Regardless of privacy concerns, companies must infringe on the privacy of their users, at 

least to some extent, to obtain and use data. Thus, they are exposed to a field of tension in 

dealing with user data to remain competitive and profitable (Shapiro et al. 1998). These 
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approaches should be as user-friendly as possible to respect individuals’ privacy. One 

particular characteristic of individuals’ privacy is that they gain more control over which 

data they disclose in order to balance advantages and disadvantages of data practices for 

organizations as well as users (Gopal et al. 2018; Li et al. 2014). 

Given this imbalance and tension, companies’ current data practices should be revised in 

order to balance the potential of the ever-increasing volume of data for the economy and 

society with the potential risks (Hirsch 2014). Up to now, privacy research has urged 

companies from the users’ perspective to refrain from collecting user data and profit from 

it without returning any benefit to their users (e.g., Hui et al. 2007; Smith et al. 1996). As 

this traditionally results in less potential data-driven value creation, changing current data 

collection practices seems unattractive and hence unfeasible for companies. Nevertheless, 

recent work on data-driven value creation on the one hand – and consumers’ information 

privacy concerns on the other hand – shows that organizations must begin to carefully 

balance these competing directions (Gerlach et al. 2019). 

To overcome the trade-off between users’ privacy and value creation and to better balance 

these opposing interests, we investigate the strong potential of privacy-enhancing 

technologies (PETs). PETs renounce unnecessarily processing personal data to 

consequently protect consumers’ privacy. Simultaneously, PETs offer the same 

functionalities of data analysis (Borking and Raab 2001, p. 1) and hence the equal 

opportunity to create value. This could be a game-changer if organizations would deploy 

PETs within their processes of data collection and transformation as their interest of 

pursuing DDBMs would remain to be achievable while adding the competitive advantage 

of handling sensitive data respectfully (Lee et al. 2011). 

Even though PETs are technologically already available, organizations pursuing DDBMs 

rarely deploy them in practice. To give an example of a PET, the paradigm of anonymous 

credentials are in limited use, even though this allows for users to authenticate without 

revealing their identity. The question of what keeps organizations from using PETs is the 

main motivation for this study: 

RQ: What are the barriers keeping organizations from adopting PETs? 

Rowe (2014) suggests that a comprehensive literature analysis can open up the path for 

finding an answer to the question and also paves the way for subsequent empirical studies. 

In this vein, we follow the advised procedure from vom Brocke et al. (2015) and conduct a 

comprehensive literature review on the adoption of PETs within organizations pursuing 
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DDBMs. Our aim is to identify previous studies that relate to the organizational adoption 

of PETs. Thereon, we elaborate on future research avenues to foster the establishment of 

PETs in organizations pursuing DDBMs. 

3.2 Conceptual Background of Related Literature 

In the last years, organizations have collected more and more data from different sources 

(e.g., collecting customer data via smart devices or sensors). Analysis of service models 

become more effective when utilize customer-provided data because the storage costs for 

collecting data have become cheaper (Zolnowski et al. 2016). In addition, different data 

analysis tools have emerged which make the collection and processing of data easier 

available (Parmar et al. 2014). These are just a few of many factors that make the use of 

data interesting for new services (Kühne and Böhmann 2019). To give one example how 

organizations can create value through its users’ personal data: Uber collects massive 

amounts of data from its drivers and its customers: the time the ride took place, who the 

passenger was, or where the car stopped (Greenaway et al. 2015). Uber analyzes the usage 

pattern of its services to, e.g., predict where demand will be strong. This allows drivers to 

adequately prepare for the next ride. In this way, Uber creates business value through data 

analysis of personal information (Rogers 2015). 

3.2.1 Data-driven business models 

Uber earns money by what is called a data-driven business model (DDBM) in research 

literature (Kühne and Böhmann 2019; Manyika 2011). A DDBM is creating revenue based 

on the collection and analysis of data (Chen et al. 2011; Hartmann et al. 2014). Following 

Hartmann et al. 2016, p. 2), we define DDBMs as “Business models supporting data-

related ventures to capture value”. 

The advent of DDBMs shows that data is an essential resource, and organizations are able 

to obtain a significant advantage compared to competitors based on a DDBM (Bulger et al. 

2014; Muhtaroğlu et al. 2013). They gain these advantages by improvement of internal 

processes (Davenport 2013), improvement of performance (LaValle et al. 2011; McAfee 

and Brynjolfsson 2012), supporting decision making (Chen et al. 2012), developing long-

lasting customer relationships (Ostrom et al. 2015), and by forming new or enhanced 

service offerings (Goduscheit and Faullant 2018). Organizations not exploring their 

potential based on the available data tend to miss opportunities which are perceived by 

their competitors (Brownlow et al. 2015; Hunke and Wambsganß 2017). Capturing large 
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amounts of data goes hand in hand with collecting an increasing volume of personal 

information. Organizations can easily access this personal information because customers 

carry their mobile devices with them at all time (e.g., tablets, wearable technologies) 

(Kyriacou and Davis 2008; Shimojo et al. 2010). Since organizations work with their 

customers’ personal information, which are regularly sensitive, the practice of adding 

value through data and hence pursuing a DDBM also poses a threat to consumers (Wu et 

al. 2013). One example is digital profiling: Organizations remotely collect significant 

amounts of personal information that can be stored unlimitedly (Adomavicius and Tuzhilin 

2005). A second threat is identity theft (Greenaway and Chan 2013).  

3.2.2 Privacy Concerns 

Privacy has multiple definitions and it is sector specific (Schoeman 1992; Solove 2006; 

Warren and Brandeis 1890). In this paper, we take information privacy as a basis (Bélanger 

and Crossler 2011; Skinner et al. 2006). The most appropriate definition of privacy for this 

paper is “the ability of individuals to control the terms under which their personal 

information is acquired and used” (Culnan and Bies 2003, p. 326). Privacy gains an 

increasing importance for individuals in a time when data is constantly reproduced and 

shared with different parties (Acquisti et al. 2016; Tene and Polonetsky 2012). For reasons 

of simplicity, we use the term privacy instead of information privacy. 

The rising economic interest of the collection and processing of personal data leads to 

growing concerns of users about the protection of their privacy (Culnan and Armstrong 

1999; Pavlou 2011; Smith et al. 1996). Privacy concerns are “consumers’ concerns about 

possible loss of privacy as a result of information disclosure to a specific external agent 

(e.g., a specific website)” (Xu et al. 2011, p. 800). Individuals are concerned about their 

personal information when they disclose it online (Dinev and Hart 2006), especially if it is 

indicative of their daily routines and physical location (Brush et al. 2010). Moreover, 

individuals are concerned about how businesses handle their personal data (Smith et al. 

1996), and even about a fair relationship between data disclosure and usage on one side 

and control over the personal information on the other side (Malhotra et al. 2004). 

There are mainly three reasons why privacy concerns emerge among users. First, privacy 

concerns arise from organizations’ practice of constantly recording personal information 

and storing them without the individual’s consent (Cha et al. 2019; Majeed et al. 2016). 

Second, privacy concerns can occur if the reason for collecting and storing personal 
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information is unknown or not transparent to the involved people (Guilloteau and Mauree 

2012). Third, privacy concerns can arise if personal data is shared with third parties 

without the knowledge or consent of users (Gopal et al. 2018). 

The reason why privacy concerns should be of interest to organizations is privacy concerns 

have a negative influence on the consumers’ willingness to disclose their personal data 

(Culnan and Armstrong 1999; Dinev and Hart 2006; Li 2011; Malhotra et al. 2004; Xu et 

al. 2011). The reaction of customers can lead to difficulties for organizations to run 

DDBMs, as customers either refuse to provide personal data (Dinev and Hart 2006) or 

provide incorrect personal data (Xie et al. 2006).  

Simultaneously, disclosure of personal information is at the core of the success of many 

DDBMs. For this reason, it is necessary for organizations to consider privacy concerns of 

customers as early as possible, i.e., at best in the design phase of DDBMs. In fact, 

organizations that consider privacy concerns well in their business-models can gain a 

competitive advantage (Lee et al. 2011). Organizations have an incentive to address 

privacy concerns due to their need to attract and keep customers for their DDBM. With this 

regard, Xu (2007) identified a positive correlation between PETs and the consumer’s 

perceived control over their personal information. To date, there are few papers showing 

that PETs can reduce privacy concerns and data breaches. However, Brecht et al. (2012) 

investigated the acceptance factors of anonymized services, providing first insights into 

this context. They find a positive influence between privacy concerns and the intention to 

use an anonymized service (Brecht et al. 2011). In connection with the finding that after 

gaining more control over personal information, consumer trust and thus usage of the 

service increases (Xu 2009), usage of PETs is a worthwhile research direction to mitigate 

the contradicting interests (Acquisti et al. 2016).    

The decentralized technology environment intensified organizational privacy problems 

(Culnan et al. 2008). Problems arising from the lack of protection of personal information 

can ultimately endanger the relationship with customers, either through customer 

defections (Culnan and Williams 2009; Engelbrecht et al. 2016) or through the loss of 

reputation (Gerlach et al. 2019). So far, organizations have difficulties balancing the two 

interests privacy and value creation (Gerlach et al. 2019). They favor the latter and 

regulatory use of personal information for pursuing DDBMs and rarely mitigate customer 

concerns. Thus, striving for a solution to overcome this trade-off should be a research 

focus. 
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3.2.3 Privacy-Enhancing Technologies 

From a technical perspective, Privacy-Enhancing Technologies (PETs) promise to enable 

organizations to unite their controversial interests. We define PETs as “information and 

communication technology measures that protect privacy by eliminating or reducing 

personal data or by preventing unnecessary or undesired processing of personal data; all 

without losing the functionality of the data system,” (Borking and Raab 2001, p. 1). PETs 

are a collective term for technologies that aim to increase levels of privacy. Therefore, the 

adoption of such technologies would first and foremost reduce the reasons due to which 

privacy concerns regularly arise. Second, the economic advantages that organizations gain 

by becoming data-driven remain intact. Hence, these technologies are a steppingstone to 

reduce the need for a trade-off between data-driven value creation and maintaining 

information privacy. 

Given the issues and sensitivities of processing data, there is a whole range of PETs and 

approaches, either used by consumers or by data collectors, to help managing concerns. 

Examples for consumer PETs are the Virtual Private Network (VPN) technology or the 

anonymized communication network TOR. We do not discuss such technologies in this 

paper. Instead, we focus on PETs for data controllers. In the literature, a number of papers 

have been published that categorize the complex PETs landscape (van Blarkom et al. 2003; 

Burkert 1997; Deswarte and Aguilar Melchor 2006; Goldberg 2003, 2008; Goldberg et al. 

1997; Oppliger 2005; Seničar et al. 2003; Tavani 2000). 

In addition, there is another example of PETs which could be used in DDBMs. Synthetic 

data is algorithmically generated data that reflects the properties of a real dataset. It could 

therefore be used as a substitute for the training of  algorithms. The advantage of synthetic 

data is the protection of the nature of the data itself (Patki et al. 2016). 

However, PETs are not widely employed by organizations in data-driven applications 

(Danezis et al. 2005; Harborth and Pape 2020; Rossnagel et al. 2010). The existing 

literature is at the beginning in terms of how privacy concerns can be addressed with PETs 

(Majeed et al. 2016). Only a few studies describe which sorts of privacy can be enhanced 

by PETs (Wang and Kobsa 2008). 

In a preliminary literature search, we identified several reasons for the low adoption. 

Albeit, broader environment of inhibiting forces has not yet been presented in a 

consolidated overview in the IS literature with the aim of defining a research agenda. 
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3.3 Methodology 

 A representative and structured analysis of the literature is necessary to understand why 

the adoption of PETs by organizations is limited in DDBMs, although PETs are understood 

as promising solutions to balance the two diametrical objectives of privacy protection and 

value creation. In order to ensure the rigor of our analysis and to enhance replicability of 

our findings, we adhere to well established IS guidelines (vom Brocke et al. 2015). 

The Structured Literature Review (SLR) analyzing the challenges of PETs in DDBMs is 

based on the steps by vom Brocke et al. (2015). We started the SLR by studying a variety 

of different sources (e.g., magazines, journals, conference papers) to get a better 

understanding of the topic.  

Cooper (1988) provides a taxonomy to organize the SLR process. We designed a 

conceptual SRL process, emphasizes a neutral position, and the predominant target groups 

are scientists and practitioners. Besides, we use selected quotations for reporting (Cooper 

1988). Furthermore, the overall approach structures by the following dimensions: process, 

source, coverage, and techniques. The process is sequential. The SLR draws from 

databases and publications, and the literature search aims at a comprehensive coverage. 

Thus, an extensive set of searching techniques is used to provide the foundation for the 

analysis and conceptualization: keyword search, backward search, and forward search. We 

conducted backward and forward searches iteratively based on the search query. 

We defined the review scope according to vom Brocke et al. (2015). Hence, we performed 

an initial explorative literature search using Business Source Premier in order to gain a full 

understanding of synonyms and the existing related literature. As for the aspect of PETs, 

we found related terms such as e.g., “privacy preserving technology”. In the same vein, we 

form the organizational perspective of our SLR by adding the context of “business”, or 

“organizational”. Even though the study’s focus lies on organizations pursuing DDBMs, 

we renounced this component, since the organizational literature in the area of PETs 

should be examined as comprehensively as possible. The resulting search string is: 

(“privacy enhancing technologies” OR “privacy enhancing technology” OR “Privacy 

Enhancing Technologies” OR “Privacy Enhancing Technology” OR “privacy-enhancing 

technologies” OR “privacy-enhancing technology” OR “Privacy-Enhancing 

Technologies” OR “Privacy-Enhancing Technology” OR privacy-preserving OR “privacy 

preserving”) AND (company OR organisation OR organization OR firm OR provider OR 
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merchant OR economics OR economy OR “online service” OR “online services” OR 

business OR enterprise OR venture OR institution) 

We queried the following databases: AIS Electronic Library, informs PubsOnLine, 

EBSCOhost Business Source Premier, ACM Digital Library, Web Of Science, and IEEE 

Xplore Digital Library. We did not limit ourselves to only highly rated journals or 

conference proceedings to ensure a retrieval of an exhaustive result list of this research 

stream. The search process resulted in 3945 publications excluding the duplications. 

Before beginning the screening process, we developed the following three inclusion and 

four exclusion criteria to ensure that we adhere to our search scope (Levy and Ellis 2006; 

Webster and Watson 2002). The inclusion criteria are as follows: 1) The focus is on the use 

and influence of PETs in the business context, 2) the publication contains the 

organizational perspective, or 3) potential research direction in the field of PETs is 

identified from a business perspective. Next, we defined the exclusion criteria: 1) The 

study investigates the technical design of PET, 2) the study generally relates to privacy 

without connection to PETs, 3) the study has been published before 2000, or 4) the paper is 

in progress. 

By screening the titles and abstracts of all publications we could reduce the number of 

papers drastically down to 118. After conducting a full-text analysis, the screening process 

resulted in 24 publications. Finally, we executed a backward and a forward search and 

identified 9 further publications (Webster and Watson 2002). Thus, the resulting final set 

comprises 33 publications. To answer RQ, we have analyzed and coded the paper with the 

aim to identify different barriers of PET adoption. As foundation for the coding process 

serve the factors described in the TOE framework. During the process, we follow the 

coding guidelines of Ryan and Bernard (2000). As a result, we have conceptualized the 

PETs barriers for data-driven business models based on the TOE framework. An overview 

of the results is presented in Figure 2 and it is comprehensively explained in chapter 4. As 

a final step, we developed a research agenda taken the different barriers into account 

(Webster and Watson 2002). 

3.4 Analysis and Results 

During this research, it turned out that even though many studies on PETs are already 

available and new PETs have been developed over the last couple of years, organizations 

use them rarely in practice. In this chapter we discuss barriers of PET adoption, thereby 
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answering the RQ. Based on the identified barriers, we develop a framework for 

conceptualizing the barriers of PETs visualized in Figure 2.  

The TOE framework describes how the adoption process of technologies is influenced by 

the technical, organizational and environmental contexts (DePietro et al. 1990). This 

framework is widely used in several contexts, in the IS community [e.g., Artificial 

Intelligence (Pumplun et al. 2019),  ERP (Xu et al. 2017)], in interorganizational business 

processes (Venkatesh and Bala 2012), and notably it is also used to present inhibitors and 

challenges of innovations (e.g., Karunagaran et al. 2016; Stieglitz et al. 2018). Since the 

adoption of a technology is a challenging and multi-layered process for organizations, the 

TOE framework offers a great way to structure the main barriers of PETs on an 

organizational level (Oliveira and Fraga 2011). Therefore, we use this foundation to 

encapsulate the main barriers of PETs into three groups.  

The technological context describes the features of a technology internally available and 

new technologies which are important for organizations (DePietro et al. 1990). It 

comprises the complexity, the relative advantage and the compatibility of a technology. 

The complexity of a technology is the degree to which a technology is perceived as 

relatively difficult to understand and use (Rogers and Shoemaker 1971, p. 154). The 

relative advantage of a technology is the degree to which a technology is perceived as 

being better than the previous ways of solving the problem (Rogers and Shoemaker 1971, 

p. 138). Compatibility is the degree to which a technology fits the needs of an organization 

and the past experiences (DePietro et al. 1990).  

The organizational context refers to the characteristics and available resources of an 

organization including the profitability, the financial resources and the technology 

readiness (Baker 2011; DePietro et al. 1990).  Profitability is the amount of profit which an 

organization yields from the adoption of the technology (Tornatzky and Klein 1982). The 

technology costs are mentioned as one component of the financial resources (Tornatzky 

and Klein 1982; Zhu et al. 2004). It refers to the costs incurred in the adoption of 

technology (e.g., investment in software and hardware, system integration, etc.). The 

technology readiness is the propensity to embrace a new technology for accomplishing 

goals (Gutierrez et al. 2015). We define technology readiness as the extent to which PETs 

are established in business processes of an organization (maturity of PETs) and the extent 

to which the organization is able to maintain the technology (e.g., update the cryptographic 

algorithm, infrastructure, user training). 
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The environmental context represents the external conditions under which an 

organization can conduct its business (DePietro et al. 1990), which includes consumer 

readiness and the regulatory environment. Consumer readiness is usually described as the 

volume that can potentially be generated on the market (Zhu et al. 2003). This study 

defines consumer readiness as a collective term for the demand of the consumers, the 

awareness of consumers towards PETs, and the willingness to pay for them. Consumer 

demand reflects the actual disposition to buy PETs. Awareness represents the consumers’ 

interests in PETs. The willingness-to-pay shows how much the consumer is willing to pay 

for PETs. The combination of the three factors represents consumer readiness for PETs. 

Finally, regulations by the government have been identified as a critical factor influencing 

technology adoption. Regulation can either help providers implementing a trustworthy 

environment or establishing supportive business laws to encourage the use of PETs (Zhu et 

al. 2004). 

 
Figure 2. Overview of SLR results: Barriers of PET adoption 

Before explaining the barriers in detail, we highlight the different theories and frameworks 

shown in the lower part of Figure 2. In most cases, frameworks were used to investigate 

different PETs. For instance, the “E-Commerce Privacy Research Framework” used by 

Boritz and No (2011) or the “Information Technology Privacy Cycle” used by Turner and 

Dasgupta (2003). Just a few paper applied common IS theories, e.g., Technology 

Acceptance Model (Benenson et al. 2015), the Unified Theory of Acceptance and Use of 

Technology (UTAT) (Krontiris et al. 2016) or Diffusion of Innovation Theory (Borking 

2011; Rossnagel et al. 2010).  
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3.4.1 Technology barriers 

Complexity. PETs are perceived as complex innovations and due to the complex domain-

specific building blocks, PET adoption is slow (Borking 2011; Funke et al. 2017). For 

instance, from a technical perspective, fully-homomorphic encryption (FHE) and 

differential privacy are constructed with complex cryptographic building blocks (Acquisti 

et al. 2016; Bachlechner et al. 2018) and multi-party computation (MPC) has hurdles in its 

practical implementation. The complexity of these PETs might hamper their integration 

into DDBMs. Another example is mentioned by Thiesse et al. (2007). They illustrate how 

PET mechanisms increase the complexity of protocols and tag design in RFID chips. Some 

PETs (e.g., access control) also require significant engineering effort to integrate them into 

organizations (Bachlechner et al. 2018). From the user’s perspective, various studies 

emphasize the complexity of PETs hamper internet users from applying PETs. For 

instance, Benenson et al. (2015) show that users assess the additional privacy function on 

electronical IDs for authentication as too complex. Moreover, Rossnagel (2010) states that 

the correct installation and related browser configuration is often difficult for users. 

Implementing PETs does not only require technical knowledge but also legal expertise 

(Borking 2011). Organizations often do not understand which privacy laws they need to 

obey. Therefore, they often use the wrong set of protective measures (Borking 2011). 

Low usability is another factor for low user demand (e.g., Ackerman 2004; Bachlechner et 

al. 2018; Lee et al. 2017; Reay et al. 2007; Vemou and Karyda 2015) and thus PET 

adoption (Benenson et al. 2015; Krontiris et al. 2016). Other factors have been identified as 

even more important, e.g., perceived usefulness of PETs for privacy protection on the 

intention to use PETs (τ = 0.420, p < 0.01) (Krontiris et al. 2016). Usefulness seems to be a 

central construct in the perception of (Benenson et al. 2015) and should be adequately 

addressed (D’Acquisto et al. 2015; Bachlechner et al. 2018). Another aspect is the specific 

cryptographic vocabulary used in PETs (e.g., P3P). Technical and complex cryptographic 

terms are hard to understand for naïve users (Ackerman 2004; Hochheiser 2002; Lee et al. 

2017). 

No relative advantage. PETs aim to improve the privacy protection of organizations and 

individuals. However, the relative advantage of PETs is not perceived by users and SMEs. 

Measuring the relative advantage seems difficult compared to other protective measures 

(Borking 2011). The paper explains that the relative advantage of PETs is perceived to be 

zero by SMEs. Several studies emphasize that users cannot see a relative advantage in 
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PETs. They often do not understand how PETs make their life easier (Benenson et al. 

2015). Additionally, users do not recognize security benefits from PETs and do not 

understand how PETs enhance their online security (Benenson et al. 2015). The fact that 

the relative advantage is not recognized may also be due to the fact that positive effects of 

PETs are not observable (Rossnagel et al. 2010). Observability is the degree to which the 

results of an innovation are visible to others. For instance, anonymous communications 

cannot be observed directly, which makes it difficult for the user to understand the relative 

advantage. Hendrik et al. (2013) developed a framework to evaluate the effectiveness of 

various PETs. In particular, it can be used to understand if PETs provide the benefits they 

promise. Nevertheless, there is little evidence that PETs are more effective and efficient 

than other privacy protection alternatives (e.g., government regulation) (Boritz and No 

2011). In general, data protection agencies, business and consumer associations are 

optimistic regarding the effectiveness of PET deployment. They perceive PETs as 

instruments which mitigate the risks associated with online activity (London Economics 

2010). However, the overall studies have evidence that the unclear relative advantage will 

be a significant barrier in PET adoption (Rossnagel et al. 2010). 

Compatibility issues.  In most cases, PETs are often integral parts of information systems. 

PET integration means to rethink and redesign the business processes and systems, 

implying much effort. PETs must be compatible with data-processing systems and cannot 

be viewed as independent. In case of DDBMs, massively collected data from multiple 

sources are involved. It is questionable if PETs can be integrated without interrupting the 

data flow processes. In particular, it has not been clarified yet how anonymisation 

techniques can be integrated into DDBMs. It must also be clarified to which extent the use 

of PETs is compatible with the massive collection from different sources and the presented 

data-driven business processes (D’Acquisto et al. 2015; Kosta et al. 2008).  

3.4.2 Organizational barriers 

Unclear economic risks. The two seemingly opposing goals of sharing and protecting 

personal data can both be beneficial for organizations and data subjects depending on the 

concrete technology or applications (Acquisti et al. 2016; Benenson et al. 2015). On the 

one hand, the increasing use of certain online personal information might produce an 

increasing revenue for organizations. Data subjects profit through personalized services or 

target offers. On the other hand, privacy protection can prevent the misuse of personal 

information (identity theft, price discrimination) (e.g., Acquisti et al. 2016; Feri et al. 
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2016). It also protects organizations from hazardous and potentially costly situations such 

as image damage (Acquisti et al. 2016). 

PETs strive to dissolve the fundamental trade-off between sharing and protecting personal 

data, allowing organizations and data subjects to benefit from both. In particular, PETs can 

allow the protection of sensitive data without entirely disrupting commercially valuable 

flows of consumer information (Acquisti et al. 2016). Moreover, users assess the benefits 

of using anonymous credentials larger than the effort to use them (Benenson et al. 2015). 

There are, however, hints that PETs may have a negative influence on DDBMs. For 

instance, privacy protection could lead to a significant loss of accuracy in analyses 

(D’Acquisto et al. 2015). In particular, Dwork (2006) assesses PETs as computationally 

intensive, and highlights that the reduction of granularity of individual information may 

diminish their economic value (e.g., differential privacy). Thiesse et al. (2007) assess the 

economic impact of PETs on RFID systems in the retail industry. Side-effects of PETs 

include an increased energy demand caused by complex cryptographic protocols within the 

RFID tag. As a consequence, the number of items that can be identified per time unit 

decreases, resulting in insufficient data quality. Furthermore, using PETs can lead to the 

situation that personal data can no longer be collected in an extensive way as organizations 

wish to do. For instance, applying an anonymization technique called ‘cube generalization’ 

can increase information loss. In some cases, the effectiveness of PETs themselves is put 

into question. Cube generalization, for example, may not be a viable way to anonymize 

large amounts of data because it takes much computational effort (Hoffman 2018; Jain et 

al. 2016). Thus, the usage of PETs could reduce the benefit of data analysis and might only 

ensure data protection partially (London Economics 2010). Different aggregating 

techniques in big data solutions can even circumvent various PETs, which makes their 

usage obsolete (Fang et al. 2017; Hoffman 2018). These examples show that PETs involve 

unquantifiable economic risks, hindering the adoption of PETs by organizations and data 

subjects. 

High adoption fees. A monetary barrier is given by adoption fees, i.e., costs connected 

with the implementation of PETs. These costs can be subdivided into technology costs for 

deployment, data costs for preparation, costs for education and training, and opportunity 

costs (London Economics 2010; Rubinstein 2011). Moreover, organizations need to 

consider costs for the integration of PETs into their applications and business processes, 

e.g., the integration of PETs into the IT landscape or necessary configurations (Kosta et al. 
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2008). Even though the usage costs of PETs are low, the switching costs of PETs are an 

essential factor. The direct costs of deployment are the most immediate type of costs 

(London Economics 2010). Kantarcioglu et al. (2010, 2011) developed an explicit formula 

for the threshold of organization’s investment costs into PETs which explains these costs 

based on consumer’s level of privacy, and the level of privacy PETs promise. Kosta et al. 

(2008) investigate a negative effect of implementing costs on the adoption of PETs. The 

high costs of PETs are a limiting factor for their deployment in large organizations 

(Borking 2011). Investing in PETs also means costs that are un‐recoverable. For instance, 

the configuration of PETs for the specific use cases of an organization is costly as is the 

training of employees to use these PETs  (London Economics 2010). All in all, the 

adoption fees were identified as a significant entry barrier (Acquisti 2002). 

Technology readiness - low maturity. Several papers indicate a low maturity of PETs in 

organizations many of which are still in an early stage of privacy program development. In 

fact, some organizations have not established a design processes for adequate privacy 

protection yet, a prerequisite for PET adaption (Bachlechner et al. 2018; Solove 2018). 

Furthermore, the focus of decision makers generally lies on key business processes, and 

privacy standards and PETs play a secondary role (Borking 2011). The situation is made 

even more difficult by a lack of clear organizational accountability for PETs (Pelkola 

2012).Cha et al. (2019) show that PETs in the field of the Internet of Things are not mature 

enough, which indicates organizations do not put much effort into PETs. Additionally, 

Bélanger and Crossler (2011) suggest expanding the studies on organizational level 

regarding implementable and available PETs. In sum, the results present a lack of 

motivation to adopt PETs in a rigorous way by organizations. 

Technology readiness - lack of maintenance. The work of Gan et al. (2019) analyzes the 

effects of PET implementation on work processes and employee perception. They raise 

concerns regarding the sustainability of PETs. After the initial implementation, PETs 

require several updates, monitoring activities, controlling mechanisms for maintenance and 

employees need trainings (Gan et al. 2019). However, a lack of PET feature updates, lack 

of monitoring, and lack of tracking was identified. It was not clear which kinds of updates 

are necessary for PETs. Early on, Reay et al. (2007) identified also a lack of corrective 

maintenance for P3P. Maintenance effort may thus be a reason why organizations have 

little incentive to adopt PETs (Reay et al. 2009, 2007).  
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3.4.3 Environmental barriers 

Consumer readiness - low user demand - lack of awareness – willingness-to-pay. The 

adoption of PETs in organizations depends mainly on user demand (Acquisti et al. 2016). 

However, several papers indicate that PETs are in general used by relatively few users and 

demand continues to be low (e.g., Bachlechner et al. 2018; Harborth and Pape 2018; 

Rubinstein 2011; Turner and Dasgupta 2003). Reasons are manifold. First of all, 

consumers are generally unaware of the existence of PETs (Rubinstein 2011; Turner and 

Dasgupta 2003). The results of Acquisti and Grossklags (2005) suggest that even 

technologically highly educated people are not familiar with such technologies. This may 

be due to the fact that PETs do not receive much social recognition (Borking 2011). 

Another reason for low demand is that PETs often pass the organizational effort for 

privacy protection on to consumers (Thiesse et al. 2007), making them less attractive. They 

also do not have an effective signalling mechanism to indicate that privacy protection is 

active and works appropriately (Lee et al. 2017; Rubinstein 2011). Moreover, users are 

often in the position of information asymmetry (Acquisti 2002; Feigenbaum Freedman M. 

Sander T. Shostack A. 2002; Rossnagel et al. 2010; Rubinstein 2011). That is, it remains 

unclear to users how exactly their data will be used and which risks result from sharing 

personal data (Rubinstein 2011). 

A particularly important factor for low demand is that most users are not concerned enough 

about their privacy (Rubinstein 2011; Turner and Dasgupta 2003). Users’ awareness 

towards privacy risks in the use of online personal information has increased, but it is still 

at a relatively low level (London Economics 2010). Often, users assume negative events 

are less likely to happen to them than to other people. This underestimation of privacy risks 

leads to a limited demand for PETs and consequently a limited adoption in organizations 

(Acquisti et al. 2016; London Economics 2010; Rossnagel et al. 2010). The lack of privacy 

awareness could also explain why some of most promising PETs are little known among 

users (London Economics 2010). 

The degree to which users are privacy-aware strongly affects their willingness to pay for 

PETs (Böhme and Koble 2007). Indeed, the market of privacy-conscious individuals 

willing to pay for PETs is small (Acquisti 2002; Spiekermann et al. 2001). Offering PETs 

can, however, be an alternative for both service provider and their users. Realizing an 

additional value of PETs is possible by implementing privacy-control functionalities in the 

form of a Freemium model, in which consumers can activate a premium version with 
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privacy protection functionalities, and estimate their prices (Schreiner et al. 2013). It might 

be profitable for service providers to leverage privacy protection (e.g., using PETs) as a 

value-added service in order to elaborate the optimal pricing points (Schreiner et al. 2013). 

Only few papers investigate the attitude of users towards spending money for PETs. 

Harborth et al. (2019) show that trust in PETs is the strongest driver for the willingness-to-

pay or to donate for PETs. Nevertheless, there are many examples which illustrate users 

are not willing to pay for PETs. For instance, the pseudonymity service ”The Freedom 

Network” had to be shut down (London Economics 2010). 

Lack of regulatory enforcement. In general, the studies identify the lack of regulatory 

enforcement of PETs as an inhibitor. Privacy laws could motivate the adoption 

independently of respective costs. A lack of enforcement of existing privacy rules, 

inadequate sanctions for infringements or a generous interpretation of existing data 

protection rules might depress PET deployment (London Economics 2010; Reay et al. 

2007). In such a situation, businesses can freely choose between deploying and not 

deploying PETs. Fang et al. (2017) analyze different PETs in the big data context. They 

conclude that privacy-preserving methods are still immature. In particular, they identify a 

need for legal constraints, encouraging the development of big data privacy-preserving 

solutions (Fang et al. 2017; Hoffman 2018). 

3.5 Discussion: A path to overcome the barriers of PET adoption 

We contribute to research in mainly two directions. First, we have conceptualized the 

barriers of PETs and have embeded them into the TOE framework. Second, we pave future 

avenues in order to advance privacy-sensitive value creation by employing PETs in 

DDBMs. During the SLR, we found a broad consensus that PETs bear the potential to 

balance the interests between data-driven value creation and privacy. 

To mitigate the threat of privacy concerns, studies from various disciplines (e.g., computer 

science, economics, information systems, etc.) call for privacy protection solutions 

(Acquisti et al. 2016; Bélanger and Crossler 2011; Pavlou 2011; Smith et al. 2011). Boritz 

and No (2011)  extended this call for research by explaining that PETs need to be 

considered in the design of e-commerce systems. Additionally, Conger et al. (2013) 

support this view by stating that there is a “need for privacy-preserving technologies to be 

embedded in new digital artefacts” (Conger et al. 2013, p. 414). However, only few studies 

in IS research are PET-related with the aim to balance the diametral direction of value 
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creation and privacy protection. Therefore, we propose research directions to deepen the 

understanding of PET adoption and especially, to overcome the barriers adopting PETs. 

First, reflecting our results, we have identified that most of the papers ascertain the 

complexity issue of PETs. On the one hand, this refers to technology itself and on the other 

hand it refers to the usability for employees or end users. Therefore, we propose to 

investigate how PETs can be integrated directly into DDBM or at the end users’ devices. 

Moreover, future research should be referred to and critically examine the usability of 

PETs. We encourage researchers to answer questions such as “Does high usability 

influence the perceived usefulness of PETs?” (Krontiris et al. 2016) or “Does the 

acceptance of PETs increase if PETs have an integrated suitable function for the user’s 

control?” (Ackerman 2004). More research is needed to give the user the possibility to 

understand PETs and their functionality.  

Second, the most prominent research gap seems to be regarding the economic value and 

impact of PETs on DDBMs or how adoption of various PETs may affect DDBMs. The 

performance of PETs is still insufficiently investigated (Acquisti et al. 2016). DDBMs 

require large amounts of collected data which have to be processed. This already raises the 

performance question by construction. In the SLR, we identified the barrier that PETs 

influence the accuracy in data analytics which entails the risk of useless results 

(D’Acquisto et al. 2015). Simultaneously, several new advanced technologies (e.g., 

artificial intelligence) constantly emerge, which need huge amounts of data. In addition, 

degradation of data quality can lead to poor service, which in turn could lead to financial 

loss (D’Acquisto et al. 2015). Thus, it is a promising research direction to evaluate how 

PETs can be integrated into DDBM without data quality issues. Thus, future research 

should clarify the question “Which technologies or practices can counteract data quality 

degradation when PETs are introduced?” 

Third, we have identified a gap in research regarding how PETs are compatible with 

DDBMs. It is unclear how business processes are changed by PETs. Consequently, we 

propose to quantify how PETs influence the effectiveness of value-creation. This would 

allow organizations to identify PETs as a value-adding investment. A related question is 

how the definition of “return on invest” (ROI) can be further developed so that privacy 

provided by PETs is considered. These two areas, effectiveness and investment, combined, 

lead to the question “To which extent do an organization’s data protection practices change 

when the issue of data protection is included in a strategic objectives?” (Boritz and No 



Paper A: Privacy-Sensitive Business Models: Barriers of Organizational Adoption of Privacy-Enhancing 
Technologies 

68 

2011). Compatibility was the least mentioned barrier in the literature. For further 

exploration it would be very interesting to statistically analyse the barriers of PET adoption 

in order to analyse if some barriers are proven stronger than others. 

Fourth, one result of the SLR is the low maturity level of PETs in organizations. 

Therefore, it is essential to investigate what preparatory work needs to be done to enable 

organizations establishing PETs in their DDBM. Thus, questions need to be answered such 

as “How costly will PETs ultimately be?”, “Will their implementation costs, as well as the 

opportunity costs they may cause, be offset by gains in privacy protection?”, and especially 

“Who will bear those costs?” (Acquisti et al. 2016). Moreover, it could be helpful for 

organizations to know if the use of PETs can be a unique selling point (USP). Therefore, 

the question raises if PETs can be a true competitive differentiator (Harborth et al. 2019). 

Additionally, it has not been conclusively clarified what effects the usage of PETs has on 

the reputation of organizations with DDBMs. Thus, a ground-breaking study for corporate 

practice could be the analysis of the influence of PETs on the organization’s reputation 

(Acquisti et al. 2016; Boritz and No 2011). As already presented in the SLR, there are a 

few studies that relate to the topic of how the establishment of PETs changes business 

processes. This is particularly relevant when assessing the long-term benefits in 

comparison to the short-term costs of implementing PETs. Simultaneously, two question 

arises, “What maintenance activities are needed for PETs?” and “How can these activities 

be managed while using as few resources as possible?”. 

Fifth, closely related to the previous question, we found initial evidence that organizational 

usage of PETs might change price strategies based on customer-segmentation. As PETs 

reduce the ability to differentiate customers into price-segments, organizations face the 

challenge to develop new pricing strategies while implementing PETs in DDBMs. Since 

we found evidence that privacy-aware users are willing to pay for PETs, the RQs “Which 

pricing strategies can be established in DDBMs while using PETs?” and “How much can 

organizations charge for the usage of PETs?” arise. 

Sixth, based on the SLR, we notice that PET providers receive a high degree of trust. As 

already mentioned, most organizations do not have the complete know-how to integrate 

PETs into their business processes. Service providers are engaged to incorporate PETs. In 

this case, PET providers have extensive access to customer data of the contracted 

organization during the integration of PET. Therefore, a future research direction may be 

to investigate the role of PET service providers and the risks associated with this 
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relationship (Gan et al. 2019). By investigating the role of PETs providers, researchers 

could generate relevant findings for practitioners.  

Seventh, it could be investigated to which extent PETs could be used in regulated markets. 

Especially, to what extent PETs enable the usage of DDBMs in highly regulated markets. 

For example, how GDPR requirements can be met using PETs. For instance, anonymous 

data must fulfil less GDPR requirements than personal data. Furthermore, organizations 

operating in regulated markets (e.g., finance, insurance) would be able to expand their 

DDBMs and to increase data analysis by adopting PETs while simultaneously protecting 

their customers’ personal data. 

Eighth and finally, the SLR shows that only few studies explore PETs using common IS 

theories (e.g., Technology Acceptance Model, UTAT and Diffusion of Innovation). We 

have identified more research developing taxonomies and frameworks than using common 

IS theories. In combination with the emerging technologies, more types of PETs (e.g., 

differential privacy, anonymous credentials) could be investigated with those theories. 

Additionally, we encourage to expand the application of more theories (e.g., resource-

based view (Barney 1991), resource dependency model (Pfeffer 1981; Pfeffer and Salancik 

1978), which could help deepening the understanding of PETs, generalizing and 

empirically validating the results.  

3.6 Limitations and Outlook 

This study is one of the first that particularly investigates the current state of research on 

the barriers of PET adoption for organizations pursuing DDBMs. Conducting a holistic 

SLR, we identified central barriers of why PET adoption hampers in general, and in 

particular in DDBMs. Following this structure, our work aids researchers in this field with 

a comprehensive and aggregated overview of various research areas considering the 

balance of data-driven value creation against privacy.  

Note that our findings must be interpreted with caution due to some limitations. This work 

is subject to several restrictions using a qualitative research method. The results of the SLR 

depend on the search terms (Schryen 2015). The definition of the search terms is subjective 

through the selection of the authors, even if this was determined beforehand in a detailed 

preliminary search. A different selection of keywords could have led to other results. 

Besides, the selection of relevant publications is a process that is subjectively influenced 
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by the authors. The authors strictly adhered to the defined selection and exclusion criteria 

to exclude potential subjective distortions as much as possible. 

The search query carried out in this paper concentrates primarily on two components, PETs 

and organizations. However, it cannot be completely ruled out that studies have been 

published on the topic using different synonyms. This could lead to a situation in which 

some relevant papers do not find their way into the analysis. The search query did not 

focus on “data-driven business models“. The aim of this was to identify a comprehensive 

spectrum of literature in the area of the possibilities of how PETs used in organizations. 

Nevertheless, the SLR clearly emphasizes the rare usage of PETs, which is in line with 

Danezis et al. (2005) and Acquisti et al. (2016). Since privacy remains to be a critical 

challenge for individuals and organizations gain further capabilities in analyzing data, we 

call for further work preparing the path for organizations adopting PETs in DDBMs. 

Questions occur such as “What changes do organizations need to make to their DDBMs to 

adopt PETs?” and “Which new data-driven services are enabled by PETs, especially in 

sectors which are highly regulated?”. Our work can act as a step stone for such future work 

since we foster transparency for the need of PETs being applied to data-driven value 

creation by considering that PETs can reduce privacy concerns. Possible research questions 

are “To which extent can PETs mitigate privacy concerns?” or “To which extent does the 

image of organizational change by adopting PETs and which influence does the usage have 

on consumers?” 

Our SLR makes implicit research areas explicit. For example, we uncovered that in big 

data environments, there are still open questions concerning the influence of PETs on the 

efficiency of algorithms and regarding their compatibility with other systems. One major 

challenge that needs to be addressed is that the protection of individuals’ privacy usually 

goes hand in hand with a loss of accuracy in data analysis. Thus, one aim is to enable 

organizations to conduct privacy-sensitive data analyses that without restricting the 

economic value needed for DDBMs. Thus, an interesting research direction might be to 

identify the threshold which provides on the one hand high data quality and on the other 

hand privacy protection for different types of PETs which could be used in DDBM. This 

analysis could quantitatively provide specific and significant practical implications for 

organizations to understand the extent of potential impact of PETs. 

Overall, advanced and new technologies are essential for practitioners and the development 

of our society. PETs can be one solution to balance value creation and privacy concerns. 
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However, it can be concluded that IS research on PET adoption is still in its infancy. Based 

on this insight, Bélanger and Crossler (2011) motivate the IS community to conduct 

research on both the design of PETs and the subsequent evaluation of these tools by 

expected users. In any case, PETs represent a fruitful research field, in particularfor 

interdisciplinary research teams considering both the design and subsequent evaluation of 

PETs.  
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4.1 Introduction 

Disclosure of personal information via online messaging services (OMSs) is ubiquitous in 

today’s interconnected world with 2 billion WhatsApp, 1.26 billion WeChat, and 557 

million Snapchat users (Statista 2022). Similar to the disclosure of personal information to 

providers in e-commerce contexts, sharing information with peers via OMSs raises privacy 

concerns (Zhang et al. 2022). In fact, 86% of the Americans responding to a Pew Research 

survey in 2019 stated that they had only limited or no control over the private information 

they shared with peers (Auxiert et al. 2019). Such concerns, referred to as peer privacy 

concerns, describe a “general feeling of being unable to maintain functional personal 

boundaries in online activities as a result of online peers’ behavior” (Zhang et al. 2022, p. 

6). “Personal boundaries” refers to users’ individual needs for privacy (Petronio 2002) and 

in turn their privacy expectations. To make sound privacy decisions, peers (receivers) who 

have received personal information from another peer (the sender) have a responsibility to 

comply with the original sender’s privacy expectations (Petronio 2002). These peers can be 

friends, family members, distant acquaintances, or even strangers. As an example, imagine 

that Sarah has just spent an enjoyable vacation at the beach. To share this experience with 

her friend Mark, she sends him a photo of herself at the beach through an instant message. 

Since she has shared her photo with Mark, he can now make decisions that affect Sarah’s 

privacy. For instance, Mark can forward the photo to another friend. However, Sarah might 

not be informed of this decision and also might not have been asked for permission to 

forward her photo. Thus, a sender like Sarah can lose control over when, how, and to what 

extent their personal information is shared by peers (Malhotra et al. 2004). This may lead 

to privacy theft, relational conflicts, and even terminations of friendship (e.g., Morlok 

2016; Stutzman and Kramer-Duffield 2010; Thomas et al. 2010). Moreover, as a receiver, 

Mark might not be aware of Sarah’s privacy expectations. It is apparent that this gap 

between a sender’s privacy expectations and the actual handling of the sender’s personal 

information by a receiver requires research attention and suggestions for potential 

interventions. 

Peer privacy concerns have been investigated from a number of angles. For instance, 

Thomas et al. (2010) highlighted that conflicting privacy settings between friends can 

reveal information that at least one user wants to keep private. Chen et al. (2015) studied 

the effectiveness of decision controls to mitigate peer privacy concerns in the context of 

online social networks. Such et al. (2017) examined privacy conflicts in the context of 

group photos, and found that 74% of the participants in their study complained about the 
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sharing of group photos that included them without their consent. Through a vignette 

study, Franz and Benlian (2022) analyzed the efficacy of a peer privacy nudge and found 

that this nudge reduced the likelihood of peers sharing personal information about others 

by 62%. All of those studies point to (1) the interdependency of privacy due to the fact that 

individuals’ privacy is affected by peers’ disclosure decisions (e.g., Biczók and Chia 2013) 

and (2) a consequent worry about losing control over peers’ data handling practices with 

regard to personal information. Although related research has begun to investigate peer 

privacy concerns, these researchers do not examine mechanisms that can mitigate peer 

privacy concerns and do not respond to the calls of scholars to investigate how a peer-

privacy-friendly artifact might be designed (Pu and Grossklags 2017). Against this 

background, the goal of our study is to examine how a peer-privacy-friendly online 

messaging service might be designed to mitigate peer privacy concerns. 

In this study, we follow the Design Science Research (DSR) methodology proposed by 

Vaishnavi and Kuechler (2007) and Peffers et al. (Peffers et al. 2007). As our kernel 

theory, we lean on Malhotra et al.’s (2004) Internet Users’ Information Privacy Concerns 

(IUIPC) framework, which emphasizes the three key dimensions of privacy concerns: 

collection of personal information, lack of control over personal information, and non-

awareness of secondary data usage. We offer three design outputs: design requirements, 

design principles, and an instantiation of the peer-privacy-friendly OMS in the form of 

mockups. In three design cycles, we evaluated the design requirements based on focus 

group discussions, refined and evaluated the design principles based on interviews, and 

evaluated the effectiveness of our proposal with an online survey among OSM users using 

mockups to instantiate a peer-privacy-friendly OMS.  

Our study has several implications for research as well as messaging service providers and 

users. First, our main theoretical contribution is the development and evaluation of a socio-

technical artifact that allows OMS users to control the personal information they share with 

peers and to be aware of peers’ actual data handling decisions. In this regard, we respond 

to Pu and Grossklags’ (2017) call to design mechanisms for notification when individuals 

share their friends’ data. Second, in contrast to prior DSR studies that aim to develop IT 

artifacts that mitigate organizational privacy concerns (Angelopoulos et al. 2021; Wang et 

al. 2021), we shift the focus from user-to-provider interactions to peer-to-peer 

communications and provide a socio-technical artifact. In this regard, we aim to mitigate 

peer privacy concerns and consider the interdependency of privacy decisions between 
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users. Third, we validate the three key dimensions of privacy concerns proposed by 

Malhotra et al. (2004) and contextualize them to privacy threats stemming from peers. 

Overall, we complement the small but growing literature on peer privacy concerns (Chen 

et al. 2009; Ozdemir et al. 2017; Zhang et al. 2022)  by developing technical user-centered 

design features for an OMS that aim to mitigate peer privacy concerns. 

For messaging service providers, we offer potential instantiations illustrated by mockups 

that show how to overcome peer privacy concerns that can inhibit data sharing. By 

implementing these features, providers can promote sharing with fewer peer privacy 

concerns and thus distinguish from the competitors. Finally, by offering a user-centered 

design that has been evaluated by frequent OMS users, we develop a socio-technical 

artifact that allows users to communicate their privacy expectations in a standardized form 

and leverage awareness of receivers’ data practices. Specifically, we present features for a 

greater granularity of control for information senders as well as awareness of how the 

receiver handles their personal information. In addition, these features provide the 

receivers a higher degree of awareness of the senders’ privacy expectations. In this sense, 

our artifact presents senders and receivers of information with the opportunity to regulate 

and apply rules for sound privacy decisions that align with senders’ or even co-owners’ 

privacy expectations.  

In the next section, we identify the problems to be addressed, describe the scope of our 

study, and present important insights from previous work on privacy concerns and their 

implications for our approach. Following that, we describe the DSR methodology along 

with our three iterative cycles. Then we present the outcome of these cycles: five design 

principles and their instantiation in the form of mockups. Finally, we discuss the practical 

and theoretical contributions of our study, point out its limitations, and suggest future 

research directions. 

4.2 Problem Identification and Motivation 

4.2.1 Research Gap: A Review of the Literature 

Extant research has predominantly studied privacy concerns stemming from information 

system providers (Bélanger and James 2020; Smith et al. 2011) and has mainly 

investigated the extent to which users perceive privacy concerns related to secondary data 

use, unwanted access, and lack of information about data practices from providers (Smith 

et al. 2011). Since this privacy research predominantly deals with user-to-provider 
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interactions, privacy threats caused by the provider, privacy-enhancing IT artifacts, and 

mitigation of users’ organizational privacy concerns have been the focus of research 

attention. In this context, for example, Oetzel and Spiekermann (2012) systematically 

considered the privacy concerns of users in a step-by-step privacy impact assessment. Choi 

et al. (2020) designed personal privacy and security risk scores to minimize users’ 

cognitive gaps in Internet-of-Things settings. Besmer et al. (2010) designed a privacy-

enhancing mechanism for tagged photos. Wang et al. (2011) designed a user interface for 

privacy settings for third-party apps embedded in Facebook. Using a DSR approach, 

Paefgen et al. (2012) developed a privacy enhancement in a usage-based car insurance 

system design that obviates the need for location information in order to reduce privacy 

concerns. Gerlach et al. (2022) developed design requirements and design principles for 

privacy-friendly personal information processing in smart energy services to reduce 

organizational privacy concerns.  

However, it is not only providers who put users’ privacy at risk, but also peers that can 

store, re-share, or further process personal information (Zhang et al. 2022). Recently, a 

small number of studies have begun to investigate the phenomenon of peer privacy 

concerns (e.g., Chen et al. 2015; Franz and Benlian 2022; Humbert et al. 2019). For 

instance, by applying a choice-based conjoint analysis, Pu and Grossklags (2017) 

determined the value that users place on the privacy of their friends in the context of 

information disclosure on online social networks. They found that users also account for 

the privacy threats that occur to their friends. In addition, users tend to value their friends’ 

data less if they believe this data is useful for the functionality of an application (Pu and 

Grossklags 2017). Using a quantitative survey method, Ozdemir et al. (2017) studied the 

antecedents and outcomes of peer privacy concerns. They confirmed that increased 

awareness of peer privacy leads to greater privacy concerns among peers, and they found 

that greater peer privacy concerns have a negative impact on the disclosure of co-owned 

information. Thus, they demonstrated that when individuals perceive greater peer privacy 

concerns, they are less willing to disclose personal information. Jia and Xu (2015) 

elaborated on the notion of peer privacy concerns and developed and evaluated a 

measuring instrument for peer privacy concerns, which resulted in a second-order factor 

model of peer privacy concerns. Similarly, Zhang et al. (2022) conceptualized peer privacy 

concerns, developed a measurement, and distinguished such concerns from organizational 

privacy concerns: Peer privacy concerns arise from a user’s lack of control over peers’ 

privacy behavior (Zhang et al. 2022). Specifically, such concerns arise in the absence of 
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functions and mechanisms that determine what peers are allowed to do with personal 

information that was originally shared by other users (Squicciarini et al. 2009). 

Although peer privacy concerns have begun to receive research attention, socio-technical 

artifacts that can mitigate peer privacy concerns are missing in the literature. This is 

problematic for two main reasons. On the one hand, peer privacy concerns are surfacing 

among OMS users. In several forums such as reddit.com, for example, users complain 

about their photos being (re-)shared without their consent (Anonymous Reddit User 2020). 

One indication that these are not isolated cases is that providers have begun to set up help 

pages that address peer privacy concerns. For instance, Apple offers a help page for such 

incidents (Apple 2022), and Meta provides help pages with recommendations regarding 

how to deal with intellectual property coming from others (Meta 2022). 

On the other hand, peer privacy decisions are less regulated than organizational data 

handling processes, which require technology-mediated rule settings. In contrast to the 

legislative rules that drive organizational privacy practices, peer-related privacy rules are 

more implicit in nature and dependent only on people’s intuition (Tene and Polonetsky 

2013). For instance, while laws such as the General Data Protection Regulation (GDPR; 

European Union (2022)) or the Health Insurance Portability and Accountability Act 

(HIPPA; U.S. Department of Health and Human Services (2022)) regulate that companies 

are not allowed to share personal information (e.g., photos of individuals) with third parties 

without their consent, it is not generally known whether peers are allowed to forward a 

photo that had intentionally been shared by the original sender. Thus, peers might reveal 

information that at least one user intended to be private (Thomas et al. 2010). Furthermore, 

compared to the e-commerce context in which users provide information such as name, 

address, and so forth, users often share sensitive information with peers (Zhang et al. 

2022). This sensitive information might be private photos, information about the user’s 

emotional states, or other private messages that are not publicly available. As a result, there 

is a need for novel solutions that protect the privacy of OMS users without hindering the 

benefits that arise from sharing personal information online. In summary, even though 

prior research hints at the existence of peer privacy concerns and there have been many 

complaints, there is a lack of research on specific design features for a peer-privacy-

friendly OMS. 
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4.2.2 Research Scope: Online Messaging Services 

The focus of our study is the design of a socio-technical artifact in the context of peer-to-

peer communication in general and for OMSs in particular. In Figure 3, we illustrate how 

personal information (e.g., photos, texts, or voice messages) is transmitted between a 

sender and up to n receivers. To be more specific, an initial sender shares personal 

information with another person, whom we call the first receiver. The first receiver is then 

in turn able to make decisions about the received personal information, such as storing it 

on their smartphone, forwarding it, or editing it. For instance, the receiver could decide to 

share the sender’s personal information with n receivers. Notably, the first receiver can 

also be a group of people, e.g., in a group chat. Given the context of common sender–

receiver communications on an OMS, we identify the following problems: P1. Senders 

cannot trace how receivers actually process their shared messages. P2. Senders are limited 

to one simple option—to either share or not share personal information—without fine-

grained privacy settings for each message or data type. P3. Receivers face the challenge of 

correctly anticipating senders’ privacy expectations and in turn making sound privacy 

decisions. P4. Users can share personal information that is co-owned without the co-

owners’ awareness. Unfortunately, there is a lack of research suggesting mechanisms for 

managing the handling of personal information in the context of OMSs (e.g., Squicciarini 

et al. 2009). In this study, we develop design requirements, design principles, and an 

instantiation of a peer-privacy-friendly OMS in the form of mockups to enable the senders’ 

and receivers’ control and awareness of data handling processes for personal information 

from peers.  

 

Figure 3. The process of sharing personal information 

4.3 Design Science Research  

To design a peer-privacy-friendly socio-technical artifact in the context of OMS, we apply 

the well-established DSR methodology (Gregor and Hevner 2013; Hevner et al. 2004). 

DSR is the most suitable method to achieve our goal due to its wide applicability for 
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investigating general real-world problems (Baskerville et al. 2015; Venable and 

Baskerville 2010) like the control and awareness gap between a sender’s privacy 

expectations and the receivers’ actual handling of the sender’s personal information. 

Specifically, we seek to develop a socio-technical artifact that can be deployed in practice: 

a peer-privacy-friendly OMS that considers the interdependency of privacy decisions 

insofar as they are made in a social system of multiple users exchanging information that 

goes beyond the pure consideration of the technical aspects of our artifact. We combine the 

theoretical understanding of information privacy research (e.g., Malhotra et al. 2004; 

Zhang et al. 2022) with users’ actual needs (through an evaluation from the user’s 

perspective) in order to deepen the understanding of how to mitigate peer privacy 

concerns. In this regard, DSR provides an established, concise approach to developing 

such designs whilst allowing for multiple design cycles to iteratively improve them. The 

user-centered perspective is important for mitigating individuals’ peer privacy concerns 

and providing actionable features. To ensure that we address these aims, we follow the 

DSR methodology proposed by Vaishnavi and Kuechler (2007) and Peffers et al. (2007). 

Figure 4 visualizes our approach, which consists of three design cycles: In cycle 1, we 

began by identifying the real-world problem under investigation in more detail. In order to 

account for rigor in our design process (Hevner et al. 2004), we reviewed related literature 

on peer privacy concerns and used Malhotra et al.’s (2004) IUIPC framework as the kernel 

theory. The IUIPC framework guided the development of our design requirements and 

further enriched the formulation of our preliminary design principles. To ensure the 

relevance of the identified problems (P1 – P4) (Hevner et al. 2004) and evaluate the 

suitability of the design requirements, we conducted focus group discussions. In cycle 2, 

we reflected on the results of cycle 1, as proposed by Vaishnavi and Kuechler (2007), and 

we derived insights for our preliminary design principles. In addition, we analyzed existing 

OMSs and their peer privacy features to further refine our preliminary design principles, 

and we evaluated these principles based on interviews of OMS users to further extend and 

refine the principles. These insights served as input knowledge for the next cycle. In cycle 

3, as suggested by Peffers et al. (2007), we again iterated and extended our final design 

principles. In this cycle, we also created mockups in line with the design principles to 

comprehensively instantiate the design principles and to support the evaluation and 

demonstration phase. Here we followed the approach of Peffers et al. (2007), who 

proposed demonstrating the socio-technical artifact before evaluating it. To evaluate the 

effectiveness of our design principles, we conducted a survey study among OMS users. 
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Although Vaishnavi and Kuechler (2007) term the final phase of a DSR project the 

“Conclusion,” we communicate the results of our DSR study following the approach of 

Peffers et al. (2007) by writing this conference paper.  

 

4.3.1 Design Cycle 1: Design Requirements and Suitability 

Following Peffers et al. (2007), we begin the first design cycle with an extensive literature 

review (see section Research Gap: A Review of the Literature) to substantiate our real-

world problem of peer privacy concerns. In the suggestion phase, we build on Malhotra et 

al.’s (2004) IUIPC framework to develop our design requirements (DRs). These 

requirements represent general guidelines (Hevner et al. 2004) that can be transferred to 

any OMS to make it peer-privacy friendly. According to the IUIPC framework, privacy 

concerns exhibit into three subdimensions: collection, control, and awareness. Collection 

refers to the extent to which a person is concerned about the amount of their personal 

information that is processed relative to the advantages that are received as well as the 

appropriateness of this concern (Malhotra et al. 2004). In the e-commerce context, this 

usually means that users are not exploited by privacy-intrusive data gathering mechanisms. 

Applying this idea to the peer privacy context, we assume that how peers handle others’ 

personal information may raise concerns among individuals. Thus, we formulate the first 

design requirement as follows:  

DR1. Given the amount of personal information that is collected (unintentionally) by peers, 

an OMS should consider users’ concerns that may be triggered by peers’ collection of such 

information. 

Figure 4. DSR methodology for our study 
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Second, Malhotra et al. (2004) propose that an individual’s privacy concerns regarding 

privacy originate from the feeling of losing control over one’s personal information when 

sharing it with others. These concerns can be reduced if users can approve or modify the 

processing of their personal information or request the deletion of this personal information 

(Caudill and Murphy 2000). Thus, individuals perceive the collection of personal 

information to be appropriate when they can decide who, when, and how far their personal 

information can be processed (Zhang et al. 2022). Hence, we propose the second design 

requirement:  

DR2. An OMS should enable users to control the personal information they share with 

peers. 

Third, awareness refers to the extent to which a user knows how peers handle their own 

personal information (Culnan 1995; Malhotra et al. 2004). The concept of awareness 

includes the extent to which other parties are transparent about their data practices and 

communicate how they process personal information (Malhotra et al. 2004). Thus, we 

propose the third design requirement:  

DR3. An OMS should inform users about how peers handle their shared personal 

information in order to create awareness.  

Focus group discussions. To test the suitability and ensure the relevance of these design 

requirements, we conducted two focus group discussions. We deem focus group 

discussions to be appropriate at a very early stage of the DSR study due to the lack of 

existing knowledge regarding the interdependency of privacy decisions in the context of 

OMSs. By allowing direct interactions between OMS users during the focus group 

discussions, we can identify the specific requirements and needs of users with differing 

privacy attitudes. Following Tremblay et al. (2010), we used two exploratory focus groups 

with five and six participants and a duration of approximately 90 minutes each to achieve 

rapid incremental improvements in the artifact design along the social dimension. Since 

our goal was to evaluate the privacy expectations of OMS users, we recruited 

psychologists and engineers who regularly use OMSs. One author moderated the 

discussions with an initial introduction to the peer privacy context in OMSs, followed by 

general questions, and then more specific ones at the end. For instance, the researcher 

asked participants what they would expect from a receiver when they share a message with 

him or her. Applying open coding (Miles et al. 2019), we screened the transcripts for 

concepts related to the three subdimensions of privacy concerns explained earlier and 
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searched for supporting or contrasting arguments. Specifically, two researchers coded the 

transcripts separately, discussed, and categorized the emerging needs of the participants. 

Using this process, we were able to confirm all three design requirements. Regarding DR1, 

more than half of the participants expressed peer privacy concerns and described situations 

where they felt uncomfortable with co-owners’ privacy decisions. Thus, DR1 was 

supported. Second, aligning with DR2, participants suggested the possibility of setting 

privacy settings for each message and/or receiver. However, they also mentioned that those 

features should not affect the usability of OMSs. The need to be able to communicate 

privacy expectations in a more fine-grained way for some messages from a sender to a 

receiver thus resulted in some preliminary design principles. Regarding DR3, we identified 

a gap between the sender’s privacy expectations and the actual handling of the sender’s 

personal information by the receiver. In particular, receivers face the challenge of 

anticipating others’ privacy decisions or expectations. This is because peer privacy 

concerns differ strongly across users. For instance, some focus group participants said they 

had no concerns at all when sharing photos via an OMS, while such sharing was 

unacceptable for others. The literature confirms that privacy expectations vary widely and 

even change over time (Stutzman and Kramer-Duffield 2010). This diametric alignment 

suggests that senders and receivers need to be able to communicate and regulate the data 

practices for shared content. Based on the results of the literature review, our kernel theory, 

and the focus group discussions, we developed a preliminary set of design principles with 

regard to awareness and control.  

4.3.2 Design Cycle 2: Refinement 

Analysis of existing OMSs. After evaluating the design requirements and deriving 

preliminary design principles, we analyzed OMSs that are commonly used in Europe. 

Specifically, we analyzed messenger applications on smartphones with the highest user 

rate in Europe (Statista 2022): WhatsApp, Facebook Messenger, Signal, Telegram, and 

Snapchat. The goal was to examine which peer-privacy-friendly messaging features are 

already used to strengthen the users’ control and awareness. As illustrated in Table 4, 

OMSs have begun to provide features regarding one-time views of content by receivers. 

Table 4. Privacy-friendly messaging features 

Privacy-friendly messaging 
features 

WhatsApp Facebook 
Messenger 

Signal Telegram Snapchat 

Prevents re-sharing messages  x    x  x  x  
Indicates a “forwarded” label           
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One-time view of messages for 
receivers 

          

Blocks screenshots x  x  x  x  x  
Screenshot notifications for 

senders 
x  x  x      

Prevents storage of transmitted 
files in the receiver’s memory 

x  x  x  x  x  

Fine-grained privacy setting for 
each message 

x  x  x  x  x  

Raises awareness regarding sharing 
personal information about others 

x  x  x  x  x  

Notifications of what peers are 
doing with others’ content  

x  x  x  x  x  

 

Thus, senders can ensure that their content cannot be re-shared or stored on the receiver’s 

device by using the one-time view function. However, receivers are able to take 

screenshots of the content. Apart from Telegram and Snapchat (Vaterlaus et al. 2016), this 

option is not promoted by OMSs and thus is rarely used by their users. Except for 

Facebook’s Messenger, no provider prevents messages from being re-shared. For example, 

messages (e.g., photos) are automatically saved on the receivers’ devices, and hence these 

messages can also be forwarded by another app (e.g., a photo app) on the device. What all 

of the OMSs have in common is that it is not possible to make fine-grained decisions about 

what the receiver can do with the content. Currently, if a content is being shared, the 

sender can only decide whether the receiver can see/read the shared message for a few 

seconds or can freely process the content. These insights further informed the formulation 

of the design principles and the instantiation of the peer-privacy-friendly OMS that was 

then evaluated based on interviews.  

Interviews. We used interviews to evaluate and refine the preliminary design principles. In 

total, two researchers conducted ten semi-structured interviews via zoom and in person (six 

males, four females). We targeted frequent OMS users because of their experience with 

online peer-to-peer communication, potential privacy concerns, and ability to imagine 

design principles and features. The participants were between 21 and 32 years old, 

representing the largest share of OMS users (Auxiert and Anderson 2021). They included a 

salesperson, students, police officers, researchers, consultants, and recruiters.  

The interview procedure was as follows: First, the participants were introduced to our 

context of peer privacy concerns in OMS. Second, each preliminary design principle was 

individually presented to the participants. For each preliminary design principle, the 
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participants were asked the following four questions: (1) Do you understand the principle? 

(2) Do you think the principle is useful for mitigating peer privacy concerns? (3) Would 

you like to see the principle introduced, and if not, why not? (4) Do you have any 

suggestions for improvement? Each question was asked and answered individually before 

presenting the next question. The first question aimed to check whether the participants 

could understand the preliminary design principles without any additional explanation, 

while the remaining three questions were related to the meaningfulness of the preliminary 

design principles themselves. More specifically, question (2) was related to the 

participants’ thoughts about the preliminary design principle and its impact on their peer 

privacy concerns. Question (3) specifically asked the participants whether they would 

introduce the preliminary design principle because we assumed that OMSs have features 

that are considered useful but are not used due to the increased effort that is required or for 

other reasons. To avoid such problems and maximize the utility of the preliminary design 

principles, the question (4) asked participants for possible improvements. 

Afterwards, each interview was transcribed and analyzed based on Ryan and Bernhard 

(2003). Specifically, we traced the transcripts for perceptions about peer privacy concerns 

and potential features that could help to mitigate these. Two authors coded the transcripts, 

and multiple concepts per response were allowed. We related these concepts to prior 

literature in the field of privacy concerns and to the preliminary design principles. Overall, 

the interview process led to the following refinements of the preliminary design principles. 

Regarding control, all participants agreed that they need a higher level of control over 

peers’ data practices; however, it was highlighted that it is not necessary to control every 

message for each receiver: “I think I’d rather decide for myself whether I want to restrict 

the sender to further process my data. It shouldn’t be a standard pop-up that might annoy 

me after a certain time.” Instead, participants preferred setting receiver groups that 

differentiated between people for whom certain privacy settings would be needed for 

shared messages and people for whom privacy settings would not be needed because of a 

high level of trust, such as close ties. Regarding awareness, six participants reported that 

they would like to see awareness-related principles introduced. However, they also pointed 

out that a sender can share content that belongs to other peers, and they indicated that if 

they were made aware that they were sharing other people’s personal information, they 

would reconsider whether they should actually share that information. Finally, the 

interviews also confirmed what we had already found in the focus group discussions, 

namely, that the number of notifications and the effort required to protect personal 
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information should not be too high and should not jeopardize the overall usability of the 

OMS. 

4.3.3 Design Cycle 3: Demonstration and Effectiveness 

In design cycle 3, we again refined our design principles. This time, we created an 

instantiation of our peer-privacy-friendly OMS in the form of mockups visualizing the 

different design principles. Our socio-technical artifact was informed by the literature 

review on peer privacy concerns in particular and privacy-enhancing mechanisms in 

general, the IUIPC framework, the focus group discussion, a review of common messaging 

services, and the interviews. A prerequisite for all design principles stems from users’ 

concerns about the collection of personal information, as expressed in DR1.  

Design Principles 1: Control. The design principles regarding control provide a solution for 

P1 and P2 and are responsive to DR2. More specifically, the principles propose that a peer-

privacy-friendly OMS should enable senders to control how receivers can handle the 

shared data. As supported by the IUIPC framework, the focus groups, and the interviews, 

OMS users require features that will help them to set find-grained privacy settings for 

shared content. DP1a indicates that senders should be able to select privacy settings on a 

fine-grained level, while DP1b indicates that these fine-granular privacy settings should 

also be available per message: 

DP1a: For a peer-privacy-friendly OMS to leverage control over personal information, the 

sender should be able to select receiver’s access rights and the further processing of a 

shared message that is allowed on a fine-grained level. 

DP1b: For a peer-privacy-friendly OMS to leverage control over personal information, the 

sender should be able to select the privacy settings for each message.  

To ensure the senders’ privacy settings in DP1a and DP1b, technical enforcement is 

required. For example, if a sender decides that a message should only be displayed briefly, 

it should not be technically possible for the receiver to download this message. This 

principle builds on the single-view feature found in existing messengers such as Signal and 

WhatsApp (Signal 2022; WhatsApp 2022). However, WhatsApp’s documentation points 

out that the sender is not protected from screenshots that might be taken by receivers. 

Therefore, our fine-grained privacy settings in DP1a and DP1b move beyond existing 

technical applications, because receivers’ data practices are restricted in a more 

comprehensive manner. 
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As stated by our interviewees, the setting control feature should not pop up for each 

message. Therefore, we included this feature (which we call “Secure Photo”, displayed in 

Figure 5) in the settings that need to be proactively opened by the user. Here the sender can 

select whether the content can be re-shared, viewed for more than a few seconds, 

duplicated (in the form of a screenshot), or saved on the receiver’s device.  

 

Figure 5. Demonstration of fine-grained peer privacy settings 

As recommended by Wang et al. (2011) and shown in Figure 5, the icons and color themes 

can be inspired by familiar interfaces. For instance, green icons mean “possible,” while red 

icons mean “restricted.” 

Design Principle 2: Awareness. Addressing P3 and P4 and conforming to DR3, we 

investigated design principles regarding awareness. As a result of the focus group 

discussions (our extension phase in design cycle 1), our first two design principles related 

to awareness (Malhotra et al. 2004) affect the sender and the receiver: 

DP2a: For a peer-privacy-friendly OMS to leverage awareness of data processing, senders 

should be notified in a standardized way about how the receiver handles the sender’s 

personal information. 

DP2b: For a peer-privacy-friendly OMS to leverage awareness of senders’ privacy 

expectations, receivers should be informed about senders’ privacy preferences. 

On the one hand, the OMS should communicate to senders in a transparent and 

standardized way how their data is actually processed by receivers. This can be done either 

actively in the form of a notification tool or passively (i.e., as information that needs to be 

retrieved by checking the status of a message). For instance, to inform a sender about the 

receiver’s data processing actions, an icon can be implemented next to the message that 

displays various potential actions of the receiver. A similar feature can already be found in 
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existing OMSs, where senders can get a read receipt in the form of a check mark next to 

the message. In this way, the sender can be informed whether and how often his/her 

personal information has been forwarded, saved, or screenshotted.  

On the other hand, receivers should also be made aware of senders’ privacy expectations—

that is, receivers should be informed about what they are allowed to do with the message 

that a sender has shared so that they can make sound privacy decisions. Similar to the 

“privacy nutrition label” proposed by Kelley et al. (2009), we propose that receivers should 

be notified in a unified and comprehensive way in order to avoid misunderstandings and 

thus potential privacy threats. In addition, technical solutions can be implemented that 

prevent the receiver from circumventing the privacy rules defined by the sender. For 

example, senders could be able to specify whether their messages may be forwarded, 

screen-shotted, or saved on others’ devices. As another example, to prevent a message 

from being stored on the receiver’s device, the message could be loaded into the cache, and 

when the messaging application is closed, the cache can be deleted (Chen and Hahn 2020).  

The interviews also revealed that awareness means that senders should be informed about 

their responsibility to make privacy decisions that are in line with all co-owners’ privacy 

expectations. For example, if someone takes a group photo and then shares it via a direct 

message, this person is disclosing personal information about the whole group. The third 

awareness design principle ensures that senders will be made aware when they are about to 

share personal information about others: 

DP2c: For a peer-privacy-friendly OMS to leverage awareness of different privacy 

expectations, senders should be made aware of co-ownership of personal information when 

they are sharing that information. 

To increase users’ awareness of the different privacy expectations of other users, alerts can 

be used. For example, machine learning could be used to detect whether a photo depicts 

several people. If the machine learning algorithm detects several persons in a photo, an 

alert in the form of a pop-up window could indicate that permission from all persons is 

required for disclosing this photo. Similar mechanisms could be implemented in the case of 

voice messages or any other type of shared information that is co-owned. 

Survey. The goal of the third evaluation cycle was to evaluate the effectiveness of our 

socio-technical artifact in mitigating peer privacy concerns. In this regard, we empirically 

evaluated our design principles among OMS users with the help of instantiations in the 

form of mockups. We examined whether these users had fewer peer privacy concerns 
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when the additional instantiations were introduced. To demonstrate our artifact, we created 

four different mockups representing our suggestions for instantiations. These included one 

mockup that did not reflect any of our design principles and thus served as the control 

scenario for testing whether our artifact would have an impact on privacy concerns. Since 

some of the design principles could not be implemented separately, they were illustrated in 

a single mockup. We developed a scenario-based survey in order to be able to present our 

socio-technical artifact in a realistic manner and to compare different groups (for a review 

see Brakemeier et al. (2017)). Since one of the focus groups had discussed the situation of 

a photo from a party being forwarded without the consent of the original sender, we 

decided to use this scenario for our final evaluation. The scenario was the following: 

“Yesterday, Sarah attended a party, where many photos were taken. Since Mark missed the 

party, he asks Sarah for photos over a messenger. Sarah answers that she will send a photo 

to him. Afterwards, Sarah chooses one of the photos where she is dancing and sends it to 

Mark.” 

All of the participants were asked to imagine being Sarah in the described scenario. In 

developing the mockups, we leaned on the interface design of well-known OMSs such as 

iMessage, WhatsApp, and Signal. This helped us to present mockups that were easy to 

understand and did not deviate in major ways from existing approaches. The mockups 

represented the instantiation of the peer-privacy-friendly OMS. To avoid biases in the 

results, a fictitious messaging service was used to ensure that no user had positive or 

negative experiences with the service in the context of peers (Ozdemir et al. 2017). All 

features were built in accordance with this mockup design and differed only in the 

objective of the specific instantiation under investigation. In Table 5, we describe the 

mockups in detail. Additionally, we have presented exemplary mockups in Figure 5 for 

groups 2, 3, and 4. 

Table 5. Description of mockups 

Mockup description DP 
Group 1 (G1): The first mockup represented the control group. The mockup 
demonstrates a basic photo sharing process that is similar to those in existing 
OMSs. The representation was not enhanced by any peer privacy feature. The 
mockup illustrates a chat history between Sarah and Mark. This view was 
deliberately chosen because the design principles were intended to evaluate the 
control and awareness of the sender as well as the receiver. The mockup 
illustrated the following scenario: Mark asks Sarah if she has a photo of the 
yesterday’s party. Sarah sends him the photo. 
 

 
 
Control 
Group 
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Group 2 (G2): The second mockup demonstrated a peer-privacy-friendly 
extension that consists of fine-grained privacy settings for each message, called 
the “Secure Photo Feature”. What makes this feature peer-privacy-friendly is that 
it allows the sender to make fine-grained settings for sharing messages (i.e., a 
photo). These include whether the receiver is allowed to i) forward the message, 
ii) take a screenshot, or iii) download the message, and iv) how long the receiver 
is able to view the content of the message. Since it is up to the sender to decide 
what the receiver is allowed to do with the received message, DP1a and DP1b are 
evaluated using this mockup. In addition, the fine-grained setting informs the 
receiver about the senders’ privacy preferences, which means that DP2b can also 
be evaluated. 

DP1a 
DP1b 
DP2b 

Group 3 (G3): The third mockup illustrated a feature that increases the sender’s 
awareness of the co-ownership of personal information. Specifically, when a 
sender shares content that also contains personal information about others, the 
sender is made aware of this through a pop-up window indicating that s/he is 
sharing the personal information of others. In our scenario, when Sarah creates the 
message to Mark including the photo of yesterday’s party, a pop-up window 
informs Sarah that she is sharing other people’s information. As the sender is 
made aware of sharing the personal information of others, we evaluate DP2c with 
this mockup.  

DP2c 

Group 4 (G4): The fourth mockup illustrated a peer-privacy-friendly extension 
that informs the sender about what the receiver has actually done with the sender’s 
message (in this case, a photo). In more detail, Sarah shared with Mark a photo of 
herself that included others from yesterdays’ party. Additional icons were added 
to the photo to notify the sender (Sarah) that the photo has been i) forwarded, ii) 
screenshotted, or iii) downloaded by the receiver (Mark). This icon was inspired 
by the blue ticks on common messaging services that indicate whether the 
receiver has read a message. For the mockup, a gray share icon means that the 
action was not performed, while a blue share icon indicates that the action was 
performed. Therefore, this feature increases the sender’s awareness by informing 
the sender about what happened to their information after it was shared. Thus, we 
can evaluate DP2a using this 4th mockup. 

DP2a 

We used an online survey to collect the data. The average completion time was about 6 

minutes. The link was distributed through social media, and two 10-euro amazon vouchers 

were raffled. We randomly assigned the respondents to either the control group or one of 

the three treatment groups. The described scenario did not vary. We measured 

demographics and controls as well as peer-shared information privacy concerns (PCIPC) 

and self-shared information privacy concerns (SSIPC) as developed by Zhang et al. (2022) 

(see Table 6). Using these scales, we measured respondents’ worries about losing control 

over their personal information that is shared with peers. To control whether respondents 

had imagined the described scenario and understood the new features, an attention check 

was employed. Respondents had to select one of four statements that best described the 

presented mockup, for instance, “Before sending, Sarah defined what Mark can do with the 

photo (download, share, ...).” After screening out respondents who i) failed the attention 
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check, ii) completed the survey unrealistically quickly (less than 3 minutes), or iii) clicked 

Likert scale in a straight line (Zhang and Conrad 2014), the final data sample consisted of 

n = 138 participants. The sample consisted of 68 males and 70 females, and the age 

distribution was 59 participants between 18 and 24, 62 participants between 25 and 30, 14 

participants between 31 and 40 years old, and 3 participants older than 40 years. The mean 

value for all participants’ OMS experience was 6.18 measured on a 7-point Likert scale, 

with 7=strongly agree. 

To test whether our design principles significantly decreased peer privacy concerns, we run 

t-tests. Specifically, we used the t-statistics to identify significant differences between the 

control group (G1) and the other groups (G2–G4). A significant difference between the 

mean value of the control group and that of the treatment group in question would indicate 

that the design principles and associated messenger function had a significant impact on 

users’ PSIPC and SSIPC. 

Table 6. Constructs based on Zhang et al. (2022) 

Item Description (7-point Likert scale, 1=Strongly disagree, 7=Strongly agree) 
Peer-Shared Information Privacy 
Concerns (PSIPC) 

Self-Shared Information Privacy Concerns 
(SSIPC) 

1) I am concerned that my friends can 
share embarrassing information about me 
on the messenger.  
2) I am worried that I may not have full 
control over who can share information 
about me on the messenger.   
3) I am concerned that my messenger 
friends may share information about me on 
the messenger that are not correct.  
4) I am concerned that my messenger 
friends may share inaccurate information 
about me on the messenger. 
 

1) It bothers me that I do not have control 
over how the personal information I share on 
the messenger is used by my messenger 
friends.  
2) I am concerned that my messenger friends 
can use the personal information that I share 
on the messenger for other purposes. 
3) I am concerned that my messenger peers 
can unintentionally (through their “sharing” 
activities) expose photos I shared to people 
who were originally not intended receivers by 
me. 
4) I am concerned that my messenger friends 
can unintentionally (through their “sharing” 
activities) expose my messages to people who 
were originally not intended receivers by me. 

Results. In group 1 (n = 36), the mean for PSIPC was 4.63 and for SSIPC was 4.57. In 

group 2 (n = 36), the mean for PSIPC was 3.19 and for SSIPC was 3.24. In group 3 (n = 

30), the mean for PSIPC was 3.31 and for PSIPC was 3.53. In group 4 (n = 36), the mean 

for PSIP was 3.99 and for SSIPC was 4.37. To provide empirical support for the mean 

comparison results, we conducted three t-tests for each of the PSIPC and SSIPC constructs. 

First, we tested for each construct PSIP and SSIPC and for each group if it holds the 
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assumption of normal distribution by conducting the Shaprio-Wilk test. This test assumes 

that the sample is normally distributed (null hypothesis). All p-values for each construct 

(PSIP and SSIPC) and in each group is greater than the significance level of 5% which is 

evidence that the data are normally distributed. Second, we tested whether the assumption 

of the homogeneity of variances was fulfilled in order to apply the t-test based on the 

Levene test (Levene 1960). The test assumes the null hypothesis of the equality of 

variances between groups. The Levene test revealed that both the PSIPC (p < 0.54) and the 

SSIPC (p < 0.42) rejected the null hypothesis at the 5% significance level (Lim and Loh 

1996). Accordingly, we confirmed the statistically significant homogeneity of the 

variances. After Shaprio-Wilk test confirmed normal distribution and Levene’s test 

indicated that the variances for the PSIPC and SSIPC constructs were statistically equal, 

we performed a t-test to determine the equality of the means among the variables. The 

results are presented in Table 7.  

Table 7. Results of t-statistics 

Groups G1&G2 G1&G3 G1&G4 
Constructs PSIPC  SSIPC  PSIPC SSIPC PSIPC SSIPC 
t-values  4.84***  4.49***  4.56***  3.64***  2.16*  0.68  
Note. ***p<0.001, **p<0.01, *p<0.05. 

For G1 & G2, the results of the t-test confirmed that the mean values of the PSIPC 

construct for groups G1 (mean=4.63) and G2 (mean=3.19) are significantly different at the 

5% significance level (p<0.001). Thus, the mean value for the control group is significantly 

higher than the mean value for G2, indicating that the design principles DP1a, DP1b, and 

DP2b lead to less PSIPC. Furthermore, the t-test results also confirmed that the mean 

values of the SSIPC for groups G1 (mean=4.57) and G2 (mean=3.24) are significantly 

different at the 5% significance level (p<0.001). Since the mean value for the control group 

is significantly higher than the mean value for G2, the design principles DP1a, DP1b, and 

DP2b lead to less SSIPC.  

For G1 & G3, the results of the t-test confirmed that the mean values of the construct 

PSIPC for groups G1 (mean=4.63) and G3 (mean=3.31) are significantly different at the 

5% significance level (p<0.001). Thus, the mean value for the control group is significantly 

higher than the mean value for G3, indicating that the design principle DP2c leads to less 

PSIPC. Furthermore, the t-test results confirmed that the mean values of the construct 

SSIPC for groups G1 (mean=4.57) and G3 (mean=3.53) are significantly different at the 
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5% significance level (p<0.05). Since the mean value for the control group is significantly 

higher than the mean value for G3, the design principle DP2c leads to less SSIPC.  

For G1 & G4, the t-test results confirmed that the mean values of the PSIPC construct for 

groups G1 (mean=4.63) and G4 (mean=3.99) are significantly different at the 5% 

significance level (p>0.05). Since the mean value for the control group is significantly 

higher than the mean value for G4, the design principle DP2a leads to less PSIPC. The t-

test results did not confirm that the mean values of the SSIPC construct for groups G1 

(mean=4.58) and G4 (mean=4.37) are significantly different at the 5% significance level 

(p>0.05). Since the mean value of the control group is not significantly higher than the 

mean value of G4, the design principle DP2a does not lead to less SSIPC. 

For robustness analysis, we observed to what extent the results of the t-test and the p-

values changed with alternative analytical choices for each of the constructs. First, we 

changed the confidence interval from 95% to 97.5% when performing the t-test. This 

revealed that the t-statistic and the p-values did not change. Second, we excluded the last 

two observations in the data sample set. This showed that the t-statistic changed slightly, 

but the p-values did not change expect for the construct PSIPC when comparing G1 & G4. 

The significance level changed from p = 0.035 to p = 0.067. Third, we included the 

preciously removed outliers. We found that the t-statistic changed slightly, but the p-values 

did not change except for the construct PSIPC when comparing G1 & G4. The significance 

level changed from p = 0.035 to p = 0.232. We critically discuss this observation in the 

following chapter. 

4.4 Discussion, Limitations, and Future Research 

In this paper, we aim to develop a socio-technical artifact—a peer-privacy-friendly OMS—

including design requirements, design principles, and an instantiation in the form of 

mockups to mitigate peer privacy concerns. Currently, when using OMSs, users cannot 

control how peers handle their shared data; instead, they are trapped by the imposed 

features, facing binary share/not share decisions without fine-grained privacy settings for 

each message and/or receiver. In addition, they lack awareness regarding how their data is 

stored, processed, or reshared by peers and what peers are allowed to do with the data they 

receive. Using DSR methodology, we propose five design principles that were refined and 

evaluated in three design cycles, following the DSR process developed by Vaishnavi and 

Kuechler (2007) and Peffers et al. (2007). Malhotra et al.’s (2004) IUIPC framework 
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guides our designs as kernel theory with a special focus on increasing users’ control over 

the data they share and their awareness regarding peers’ data handling procedures. 

Additionally, we created mockups to demonstrate and thus evaluate our principles among 

frequent OMS users. Our evaluation of the design principles shows that our socio-technical 

artifact significantly decreases peer privacy concerns in the context of OMS compared to a 

baseline scenario.  

The design principles DP1a and DP1b aim to increase senders’ control over how their 

personal information is used. These principles emphasize the need for OMS users to be 

able to control who can process their shared information, and when and how it can be 

processed. These design principles are also supported by our evaluation showing that 

higher control along with fine-grained privacy settings do indeed mitigate peer privacy 

concerns. Design principles DP2a to DP2c are concerned with senders’ and receivers’ 

awareness of privacy practices and expectations. DP2a and DP2c address senders’ need to 

be informed about receivers’ data handling practices. While design principle DP2c was 

supported, design principle DP2a (by which senders are notified about the receiver’s data 

handling processes) was able to partially decrease PSIPC, but not SSIPC. Potential reasons 

might be that higher awareness regarding data practices can lead to two contrasting 

outcomes: On the one hand, a higher level of awareness is associated with lower peer 

privacy concerns due to the fact that data handling procedures become transparent and thus 

more trustworthy (Malhotra et al. 2004). On the other hand, greater awareness might lead 

to a higher focus on potential privacy threats and thus raise concerns (Gerlach et al. 2015). 

Since privacy practices become more transparent, this leads to a more substantiated 

justification and thus evaluability of concerns (Brakemeier et al. 2017). Principle DP2b 

takes the perspective of the receiver. It highlights the need for the receiver to be informed 

about senders’ privacy expectations in order to be able to make sound privacy decisions in 

line with senders’ preferences. Overall, all of the evaluated design principles except for 

design principle DP2a resulted in a significant decrease of peer privacy concerns.  

We provide the following theoretical contributions: First, as peer privacy concerns have 

been identified as a major inhibitor of online self-disclosure (Ozdemir et al. 2017; Zhang et 

al. 2022), we are among the first to extend prior literature by proposing how these concerns 

can be mitigated. Prior literature investigating the concept of peer privacy concerns is 

primarily concerned with its measurement (Zhang et al. 2022), its impact on disclosure 

decisions (Ozdemir et al. 2017), and other behavioral outcomes (Such et al. 2017). By 
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applying the DSR methodology, we contribute to prior literature by developing a socio-

technical artifact consisting of design requirements, actionable design principles, and an 

instantiation of a peer-privacy-friendly OMS in the form of mockups to mitigate peer 

privacy concerns. In this respect, we respond to Pu and Grossklags’s ) call for research to 

provide privacy-friendly mechanisms for senders to communicate their privacy 

expectations in a standardized and convenient way.  

Second, we contribute to privacy-related DSR studies that have developed and evaluated 

IT artifacts by going beyond the concept of organizational privacy concerns (e.g., Gerlach 

et al. 2022; Paefgen et al. 2012; Sjöström et al. 2022). We shift the focus from user-to-

provider interactions to peer-to-peer communication. Our socio-technical artifact bears 

similarities to and differences from IT artifacts that mitigate organizational privacy 

concerns, such as privacy-friendly social media sites (Angelopoulos et al. 2021). Our 

design principles are similar to prior work in terms of a higher level of control through 

fine-grained privacy settings (Wang et al. 2011) or a higher level of privacy stewardship 

(Angelopoulos et al. 2021). Nevertheless, our work differs with regard to the 

conceptualization of privacy as being embedded in an interconnected system with multiple 

interaction partners and shared ownership of data. While prior privacy studies have been 

concerned with dyadic user-to-provider interactions, our socio-technical artifact takes into 

account the interdependence of privacy decisions (Bélanger and James 2020) in settings 

where a number of users exchange information. Overall, our artifact extends the still 

limited knowledge about the prescriptive design of peer-privacy-friendly artifacts in IS.  

Third, by focusing on peer privacy concerns, our socio-technical artifact also validates 

Malhotra et al.’s (2004) IUIPC framework, which was primarily tested in the 

organizational context, for the peer privacy context as well. We reconsider the three key 

dimensions of privacy concerns proposed by Malhotra et al.ualize them to privacy threats 

stemming from peers. On the one hand, we provide design principles for enabling senders 

to increase their control over their own personal information. On the other hand, we offer 

design principles to raise receivers’ awareness of the privacy preferences of peers, i.e., how 

sensitive others consider their personal information and what activities are in accordance 

with senders’ expectations. All of these principles are underpinned by technical solutions 

and mockups for a potential user interface. The creation of mockups constitutes a level-one 

artifact, according to Gregor and Hevner (2013), who provide recommendations for 

implementation that include user interface elements as a first step towards instantiation of a 
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peer-privacy-friendly OMS. To conclude, our artifact is effective in reducing peer privacy 

concerns as compared to common OMSs. 

Beyond theoretical contributions, we provide several practical implications: First, we 

provide guidance regarding how to design and implement effective privacy-enhancing 

mechanisms for online messaging providers. Our mockups offer evaluated and specific 

features that can be implemented, such as a fine-grained selection option that enable 

senders to decide what the receivers are allowed to do with shared messages. By 

implementing these privacy-friendly design principles, providers can mitigate peer privacy 

concerns and thus improve their competitive advantage. Second, we have developed design 

principles that empower senders to communicate their privacy expectations in a 

standardized form; here we offer a user-centered design evaluated by frequent messaging 

service users. We present features for greater granularity of senders’ control over their 

personal information and for leveraging awareness of the receivers’ data practices. Hence, 

we provide a higher degree of awareness for both senders and receivers, and senders and 

receivers are both provided with an opportunity to regulate and apply the rules for sound 

privacy decisions that align with senders’ expectations. Finally, our design requirements 

and principles may also be transferrable to privacy-enhancing technologies other than 

OMSs, where our design principles can also reduce potential privacy threats when very 

sensitive information is transferred between communication partners. As an example, if a 

doctor makes patient information available to another doctor in order to exchange opinions 

or to evaluate risky therapies, the doctor who sends the information could benefit from our 

DP1a and DP1b. In this respect, the patient’s privacy would be preserved since secondary 

data use is excluded.  

Finally, although we conducted this DSR study with great care, our study comes with 

several limitations that pave the way for further research. First, the scope of this study was 

to evaluate design principles and some instantiations in the form of mockups, but not a 

prototype. By developing a prototype, future research can test the usability of our design 

principles and test different variations. In this regard, future work can also consider the 

development and evaluation of different types of technical enforcement and user interfaces. 

We recommend consulting experts with technical expertise for the final evaluation. 

Second, we used photos as an exemplary type of personal information to evaluate our 

socio-technical artifact. However, we deem our design principles and instantiation of the 

peer-privacy-friendly OMS to be transferrable to other types of personal information, such 



Paper B: Giving Users Control Over How Peers Handle Their Data: A Design Science Study 96 

as voice messages, text, or videos. For instance, receivers can also be informed about a 

sender’s privacy expectations regarding a voice message. Therefore, we suggest that future 

research focus on other types of data in the peer privacy context. Third, for DP2a we 

implemented a notification tool that overtly informs the sender about a receiver’s actual 

data practices. Although both the focus groups and the interviews indicated that DP2a 

would be useful for messaging service users, the survey results do not confirm that this 

feature reduces SSIPC. Therefore, for future research, we suggest either testing this design 

principle in combination with other principles or creating it as a covert notification tool 

that allows the sender to retrieve information about peers’ data practices if interested.  
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5.1 Introduction 

Over the recent years, and particularly during the COVID-19 pandemic, the healthcare 

sector has been subject to unprecedented strains and challenges, repeatedly testing its 

limits worldwide (Tong et al. 2022). One outstanding challenge is that physicians are 

overworked, and patients often have to wait months for appointments. Beyond that, an 

increasingly aging society demands additional medical care, underlining the need for 

scalable and accessible solutions that can alleviate the burden on the healthcare sector 

while improving patient outcomes. The growing prevalence of Information Systems (IS) in 

healthcare, specifically Machine Learning (ML) systems designed to aid in medical 

diagnoses, is anticipated to transform the provision of medical services, potentially serving 

as the primary point of contact for patient care (Siau and Wang 2018). ML systems are 

able to identify diseases like cancer and strokes from medical images or assist physicians 

during surgeries (Esteva et al. 2017; Taylor et al. 2016). The evolution of digitization and 

the proliferation of big data have caused a shift in the paradigm of decision-making from 

being solely reliant on human expertise and intuition to an approach that is predominantly 

data-driven (Berg 1997; Lebovitz et al. 2021). Especially for data-intensive and repetitive 

processes like image recognition in radiology or dermatology, ML systems can help to 

reduce physicians’ workload and analysis costs (Buck et al. 2021). In addition, ML 

systems have shown great potential for facilitating self-examinations towards diseases for 

end users with various conditions without the need for physicians to be involved in the 

diagnosis process from the beginning (Takiddin et al. 2021). For example, ML systems 

enable end users to submit data such as skin images, health metrics, and descriptions of 

symptoms, which are then evaluated using ML algorithms for a health assessment (e.g., 

Baldauf et al. 2020). Such ML systems hold immense promise for end users, as they 

provide a convenient and accessible means of assessing health, improving the availability 

of medical care, and potentially reducing the burden on the healthcare sector.  

However, ML systems supporting end users in diagnosing diseases are met with skepticism 

(Baldauf et al. 2020). Reasons include insufficient performance and privacy concerns. The 

non-use of ML systems by end users is exacerbated by algorithmic aversion, a 

phenomenon where individuals tend to prefer human support over ML algorithmic support, 

even if the latter performs better (Dietvorst et al. 2015). For instance, a study found that 

when physicians were unable to comprehend the reasoning behind a diagnostic algorithm’s 

conclusion, they chose to rely on their own expertise and experience instead (Lebovitz et 

al. 2021). This suggests that in high-risk environments such as healthcare, end users are 
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more likely to trust human expertise than ML systems - especially when the decision-

making process is opaque. Further factors such as inscrutability, biases and discrimination, 

and prediction inaccuracy could also hinder end users from building trust in ML systems 

(Berente et al. 2021; Gillath et al. 2021). Glikson and Woolley (2020) highlight the critical 

role that the notion of trust plays in shaping end users’ perceptions of accepting ML advice 

(Dietvorst et al. 2015). In this sense, trust is paramount, as it helps overcome end users’ 

skepticism and contributes to better adoption of ML systems. 

Previous research has focused on the technical implementation of ML systems (Liu et al. 

2020; Takiddin et al. 2021), particular factors influencing end users’ trust in ML systems 

(Glikson and Woolley 2020; Li and Hahn 2022; Yang and Wibowo 2022), exploring the 

influence of trust on the adoption of ML systems (Handrich 2021; Lohoff and Rühr 2021), 

and identifying characteristics determining trustworthy ML (Kaur et al. 2022; Thiebes et 

al. 2020). There is, however, still a lack of research on how to design user-centered ML 

systems that reinforce trust in these technologies (Li and Hahn 2022; Riedl 2022). Thus, 

recent studies have called for concrete design recommendations for trust in user-centered 

ML systems (e.g., Riedl 2022). In addition, research studies on ML systems in the 

healthcare context have mostly focused on physicians as end users, often neglecting the 

perspective of end users without particular medical expertise (e.g., Jussupow et al. 2022; 

Lebovitz et al. 2021; Pumplun et al. 2019). Therefore, in this study, we refer to ML 

systems that support end users without requiring domain expertise. Our study aims to 

investigate the research question:  

What design principles should be adopted to create trustworthy ML systems in healthcare 

for end users? 

In this study, we present a socio-technical artifact, in our case, design principles (DP), for 

developing trustworthy ML systems to support end users. We employed a design science 

research (DSR) approach consisting of five phases: Awareness of the problem, suggestion, 

development, evaluation, and conclusion (Kuechler and Vaishnavi 2008) . These phases 

were iterated in three design cycles. In this vein, we derived 13 DPs for the design of 

trustworthy ML systems. This paper contributes to IS research by, first, responding to 

recent calls of research for the development of trustworthy ML systems (e.g., Riedl 2022). 

Second, we extend the existing trust literature by applying the trustworthy artificial 

intelligence (TAI) principles (Thiebes et al. 2020) to the context of ML systems and 

developing DPs that increase trust in these systems. Third, we present a unique approach to 
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designing ML systems, involving end users in all three design cycles and creating a social-

technical artifact that meets the needs of its intended audience. 

5.2 Theoretical Background 

5.2.1 Trust in Machine Learning Systems 

Trust has been widely researched in the IS domain (Glikson and Woolley 2020; McKnight 

et al. 2011; Thiebes et al. 2020). It’s defined as the “willingness of a party to be vulnerable 

to the actions of another party based on the expectation that the other will perform a 

particular action important to the trustor, irrespective of the ability to monitor or control 

that other party” (Mayer et al. 1995). This definition has been used previously in the 

interpersonal domain (McKnight et al. 2011). It emphasizes that trust presupposes the 

vulnerability of the trustor, and it implies that the trustor is dependent on the actions of the 

trustee and cannot force the trustee to fulfill his expectations. Researchers argue that the 

trust definition applies beyond interpersonal relationships to the technology domain 

(Glikson and Woolley 2020; McKnight et al. 2011). Trust in technologies comprises three 

dimensions: Functionality, reliability, and helpfulness (McKnight et al. 2011). 

Functionality refers to the belief that a technology can successfully perform its intended 

task (i.e., provide necessary features to complete a task). A technology that works well and 

fulfills its intended purpose is considered functional. This property can help build trust in 

its ability to perform. Reliability describes the belief that a technology consistently 

functions properly. A technology that operates as expected and performs predictably in 

different situations is deemed reliable and can contribute to developing trust in its 

performance. Helpfulness refers to the belief that a technology offers sufficient assistance 

to end users, meaning that help and support functions provide necessary guidance. A 

technology that provides benefits to end users and supports them in achieving their goals is 

considered helpful, which can help build trust in its overall value. The technology trust 

constructs are used to evaluate the trustworthiness of a technology and can help end users 

decide whether they are comfortable using it. In addition, research has introduced technical 

concepts related to autonomous systems alongside trust in technologies (Lee and See 2004; 

Thiebes et al. 2020). Lee and See (2004) refer to the following three trusting beliefs to 

conceptualize trust in autonomous systems: Performance, purpose, and process. 

Performance refers to the ability demonstrated by autonomous systems to achieve their 

intended goal. Thus, performance is closely related to functionality. Purpose describes to 
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what extent the autonomous system is used in the developer’s intent. This concept 

corresponds to helpfulness by reflecting that an autonomous system has a positive 

orientation towards end users. Process refers to how appropriate the autonomous system is 

for a given task and how well it can achieve the operator’s goals. Consequently, process 

relates to the concepts of reliability (Thiebes et al. 2020). 

Previous research on ML and trust mainly refers to the organizational context and present 

literature reviews (Kaur et al. 2022; Li and Hahn 2022), develop DPs to manage customer 

processes (Emamjome and Rosemann 2021), or frameworks to explore how ML systems 

impact trust (e.g., FEAS framework (Toreini et al. 2020), TAI Principles (Thiebes et al. 

2020). Empirical studies explore how trust can be transferred from known technologies 

and providers to ML systems (Renner et al. 2021) or investigate the influence of trust on 

ML adoption (Handrich 2021; Lohoff and Rühr 2021). Trust-related studies on the 

individual level were conducted conceptually by developing frameworks that either 

distinguish user personality and trust in ML systems (Riedl 2022) or identify factors that 

affect trust in ML systems (Glikson and Woolley 2020; Yang and Wibowo 2022). Kim et 

al. (2021) explored the relationship between explainable AI and user behavior mediated by 

trust. The study revealed that trust effectively influences the interaction between humans 

and ML systems. The uniqueness of the role of trust within the context of ML systems is 

multifaceted. First, ML algorithms embedded in IT systems lack a physical presence. This 

lack of embodiment poses challenges to the development of trust between humans and ML. 

Human trust relies on physical cues, absent in ML systems. This absence of a visible 

identity makes the establishment of trust more complex and nuanced (Glikson and Woolley 

2020; Li 2015). Second, ML systems possess a higher level of autonomy, enabling them to 

perform complex actions without direct human intervention (Berente et al. 2021). 

However, end users might not always be aware of the actual extent of ML’s technological 

sophistication. This variability in perceived autonomy contributes to uncertainties in 

trusting ML systems. End-users may not be able to accurately assess when the ML is fully 

capable or when it may reach its limits (Glikson and Woolley 2020). Third, the non-

deterministic nature of ML systems introduces perceived risks in human-ML relationships 

(Chao et al. 2016). Due to the algorithmic nature of ML systems, these risks arise from the 

potential for them to make unexpected or incorrect decisions. Finally, ML system’s 

invisible nature, coupled with its potential for erroneous functions, contributes to a unique 

trajectory of trust, which means that trust in ML systems changes based on the feedback 

regarding its accuracy (Glikson and Woolley 2020). Initially, high levels of trust can be 



Paper C: The Power of Trust: Designing Trustworthy Machine Learning Systems in Healthcare 102 

quickly eroded when users encounter errors in ML systems, and rebuilding trust takes 

considerable time. 

Previous literature on ML systems in healthcare has focused mainly on technical 

implementation. In particular, the literature has dealt with ML performance indicators for 

the diagnostic processes of diseases (Tofangchi et al. 2017), automated classification of 

patient data such as skin lesions using a convolutional neural network, the implementation 

of health telematics infrastructure (Schweiger et al. 2007), the development of 

collaboration platforms aiming in reinforcing the clinician–biostatistician relationship 

(Raptis et al. 2012), or the general implementation or design of mobile healthcare 

applications using ML (Greve et al. 2020; Ngassam et al. 2021). For instance, Greve et al. 

(2020) undertook the challenge of delivering non-communicable disease care for 

developing countries, a task demanding specialized medical equipment and expertise. To 

address this issue, the study set out to develop a mobile application to support community 

health workers in their routine care and counseling on non-communicable diseases. In 

addition, a critical task in cancer treatment strategy is to identify and establish links 

between key patient characteristics while streamlining redundant data and inefficiencies. 

This optimization enables cancer centers to deliver faster and more successful patient-

centered treatment plans. Tofangchi et al. (2017) successfully used its ML system to 

identify a set of essential characteristics for treatment advice, such as the inflammatory 

response of the tissue surrounding a tumor. A few studies have also emphasized the 

implementation of user-centered mobile healthcare applications based on ML and 

investigated the end users’ overall willingness-to-use (Baldauf et al., 2020). In addition, 

previous research explores how ML conversational agents and chatbots could be designed 

to interact with patients (Nguyen et al. 2021). However, most of the identified studies are 

related to the organizational level and clinical decision support systems (Braun et al. 2022; 

Pumplun et al. 2023). The ongoing research conducted by Braun et al. (2022) focuses on 

the development of design principles tailored to the development of ML systems 

specifically intended for use in clinical and healthcare settings. Thus, they were conducted 

in clinics where ML systems interact with or are assessed by physicians for diagnosis 

(Lebovitz et al. 2021). For instance, scholars explore how radiologists utilize diagnostic 

ML systems in clinical practice (Jussupow et al. 2022). 
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Framework    x    x x x x               
Literature review  x  x  x                  x  
Quantitative   x  x  x     x              
Qualitative (Interviews)                 x  x       
DSR x            x  x     x x     
Techn. implementation            x  x x    x x  x x x x 
Experiment                   x        
Case Study                 x           

Prior research has shown that interpreting the output of ML systems is challenging due to 

inscrutability (Berente et al. 2021), often likened to ML algorithms operating as black 

boxes with unexplainable inner logic (Adadi and Berrada 2018; Lebovitz et al. 2021; 

Rudin and Ustun 2018). Therefore, scholars have investigated how explainable ML 

systems could be designed to address the physician’s needs (Pumplun et al. 2023) (see 

Table 8). Their findings suggest that ML systems should provide model and global 

explanations in clinical decision support systems when required. All in all, we identified a 

research gap in the design of user-centered trustworthy ML systems in healthcare, 

particularly within the individualized context. While the notion of trust is a widely 

explored concept in research, its practical application still presents challenges that have yet 

to be fully addressed (Emamjome and Rosemann 2021a, 2021b). Thus, we found that IS 

research lacks an in-depth exploration of how to design ML systems to earn end users’ 

trust (Riedl 2022). Addressing this gap is important because patient safety, improved 

healthcare efficiency, and stakeholder acceptance depend on user-centered DPs that ensure 

trust in ML systems. 
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5.2.2 Systems Problem Awareness: Challenges in Fostering End Users’ Trust in ML 
Systems 

ML is not widely deployed in the healthcare sector for end users’ (Baldauf et al. 2020), but 

there is a tremendous need since ML techniques assist in detecting early indicators for 

diseases and improve overall efficiency while lowering the cost of care (Buck et al. 2021). 

As ML represents a highly intricate technology, the literature inevitably engenders a host 

of issues, such as inscrutability, bias and discrimination, prediction inaccuracy, and privacy 

issues (Berente et al. 2021; Gillath et al. 2021; Rai 2020). Our efforts have centered on 

mitigating these issues, closely aligned with our research goals. 

P1-Inscrutability: Inscrutability refers to the difficulty of understanding and interpreting 

the ML systems’ output (Berente et al. 2021). It can be attributed to the probabilistic nature 

of ML, which makes its output variable difficult for end users to interpret and understand 

(i.e., how the model generates its predictions) (Adadi and Berrada 2018; Berente et al. 

2021). This inscrutability has multiple facets, including opacity, transparency, 

explainability, and interpretability (Berente et al. 2021). Recently, a senior scholar has 

suggested that “inscrutability can hamper end users’ trust in the system, especially in 

contexts where the consequences are significant, and lead to the rejection of the systems.” 

(Rai 2020, p. 1). In healthcare ML system development, addressing inscrutability is 

paramount, as its implications can directly affect users’ health and personal lives. Thus, the 

opacity inherent in ML systems may foster a sense of distrust, prompting end users to 

terminate their utilization of such systems. P2-Bias and discrimination: The issue of biases 

in ML algorithms is a major factor that contributes to the erosion of trust in these systems. 

Biases in ML refer to the existence of systematic errors or prejudices in the data, 

algorithms, or decision-making processes employed by ML systems (Berente et al. 2021; 

Rai 2020). Bias and discrimination in ML systems occur when the training data used to 

build the model contains inherent biases, leading the model to replicate and even amplify 

those biases in its predictions. This problem arises when the training data is not 

representative of the real world diversity it is intended to reflect. Biased ML systems can 

lead to inaccurate or unreliable predictions or recommendations, which could potentially 

result in harm or negative impacts on end users. For instance, ML-based image recognition 

systems that have been trained on biased datasets may wrongly identify or exclude certain 

racial or ethnic groups, resulting in discriminatory surveillance practices. Inscrutability 

(P1) could exacerbate the biases, making it difficult to detect and correct any issues that 

may impact the system’s performance (Lebovitz et al. 2021). When end users perceive ML 
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systems as biased or discriminatory, they are likely to have less trust in the outputs. This 

can result in increased skepticism or even complete rejection (Lebovitz et al. 2021). This is 

particularly pertinent in healthcare ML systems, where biases can lead to discrimination 

against specific demographics, potentially resulting in unequal healthcare access and 

compromised health outcomes. P3-Prediction inaccuracy: Prediction accuracy refers to an 

ML system’s ability to produce precise outputs or forecasts, closely tied to achieving high 

performance (Lebovitz et al. 2021; Thiebes et al. 2020). Prediction inaccuracy occurs when 

ML systems fail to make accurate predictions on new or unseen data. This problem arises 

from various factors such as inadequate training data, insufficient feature representation, 

model overfitting, or inappropriate model selection (Rai 2020). Prediction accuracy is one 

reliable factor of ML systems  (Baskerville et al. 2015). If ML systems are not reliable or 

accurate, end users may question the effectiveness or usefulness of the ML system. 

Prediction accuracy in healthcare is critical since inaccuracies can profoundly impact lives. 

For instance, erroneous medical diagnoses by healthcare ML systems can lead to harm, 

fatalities, and a substantial erosion of trust in such systems (Davenport et al. 2019). P4-

Privacy: Privacy refers to the protection of personal and sensitive information from 

unauthorized access, use, or disclosure (Malhotra et al. 2004). ML systems in healthcare 

gather, process, and store vast amounts of sensitive user data (e.g., health conditions). 

Failure to protect end users’ privacy can cause privacy concerns (Rai 2020). Privacy 

concerns and lack of end users’ control could result in mistrust, discontinuing use, and 

stopping the usage of the ML system in healthcare. 

5.3 Overview of Design Science Research Process 

Designing user-centered, trustworthy ML systems in healthcare requires a holistic 

approach that considers the social dimensions. It involves working with potential end users 

to ensure that ML systems meet their needs and expectations. DSR approach is most 

suitable since it involves the end user’s perspective and allows for literately improving the 

socio-technical artifact. The DSR approach is also well-suited to addressing real-world 

challenges, such as those faced by the burdened healthcare sector (Gregor and Hevner 

2013). Following the guidelines proposed by Kuechler and Vaishnavi (2008), we apply an 

iterative DSR approach, which comprises five sub-phases: Awareness of the problems, 

suggestion, development, evaluation, and conclusion (see Figure 6). In sum, we have 

conducted three design cycles to develop 13 DPs. 
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Figure 6. Design science research process according to Kuechler & Vaishnavi (2008) 

Based on a literature review, we have identified certain problems of ML systems that lead 

to lower end user trust and derive relevant meta-requirements (MRs) for designing 

trustworthy ML systems in healthcare. The literature review helps us to gather knowledge 

relevant to our problem, identify the research gap, and derive our kernel theory (Gregor 

and Hevner 2013). The concept of ML trustworthiness remains debated in research and 

practice. To address this, TAI frameworks and guidelines have emerged to advance ML 

technology (Thiebes et al. 2020). However, there is a significant gap in fully exploring the 

core TAI principles, namely beneficence, non-maleficence, autonomy, justice, and 

explicability (H. Liu et al. 2022; Thiebes et al. 2020). Applying these frameworks to end 

users is uncertain. Thus, our study is based on the TAI framework (Thiebes et al. 2020), 

which introduces TAI as an emerging goal. Thus, we decided to utilize the TAI principles 

as our kernel theory for several reasons: 1) It drew on a data-driven perspective, 2) it is 

based on the idea of building trust in automation technologies, and 3) the framework based 

on established trust theories (Mayer et al. 1995; McKnight et al. 2002, 2011).  

In the first design cycle, we developed the MRs for a trustworthy ML system based on the 

TAI principles. We conducted two video conferencing focus groups with a total of 8 

potential app end users, lasting approximately 55 minutes each, to assess the MRs’ 

suitability and relevance. The participants were 26 years old on average and were 50% 

male and female. As our objective was to assess MRs with end users, we selected 

participants who were already engaged with healthcare applications and had experience 

with ML systems. As there was limited existing knowledge regarding the design of such 

ML systems, focus group discussions were deemed appropriate at an early stage of the 

DSR study (Tremblay et al. 2010). These discussions allowed for direct interactions 
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between end users, leading to the identification of specific MRs and needs. One author 

moderated the discussions with an initial introduction to the context of self-examination 

apps. We asked the participants about their expectations for the design of trustworthy ML 

systems and which features are important to them. Then, each MR was discussed. 

Following the open coding guidelines of Miles et al. (2019), two researchers separately 

coded the transcripts, categorized the emerging needs of the end users, and searched for 

supporting or contrasting arguments. All in all, the participants confirmed the MR1 - MR8 

as important for the design of a trustworthy ML system. Generally, the focus group 

provided insights into what is important to them and how to promote trust, such as 

ensuring that they receive information about what the recommendation-for-action is. We 

took these comments into account when developing the DPs. In the second design cycle, 

we developed the socio-technical artifact, the DPs for ML systems, and an instantiation in 

the form of mockups. Based on the kernel theory and MRs, we formulate the DPs 

according to the recommendation of Gregor et al. (2020). We then identified a suitable use 

case in the healthcare domain. The objective was to enable the end user to independently 

use the ML system, enabling patients to regularly monitor their own health conditions. A 

second criterion for selecting the use case involved choosing an ML system that uses 

image recognition and employs a classification algorithm for disease identification. The 

third criterion was the identification of a disease whose early detection is crucial for 

effective treatment. Consequently, we opted for the recognition of skin diseases. To design 

the mockups, we first analyzed existing ML systems for self-examined skin screening to 

develop a fundamental understanding of their functionality. We examined the skin 

screening applications and their design features listed in Table 9. 

Table 9. ML systems for self-examined skin screening 
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SkinScreener    - - - - - - - -   
SkinVision   - - - - - -  - -   
AIDermatologist   - - - - - -  - - -  
Scanoma  - -  - - -  - -  -  

For the design of the mockups, we utilized the interface design tool Figma to create a 

realistic representation of a skin screening application (Figma 2023). The final step in this 

second cycle was the evaluation of the instantiation of the DPs in the form of mockups. We 

used an anonymous online survey to evaluate the DPs with N2=40 end users. We inquired 
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about the participant’s perception of the helpfulness of the DPs and mockups (McKnight et 

al. 2002) as well as their assessment of the ease of use of these components (Davis 1989). 

One approach involved requesting the participants to evaluate the variables using a 7-point 

Likert scale, while the other method involved soliciting their subjective opinions through a 

text input field. The participants of the survey were potential end users of ML systems, on 

average 32 years old and 50% male and female. All of the DPs were considered essential 

(mean values >=4.80 on a scale from 1=“not at all” to 7=“extremely”), and none of the 

participants expressed concerns about the development of a particular DP. Furthermore, we 

also adjusted the mockups based on the online survey feedback for the effectiveness test. 

In general, the initial DPs that were derived from the MRs based on the focus group 

discussions could be confirmed by the survey as our final set of 13 DPs. In the third design 

cycle, we tested the effectiveness of our DPs and of the instantiation in the form of 

mockups in an online survey with N3=80 end users. Thereby, we referred to measures 

derived from the identified justificatory knowledge measure to what extent the trust 

changes in the designed ML system. 

5.4 Results: Deriving Meta-Requirements and Design Principles 

In the following, we present the MRs based on the related literature and kernel theory (TAI 

principles). Then, we present the derived DPs. (Thiebes et al. 2020) introduced the concept 

of TAI by arguing that the full potential of AI will only be realized if trust can be 

established in its development, deployment, and use. We deem the TAI principles 

appropriate in our study since ML is a subcategory of AI (Berente et al. 2021). The TAI 

principles are characterized by: 1) Beneficence, 2) non-maleficence, 3) autonomy, 4) 

justice, and 5) explicability. These five principles are related to the trust in technology and 

automation beliefs mentioned in the theoretical background. The imperative for 

trustworthy ML systems becomes undeniable when they are applied in the context of 

human health. Based on the related literature and the TAI principles, we derived eight MRs 

for trustworthy ML systems in healthcare that frame our design theory (Gregor and Hevner 

2013). In addition, by formulating the MRs into concrete design recommendations, we 

derived 13 DPs (see Table 10) that ensure the development of a trustworthy ML system for 

end users.  

Beneficence refers to the development, deployment, and use of ML that is beneficial to 

humanity by acting in the end user’s best interest, trying to help or achieve certain benefits 

(McKnight et al. 2002; Thiebes et al. 2020). This principle refers to the two trusting 
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beliefs, helpfulness, and purpose (Thiebes et al. 2020). Extant research shows that these 

trusting beliefs are essential indicators for measuring trust in technologies (McKnight et al. 

2011; Renner et al. 2021). The content provided by ML systems influences end users’ 

perceived information quality. In particular, end user’s trust in ML systems relies on the 

systems’ ability to provide precise, up-to-date, comprehensive, and relevant information 

that aids the end user’s objectives and supports its task (Kim et al. 2021; Yen and Chiang 

2021). Consequently, ML systems in healthcare should provide adequate and responsive 

help to end users (MR1). In summary, to meet MR1, we derived our first DP (DP1) (see 

Table 10, summarizing the final set of derived DPs), which refers to leveraging trust in the 

ML system in healthcare by providing guidance and appropriate help to end users. This 

principle may be instantiated by the provision of short explanations in the form of 

instructions and advice to the end user. In line with the trusting belief purpose, trust in ML 

systems can be increased by providing the user information about its purpose, i.e., the 

goals it was designed to achieve (Lee and See 2004). Therefore, it is important to clearly 

communicate the purpose of ML systems in healthcare (MR2) (Amershi et al. 2019). 

According to Yen and Chiang (2021), end users interacting with ML systems expect 

informative conversations while minimizing the occurrence of irrelevant information. 

Conclusively, we derived the DP2a and DP2b. These two principles aim to increase trust in 

the ML system by providing information about the functionalities and limitations of the 

system. DP2a and DP2b may be instantiated by giving examples of how to use the ML 

system and how not to use it. Non-maleficence refers to the development, deployment, and 

use of ML in a way that avoids bringing harm to people by particularly protecting people’s 

privacy (Thiebes et al. 2020). It relates to the trusting beliefs reliability and process. 

Advances in digitization have shifted the emphasis from the intuition-based expertise of a 

human expert to a more data-driven approach to decision-making (Berg 1997; Lebovitz et 

al. 2021). A large amount of data is essential for ML systems to derive patterns and make 

predictions about a certain problem (Duan et al. 2019). An ML system should aim to 

transmit data confidentially, integrally, and authentically to reduce concerns and comply 

with privacy protection regulations. If the ML system has mechanisms in place to protect 

personal information such as identity, location, and device data and ensure only authorized 

end users have access, it is more likely to be trusted (Robinson 2020). Thus, ML 

developers should enable end users to have control over their data in ML systems 

(Sheridan 2019). In summary, our third MR for ML systems in healthcare is to address end 

users’ privacy concerns by implementing suitable measures for safeguarding their personal 
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data (MR3). This results in DP3a and DP3b, which aim to protect the privacy of users. 

According to DP3a, the collection of data from the end user is kept to a minimum by 

collecting only the data that is actually needed for the health analysis. In addition, technical 

measures ensure that no information is disclosed to unauthorized parties. DP3b refers to 

leveraging trust in the ML system in healthcare by giving users control over their data 

(e.g., allowing them to permanently delete their data). Autonomy advocates for the 

promotion of human autonomy, agency, and control, which may include limiting the 

autonomy of ML systems when necessary (Thiebes et al. 2020). Due to ethical and legal 

aspects, ML systems are currently developed to support end users rather than to replace 

human experts (Roshanov et al. 2013; Takiddin et al. 2021). In contexts where tasks are 

primarily performed by human experts, end users usually expect humans to be in the 

decision loop (Yang and Wibowo 2022). This expectation stems from the direct impact 

these tasks may have on high-risk domains. Because ML systems lack physical appearance 

and have a high level of autonomy without human intervention, end user trust may be 

diminished. The inclusion of a human expert provides a critical layer of oversight, which 

helps to ensure that the decisions supported by ML systems are accurate and reliable (Faraj 

et al. 2018). Thus, ML systems in high-risk domains that include proper oversight 

mechanisms, such as involving a human expert in the final decision-making process (i.e., 

keeping “human-in-the-loop”), are generally considered more reliable and trustworthy than 

those that do not. In addition, the involvement of a human expert can help to address 

questions that end users may have regarding. Therefore, it should be possible for a human 

expert to intervene in the decision-making process of ML systems in healthcare, if 

necessary (MR4). To satisfy the fourth MR, the DP4a, DP4b, and DP4c should be 

followed. According to these DPs, a human expert (i.e., a physician) should be involved in 

the health analysis. In particular, DP4a aims to enhance trust by incorporating a human 

expert to review and, if necessary, rectify the results of the ML system. Furthermore, DP4b 

enables the user to directly schedule a consultation with a human expert. DP4c aims to 

enable the ML system’s results to be promptly conveyed to a human expert. Justice 

describes the utilization of ML to amend past inequities, the creation of shareable and 

subsequent distribution of benefits through ML, and thwarting the creation of new harms 

and inequities by ML. It relates to the trusting beliefs reliability and process (Thiebes et al. 

2020). Biases in the data used for training ML systems can cause algorithms to have 

disparate impacts on the results for disadvantaged groups (Teodorescu et al. 2021). Thus, it 

is essential that trustworthy ML systems in healthcare avoid providing biased or 
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discriminating information by enhancing the diversity of the data sets and including 

multiple groups and conditions in algorithmic development (MR5). Therefore, we have 

derived our fifth DP. DP5 mandates the provision of information regarding the operation of 

the ML system’s algorithm to end users. System reliability, accessibility, and timeliness of 

functional features are crucial factors for assessing the quality of an ML system (Bedué 

and Fritzsche 2022; Yang and Wibowo 2022). Thus, an ML system is perceived as 

trustworthy when it is easily accessible and free from errors such as miscalculations, 

inaccuracies, misinterpretations, over- or underestimations (Kim and Peterson 2017). 

Consequently, ML systems in healthcare should be able to detect and correct system errors 

and inaccuracies (MR6). This results in the sixth DP. DP6 aims to increase trust by 

automatically notifying end users of system errors. DP6 also relates to DP1. Thus, an ML 

system’s trustworthiness is determined by its reliability (i.e., the ML systems exhibit the 

same and expected behavior over time) (Hoff and Bashir 2015) and accuracy. Thus, MR7 

aims to maximize the reliability of ML systems in healthcare by achieving a high level of 

accuracy in performing specific tasks or functions. To meet our seventh MR, we derived 

the DP7. According to DP7, system errors will be sent directly to the support service to 

ensure and improve functionality. Explicability refers to the development, deployment, and 

use of explainable ML by producing interpretable ML models whilst maintaining high 

levels of performance and accuracy (Thiebes et al. 2020). This principle relates to the 

trusting beliefs functionality and performance. With the increasing complexity and non-

deterministic nature of ML models and the potential impact of their decision process, the 

necessity for transparent and explainable models has grown increasingly important. 

Transparency in ML algorithms and the capacity to offer clear explanations for ML-

generated results are pivotal factors affecting end user trust in ML predictions (Glikson and 

Woolley 2020). In particular, increased transparency and explainability can positively 

influence end user’s trust in adhering to the advice provided by the ML system (Ebrahimi 

and Hassanein 2019; Glikson and Woolley 2020; Strich et al. 2021) because it enables end 

users to reliably judge process characteristics of the ML system (Lee et al. 2019). Finally, 

our eighth MR refers to maximize the transparency and explainability of ML systems in 

healthcare (MR8). Thus, we have derived our DP8a and DP8b. By providing users with 

information that helps them understand the results of the ML system, DP8a aims to 

increase the transparency of the results and trust in the ML system. According to DP8b, 

users should receive appropriate recommendations for action. 
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Table 10. Description of DP 

TAI Description of DP 
To increase trust in ML systems in healthcare, developers need to implement measures to ensure 
that... 

Be
ne

fic
en

ce
 

M
R1

 …the ML system provides end users with brief explanations that can be easily 
understood without prior domain and technical knowledge in the form of instructions 
and advice on how to use the ML system correctly. (DP1) 

M
R2

 …the purpose of use is clearly stated, and end users are informed about how and for 
what the results of the ML system can be used. (DP2a) 
…the limitations of the ML system are presented to the end users. (DP2b) 

N
on

-
m

al
ef

ic
en

ce
 

M
R3

 

…only the necessary end user data is collected in compliance with relevant data 
protection regulations, and such data is safeguarded by robust technical measures. 
(DP3a) 
…end users are given control over their data, for example, by allowing them to 
permanently delete their data. (DP3b) 

A
ut

on
om

y 

M
R4

 

…the result of the ML system is verified by a human expert and corrected if necessary. 
(DP4a) 
…for critical results, it is possible to arrange a prompt appointment with a human expert 
directly via the system. (DP4b) 
…the ML system’s result can (optionally) be sent to a human expert for documentation 
and potential follow-up actions. (DP4c) 

Ju
sti

ce
 

M
R5

 

…the proposed system aims to provide end users with information about how the ML 
algorithms work and the data on which the algorithm is based. (DP5) 

M
R6

 ... if there is a system error that causes improper functioning of the ML system, an 
automatic notification is sent to the end user, and the corresponding error code will be 
automatically transmitted to the support service. (DP6) 

M
R7

 …if there is a system error that causes the ML system not to work properly, provide 
the end user with a notification, and the corresponding error code is relayed to the 
support service. (DP7) 

Ex
pl

ic
ab

ili
ty

 

M
R8

 

…the result of the ML system and its interpretation are provided in an appropriate 
information density and quality so that they are comprehensible for end users without 
prior domain and technical knowledge. (DP8a) 
…end users receive appropriate and understandable recommendations for action in the 
case of both negative and positive results, considering factual communication of the 
results. (DP8b) 

5.5 Principles Effectiveness of the Trustworthy Machine Learning System 

We conducted a scenario-based online survey to evaluate our socio-technical artifact, 

comprising the DPs for ML systems, by utilizing instantiated mockups. The objective of 

this survey was to investigate the efficacy of our DPs in fostering trust in ML systems. We 

followed established guidelines in IS to design our online survey (Lowry et al. 2016).  
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Figure 7. Examples of mockups (DP4a-4c) 

Design of Effectiveness Test: We tested the same scenario in two different groups, the 

control and the treatment group. We adhered to the procedures outlined by Mettler et al. 

(2014) for carrying out controlled experiments aimed at assessing designs. We then 

juxtaposed SkinScanAI, which was constructed based on DPs aligned with the TAI 

principles (see Table 10), with a variant of the mockups devoid of any trust elements. The 

stimulus (i.e., the new and improved design) is presented exclusively to the treatment 

group, while the control group remains unexposed. Therefore, we developed mockups for 

an ML system, applying our context of the skin screening process identified in the second 

design cycle. We present a basic skin screening process representing the control group. For 

the treatment group, we designed mockups based on the DPs. To prevent the priming of 

participants, we chose a between-subject study design in which participants were randomly 

assigned to one of the two groups (i.e., control or treatment group). Specifically, the goal is 

to scan a skin lesion with a mobile phone camera using the fictional ML system, namely 

SkinScanAI. In Table 11, we present the descriptions of the mockups for the control group 

and the treatment group. In addition, we present in Figure 7 examples of the mockups 

representing DP4a-DP4c. 

Table 11. Descriptions of mockups 

Control Group Treatment Group 
MU1: The end user must first 
register to create their own 
profile. To do so, he/she must 
enter his/her name, gender, and 
email address. 

DP3a, DP3b: Specifies that SkinScanAI collects the end 
user’s age and gender. Optionally, the end user can also 
add information about their family doctor. In addition, the 
app provides information about its privacy mechanisms, 
which are compliant with current data privacy 
regulations. To give end users control, SkinScanAI also 
includes a feature to permanently delete their data. 
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MU2: Presents the necessary 
requirements for the use of 
SkinScanAI.  

DP2a, DP2b: Presents the purpose, necessary 
requirements, and limitations for use. 

MU3: Demonstrates the skin scan 
process by taking a photo of the 
lesion. Provides the end user with 
information on how to focus on 
the lesion. 

DP1: Demonstrates the photo-taking process with clear 
instructions on how to take a photo of the lesion. 
SkinScanAI automatically provides feedback to the end 
user on whether the lesion is in focus, recognizable, and 
whether the lesion has been successfully detected.  

MU4: The end user receives an 
exemplary result that includes an 
image of the lesion and the risk 
assessment (i.e., “Our algorithm 
did not detect a problematic skin 
lesion”). 

DP7, DP8a, DP8b: The end user receives a result that 
illustrates three risk assessment scenarios (i.e., low, 
medium, and high risk) and includes an image with the 
framed lesion. For each risk assessment, the end user is 
provided with an easy-to-understand explanation of how 
to interpret the result and the recommended course of 
action. 

- DP4a, DP4b, DP4c: Three mockups provide (1) 
additional verification of the risk assessment by 
physicians, (2) the option to share the result directly with 
the family doctor or dermatologist, and (3) the feature to 
schedule an appointment with a local dermatologist (i.e., 
online booking). 

- DP5: Provides information about how the SkinScanAI 
algorithm works, its average accuracy, and the database 
used to train the algorithm. 

MU5: Provides information that if 
a system error occurs while using 
SkinScanAI, the end user can 
email the information to the 
support team. 

DP6: Displays a message informing the end user that in 
the event of a system error, a message containing 
information about the error will be automatically sent to 
the SkinScanAI provider and that they should restart the 
skin screening process. 

Questionnaire: The online survey includes a scenario, demographic questions, and a 

representative scale for the target variable, trust in technology, that was slightly adapted to 

fit the context. Furthermore, an attention check was implemented in the survey to detect 

inattentive participants. Before presenting the mockups and questions to the participants, 

we asked them to imagine that they would like to examine a specific skin lesion (e.g., 

moles) using the ML system SkinScanAI. Then, the participants were guided through each 

step of the skin screening process by showing them mockups and particular functions. 

Afterwards, the participants were asked to assess trust in SkinScanAI consisting of the 

three dimensions: functionality, reliability, and helpfulness. To measure trust, we refer to 

our kernel theory from the literature (Iivari 2020) and lean on the established scale by 

McKnight et al. (2011) (see Table 12). 

Table 12. Constructs and items 

Constructs Items (7-point Likert scale, 1=strongly disagree, 7=strongly agree) 

Functionality SkinScanAI has the functionality I need; SkinScanAI has the features required 
for my tasks; SkinScanAI has the ability to do what I want it to do. 
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Reliability SkinScanAI is a very reliable piece of software; SkinScanAI does not fail me; 
SkinScanAI is extremely dependable; SkinScanAI does not malfunction for me. 

Helpfulness 

SkinScanAI supplies my need for help through a help function; SkinScanAI 
provides competent guidance through a help function; SkinScanAI provides 
whatever help I need; SkinScanAI provides very sensible and effective advice if 
needed. 

Data Analysis: Overall, we collected N3=80 participants by using the established online 

platform Prolific (Palan and Schitter 2018), of which 40 participants were assigned to each 

of the two groups. The participants were evenly distributed between males (50%) and 

females (50%). On average, the participants were 31.5 years old, while most of them 

(68.8%) were between 18-33 years old. The gathered data was analyzed by using the 

statistical software SPSS 27. As our data for trust, including functionality, reliability, and 

helpfulness, was not distributed normally (Shaphiro and Wilk 1965), we applied the two-

step approach for transforming the trust variables to normal distribution. First, we 

calculated the fractional rank of the variables, resulting in uniformly distributed 

probabilities, and applied an inverse-normal transformation to form a variable of normally 

distributed z-scores (Templeton 2011). After applying these two-steps approach, the 

Shapiro-Wilk test revealed that the trust variables, including functionality, reliability, and 

helpfulness, are normally distributed since the significances were higher than 0.05 (p > 

0.05). In addition, the Levene’s test indicated that the variances for the constructs were 

statistically equal, which confirms variance homogeneity. Then, we applied a t-test and 

could indeed confirm that the mean values in the treatment group were significantly 

different at the 1% significance level (p<0.001) (see Table 13). Thus, end users perceive 

the trustworthy DPs higher compared to the control group. In addition, the effect sizes 

were measured by using Cohen’s d, and the results confirmed large effect sizes (Cohen 

1988). In conclusion, the results of our evaluation showed that the ML system based on the 

derived DPs received higher trust than the one based on a basic ML skin screening process. 

Table 13. Results of t-test 

Trust Dimensions 
Control Group Treatment Group Results t-test 
Mean Stddev Mean Stddev t-statistics p-value Cohens’s d 

Functionality 4.613 1.458 5.775 0.824 -4.560 0.000 -1.020 
Reliability 4.144 1.329 5.112 0.749  -4.322 0.000 -0.973 
Helpfulness 4.525 1.435 5.775 0.711 -4.818 0.000 -1.067 

5.6  Discussion 

We developed 13 DPs with the goal of ensuring a user-centered and trustworthy design for 

ML systems through three design cycles. Prior to the initiation of the design process, we 
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conducted a literature review to identify problems of trusting ML systems. By using the 

TAI principles as the kernel theory, we derived MRs for trustworthy ML systems. The DPs 

were refined through focus group discussions and an online survey. The final effectiveness 

test confirmed that established DPs indeed increase trust in ML systems. 

DP1: Delivering precise and succinct instructions is fundamental to guarantee that end 

users acquire a thorough understanding of the appropriate utilization of ML systems. In 

healthcare, the incorrect use of these systems can lead to false diagnoses or other adverse 

outcomes for end users that may impact individuals’ lives. Hence, it is crucial to ensure 

that end users understand how to use these systems correctly. DP2a and DP2b 

acknowledge the limitations and purpose of ML systems, aiding end users in avoiding 

excessive reliance on the system’s outcomes, which can lead to incorrect decisions and 

misguided conclusions. In this way, end users can avoid making incorrect usage decisions 

and drawing false conclusions. These DPs are in line with previous literature, which stated 

that it should be clear what the system can do (Amershi et al. 2019). DP3a, protecting end 

users’ data and ensuring regulatory compliance is essential in healthcare due to the 

sensitive nature of patient data. Establishing trust by preserving the privacy of end users is 

pivotal for the widespread adoption and continuous use of ML systems. In addition, DP3b 

is about giving end users control over their data by allowing them to choose whether or not 

to share their personal information with the healthcare provider. More importantly, end 

users request a technical feature to delete their data. Thus, these DPs increase trust and are 

designed to mitigate problem P4. In addition, previous research has shown that the 

implementation of privacy-preserving mechanisms can increase end user trust in 

technology (Bansal et al. 2015). DP4a, DP4b, and DP4c involve human experts in the 

decision-making process due to the complexity and non-deterministic nature of ML 

systems, as this is important to end users due to the barriers to ML adoption, namely 

inscrutability (P1) and inaccurate predictions (P2). Especially in high-risk domains such as 

healthcare, providing an additional source of trust for ML systems is crucial, as inaccurate 

results could have negative consequences for end users. Therefore, ML systems in 

healthcare are currently developed primarily to support medical diagnosis and cannot 

replace human experts (Takiddin et al. 2021). Our findings align with earlier studies, which 

have demonstrated that collaborative work between humans and machines can yield 

superior outcomes (e.g., Sturm et al. 2021). Thus, these DPs could mitigate the problems 

P1 and P2. DP5, raising awareness among end users about the functioning of ML 

algorithms is crucial to increase transparency, as it is key to building trust in ML systems 
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and thus mitigating problem P1 (Adadi and Berrada 2018). End users can make more 

informed decisions regarding the suitability of an ML system for their needs, as well as 

whether to depend on its outputs when they possess a thorough understanding of the 

system’s inner workings and the underlying data. For example, if an ML system is 

developed using training data from middle-aged people, it may not be suitable for 

analyzing health conditions of senior citizens. DP6 informs end users of system errors and 

provides support services. This information helps to build trust and ensure that end users 

can rely on the ML system. Especially in the healthcare context, providing direct support to 

end users when needed is important to avoid negative attitudes about system performance 

(e.g., Emamjome and Rosemann 2021b). DP7 informs end users about the interpretation of 

the accuracy because the trajectory of trust in ML systems has mostly focused on the way 

trust in ML changes based on the feedback regarding its accuracy (Glikson and Woolley 

2020). In addition, it is more important than informing end users about isolated metrics 

(Lebovitz et al. 2021; Pumplun et al. 2023). In healthcare, providing information on how to 

interpret the accuracy helps end users understand and interpret the output of the ML 

system, thereby mitigating P3 and increasing trust. DP8a and DP8b ensure that end users 

can understand and respond to the output of the ML system without the need for domain 

knowledge (i.e., medical expertise). This holds significance due to the elevated autonomy 

of ML systems. Incorporating these DPs can effectively mitigate uncertainties, thereby 

fostering enhanced end user confidence in adhering to the advice provided by ML systems 

(e.g., scheduling a medical appointment) (Ebrahimi and Hassanein 2019; Strich et al. 

2021). These DPs aim to mitigate P1. Ensuring that end users understand the output 

accordingly can help prevent incorrect conclusions that may have harmful effects on end 

users. Due to this issue, Pumplun et al. (2023) designed an ML clinical decision support 

system with additional explanation features for physicians. In summary, adherence to all 

these principles can ensure a user-centered development of ML systems guided by TAI 

principles, ultimately leading to increased end users’ trust in ML systems. 

5.6.1 Theoretical Contributions 

Our theoretical contribution is threefold. First, we respond to the recent calls for research 

(e.g., Riedl 2022) to examine and develop trustworthy ML systems. Many studies focus on 

the technical implementation of ML systems, for instance, developing performance 

measures (e.g., accuracy, robustness) (e.g., Tofangchi et al. 2017). However, factors 

increasing trust in ML systems go beyond these algorithmic model characteristics because 
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trust in the ML context is of great importance (see chapter, ”Trust in Machine Learning 

Systems”). In addition, previous research on trust in ML systems mainly employed 

empirical methods to describe end user behavior (Renner et al. 2021). Thus, current studies 

still lack a deep understanding of trust in ML systems, particularly on how to design these 

systems to increase trust (Li and Hahn 2022; Riedl 2022). By deriving and evaluating 

concrete DPs for trustworthy ML systems, we contribute to the theory of how end users’ 

trust in ML systems can be achieved by design. This is particularly important to expand 

current trust research on trust antecedences (e.g., Glikson and Woolley 2020). The DPs 

provide appropriate rationales for the underlying mechanisms, helping researchers to 

understand the development of end users’ trust in ML systems. Thus, our results deepen 

and expand the understanding of trust in ML systems by particularly providing guidelines 

on how to derive trust in ML systems. Second, our research expands the trust literature 

stream by developing DPs for ML systems. By developing these DPs, we were able to 

specify the overarching TAI principles, thus guiding future research. It is worth 

highlighting that the end user placed significant emphasis on acknowledging the decisive 

role of human experts during the design process due to the uniqueness of trust in ML 

systems. Consequently, the design incorporates a human-in-the-loop approach to ensure 

effective decision-making and optimize outcomes. This is an important finding for IS 

research to understand whether or under what conditions ML systems will fully automate 

or augment human work processes. Third, previous research has mostly focused on ML 

systems in an organizational context (e.g., Lebovitz et al. 2021; Pumplun et al. 2023) rather 

than from the individual perspective of non-specialist end users (i.e., users without medical 

expertise). Our research is unique due to the design of a user-centered ML system. In doing 

so, we involved potential end users in all three design cycles, which means that we 

considered the perspective and needs of end users. This is important because end users are 

the target group for these systems and will be interacting with the ML system. Thus, we 

create a social-technical artifact in the form of DPs and an instantiation in the form of 

mockups that meet the needs of its intended audience. 

5.6.2 Practical Contributions 

We contribute to practice by, first, providing a social-technical artifact in the form of DPs, 

which can serve as practical guidance for developers and researchers to develop 

trustworthy ML systems. We instantiate the DPs by mockups not only to illustrate the 

crucial DPs for end users but also to demonstrate how these principles can be put into 
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practice. By doing so, we are addressing key challenges in the development of ML 

systems, such as the lack of transparency, the involvement of humans in the decision-

making process, and the infrequent use of ML systems by end users. As a result, the 

potential of ML in the healthcare domain can be better leveraged. This contribution is 

highly relevant to society and could help to increase ML system adoption. Second, the 

increasing pressure on the healthcare sector can be relieved by involving end users in the 

diagnostic process and supporting them with self-examination tools as the first point of 

medical contact. Even if these systems cannot replace human physicians due to legal, 

ethical, and validation reasons (Roshanov et al. 2013), physicians’ workload can be 

reduced by providing end users with the availability of self-examination tools at home. By 

involving end users in the diagnostic process, ML systems in healthcare have the potential 

to reduce the number of physicians’ appointments, which in turn can help to ease the 

burden on the healthcare sector. Moreover, ML systems can also empower end users to 

take control of their health and well-being, as they can monitor their symptoms and keep 

track of their health data in a convenient and accessible manner. Finally, we can assist 

healthcare providers by demonstrating DPs to increase trust in ML systems that can 

promote continuous use. End users are more likely to use ML systems continuously if they 

perceive them as trustworthy and effective (Glikson and Woolley 2020). Through the 

promotion of user-centered design, healthcare providers can improve the end user’s 

experience and create a sense of trust in the ML systems. In addition, the continued use of 

ML systems can lead to the collection of more accurate and comprehensive health data, 

consequently resulting in improved diagnosis and treatment outcomes. Thus, the results of 

our study can ultimately benefit both end users and healthcare providers by improving 

health outcomes and promoting more efficient and trustworthy ML systems. 

5.7 Limitations, Future Research, and Conclusion 

Overall, our research aims to address the problem of an overburdened healthcare sector by 

developing an ML system that prioritizes the needs and preferences and engages the end 

user in the diagnosis process of diseases. We recognized that end users may not trust these 

systems due to issues such as inscrutability, biases and discrimination, prediction 

inaccuracy, and privacy concerns. To address these challenges, we focused on designing a 

trustworthy ML system that increases trust. We applied a DSR approach and used the TAI 

principles as our kernel theory to develop a socio-technical artifact consisting of DPs and 

instantiation mockups in three design cycles. Our final evaluation test demonstrated the 
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effectiveness of our DPs in increasing end user trust in ML systems. Our research provides 

important insights into the design of trustworthy ML systems and contributes to the 

growing body of knowledge on the development of systems in high-risk domains such as 

healthcare. 

Our study also has limitations. First, the proposed DPs have not been technically 

implemented in a prototype. While the mockups provide a visualization of the DPs, the 

implementation feasibility remains unclear. Future research could focus on developing a 

prototype based on the proposed DPs, the instantiation in the form of mockups, and 

evaluating the technical feasibility. This would involve the ability to provide transparent 

explanations of their decision-making processes. It would also require addressing any 

technical challenges that arise during the implementation process, such as issues related to 

data privacy, system integration, and end user experience. By conducting such research, we 

could gain a better understanding of the implications of implementing ML systems and 

other high-risk domains. Future research could concentrate on empirical research of end 

user acceptance of the DPs using a prototype of the ML system. Thus, it could lead to 

valuable insight into the differences between DPs, for instance, related to autonomy or 

transparency. In addition, further research could explore the impact of individual 

differences and integrate personality traits (e.g., Big Five) and user characteristics, as these 

may impact the end user acceptance of ML systems (Riedl 2022). Second, the DPs are 

based on a broader range of literature and are not limited to healthcare. They encompass 

general concepts for building trustworthy technologies, which can be applied to the design 

of ML systems in other high-risk domains. For example, the principles may be useful in 

other diagnostic or treatment settings in healthcare, as well as in other high-risk 

environments like finance. Nonetheless, it’s important to replicate this research in other 

contexts to provide empirical evidence of the principles’ transferability to other high-risk 

domains or to identify any specific needs for each domain. Third, the effectiveness of the 

final set of DPs was evaluated in the specific context of a skin screening process. Future 

research could assess these DPs in varied scenarios for broader result generalizability. 

While our study aimed to evaluate DPs’ impact on enhancing end user trust, we must 

acknowledge a limitation in our approach. We opted to use McKnight et al.’s (2011) 

established trust measurement scale due to its wide applicability. However, this choice led 

to the challenge of not being able to individually evaluate the impact of each DP on trust. 

To address this limitation and offer a more nuanced understanding, future research 

endeavors should focus on conducting separate evaluations for each DP. This could entail a 
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variety of methodologies, including online surveys to gauge user perceptions, as well as 

interactive sessions involving end users, such as focus group discussions or interviews. 
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6.1 Introduction 

Machine learning (ML) has been considered a megatrend for the past several years 

(Goasduff 2020) as its alternative programming paradigm allows information systems (IS) 

to derive their functionality from data rather than requiring humans to explicitly translate 

their solution into code (Samuel 1959). Through this paradigm shift, organizations 

experience a major change in the way algorithms are developed. In addition, the increasing 

prediction performance also contributes to ML being perceived as a megatrend. Besides 

the enormous improvements in computer power and low storage costs, organizations are 

constantly collecting more data through applications and sensors. As these growing data 

sets serve as training sets, ML algorithms can achieve higher prediction accuracy (Bean 

2018). As the volume and velocity of data available through cloud services enable ML 

algorithms to outperform manual decision-making (Brynjolfsson et al. 2017), ML can be 

used to drive timely data-driven business decisions. 

The emergence of ML algorithms has an immediate impact on IS in organizations and their 

business processes. In general, it is estimated that the global GDP will increase by 14% 

until 2030 through the use of ML (PWC 2017a). By implementing ML, organizations have 

the opportunity to generate new business values and disrupt their business models (Kruse 

et al. 2019). For instance, organizations can leverage ML to turn their data into value 

(Jöhnk et al. 2021), develop new products and services (Davenport 2018; Ransbotham et 

al. 2019), improve their organizational efficiency through data-driven decision-making 

(Brynjolfsson et al. 2011) and analyze data from sensors (Brynjolfsson et al. 2017). All in 

all, ML is one of the most promising innovations in the digital age which helps 

organizations to stay competitive (Dremel et al. 2020; May et al. 2020; Seddon et al. 

2017).  

Despite the wide-ranging benefits of ML, the overarching adoption rate in organizations is 

relatively low (Alsheiabni et al. 2019) as many ML initiatives fail (Ransbotham et al. 

2019). The US Census Bureau states that only 2.8 percent of organizations have adopted 

ML (Zolas et al. 2020, p. 47). Since the low adoption rate is an indicator that the ML 

adoption is challenging for organizations (Afiouni 2019; Kruse et al. 2019; Zhang et al. 

2020), we seek to examine which generic and specific factors influence ML adoption at the 

organizational level by using the technological-organizational-environmental (TOE) 

framework by Tornatzky and Fleischer (1990). According to the findings of previous 

studies on innovation adoption, organizations could leverage the known generic factors 
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such as relative advantage, complexity, and top management involvement to increase the 

adoption rate of ML (e.g., Chong and Chan 2012; Gutierrez et al. 2015; Xu et al. 2017). 

Since so far it remains unclear which of these generic factors primarily promote ML 

adoption at the organizational level, our study seeks to provide insights into these generic 

components. Since ML implementations differ from other technologies in terms of the new 

programming paradigm (Samuel 1959), specific factors need to be considered in addition 

to the generic factors. For instance, transparency is an intensively discussed topic in the 

context of ML as the decision-making process changes significantly due to the 

incorporation of ML applications (Rzepka and Berger 2018). In addition, successful ML 

implementations may also depend on compliance regulations such as data protection which 

allows organizations to avoid any a kind of misuse of personal data (Pumplun et al. 2019). 

Given the importance of transparency and data protection in the context of ML, we seek to 

expand the TOE framework by adding these two ML specifications. Previous research, 

however, lacks insights into the impact of transparency and data protection on ML 

adoption. Since so far only qualitative studies set the theoretical foundation of ML 

adoption (Eitle and Buxmann 2020; Jöhnk et al. 2021; Kruse et al. 2019; Pumplun et al. 

2019), we believe there is an urgent need to follow the suggestions of Pumplun et al. 

(2019) and Jöhnk et al. (2021) to validate these influencing factors on ML adoption using a 

quantitatively research design. Hence, we seek to answer the following research question: 

RQ: Which generic and specific factors of the technological-organizational-environmental 

framework leverage ML adoption? 

Based on the TOE framework by Tornatzky and Fleischer (1990), we recruited 250 data 

scientists to analyze the influencing factors of ML adoption. We contribute to research by 

shedding light into the generic technological, organizational, and environmental factors 

that have an impact on ML adoption. Due to the intense discussions regarding ML 

specifications, our study expands the TOE framework by the specific factors of 

transparency and data protection. In addition, we provide valuable insights into the 

inconsistent results on the influence of firm size by adding a moderator effect. By 

following a quantitative research design, we validate the findings of qualitative studies on 

ML adoption and provide quantitative evidence. 
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6.1.1 ML Specifications 

A common definition of ML states that “a computer program is said to learn from 

experience E with respect to some class of tasks T and performance measure P, if its 

performance at tasks in T, as measured by P, improves with experience E” (Mitchell 1997, 

p. 2). In other words, ML algorithms generalize their own experiences in a way that allows 

them to increase their performance with respect to a particular task. Experience is 

represented by historical data instead of explicit rules (McCarthy 2007) which enable ML 

algorithms to learn (Harfouche et al. 2017). Due to the capability of self-learning, the way 

of programming is undergoing a massive change, fueled by continuous performance 

improvements of ML algorithms. 

ML has penetrated several business areas including healthcare (Bjarnadóttir and Anderson 

2020; Hofmann et al. 2020), finance (Kruse et al. 2019), automotive (Demlehner and 

Laumer 2020), and software defect prediction (Rana et al. 2014). This widespread use 

indicates that ML can be considered a general-purpose technology (Brynjolfsson et al. 

2017). While organizations seek to leverage ML to address complex decision-making 

processes (Knight 2015; Meyer et al. 2014) and to enhance customer experience (Bakis et 

al. 2017; Davenport 2018), adopting ML across an organization is challenging. Besides 

technological barriers (e.g., limited technological capabilities) (Jöhnk et al. 2021), 

organizations also face challenges related to internal organizational structures (e.g., 

changes in business processes, lack of leadership support, lack of funding) (Alsheiabni et 

al. 2019). For example, transparency is a heavily discussed topic as the underlying 

reasoning process of a complex ML application can be difficult to understand and to 

reconstruct (Rzepka and Berger 2018). Since ML is considered a black box that impedes 

the understanding and interpretability in decision-making processes (Peters et al. 2020; 

Rudin 2019), providing transparency could increase the adoption rate of ML (Jöhnk et al. 

2021; Kruse et al. 2019; Sidorova and Rafiee 2019). To better understand the challenges of 

organizations, previous studies have proposed research frameworks to examine ML 

adoption (Rana et al. 2014), to identify barriers of ML adoption (Alsheiabni et al. 2019), to 

explore readiness factors for ML applications (Jöhnk et al. 2021; Pumplun et al. 2019), and 

to investigate the impact of ML on specific industries and business areas(e.g., Kruse et al. 

2019; Rana et al. 2014). However, as all these ML adoption studies are based on a 

qualitative research design, current research lacks quantitative evidence on the influencing 

factors on ML adoption. Up until now, research remains vague which generic and specific 
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technological, organizational, environmental factors influence ML adoption and what 

implications they have on the continued use. 

6.2 Theoretical Background 

6.2.1 Innovation Adoption and TOE Framework 

In IS research, there are several well-established theories that are applied in the study of 

innovation adoption at the individual or organizational level. In order to examine 

individual factors that influence innovation adoption decisions, the theory of planned 

behavior model (TPB) (Ajzen 1985, 1991), the technology acceptance model (TAM) 

(Davis 1986, 1989; Davis et al. 1989), and the unified theory of acceptance and use of 

technology model (UTAUT) (Venkatesh et al. 2003) are well known in the IS literature. 

The most widely used frameworks in the context of innovation adoption at the 

organizational level refer to the diffusion of innovation framework (DOI) by Rogers (1995) 

and the TOE framework by Tornatzky and Fleischer (1990). Considering the DOI 

framework, researchers seek to analyze the impact of technological factors such as relative 

advantage, compatibility, complexity, trialability, and observability on the diffusion of 

innovations over time (Rogers 1995). While the technology focus is highly valued, it is 

argued that despite the high complexity of innovation decisions within organizations, the 

DOI framework does not include any further factors that might influence the adoption of 

innovations (Rogers 1995). To overcome this shortcoming, the TOE framework by 

Tornatzky and Fleischer (1990) takes the technological, organizational, and environmental 

context into account when examining factors that encourage or hinder organizations in 

adopting innovations. 

Table 14. Innovation adoption studies based on the TOE framework 

Literature  Innovation RA PC CM TR TM TC CP DP FS 
(Zhu et al. 2003) E-business      X X  

 
X 

(Zhu et al. 2006) E-business  X    X X X 
(Liang et al. 2007) ERP     X     
(Rai et al. 2009) Procurement     X     
(Chong and Chan 2012) RFID X X   X X   X 
(Venkatesh and Bala 2012) Business Process X X        
(Borgman et al. 2013) Cloud Computing X    X  X  X 
(Gutierrez et al. 2015) Cloud Computing X X     X  X 
(Martins et al. 2016) SaaS X  X  X X    
(Xu et al. 2017) ERP X X X    X   
(Pumplun et al. 2019) AI/ML* X   X  X X X  
(Kruse et al. 2019) AI/ML*    X  X  X  
(Eitle and Buxmann 2020) ML X   X  X X X  
(Jöhnk et al. 2021) AI/ML*    X X X  X  
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Note: RA – Relative Advantage, PC – Process Compatibility, CM – Complexity, TR – Transparency, TM – 
Top Management Involvement, TC – Technology Competence, CP – Competitive Pressure, DP – Data 
Protection, FS – Firm Size 

* AI is associated with an “intelligent agent”, which “is anything that can be viewed as perceiving its 
environment through sensors and acting upon that environment through actuators” (Russell 2021, p. 54). ML 
is a subset of AI and provides systems with the capability of self-learning. 

Since innovation adoption is considered an important research field in IS, many studies are 

devoted to investigating the factors that influence the adoption of innovations. As shown in 

Table 14, the TOE framework has been widely used in innovation adoption studies in 

fields such as enterprise-resource planning (ERP) (Junior et al. 2019; Xu et al. 2017), radio 

frequency identification (RFID) (Chong and Chan 2012), CRM (Cruz-Jesus et al. 2019),  

e-business (Chandra and Kumar 2018; Zhu et al. 2006), and cloud computing (Borgman et 

al. 2013; Martins et al. 2016), The study by Zhu et al. (2003) was among the first that 

applied the TOE framework on innovation adoption. Several other studies have followed 

using the TOE framework and have analyzed different factors on innovation adoption 

(Chong and Chan 2012; Fichman 2000; Junior et al. 2019; Martins et al. 2016). Drawing 

on the TOE framework, the studies listed in Table 14 have examined the impact of 

technological components such as relative advantage, compatibility and complexity, 

organizational components such as top management involvement, technology competence, 

and firm size as well as environmental components such as competitive pressure on 

adoption rates. With respect to ML adoption, recent qualitative studies by Eitle and 

Buxmann (2020), Jöhnk et al. (2021), Kruse et al. (2019), and Pumplun et al. (2019) have 

revealed that the TOE framework should be extended by the specific factors of 

transparency and data protection. 

6.3 Hypotheses 

Drawing on the TOE framework by Tornatzky and Fleischer (1990), we present the 

conceptual research model in Figure 8 and derive the hypotheses for the technological, 

organizational, and environmental contexts in the following section. 
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Figure 8. Conceptual research model 

The technological context of the TOE framework addresses both internal technologies 

already owned by the organization and external technologies that might be considered for 

innovation adoption decisions (Tornatzky and Fleischer 1990). Relative advantage is 

considered an important technological component of innovation adoption as it relates to the 

perceived benefits of a technology. According to Rogers (1995), relative advantage 

determines the extent to which an innovation is perceived to be more beneficial to 

organizations than other technologies. Previous literature on innovation adoption showed 

that strategic and operational benefits can have a positive impact on the adoption rate of 

innovation (Borgman et al. 2013; Chong and Chan 2012; Gutierrez et al. 2015; Martins et 

al. 2016; Venkatesh and Bala 2012; Xu et al. 2017). Furthermore, the qualitative findings 

of Pumplun et al. (2019) and Eitle and Buxmann (2020) suggested that benefits also need 

to be emphasized in the context of ML. Implementing ML applications, for example, 

enables organizations to facilitate decision-making processes (Meyer et al. 2014), improve 

customer experience (Bakis et al. 2017; Davenport 2018), and gain competitive advantage 

(Eitle and Buxmann 2020). Considering these findings, we propose the following 

hypothesis:  

Hypothesis 1: Relative advantage is positively related to ML adoption. 

According to Rogers (1995), the component of compatibility reflects the perception to 

which an innovation is in line with the rooted values and prior experiences of users. 

Previous studies on innovation adoption such as ERP (Xu et al. 2017), RFID (Chong and 

Chan 2012), and e-business (Zhu et al. 2006) showed that the component of compatibility 
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has a positive impact on adoption. In general, compatibility refers to the extent to which an 

innovation can be connected to IT systems and software components (Gutierrez et al. 2015; 

Xu et al. 2017). Integrating innovations into existing IT landscapes can also alter existing 

business processes and work routines. Since these business process changes can have 

enterprise-wide implications, redesigning business processes is considered a major 

challenge for organizations (Venkatesh and Bala 2012). However, ensuring process 

compatibility can also enable organizations to leverage the full business value of ML by 

increasing organizational efficiency and productivity (Brynjolfsson and Mitchell 2017). In 

order to manage these significant changes, Kruse et al. (2019) suggest organizations to 

acquire ML-specific business process competencies. Since the qualitative studies by 

Pumplun et al. (2019) and Eitle and Buxmann (2020) revealed that organizations consider 

process compatibility as crucial, we believe that integrating ML applications into business 

processes can increase the adoption rate. Thus, we suggest the following hypothesis: 

Hypothesis 2: Process compatibility is positively related to ML adoption. 

The technological component of complexity describes the extent to which an innovation is 

perceived as difficult to understand and use (Rogers 1995). In case that a higher level of 

technological complexity increases the overall uncertainty and requires employees to learn 

new skills and competencies, organizations tend to reject the evaluation of initiatives and 

use cases (Junior et al. 2019; Martins et al. 2016). According to Xu et al. (2017), the level 

of complexity may also reduce the likelihood of innovation adoption among users as they 

are more likely to resist using a technology that is difficult to operate and may even require 

additional skills. Since ML is considered a complex technology due to the high efforts 

required to develop, train, and implement ML models (Jöhnk et al. 2021), the assumption 

that decision-makers and users might hesitate if the barriers are too high can also be 

applied to the context of ML. Due to this reason, we pose the following hypothesis: 

Hypothesis 3: Complexity is negatively related to ML adoption. 

Taking ML specifications into account, the qualitative studies by Eitle and Buxmann 

(2020), Jöhnk et al. (2021), Kruse et al. (2019), and Pumplun et al. (2019) propose the 

extension of the technological context by adding the component of transparency. 

According to their results, the adoption decision of ML applications can be influenced by 

the extent to which a decision-making process is transparent and comprehensible. Due to 

the fact that ML models learn and derive rules based on large historical data sets rather 

than being explicitly programmed (Samuel 1959), users have difficulties in understanding 
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and interpreting the outputs. In particular, advanced ML algorithms such as neural 

networks often represent black boxes that lack the ability to explain how a prediction was 

reached  (Rudin 2019). According to previous studies, a higher level of transparency could 

have a positive impact on the adoption rate of ML applications since explanatory features 

could increase trust and thus the likelihood of adoption (Rzepka and Berger 2018; 

Sidorova and Rafiee 2019; Sturm and Peters 2020; Xu et al. 2014). Taking these findings 

into account, we suggest the following hypothesis:  

Hypothesis 4: Transparency is positively related to ML adoption. 

The organizational context of the TOE framework refers to a company’s internal 

attributes, such as resources, structures, and processes which might have an impact on 

innovation adoption (Tornatzky and Fleischer 1990). Previous literature on innovation 

adoption has indicated that a high degree of top management involvement in the decision-

making process can promote innovation adoption (Borgman et al. 2013; Chong and Chan 

2012; Martins et al. 2016). Particularly in the allocation of technological, human, and 

financial resources, top management can have a considerable influence due to its decision-

making authority. By supporting facilitating mechanisms, top management can contribute 

to creating an environment that encourages innovation and long-term visions. In addition, 

top management can reinforce the legitimacy of ML through performance indicators which 

are primarily required as the work routines of users may change as a result of ML 

implementations (Liang et al. 2007; Rai et al. 2009). Considering the impact of top 

management, we propose the following hypothesis: 

Hypothesis 5: Top management involvement is positively related to ML adoption. 

Technology competence refers to resources needed to drive innovations. According to 

previous literature on innovation adoption, technology competence consists of the two 

components of technological infrastructure and human resources (Chong and Chan 2012; 

Martins et al. 2016; Zhu et al. 2003, 2006). According to Zhu et al. (2006), technological 

infrastructure which comprises physical assets for developing innovation is complemented 

by human knowledge and skills. While the findings of previous studies showed that 

technology competence has a positive impact on innovation adoption (Chong and Chan 

2012; Martins et al. 2016; Zhu et al. 2003, 2006), we anticipate the same effect in the 

context of ML. The fundamental prerequisite for a successful ML implementation is the 

provisioning of hardware and software for the development and deployment of ML 

applications (Jöhnk et al. 2021; Kruse et al. 2019). As the nature of programming changes 
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due to the self-learning capability of ML applications, organizations should employ highly 

skilled and experienced ML experts and data scientists (Eitle and Buxmann 2020; Jöhnk et 

al. 2021; Pumplun et al. 2019). By providing technology competence, the likelihood for a 

successful ML adoption increases. Thus, we pose the following hypothesis:  

Hypothesis 6: Technology competence is positively related to ML adoption. 

The environmental context of the TOE framework describes the external conditions 

under which an organization conducts its business (Tornatzky and Fleischer 1990). It 

includes factors such as the related industry, competitors, and regulations. With respect to 

competition, previous literature on innovation adoption emphasized that the competitive 

pressure which organizations feel from their rivals can also positively affect the adoption 

rate of innovation. When organizations face strong competitive pressure, they are able to 

change the rule of competition, alter the industry structure, and ultimately gain competitive 

advantage (Borgman et al. 2013; Gutierrez et al. 2015; Xu et al. 2017; Zhu et al. 2003, 

2006). Particularly in the context of ML, competition is fierce as the implementation of 

ML applications enables organizations to improve decision-making processes and 

customer experiences. By leveraging this potential, we believe that competitive pressure 

can increase the adoption rate of ML and therefore suggest the following hypothesis:    

Hypothesis 7: Competitive pressure is positively related to ML adoption. 

As far as regulations related to ML are concerned, organizations must primarily ensure 

compliance with data protection regulations in their country. For example, the General 

Data Protection Regulation (GDPR), which was passed in 2018 within the European 

Union, prohibits the disclosure and misuse of personal data (Commission 2016). While 

organizations tend to take the compliance with data protection regulations seriously when 

implementing ML applications (Eitle and Buxmann 2020), the qualitative findings by 

Kruse et al. (2019) and Pumplun et al. (2019) indicate that the resulting requirement to 

eliminate or anonymize personal data in the training data set could also have a negative 

impact on ML adoption. The main reason for this assumption is that the functionality of the 

ML model is limited and results may not be conclusive if the training data set is reduced or 

anonymized by data protection regulations (Pumplun et al. 2019). However, we believe 

that users are more encouraged to incorporate ML applications into their work routines if 

they are convinced that the organization is committed to comply with data protection 

regulations. Thus, we propose the following hypothesis: 

Hypothesis 8: Data protection is positively related to ML adoption. 
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Furthermore, firm size is also considered an organizational component which might 

influence the adoption rate of innovation. In this context, however, literature on innovation 

adoption provides inconsistent findings across different types of technologies. While Zhu 

et al. (2003) found a positive influence of firm size on the adoption stage of e-business 

technologies, the findings of Gutierrez et al. (2015) and Borgman et al. (2013) revealed 

that the influence was not significant for cloud computing technologies. Taking into 

account Rogers’ (1995) statement that firm size could be a driver for the allocation of more 

resources, we believe that firm size could act as a moderator between technology 

competence and ML adoption. To be more precise, we assume that the larger an 

organization is, the more technology competence it has in terms of technological 

infrastructure and human resources. Therefore, we suggest the following hypothesis: 

Hypothesis 9: Firm size positively moderates the relationship between technology 

competence and ML adoption. 

6.4 Research Design 

In this study, we conduct quantitative analysis based on the TOE framework to examine 

the influencing factors of ML adoption (Kim and Garrison 2010; Wu and Chuang 2010; 

Zhu et al. 2006). For the data analysis of the measurement and structural model, we used 

SmartPLS v. 3.3.3 (Ringle et al. 2015). To conduct the statistical analysis of the structural 

model, we applied the partial least squares (PLS) method (Fornell and Larcker 1981). This 

statistical method is appropriate for our study primarily because it is widely used in IS 

research (Chin 1998) and we follow an explorative research design (Gefen et al. 2011; Hair 

et al. 2006)  

6.4.1 Measurements 

To test our conceptual research model, we developed a questionnaire for an online survey. 

The development of the applied constructs is based on the TOE framework and literature 

on innovation adoption. Modifications in wordings were made to adapt the measurements 

to the context of ML. We controlled for age, gender, and industry. To ensure the validity 

and reliability of the constructs, we used multi-item measurements and applied a seven-

point Likert scales, ranging from “1 strongly disagree” to “7 strongly agree”. The 

dependent variable of ML adoption reflects the extent to which ML adoption affects an 

organization (Grover and Goslar 1993; Martins et al. 2016; Zhu et al. 2006). While a low 

impact of ML adoption refers to the assessment of ML use cases (Chong and Chan 2012; 
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Martins et al. 2016) the medium impact is related to the provision of resources for ML 

(Chong and Chan 2012; Martins et al. 2016). A high impact is reached when ML 

applications are incorporated into employees’ work routines (Maas et al. 2018).The items 

of the independent variables are presented in Table 18. 

6.4.2 Data Sample 

To prepare the survey, we first sent the questionnaire to ML experts and academics, who 

reviewed the survey and provided detailed feedback on the structure of the questionnaire 

and comprehensibility of the items. Based on this feedback, we made refinements on the 

wording of the items. We were able to recruit data scientists through personal contacts, 

LinkedIn, and the participation on ML fairs. This target audience was explicitly selected 

because of their comprehensive knowledge of the technological, organizational, and 

environmental factors involved in ML implementations. After sending the potential 

participants a message explaining the research context, over 1,000 participants clicked on 

our survey link. Seven participants failed the attention check and we finally we have a 

sample size of n = 250. The distribution of the control variables age, gender, and industry 

is presented in Table 15. By examining the common method bias (CMB) (Podsakoff et al. 

2003), our results indicate that no significant CMB is found in the data.  

Table 15. Description of sample set 
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Gender in % Age (years) in % 

male 
female 
 

86.4 
13.2 
 

18-30 
31-40 
41-50 
51-65 

31.6 
43.2 
16.8 
8.4  in % 7.2 3.6 11.6 5.2 10.8 25.2 3.6 7.6 4.0 8.8 12.4 

6.4.3 Measurement and Structural Model 

With respect to the measurement model, we assessed the convergent validity by checking 

that all latent variables are above the recommended thresholds of .5 for average variance 

extracted (AVE) and .7 for composite reliability and Cronbach’s alpha. According to our 

results, the Cronbach’s alpha value for the relative advantage construct exceeds the lower 

threshold of .6 which is, however, considered appropriate for exploratory research (Hair et 

al. 2012). In addition, we ensured that the item loadings surpass the threshold of .7 by 

removing, RA3, PC1 and CM3. As indicated in Table 16, the appropriate reliability and 

convergent validity for all constructs are fulfilled. 
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Table 16. Assessment of reliability and convergent validity 
 

Factor loadings Composite 
reliability 

AVE Cronbach’α 

RA .861-.869 .856 .748 .663 
PC .905-.914 .906 .827 .792 
CM .908-.922 .911 .837 .806 
TR .713-.870 .894 .679 .842 
TM .820-.889 .921 .744 .886 
TC .704-.789 .861 .553 .806 
CP .918-.931 .922 .855 .831 
DP .926-952 .958 .884 .935 

 

Table 17. Discriminant validity 

By analyzing the discriminant validity, we verified that the square root of AVE is greater 

than the inter-construct correlations (Gefen et al. 2000). The square root of AVE is 

presented on the diagonal of Table 17. The results indicate sufficient discriminant validity 

for all constructs. Thus, the results revealed that the prerequisite for discriminant validity 

are met as well (Fornell and Larcker 1981). 

 

Figure 9. Results of structural model 

 RA PC CM TR TM TC CP DP 
RA .865        
PC .346 .910       
CM .027 -.110 .915      
TR .204 .305 -.028 .824     
TM .200 .313 -.025 .263 .863    
TC .271 .339 -.127 .191 .254 .744   
CP .298 .286 -.120 .111 .167 .285 .925  
DP .127 .259 -.067 .136 .024 .192 .207 .940 
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We performed the structural model analysis based on the conceptual research model 

presented in Figure 9. According to our results, the R2 value for ML adoption is predicted 

with 44.6 % which indicates that the independent variables explain a significant proportion 

of the variance in the dependent variable. In addition, we tested each individual hypothesis 

by examining the path coefficient and significance of its standardized path. The results are 

presented in Figure 9 and are explained in the following. Within the technological context, 

we found that relative advantage has a significant positive path to ML adoption (.197, p < 

.001). Furthermore, our results revealed that process compatibility has a significant 

positive path to ML adoption (.235, p < .001). Moreover, the influence of complexity on 

ML adoption is significantly negative (-.120, p < .010). However, transparency has no 

significant path to ML adoption (.018, n.s.). Within the organizational context, we found 

that top management involvement has a significant positive path to ML adoption (.141, p < 

.010). Moreover, our results show that technology competence has a significant positive 

path to ML adoption (.321, p < .001). Within the environmental context, competitive 

pressure has no significant influence on ML adoption (.004, n.s.). In addition, we found 

that data protection has no significant path to ML adoption (.003, n.s.). Finally, firm size 

positively moderates the path coefficient between technology competence and ML 

adoption (.068, p < .05). The respective simple slope analysis is plotted in Figure 10. This 

graph displays the impact of technology competence on ML adoption for both high and 

low firm sizes. The graph shows that organizations with a large firm size achieve higher 

ML adoption if they possess more technology competence. All in all, we provided 

evidence for the support of H1, H2, H3, H5, H6, and H9, while H4, H7 and H8 are not 

supported. 

 

Figure 10. Simple slope analysis 



Paper D: Machine Learning Adoption based on the TOE Framework: A Quantitative Study 136 

6.5 Discussion 

In previous qualitative research it remains unclear which factors statistically promote ML 

adoption (Eitle and Buxmann 2020; Jöhnk et al. 2021; Kruse et al. 2019; Pumplun et al. 

2019). To understand how to overcome the challenges that organization face when 

adopting ML (Alsheiabni et al. 2019; Jöhnk et al. 2021), our study seeks to examine which 

generic and specific technological, organizational, and environmental factors can influence 

ML adoption. According to the descriptive results in Table 15, ML adoption is widespread 

in heterogeneous industries. 

6.5.1 Findings 

Within the technological context, our results revealed a significant positive influence of 

relative advantage on ML adoption (H1) which is consistent with previous studies (e.g., 

Chong and Chan 2012; Xu et al. 2017). This finding suggests that it is important for 

organizations to assess whether ML implementations can help them to achieve certain 

benefits. The advantages of using ML include better decision-making and improved 

customer experience. By leveraging these benefits, organizations can gain competitive 

advantage and use ML to better position themselves against their competitors. 

Additionally, the component of process compatibility was found to have a significant 

positive influence on ML adoption (H2). This finding is in line with previous research 

which showed that organizations tend to embrace innovation when their processes are 

compatible with the existing business processes landscape (Venkatesh and Bala 2012). Our 

findings confirm the assumption of Pumplun et al. (2019) and Eitle and Buxmann (2020) 

that organizations consider the process compatibility as a decision criteria for ML 

adoption. A seamless integration approach allows organizations to ensure that the ML 

application and existing business processes work cohesively and consistently. In addition, 

there is a significant negative influence of complexity on ML adoption (H3). This finding 

indicates that the level of uncertainty in using ML applications increases when users 

perceive them as complex and difficult to operate. Since high complexity reduces the 

likelihood of ML adoption, it is important for organizations to take appropriate measures. 

A possibility to reduce complexity is the focus on a user-centered perspective by involving 

them at the earliest point of time of the adoption process. Considering the technological 

component of transparency, our results revealed that transparency has no significant 

impact of ML adoption (H4). These results are not in line with our expectations and 

previous studies (Rzepka and Berger 2018; Sidorova and Rafiee 2019; Sturm and Peters 
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2020; Xu et al. 2014) which emphasized that explanatory features can help users to better 

understand the outcome and potentially establish trust (Bohanec et al. 2017). We suspect 

that our result is related to the assumption that there is a difference between users’ 

perceived behavior of preferring transparency and their actual behavior of using ML 

applications that are, however, not transparent to them. Even though our study indicates a 

subordinate role for transparency, current research urges further investigation into the 

extent to which transparency is essential for trustworthy ML (e.g., John-Mathews 

2021).For instance, in healthcare, such as the diagnose diseases, transparency is crucial for 

ML applications (Hofmann et al. 2019). 

In the organizational context, we found a significant positive path coefficient between the 

component of top management involvement and ML adoption (H5). Our results confirmed 

the findings of previous innovation adoption studies (Borgman et al. 2013; Chong and 

Chan 2012; Martins et al. 2016) which stated that top management involvement influences 

the decision-making process of innovation adoption. Top management is required to 

emphasize the strategic impact of implementing ML applications by spreading its long-

term vision throughout the organization. In addition, top management has also the 

decision-making power on allocating technological (e.g., training data sets), human (e.g., 

data scientists), and financial (e.g., budget) resources which are considered main 

prerequisites for a successful ML implementation. In addition, our results revealed a 

significant positive path coefficient between technology competence and ML adoption 

(H6). In line with previous literature (e.g., Zhu et al. 2003, 2006), technology competence 

is the strongest factor leveraging ML adoption. Thus, organizations are more likely to 

adopt ML if they have the technological infrastructure such as centralized data repositories 

and transfer technologies available and highly specialized ML experts and data scientists 

employed.  

In the environmental context, our results did not show a significant path coefficient 

between competitive pressure and ML adoption (H7) which is not in line with previous 

studies (Gutierrez et al. 2015; Xu et al. 2017; e.g., Zhu et al. 2006). Strong competitive 

pressure might drive organizations to leap rapidly from one innovation to the next without 

sufficient time to incorporate ML throughout the entire organization. One plausible 

explanation for the non-significant path coefficient is that ML implementations require 

enough time to develop and deploy ML applications and provide the necessary technology 

competence. This finding indicates that too much competitive pressure does not necessarily 



Paper D: Machine Learning Adoption based on the TOE Framework: A Quantitative Study 138 

increase the adoption rate of ML. Furthermore, we found no significant evidence that data 

protection influences ML adoption (H8). Since the training of ML algorithm depends on 

data, we believe that data types might play a crucial role when examining data protection. 

For example, unlike sensor data, patient data used for disease diagnoses is very sensitive to 

individuals and therefore requires a high level of data protection. Thus, we encourage 

further research to analyze the role of data protection on ML adoption in more detail. 

Moderation: In previous innovation adoption studies (Borgman et al. 2013; Gutierrez et 

al. 2015; Zhu et al. 2003), firm size has been controversially discussed. In order to shed 

more light in the context of ML, we confirm that firm size positively moderates the 

relationship between technology competence and ML adoption (H9). Taking this finding 

into account, we found evidence that larger organizations have more technology 

competence available which ultimately increases the likelihood for a successful ML 

adoption. As shown in Figure 10, the slope of the straight line of organizations with a large 

firm size is steeper than for organizations with a small firm size. Considering the 

intersection of the two straight lines for small and large organizations, our results suggest 

that larger firms can leverage the potential for ML adoption once they have established a 

certain level of technology competence. Once this intersection is reached, large 

organizations are more likely to adopt ML applications than small organizations. 

6.5.2 Theoretical Contributions 

Although ML is considered a megatrend in the current digital age (Goasduff 2020), the low 

ML adoption rate of 2.8 percent indicates that organizations face challenges in 

implementing ML applications (Zolas et al. 2020). While studies on innovation adoption in 

other fields such as ERP (Junior et al. 2019; Xu et al. 2017), CRM (Cruz-Jesus et al. 2019), 

and cloud computing (Borgman et al. 2013; Martins et al. 2016) are prevalent, research in 

the context of ML adoption is very scarce. Thus, by drawing on prior research on 

innovation adoption and using the TOE framework as a theoretical foundation, we 

examined which generic and specific technological, organizational, environmental factors 

can increase the adoption rate of ML. In the following, we present three theoretical 

contributions to the literature of ML adoption. 

First, we theorized and empirically validated the impact of generic technological, 

organizational, and environmental factors on ML adoption. Following the call for research 

of Jöhnk et al. (2021) and Pumplun et al. (2019), we used a quantitative research design to 



Paper D: Machine Learning Adoption based on the TOE Framework: A Quantitative Study 139 

examine which generic factors of the TOE framework influence ML adoption. Given the 

limited research in this field, we provided valuable insights into the impact of the generic 

components of relative advantage, process compatibility, complexity, top management 

involvement, technology competence, and competitive pressure on ML adoption (e.g., 

Chong and Chan 2012; Gutierrez et al. 2015; Jöhnk et al. 2021; Xu et al. 2017). Our results 

revealed that the key drivers to leverage ML adoption are technology competence, process 

compatibility, relative advantage, and top management involvement. Second, we adjusted 

the widely used TOE framework by Tornatzky and Fleischer (1990) to the ML context and 

extended the research model with ML specifications. With respect to the specific factors, 

we adapted the components of transparency (Peters et al. 2020) and data protection (e.g., 

Pumplun et al. 2019) from previous research. We operationalized the two constructs from 

the perspective of data scientists. Even though our results showed that transparency and 

data protection have no significant influence on ML adoption, we believe that these 

technological and environmental components are in principle important ML specifications. 

Due to the self-learning capabilities of ML applications, the decision-making process is no 

longer the sole responsibility of humans but is augmented by ML applications. Since end 

users still need to interpret and process the given output in their decision-making process, 

the focus should still remain on transparency (Berente et al. 2021). Even though the impact 

of data protection was not significant in our study, we believe that data protection may be 

essential in others context depending on the sensitivity of the underlying data set. Third, 

due to inconsistent findings in previous literature on innovation adoption regarding the role 

of firm size, we shed light on the moderator effect of firm size on the relationship between 

technology competence and ML adoption. Our study revealed that larger organizations are 

more likely to adopt ML adoption as they have more technology competence available. To 

increase the likelihood for smaller organizations, they could try to establish more 

technology competence by providing the necessary infrastructure and hiring ML experts 

and data scientists. Finally, future studies could use the respective constructs and items 

since the requirements of the measurement model, including reliability and validity tests, 

were fulfilled.  

6.5.3 Practical Contributions 

Our study provides useful practical guidance for organizations seeking to implement ML 

applications. Our findings enable managers to consider relevant factors that influence ML 

adoption and define appropriate requirements and measures. According to our results, 
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process compatibility between ML applications and the existing business process 

landscape is crucial for unlocking the full business value of ML. Thus, we recommend that 

organizations should examine how ML could change their business processes and evaluate 

the options to carefully redesign them. Additionally, managers need to emphasize and 

communicate the value of ML within their organization, while also addressing the issue of 

complexity. Since the complexity of ML could decrease the adoption rate of ML, it 

becomes even more important for organizations to highlight the added value. Furthermore, 

managers concerned about obtaining sufficient technological, human, and financial 

resources to implement ML applications should ensure that top management is involved as 

they have the decision-making power over resource allocation. 

6.6 Conclusion, Limitations, and Future Research 

To overcome the challenges which organizations face when implementing ML applications 

and to provide guidance during ML adoption, we followed a quantitative research design to 

examine which generic and specific technological, organizational, environmental factors 

influence ML adoption. By reaching 250 participants, we were able to gain valuable 

insights for research on ML adoption. Our study revealed that the availability of 

technology competence promotes ML adoption. Further important components of ML 

adoption refer to process compatibility, relative advantage, and top management 

involvement. In addition, our study showed that firm size moderates the relationship 

between technology competence and ML adoption. Drawing on previous qualitative 

studies on ML adoption (Eitle and Buxmann 2020; Jöhnk et al. 2021; Kruse et al. 2019; 

Pumplun et al. 2019), we contribute to IS literature by extending the TOE framework by 

Tornatzky and Fleischer (1990) with ML specifications and providing quantitative 

evidence. Despite these contributions, our study is subject to some limitations. First, the 

list of variables examined in our research model does not claim to be exhaustive. Future 

research can build on and further extend the proposed research model of ML adoption by 

including other technological, organizational, and environmental factors or ML 

specifications. Second, the findings are by nature more general since the sample set 

includes a variety of industries. Future research may focus on distinct industries to examine 

the research model in a particular industry or compare two different industries to discover 

similarities or differences (service versus IT industry). Third, future research could conduct 

a more detailed examination of the insignificant components of our studies in different 

domains. Finally, by selecting data scientists as the main target audience, we limited the 
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sample set to a relatively small niche. Future studies could attempt to increase the sample 

size to gain further insights of ML adoption.  

6.7 Appendix 

Table 18. Measurement of independent variables 

 Item Item Description Source 

R
A

 

 To what extent are machine learning applications important for 
achieving the following objectives in your organization? 

(Chwelos 
et al. 2001; 
Iacovou et 
al. 1995) 

RA1 Improved competitiveness 
RA2 Improved service to customer 
RA3 Improved quality of decision-making 

PC
 

PC1 ML applications complement the main traditional systems (e.g., 
legacy system). 

(Venkatesh 
and Bala 
2012; Xu et 
al. 2017) PC2 ML applications fit well with the main needs of your organization. 

PC3 ML applications fit well with the main work processes of your 
organization. 

C
M

 

CM1 The use of ML applications is difficult for employees (users) to 
learn. 

(Xu et al. 
2017) 

CM2 ML applications are difficult for employees (users) to operate 
compared to traditional systems. 

CM3 ML applications are difficult for employees (data scientist) to 
maintain compared to traditional systems. 

TR
 

TR1 The feature importance functionality makes the argumentation 
process of the ML application clear to the employee.  

(Peters et 
al. 2020) 

TR2 Due to the feature importance functionality, employees easily 
understand how the results of the ML application were generated. 

TR3 The feature importance functionality enables the employees to 
understand how the ML application performs its job. 

TR4 Due to the feature importance functionality, the ML application 
logic provides clear advice to the employees. 

TM
 

TM1 Top management attends ML project meetings. (Grover and 
Goslar 1993) TM2 Top management is involved in information requirements analysis 

for ML projects. 
TM3 Top management is involved in reviewing recommendations for 

ML projects. 
TM4 Top management is involved in decision-making for ML projects. 

 

TC
 

TC1 Your organization employs highly specialized employees for 
machine learning applications (e.g., data scientists). 

(Gangwar 
et al. 2015) 

TC2 Your organization has a sufficient amount of data for machine 
learning applications. 

TC3 Your organization has access to data and is allowed to use data in 
machine learning applications due to the respective data ownership. 

TC4 Your organization has a centralized data repository (e.g., data lake) 
for machine learning applications.  

TC5 Your organization has mature data transfer technologies (e.g., 
cloud systems) for machine learning applications. 
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C
P 

CP1 The competitive pressure in your industry influences your 
organization to adopt machine learning applications. 

(Chwelos 
et al. 2001) 

CP2 The pressure to adopt machine learning applications from your 
competitors is high. 

D
P 

 Your organization must adhere to data protection regulations in the 
process of... 

(Tractinsky 
and Jarvenpaa 
1995) DP1 … designing ML use cases. 

DP2 … pre-processing the training set. 
DP3 … developing ML models. 

FS
 

 To what extent do you agree with the following statements about 
your firm size? 

(Chong and 
Chan 2012) 

FS1 The number of employees of your organization is higher compared 
to the industry. 
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Artificial Intelligence (AI) transforms the business world by enabling organizations to 

leverage new business opportunities through its unique capabilities of self-learning and 

autonomous decision-making. To unlock the disruptive potential of AI, organizations seek 

to implement AI applications throughout their business landscape. However, from a cross-

cultural perspective, national culture can influence the way organizations implement AI 

applications. To better understand cross-cultural differences on AI adoption, our study 

combines Hofstede’s national cultural framework with the organizational readiness 

concept for AI. We examined the moderating role of Hofstede’s national cultural 

dimensions on the organizational readiness factors of AI-process fit, financial resources, 

upskilling, collaborative work, and data quality. By conducting a multi-group analysis, we 

aim to identify national cultural differences between Germany and the US in AI adoption. 
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7.1 Introduction 

The introduction of technology is profoundly influenced by diverse cultures, leading to 

different patterns of technological diffusion across societies. Diverse cultures shape the 

implementation of technologies with their unique attributes and influence the ways these 

technologies are integrated and used. Cross-cultural research helps organizations identify 

commonalities and differences in technologies need across societies, leading to more 

effective global technology strategies (Bharadwaj et al. 2013). This phenomenon is 

prominently observable in the field of Artificial Intelligence (AI), where the approaches of 

different countries exemplify the fusion of technology with cultural nuances. As an 

illustrative example, the interplay between education, workforce development, and AI 

deployment highlights the impact of cultural disparities: Germany (GER) is strongly 

committed to vocational training and skills enhancement. The country’s AI education is 

designed to seamlessly incorporate AI applications into traditional industries. A profound 

effort is made to equip the workforce with AI-related proficiencies essential for sectors like 

manufacturing and engineering (Eitle and Buxmann 2020). The United States (US), known 

for its adaptable and entrepreneurial educational framework, tailors AI education towards 

technology and software development. The focus lies in cultivating skills that transcend 

various industries, including the dynamic realms of startups and technology-driven 

enterprises. These national cultural influences are equally evident in the sphere of 

manufacturing and the integration of AI. GER, renowned for its robust manufacturing 

sector, has embraced the principles of Industry 4.0, emphasizing the fusion of AI and 

automation into production processes. AI applications such as predictive maintenance and 

process optimization are prioritized, augmenting production efficiency. In contrast, the US’ 

diverse industrial landscape extends beyond manufacturing. AI is, for instance, employed 

to optimize transportation and supply chain management (IPSOS 2022). Moreover, the US 

places a premium on AI-powered innovation within software and technology services 

(Acemoglu et al. 2022). 

In academia these cultural differences become evident through an illustrative study that 

emphasizes different ethical preferences. Awad et al. (2018) introduced a web-based 

experimental platform called Moral Machine. They conducted a study that revealed 

variations in ethical preferences across cultures. To identify these cultural differences and 

nuances, conducting cultural studies becomes crucial. If AI algorithms are developed 

without considering cultural nuances specific to a particular country, it can result in biased 

or inappropriate decision-making, causing harm or misunderstanding. Thus, we aim to 
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answer the research question: How do national cultural differences between Germany and 

the United States impact AI adoption? 

7.2 Theoretical Background 

7.2.1 Definition of Artificial Intelligence 

According to Russell (2021), the notion of AI is based on the concept of an intelligent 

agent which receives percepts from the environment and acts accordingly. Due to the goal 

of maximizing performance, intelligent agents seek to perform their actions in a way that 

yield the best results. To achieve this behavior, intelligent agents must be able to learn 

from their experiences and adapt their knowledge to new environments. Thus, the 

capabilities of an intelligent agent enable AI applications to perform cognitive tasks such 

as self-learning and autonomous decision-making. The resulting shift in tasks may lead to a 

greater inscrutability in the decision-making process as it is no longer the sole 

responsibility of humans but is complemented by AI (Berente et al. 2021). Since AI 

comprises technologies such as expert systems, machine learning, robotics, natural 

language processing, and machine vision  (Collins et al. 2021), the range of application 

scenarios within organizations and across industries is wide. Due to this broad spectrum, 

technical advancements, and the development of complementary innovations, AI is 

considered a general-purpose technology (GPT) (Brynjolfsson et al. 2017). 

7.2.2 Organizational Readiness Concept for AI 

To effectively navigate the extensive organizational changes that come with adopting 

innovation, organizations must strive to attain a state of readiness at the organizational 

level. This condition reflects whether an organization is structurally and psychologically 

prepared for the upcoming organizational change (Weiner 2009). Rather than considering 

these two states separately, Nguyen et al. (2019)suggest combining both perspectives when 

assessing organizational readiness for innovation adoption. Since AI is considered a GPT, 

we decided to use the organizational readiness concept according to Jöhnk et al. (2021) as 

the basis for examining cultural differences in AI adoption. To provide a holistic view of 

the state of organizational readiness for AI, we rely on the five categories that comprise the 

organizational readiness concept (Jöhnk et al. 2021): strategic alignment, resources, 

knowledge, culture, and data. 
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The category strategic alignment consists of five factors: AI-business potentials, customer 

AI readiness, top management support, AI-process fit, and data-driven decision-making. In 

this study, we focus on the AI-process fit since the AI experts of our study possess 

specialized knowledge about the intricacies of AI technologies and their integration into 

organizational processes. By concentrating on AI-process fit, we tap into their domain-

specific insights to understand how these experts perceive the alignment between AI 

technologies and existing organizational workflows. 

The category resources consist of three factors: Financial budget, personnel, and IT 

infrastructure. We focus on financial budget because it is a critical aspect of AI adoption. 

We seek to understand how different cultures allocate and manage finances, revealing their 

priorities. Focusing on financial budgeting allows for cross-cultural comparisons regarding 

financial resource allocation strategies. Since different cultures may make different 

investment decisions in AI adoption, understanding these variations can help to develop 

targeted strategies for maximizing AI readiness in diverse cultural environments. 

The category knowledge consists of three factors: AI awareness, upskilling, and AI ethics. 

We concentrate on the factor upskilling since AI experts are intimately familiar with the 

specific skills and competencies required to effectively integrate AI technologies. By 

focusing on upskilling from their perspective, the study can provide tailored insights into 

the areas of knowledge enhancement that are crucial for successful AI adoption. 

The category culture consists of three factors: Innovativeness, collaborative work, and 

change management. Collaborative work is a fundamental element of organizational 

readiness, especially in the context of AI adoption. It involves the effective coordination of 

diverse skill sets and perspectives, making it essential to understand how cultural 

dimensions impact collaborative efforts in embracing AI technologies. It examines how AI 

experts perceive the collaborative dynamics within their organizations. 

The category data consists of four factors: Data availability, data quality, data accessibility, 

and data flow. In an initial step influenced by the research discourse, we direct our 

attention toward data quality. Data quality is foundational to the reliability and 

effectiveness of AI applications. To gain meaningful insights from AI technologies, it is 

important to ensure that data is accurate and consistent. Focusing on data quality delves 

into the core of AI’s functionality. 
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7.2.3 Hofstede’s National Cultural Framework 

In a cultural context, there is no one-size-fits-all strategy for adopting innovation as the 

diffusion of technologies is not bound by national borders and can, therefore, be influenced 

by cultural effects. In   IS literature, the most predominate definition refers to Hofstede 

(2001) who defines culture as “the collective programming of the mind that distinguishes 

the members of one group or category of people from another” (Hofstede 2001, p. 9).  

We aim to investigate the diversity of culture at the organizational level and examine 

cultural differences between GER and the US in the context of AI adoption. These two 

countries were selected primarily because they lead the ranking in AI adoption due to the 

high number of productive AI applications and use cases (Loucks et al. 2019). In addition, 

these two countries have distinct innovation ecosystems. The US, with Silicon Valley as a 

global technology hub, is known for its entrepreneurial spirit and tech startups. GER has a 

strong industrial base and is recognized for its engineering and manufacturing capabilities. 

We use Hofstede’s (2001) main cultural dimensions of individualism, uncertainty 

avoidance, and long-term orientation to examine our RQ. This selection is based on the 

fact that these dimensions exhibit the most pronounced variations in the scores. 

Individualism is defined as the extent to which individuals prefer independence over 

inclusion in a group. In an organizational context, members of an individualist society tend 

to be self-reliant and show a high degree of initiative (Hofstede 2001). GER has a 

relatively high score: 67. In contrast, the US has a high score: 97. Uncertainty avoidance is 

defined as the willingness of dealing with an ambiguous and unknown situation. From an 

organizational perspective, the risk of unpredictable circumstances can be minimized 

through regulations (Hofstede 2001). GER has a relatively high score: 65. In contrast, the 

US has a relatively low score: 46. Long-term orientation is defined as the tendency to 

prioritize the future by relying on pragmatic approaches. In an organizational context, these 

societies promote long-term success and visions, while short-term oriented societies focus 

on achievements in the near future (Hofstede 2001). GER has a high score: 83. In contrast, 

the US has a low score: 26.   

Scholarly studies using Hofstede’s cultural dimensions have faced criticism from various 

angles (e.g., Beugelsdijk et al. 2019) . The concept of culture operates at a macro-level 

(Srite and Karahanna 2006), emphasizing a recurring critique of Hofstede’s framework, 

specifically the argument of cultural homogeneity. This argument challenges the 

assumption that domestic populations are uniform entities, while nations actually comprise 
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diverse ethnic groups (Nasif et al. 1991). Conversely, countries do embody shared 

historical experiences that shape their national identity and prevailing cultural values 

(Beugelsdijk et al. 2019). Therefore, when analyzing cultures as the focus of our study, 

Hofstede’s scores can be viewed as representing averages derived from samples of their 

populations. Consequently, these scores have been considered a widely accepted and 

frequently used approach. 

7.2.4 Culture and AI Adoption 

While numerous studies have explored the influence of culture on innovation adoption at 

the individual-level (Srite and Karahanna 2006), there is a discernible gap in research that 

extends this examination to the organizational context. Building on this foundation, a 

subset of studies has delved into the domain of organizational innovation adoption. 

Notably, these studies narrow their focus to specific contexts, including enterprise resource 

planning systems (Waarts and van Everdingen 2005), IT infrastructure (Png et al. 2001), 

introduction of novel products, ideas, or behaviors (Yeniyurt and Townsend 2003), and 

software production (Walsham 2002). In addition, prior research concentrated on 

frameworks at the individual level such as the common Technology Acceptance Model 

(TAM) that investigates the acceptance of emerging technologies (McCoy et al. 2007). 

Preceding studies explored the impact of culture on mobile learning adoption (Wang and 

Zander 2018).   

There’s a big gap in understanding how culture influences the link between organizational 

readiness and AI adoption in the field of culture and adoption research. Reevaluating AI 

adoption is crucial because AI’s unique attributes distinguish it from earlier technologies 

such as rule-based systems. Notably, AI applications are often inscrutable due to their data-

driven learning approach (Rudin 2019). Unlike their predecessors, these systems do not 

always yield predictable outcomes and may even propose erroneous strategies (Domingos 

2012), making their integration into organizational landscapes distinct from other systems. 

Consequently, the adoption of AI applications requires substantial organizational 

transformation. Acknowledging this, Kane et al. (2021) emphasized the significance of 

exploring how organizations can proactively prepare for an AI-driven future. Due to the 

limited existing research, our study undertakes the task of elucidating the impact of culture 

on the factors of organizational readiness for AI adoption. 
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7.3 Hypotheses 

Our research model in Figure 11 shows the impact of culture on the organizational 

readiness factors for AI. To define the hypotheses for cultural differences in AI adoption, 

we combine Hofstede’s (2001) cultural framework with the organizational readiness 

concept for AI (Jöhnk et al. 2021). 

 

Figure 11. Research model 

AI-Process Fit (PF): According to the innovation adoption literature, compatibility is a 

prerequisite for innovation adoption in organizations (Xu et al. 2017). Since 

standardization, reengineering, and implementation of new business processes facilitate AI 

adoption (Kruse et al. 2019), we follow the recommendation of Jöhnk et al. (2021) to 

consider AI-process fit as an organizational readiness factor. Generally, organizations rely 

on long-established business processes that have proven themselves in the past and provide 

them control over their innovation adoption (Xu et al. 2017). However, when these 

business processes need to be adjusted, organizations face major challenges (Venkatesh 

and Bala 2012). Even though these alterations are very likely in the field of AI 

(Brynjolfsson et al. 2017), the necessary adjustments related to business processes are 

subject to uncertainties. Even though the given AI capabilities of self-learning and 

autonomous decision-making increase human-machine collaboration (Berente et al. 2021), 

it is relatively unclear to what extent AI applications will augment decision-making 

processes. In this context, pertinent insights can be drawn from organizational literature, 

which posits that control strategies offer a strategic avenue for mitigating uncertainties 

(Thompson 1967). This line of thought is notably mirrored in the domain of cultural 

studies, exemplified by Hwang’s work (2005), where processes fostering control are 
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consistent with the concept of uncertainty avoidance, as they demonstrate an ability to limit 

unforeseeable variables. The cultural dimension of uncertainty avoidance revolves around 

an individual’s inclination toward structured as opposed to unstructured situations. 

Recognizing the pivotal role that uncertainty assumes as an environmental precursor to 

control mechanisms, we heed Hwang’s advice (2005) and investigate the alignment 

between AI processes and the cultural aspect of uncertainty avoidance. This dimension 

refers to the extent to which organizations in cultures with high uncertainty avoidance 

scores establish rules and predefined processes to eliminate unforeseen events and to 

increase control in AI adoption (Javidan et al. 2006). In contrast, cultures with low 

uncertainty avoidance scores are more willing to take risks and do not need that much 

control mechanisms (Hofstede 2001). Since the uncertainty avoidance score is higher in 

GER (65) than in the US (46), we expect a cultural difference in the sense that the US is 

better at coping with uncertainties related to AI. Organizations from GER are more likely 

to establish standards and structured business processes when adopting AI. Considering 

these findings, we define the following hypothesis: H1: The positive effect of AI-process 

fit on AI adoption is stronger in GER than in the US. 

Financial Resources (FR): The allocation of financial resources is considered a crucial 

organizational readiness factor when implementing innovation. Organizations need to 

allocate sufficient financial budget, for example, to establish the required infrastructure, 

ensure business process integration, and attract new candidates (Xu et al. 2017). Previous 

research commonly examined the moderating influence of long-term orientation and 

financial background. For instance,Khlif et al. (2015) investigated the moderating role of 

long-term orientation in the relationship between financial profitability and social and 

environmental disclosure. Additionally, Bahadir and Bahadir (2020) discovered that the 

level of long-term orientation moderates the impact of financial development on total 

advertising spending, a higher long-term orientation results in a more pronounced positive 

effect. Thus, with respect to Hofstede’s (2001) cultural framework, we associated financial 

resources with the cultural dimension of long-term orientation (Waarts and van Everdingen 

2005). Countries with a short-term orientation often seek rapid returns on financial 

investments. In the context of AI adoption, they may prioritize projects offering immediate 

efficiency gains or cost savings over longer-term endeavors requiring substantial initial 

investments. Instead of committing financial resources to a single AI initiative, short-term 

cultures tend to favor incremental investments. They allocate smaller funds to multiple 

projects promising quick returns, spreading risk in line with their preference for immediate 
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outcomes. Thus, the relatively low score of US (26) indicates that organizations tend to 

focus more on immediate results, regarding AI applications and are, therefore, more 

willing to make the necessary investments.  

Countries with a high long-term score tend to see AI adoption as a gateway to sustainable 

growth. Countries with a high long-term orientation score, such as GER (83), are often 

inclined to allocate significant financial resources to building a robust AI infrastructure. 

They see AI as a strategic investment. At the same time, they take a cautious approach to 

resource allocation. They conduct careful assessments of potential AI projects to ensure 

alignment with the organization’s long-term goals. Based on these ideas, we assume that 

countries with lower long-term orientation scores such as the US may regard AI adoption 

as an opportunity for more immediate returns and efficiencies rather than prioritizing long-

term growth and strategic investments in AI infrastructure such as countries like GER. 

Based on the discrepancy in long-term orientation between GER (83) and the US (26), we 

anticipate a cultural difference in AI adoption. Thus, we propose the following hypothesis: 

H2: The positive effect of financial resources on AI adoption is stronger in the US than in 

the GER. 

Upskilling (UPS): An essential organizational readiness factor for increasing the adoption 

rate of innovation refers to upskilling. In other words, employees require proper training on 

a technology to better understand and use it more effectively (Jöhnk et al. 2021; Xu et al. 

2017). Since users feel more confident in using an innovation through the acquired skills 

and competencies, the level of anxiety and ambiguity may decrease (Schillewaert et al. 

2005). Particularly in the case of AI, an appropriate skill set is required to be able to 

interact with the unique AI capabilities of self-learning and autonomous decision-making. 

Since the level of inscrutability might increase due to the distribution of decision power 

between humans and AI applications (Berente et al. 2021), users need to learn how to 

correctly interpret the outcomes of AI applications and incorporate them into the decision-

making process (Jöhnk et al. 2021). With respect to Hofstede’s (2001) cultural framework, 

the associated persistence is mainly reflected by the cultural dimension of long-term 

orientation (Waarts and van Everdingen 2005). According to the findings of Özbilen 

(2017), long-term oriented countries consider learning a work value which increases the 

motivation to acquire new knowledge and skills. By encouraging learning through 

upskilling, cultures with high long-term orientation scores are more likely to successfully 

implement innovation due to the acquired expertise (Özbilen 2017). Considering these 
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insights, we assume that GER (83) is more inclined to promote AI specific user training 

than the US (26). Thus, we pose the hypothesis: H3: The positive effect of upskilling on AI 

adoption is stronger in GER than in the US. 

Collaborative Work (CW): Creating and assimilating knowledge through close 

collaboration among stakeholders enables organizations to better understand the 

requirements of innovation (Cao et al. 2010). With respect to AI adoption, a close 

collaboration between functional and data science teams is particularly important to assess 

functional problems and the technical feasibility of use cases and corresponding AI 

applications (Eitle and Buxmann 2020; Kruse et al. 2019). Rather than maintaining 

traditional siloed structures, collaborative work between these teams can accelerate 

innovation cycles as frequent interactions and short lines of communications drive ideation 

and prototyping (Pumplun et al. 2019). Drawing on Hofstede’s (2001) cultural framework, 

the degree of collaboration is mainly determined through the cultural dimension of 

individualism. Since collective societies that score is low on individualism are more 

concerned with the needs of the group, they prefer group decisions over individualistic 

actions. The study by Magnusson and Peterson (2014) showed that collective cultures tend 

to strengthen collaboration as group goals can primarily be achieved through interpersonal 

ties and shared visions. By ensuring a constant information flow, cross-functional teams in 

collective societies are more likely to contribute to organizational-wide collaboration 

(Engelen et al. 2012). Since a close collaboration between functional and data science 

teams facilitates the implementation of AI, we anticipate a cultural difference between 

GER and the US in AI adoption. The lower score in GER (67) compared to the high score 

in the US (91) indicates that GER encourages closer collaboration between these teams 

than the US. Thus, we pose the hypothesis: H4: The positive effect of collaborative work 

on AI adoption is stronger in GER than in the US. 

Data Quality (DQ): Data quality management is a major concern in organizations which 

becomes even more relevant as the amount and variety of data increases, analysis 

capabilities enhance, and business process integration matures (e.g., Glowalla and Sunyaev 

2013). In the context of AI, the quality of training data is particularly important since the 

outcomes of AI applications are based on historical data (Sturm and Peters 2020). If data 

quality is not reliable, the results of AI applications might be biased or prone to ethical 

issues (Awad et al. 2018). In general, data quality issues are mainly caused by incomplete 

data in the form of missing values or incorrect data (Sturm and Peters 2020). According to 
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Welzer and Hölbl (2000), the different handling of data quality issues may be related to the 

differences in values and beliefs that arise from culture. Since reliable outcomes through 

the correctness and accuracy of data help to provide reliable outcomes and consequently 

create certainty in organizations, data quality can therefore be related to the cultural 

dimension of uncertainty avoidance (Hofstede 2001; Welzer and Hölbl 2000). High 

uncertainty avoidance cultures, such as GER, tend to favor structured and well-defined 

decision-making processes. They are more inclined to seek clear information before 

making decisions, as uncertainty is often perceived as a source of risk. In contrast, low 

uncertainty avoidance cultures, such as the US, may be more comfortable with ambiguity 

and may be willing to accept a certain degree of uncertainty in their decision-making. 

Overall, countries in high uncertainty avoidance cultures, such as GER (65) may be less 

willing to adopt AI applications if data quality is perceived as a potential source of 

increased uncertainty compared to countries with low uncertainty such as the US (46). 

Thus, we hypothesis: H5: The positive effect of data quality on AI adoption is stronger in 

GER than in the US. 

7.4 Research Design and Data Analysis 

Regarding data collection, we applied a survey-based approach and developed a 

questionnaire. Drawing from the established literature on organizational readiness, AI 

adoption, and culture, we derived the measurements for the following constructs: AI-

process fit (Xu et al. 2017) (e.g., “AI applications fit well with the main work processes of 

your organization.”), financial resources (Chong and Chan 2012) (e.g., “Your organization 

has the financial resources to purchase hardware and software required for AI projects.”), 

upskilling (Schillewaert et al. 2005) (e.g., “The employees receive sufficient training to use 

the AI applications effectively.”), collaborative work (Cao et al. 2010) (e.g., “During AI 

projects, the data science team and the specialist departments involved have informal 

communication.”), and data quality (Weill and Vitale 1999) (e.g., “The training data used 

in AI applications are accurate.”). The items of the independent variables are measured 

based on a seven-point Likert scale ranging from “1 strongly disagree” to “7 strongly 

agree”. To determine to what extent AI applications have been implemented in 

organizations, our dependent variable of AI adoption encompasses three intensity levels 

(Chong and Chan 2012; Maas et al. 2018). While low intensity refers to the evaluation of 

AI use cases and appropriate AI applications, medium intensity involves the allocation of 

resources to implement AI applications. High intensity includes the incorporation of AI 
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applications into work routines. With respect to the sample set, we invited 2,153 AI experts 

from GER and the US to participate in our online survey on LinkedIn, of which 1,351 

experts clicked on the survey. After sorting out incomplete surveys and those with a failed 

attention check, 232 participants completed our survey which results in a completion rate 

of 17%. After splitting the total sample into two groups based on the categorial variable 

culture by which the organization is managed, we obtained two subsamples with 155 

participants for GER and 77 participants for the US. To ensure their expertise in AI, we 

also inquired about their years of experience (YoE) in AI. The distribution is shown in 

Table 19: 

Table 19. Years of experience 

YoE GER (%) US (%) 
<1 4.5 3.9 
1-2 25.2 22.0 
3-5 33.5 26.0 
>5 36.8 48.1 

 

We also present industry distribution in Table 20. 

Table 20. Distribution of industries 
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GER 16 8 6 8 19 9 8 5 9 12 
US 3 16 3 17 27 7 5 3 9 12 

The quantitative data analysis for our research model was conducted in a three-stage 

approach. First, we used SmartPLSv4 to analyze the measurement model in terms of 

validity and reliability for both countries separately. Secondly, in preparation for the multi-

group analysis (MGA), we assessed the measurement invariance of composite models 

(MICOM) (Henseler et al. 2016). Thirdly, the MGA was conducted to determine the 

differences in path coefficients between GER and the US (Henseler et al. 2009). The 

partial least squares (PLS) method was primarily chosen because of the exploratory nature 

of our study and the lower sample size as the number of observations (Fornell and Larcker 

1981; Gaskin and Lowry 2014). 
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7.4.1 Measurement Model 

To ensure content validity, we followed the recommendations of McKenzie et al. (1999) to 

adapt the items to the context of AI. To obtain feedback on the terminology, the 

questionnaire was reviewed and adjusted by a panel of 12 AI researchers and practitioners. 

With respect to construct validity of the measurement models, we tested convergent 

validity and discriminant validity for each country separately (Hair et al. 2016). 

Convergent validity was assessed using the criteria of indicator reliability, composite 

reliability (CR), Cronbach’s Alpha (α), and average variance extracted (AVE). To ensure 

indicator reliability, constructs should explain at least 50% of the variance of their 

respective indicators, which corresponds to a threshold of .7 for factor loadings(Hair et al. 

2006). Factor loadings were higher than the threshold of .7 (Nunnally 1978). Our study 

also reached the threshold of .7 for composite reliability and Cronbach’s Alpha (α) which 

indicates internal consistency of all items (Nunnally 1978). Regarding AVE, our results 

exceeded the threshold of .5 (Fornell and Larcker 1981). Thus, convergent validity was 

ensured for both measurement models. Regarding discriminant validity, our study fulfilled 

the heterotrait-monotrait ratio (HTMT) for both measurements. Discriminant validity was 

established between the constructs as the HTMT values are below .90 (Henseler et al. 

2015). In summary, our data analysis shows that convergent and discriminant validity were 

met for both samples. 

7.4.2 Measurement Invariance 

To analyze the moderating effect of culture on the organizational readiness factors for AI 

and to examine cultural differences between GER and the US, we conducted an MGA. The 

PLS-MGA procedure was used to compare the path coefficients between the two countries 

(Henseler et al. 2009, pp. 308–309). To ensure that the same constructs are measured in 

both groups, we tested measurement invariance by using the MICOM procedure and 

followed the three-step approach of (1) configural invariance, (2) compositional 

invariance, and (3) equality of composite’s mean values and variances (Henseler et al. 

2016)). Based on our results, we were able to ensure configural and compositional 

invariance. With respect to step 3, we assessed the equality of the composites’ mean values 

and variances between GER and the US. This condition holds for all constructs except for 

PF, UPS, and DQ which slightly fall out of the range. Thus, the measurement invariance is 

partially fulfilled and allows us to proceed with the MGA. 
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7.4.3 Results of Multi-Group Analysis 

According to our results, our dependent variable explained 19% of variance in AI adoption 

which represents an adequate explanatory power. By examining uncertainty avoidance, we 

identified a significant difference between the two countries in AI-process fit. The positive 

effect of AI-process fit on AI adoption is stronger in GER than in the US (H1, p = .050). 

Thus, H1 is supported. With respect to long-term orientation, our results revealed a 

significant difference on the effect of financial resources on AI adoption. In this vein, the 

positive effect of financial resources on AI adoption is stronger in the US than in GER 

(H2, p = .037). Thus, H2 is supported. By further analyzing long-term orientation, we 

found no significant difference between the two countries regarding upskilling (H3, p = 

.118). Thus, we cannot confirm H3. In addition, we discovered that the positive effect of 

collaborative work on AI adoption is stronger in GER than in the US due to individualism 

(H4, p = .037). Thus, we confirm H4. Finally, we also observed a stronger effect of data 

quality on AI adoption in GER than in the US (H5, p = .047) due to uncertainty avoidance. 

Thus, H5 is supported. 

7.5 Discussion 

AI-Process Fit (PF): According to our results, the positive effect of AI-process fit on AI 

adoption is stronger in GER than in the US. This finding is in line with the cultural 

dimension of uncertainty avoidance since the higher score in GER (65) indicates that these 

organizations are not predestined in dealing with uncertain and unpredictable situations 

compared to the US (46). This means that in a GER (higher level of uncertainty 

avoidance), the alignment between AI processes and the organization’s needs and practices 

has a more influence on AI adoption. Given their cultural inclination towards reducing 

uncertainty, organizations in GER are more likely to adopt AI applications when they fit 

well with their existing business processes. Conversely, in the US, where there is a lower 

level of uncertainty avoidance, the influence of AI-process fit on AI adoption is weaker. 

This finding indicates that organizations in the US may be more willing to adopt AI 

technologies even if there is not a perfect alignment with their existing processes, 

reflecting a greater tolerance for uncertainty. Financial Resources (FR): Given the 

significant discrepancy in long-term orientation scores between GER (83) and the US (26), 

the result suggests a notable cultural difference in AI adoption. It indicates that countries 

with lower long-term orientation scores, such as the US, tend to view AI adoption as an 

opportunity for immediate returns and efficiencies rather than prioritizing long-term 



Paper E: Uncovering Cultural Differences in Organizational Readiness for Artificial Intelligence: A 
Comparison between Germany and the United States 

157 

growth and strategic investments in AI infrastructure, as observed in countries like GER. 

These results could shape the perception of AI in diverse cultural contexts. The way AI is 

perceived within organizations can differ significantly across cultures. Cultures 

characterized by a high long-term orientation may regard AI as a strategic catalyst for 

long-term growth, whereas cultures with a lower long-term orientation may perceive it 

primarily as a tool for attaining immediate efficiency improvements. Upskilling (UPS): In 

contrast to our expectation, our results showed no significant difference between GER and 

the US in the effect of upskilling on AI adoption. A possible explanation could be rooted in 

the realities of today’s globalized world, where the abundance of talent and expertise 

frequently surpasses national borders. In both GER and the US, organizations enjoy access 

to a vast global talent pool. Consequently, these organizations tend to adopt comparable 

approaches to upskilling initiatives as they strive to maintain competitiveness on a 

worldwide level. Collaborative Work (CW): Our results revealed that the positive effect of 

collaborative work on AI adoption is stronger in GER than in the US which is in line with 

the cultural dimension of individualism. The lower score of individualism in GER (67) 

compared to the US (91) implies that such cultures favor close collaboration between 

functional and data science teams and show a stronger inclination toward collective efforts 

and teamwork. Collaborative work is highly valued in such cultures, as it aligns with the 

collective goals and harmonious working environments that are characteristic of 

collectivist societies. On the contrary, the US has one of the highest scores in individualism 

(91) and, therefore, tends to have a high degree of independence and autonomy in decision-

making. The cultural preference for individual initiatives and achievements might result in 

a somewhat weaker association between collaborative work and AI adoption in the US. 

Data Quality (DQ): The level of uncertainty avoidance in a culture can influence how 

organizations perceive and prioritize data quality in the context of AI adoption. High 

uncertainty avoidance cultures are likely to be more demanding of data quality due to their 

risk-averse nature, potentially moderating the impact of data quality on AI adoption. 

7.6 Limitations and Implications 

While previous IS research lacks empirical cross-cultural studies on AI adoption, our study 

seeks to combine Hofstede’s (2001) cultural framework with the organizational readiness 

concept for AI. While examining cross-cultural dynamics on AI adoption by using 

Hofstede’s (2001) cultural dimensions, we found cultural differences between GER and the 

US. Despite these valuable insights, our study is subject to several limitations which, 
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however, present opportunities for future research. First, even though the study was 

conducted in two Western countries, this selection may have influenced our findings and 

could have biased the role of culture. To reduce the risk of bias, researchers could select 

multiple countries and increase cultural diversity by including non-western countries. 

Second, given the relatively modest disparity in the power distance dimension score 

between GER and the US, we have not considered its influence in our analysis. It is 

important to note that while power distance could potentially impact the adoption of 

innovations, as suggested by researchers such as Yeniyurt and Townsend (2003), other 

studies, including the work of Png et al. (2001), have not consistently identified a 

significant influence. Consequently, we propose that future research delve into the effect of 

power distance on organizational readiness, as this aspect remains a valuable avenue. 

Third, the scope of the organizational readiness concept introduced by Jöhnk et al. (2021) 

is limited. While we have embarked upon an initial exploration of this framework, it is 

essential to acknowledge that our analysis did not encompass all 18 factors that constitute 

the organizational readiness concept. Our study, therefore, represents a preliminary step in 

this direction. We encourage researchers to undertake more extensive empirical studies to 

validate the full spectrum of organizational readiness factors. 

The theoretical contribution of this paper is threefold. First, this study responds to the call 

for research to provide insights into cross-cultural dynamics on innovation adoption and 

the interaction of national and organizational cultural values (Leidner and Kayworth 2006; 

Srite and Karahanna 2006). By combining Hofstede’s (2001) cultural framework with the 

organizational readiness concept for AI (Jöhnk et al. 2021), we were able to contribute to 

the discussion on how culture influences AI adoption. Rather than solely reporting 

country-specific discrepancies, we focused on relating these differences to Hofstede’s 

(2001) cultural dimensions. Second, recent research on organizational readiness and AI 

adoption is mainly based on a qualitative research design on an individual level to set the 

theoretical basis (Jöhnk et al. 2021; Pumplun et al. 2019). There is a lack of quantitative 

studies on organizational level which evaluates the effect of cultural differences on AI 

adoption. We applied a quantitative research design to validate the qualitative findings and 

provide evidence of the moderating role of culture. 

The study provides practical contributions for organizations. To ensure successful AI 

adoption, our study helps managers to identify appropriate organizational readiness factors 

relevant to the culture by which their organizations is managed. In summary, our findings 
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provide guidance on how to manage AI adoption in an intercultural environment and 

improve organizational efficiency. For instance, in cultures characterized by a high level of 

uncertainty avoidance, such as GER, organizations should prioritize aligning AI processes 

with their existing practices. Conversely, in cultures with lower uncertainty avoidance, 

such as the US, organizations may be more open to AI adoption even if there is not a 

perfect alignment with their existing processes, reflecting a greater tolerance for 

uncertainty. The significant difference in long-term orientation scores between GER and 

the US suggests that countries with lower scores, such as the US, may view AI adoption as 

an opportunity for immediate returns and efficiencies. In contrast, countries with higher, 

such as GER, prioritize long-term growth and strategic investments in AI infrastructure. 

Managers should align their AI strategies with the cultural orientation of their respective 

countries. Understanding the cultural context can help organizations determine whether to 

focus on short-term gains or invest in long-term AI capabilities. In cultures with lower 

individualism scores like GER, promote close collaboration between teams. In contrast, in 

highly individualistic cultures like the US, prioritize individual initiatives and autonomy in 

decision-making over collaboration. Collaborative work’s effectiveness in driving AI 

adoption can vary based on cultural individualism or collectivism. 
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8 Dissertation Contributions and Conclusion 

This dissertation examines the dilemma between privacy protection and value creation. 

Companies utilize ML to enhance their digital services and offer personalized services. 

However, effective algorithm training requires the collection of customers’ personal 

information. Yet, such extensive data gathering raises significant privacy concerns among 

costumers. Increased privacy concerns, in turn, dissuade customers from sharing their 

personal information. As a result, this reluctance affects the quality of data-driven digital 

services, which rely on sufficient data for optimal performance. Companies therefore need 

to design their data-driven digital services in such a way that customers’ personal 

information is also protected. This tension presents companies with a dilemma, as the 

competing goals of privacy protection and value creation cannot always be reconciled 

simultaneously. 

 

Figure 12. Easing the dilemma between privacy protection and value creation 

 
This dissertation therefore presents three perspectives on how the dilemma can be 

resolved: technology, individual, and organization (see Figure 12). First, it examines 
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various privacy-enhancing technologies that help to minimize the collection of personal 

data.  

It has been demonstrated that solely relying on a technological solution does not resolve 

the dilemma, as there are numerous barriers to implementing PETs in companies. 

However, the dilemma involves individuals who feel that their sense of privacy is being 

compromised, so it is essential to also consider the individual perspective. This perspective 

examines how the dilemma can be resolved by empowering individuals with greater 

control over their personal information. Furthermore, data-driven digital services are 

crafted to foster increased trust in ML-based services among individuals. In addition to 

addressing the individual perspective, I also explore the organizational viewpoint in 

designing data-driven digital services. This organizational perspective examines how 

companies can strategically design data-driven digital services to facilitate successful value 

creation processes within the context of ML adoption. It also considers that ML adoption 

may vary in emphasis across different cultures, prompting a cultural analysis of ML 

adoption. In summary, the three perspectives of technology, individual, and organization 

contribute to ease the dilemma between privacy protection and value creation. Based on 

the five included studies, I offer the following contributions to research and practice. 

8.1 Theoretical Contributions 

This dissertation was driven by five main RQs aimed to resolving the dilemma between 

privacy protection and fostering value creation processes. In this section, I discuss the 

theoretical contributions of this dissertation, organized around the five RQs presented in 

chapter 1.2. The contributions are structured around the tripartite framework that 

encompasses technological (PETs), individual (privacy), and organizational (value 

creation) perspectives. 

This dissertation contributes to the literature by addressing the dilemma between privacy 

protection and value creation. It provides an overview of PETs (Paper A) and develops 

privacy-enhancing mechanisms based on theoretical concepts (e.g., Malhotra Framework 

and TAI Principles), aiming to enhance control over personal information (Paper B) and 

trust in data-driven digital services (Paper C). Consequently, this work responds to the call 

for research on privacy protection solutions (Acquisti et al., 2016; Bélanger & Crossler, 

2011; Pavlou, 2011; Smith et al., 2011). This research shows that implementing various 

privacy-friendly measures can increase control and trust in data-driven digital services, 
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which helps reduce privacy concerns. Empirical research and theoretical analysis indicate 

that decreased privacy concerns are associated with a higher willingness among customers 

to share their personal information within digial services (Bélanger and Crossler 2011; 

Smith et al. 2011). Since data-driven digital services often deal with personal information, 

this dissertation investigates how such services should be designed to meet the needs of 

privacy-sensitive users. At the same time, users are in particular interested in digital 

services if they have a strong value proposition. ML is often the underlying technology 

allowing companies to create value for their users. Thus, this dissertation identifies the 

drivers for successfully adopting ML in digital services (Paper D). Additionally, a cross-

cultural comparative study is conducted to understand which drivers of ML adoption are 

relevant in different cultures (Paper E). Through systematic evaluation of these drivers, this 

research provides novel insights into the design of strategies aimed at alleviating the 

dilemma between privacy protection and value creation in the digital landscape. 

Technological dimension (PETs) - RQ1: To what extent can privacy-enhancing 

technologies mitigate the dilemma of protecting the privacy of individuals while creating 

value for businesses in the context of data-driven digital services? 

In response to RQ1, this dissertation offers an examination of the current landscape 

concerning the utilization of PETs in negotiating the intricate balance between protecting 

privacy and promoting value creation (Gerlach et al. 2019; Gimpel et al. 2018; Karwatzki 

et al. 2022; Schneider et al. 2017). Organizations possess many of technological solutions 

at their disposal to address this crucial dilemma (van Blarkom et al. 2003; Burkert 1997; 

Deswarte and Aguilar Melchor 2006; Goldberg 2003, 2008; Goldberg et al. 1997; Oppliger 

2005; Rossnagel et al. 2010; Seničar et al. 2003; Tavani 2000). However, paper A 

demonstrates numerous barriers that underscore the inherent complexity of achieving this 

balance solely through technological intervention. Notably, a significant barrier arises from 

the inherent dilemma between preserving individuals’ privacy and upholding the accuracy 

of data analysis processes (D’Acquisto et al. 2015). For instance, data mining techniques 

are highly reliant on the accuracy of the data they analyze. One significant challenge arises 

when users intentionally provide incorrect information due to privacy concerns. This issue 

is particularly prevalent in digital services where customers are asked to share personal 

information. To mitigate this problem, companies typically assure users that their data will 

be anonymized using various techniques outlined in statistical database literature. Despite 

these assurances, modern users tend to be skeptical about data privacy promises made by 
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companies. Therefore, it is crucial to prioritize privacy protection right from the point of 

data collection, directly at the user’s end (Agrawal et al. 2009). Consequently, this 

dissertation emphasizes that the deployment of technological solutions is insufficient to 

fully resolve the dilemma effectively. Instead, paper A uncovers the crucial need for 

integrating additional dimension that consider individuals’ and organizations’ perspectives 

to effectively mitigate the dilemma between privacy protection and value creation. 

Individual dimension (privacy) - RQ 2.1: How does an individual’s ability to control 

over their personal information influence privacy concerns within digital services? 

RQ 2.2: To what extent does trust contribute to protect individuals’ privacy and 

encouraging users to engage with data-driven digital services? 

Previous research to protect customer data primarily concentrated on organizational 

strategies (cp. section 2.3) (Angelopoulos et al. 2021; Gerlach et al. 2019; Gimpel et al. 

2018; Karwatzki et al. 2022; Schneider et al. 2017; Wang et al. 2021). This research goes 

one step further by delving into the empowerment of individuals to control and manage 

their personal information. Thus, papers B and C adopt an user-centered perspective to 

alleviate the dilemma between privacy protection and value creation. Furthermore, 

previous literature highlights the information asymmetry between customers and digital 

service providers. This means that costumers are uncertain about how companies handle 

their personal information (Acquisti et al. 2016). Consequently, costumers have increased 

privacy concerns, leading them to withhold their personal information (Acquisti et al. 

2016; Bélanger and Crossler 2011; Smith et al. 2011). This research is contributing to the 

development of PETs that give individuals greater control over their personal information. 

By giving individuals more control over how others handle their personal information, 

these control-centered mechanisms aim to reduce the information asymmetry. This allows 

customers to clearly communicate how their personal information should be treated, 

particularly when the digital services base on ML. With more control over the handling of 

personal information, customers experience fewer privacy concerns, making them more 

willing to share their data and thus minimizing the potential thread of inaccurate personal 

information that could reduce the quality of data-driven digital services. Thus, this research 

answers RQ 2.1. 

In addition, previous research has primarily focused on privacy concerns arising from the 

collection of personal data by companies. For example, personal data are used to train ML 

models, which in turn provides higher quality recommendations. However, this extensive 
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collection of customer data leads to privacy concerns among customers, causing them to 

share less data, which can potentially lead to a decline in digital service quality. This 

dissertation broadens the perspective on the problem by showing that privacy concerns can 

arise not only from companies collecting personal data, but also from peers (Zhang et al., 

2022). In particular, in digital services provided by companies, users also share data with 

each other. As a result, this data ends up not only on the company’s servers, but also in the 

hands of peers who can use it as they wish, without regulation. This exacerbates the 

aforementioned dilemma, as privacy concerns may arise not only from companies, but also 

from peers. This dissertation extends the existing literature by showing that privacy 

concerns can arise not only from corporate practices, but also from peer-to-peer exchanges 

of personal information. In addition to demonstrating that peer-to-peer privacy concerns 

can exacerbate the dilemma, this dissertation offers a design science-based solution to 

mitigate peer privacy concerns and give individuals more control over their data. This 

approach aims to raise awareness of how personal data is handled and ultimately reduce 

the dilemma by giving individuals a clearer understanding and greater control over their 

personal data. This addresses RQ 2.1. 

Previous research has found that building trust in complex technologies is challenging 

(McKnight et al. 2002, 2011). This is especially true for digital services based on ML, as 

ML is often discussed in the literature as complex and as a black box (Adadi and Berrada 

2018; Peters et al. 2020; Rudin 2019). This implies that even experts may not always 

comprehensively grasp how ML systems generate recommendations. The opaque nature of 

ML systems is particularly problematic if they include customers’ personal information 

since it is unclear how the personal information are used to infer knowledge (Berente et al. 

2021; Dinev and Xu 2022). Overall, this research enhance the understanding of how to 

design data-driven digital services using the design science methodology, with the goal of 

establishing and maintaining customer trust when processing their personal information. It 

has been observed that involving costumers in the development of ML systems strengthens 

trust in these systems and, consequently, in data-driven digital services. This research 

supports the recommendation that a “human-in-the-loop” approach is advisable for the 

development of data-driven digital services. Thus, this research contributes to research by 

suggesting how ML systems should be designed and, importantly, how customers can be 

involved when processing their personal information. Thus, this research answers RQ 2.2. 
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Organizational dimension (value creation) - RQ3.1: What are the key factors driving or 

inhibiting the adoption of machine learning in data-driven digital services? 

RQ3.2: How do cultural dimensions affect the adoption of artificial intelligence in data-

driven digital services, and what role do cultural nuances play in influencing decision 

making when developing and deploying artificial intelligence in different cultures? 

Finally, I shift the focus to organizations to position the next contribution. In this 

dissertation, I demonstrate the factors organizations should prioritize when establishing 

digital services based on ML. Through empirical study, I highlight the significant factors 

contributing to ML system adoption, addressing the calls for research (Jöhnk et al. 2021; 

Pumplun et al. 2019). While the adoption of technologies has been widely studied 

(Venkatesh et al. 2003), ML presents specific characteristics and requirements that require 

a thorough examination of the driving factors influencing its adoption (cp. subchapter 

2.2.3). Based on these identified factors, value creation processes can be designed to fully 

leverage the potential of ML to enhance service quality and provide personalized 

experiences for customers. Thus, this contribution addresses RQ 3.1. Furthermore, the 

intercultural multigroup analysis demonstrates the differential impact of these factors 

across different cultures. Thus, this contribution addresses RQ 3.2. 

This dissertation delves deeper into the dilemma between privacy protection and 

harnessing ML for organizational value creation from three distinct angles. By exploring 

these perspectives, it becomes evident that achieving a balance between these seemingly 

conflicting objectives is a multifaceted challenge. Motivated by the insights gained from 

these perspectives, this dissertation calls for the advancement of a multilevel theoretical 

framework. This framework seeks to provide a holistic understanding of the complex 

dynamics at play, offering a structured approach to balancing privacy protection and value 

creation. By integrating insights from technology, individual behaviors, and organizational 

strategies, this theoretical framework aims to pave the way for more nuanced and effective 

solutions to navigate the intricate landscape of privacy and value creation in the context of 

ML. 

8.2 Practical Contributions 

In addition to the specified research contributions, this dissertation extends its value by 

offering practical recommendations for practitioners. Specifically, it presents valuable 

insights for the following key groups: (1) managers seeking to integrate PETs, (2) 
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designers tasked with development of PETs tailored to facilitate privacy-centric decision-

making, (3) individuals, who want to protect their privacy, and (4) managers aiming to 

incorporate ML into their value creation processes. 

(1) Given the challenges outlined in the barriers to the adoption of PETs (Paper A), the 

paper offers practical guidance for managers to address the integration pitfalls associated 

with PET implementation. By providing a transparent overview of these hurdles, managers 

can focus on strategies to mitigate these challenges effectively. For instance, PETs are 

inherently complex due to their mathematical foundations. To address this complexity, 

managers can invest in employees education and training programs aimed at improving 

awareness and understanding of PETs. By enhancing knowledge and proficiency in PETs, 

employees can better navigate and utilize these technologies in their respective roles. 

Furthermore, it is essential to recognize that PETs can be computationally intensive 

(Dwork 2006). To mitigate this challenge, managers should consider implementing 

strategies to optimize computational resources and streamline processing workflows. This 

could involve leveraging cloud computing infrastructure or adopting parallel processing 

techniques to improve efficiency and reduce computational overhead. Additionally, 

managers must be aware of the potential risks associated with PET adoption, such as the 

risk of significant loss of accuracy in analyses (D’Acquisto et al. 2015). To address this 

concern, managers should carefully evaluate the impact of PETs on data analysis processes 

and develop strategies to minimize any adverse effects on analytical outcomes. This may 

involve refining data preprocessing techniques, optimizing algorithm parameters, or 

exploring alternative modeling approaches to maintain analytical accuracy while 

preserving privacy. 

(2) Building upon the insights from papers B and C, this research offers practical guidance 

for PET designers to develop systems that prioritize the end user perspective and integrate 

privacy-friendly design principles, particularly in the context of digital services utilizing 

ML. Paper B emphasizes the importance of designing systems that protect individual data 

related to peers in digital services, particularly in scenarios involving data sharing among 

peers. By leveraging the findings from paper B, designers can implement robust privacy 

mechanisms that safeguard personal information while facilitating seamless peer 

interactions. This can be achieved by giving the end users more control over their personal 

information. Paper C explores the domain of personal information undergoing processing 

by learning algorithms. Designers can utilize the design principles delineated in paper C to 
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craft systems that delicately balance personalized service delivery with user privacy. By 

doing so, designers can establish systems that foster trust among individuals. This might 

involve integrating privacy mechanisms that align with prevailing data privacy regulations. 

For instance, to empower end users, organizations could include a feature that allows users 

to permanently delete their data, thereby reducing the exposure of sensitive user 

information to learning algorithms. 

(3) The research papers B and C, offer practical insights to individuals seeking to protect 

their personal information within data-driven digital services. These papers specifically 

address data shared by others about individuals and personal information utilized by 

learning algorithms. Through these studies, individuals can expand their awareness and 

understand the options available for safeguarding their personal information. Once this 

awareness is established, individuals can make informed decisions and only disclose the 

data they choose to share. This can help alleviate individuals’ privacy concerns, build trust 

in data-driven digital services, and enhance value creation processes based on a user-

centric approach. 

(4) The research papers D and E, offer valuable insights for managers struggling with the 

challenge of successfully adopting ML that drive value creation processes, such as deriving 

patterns of individuals and offering personalized services. These papers shed light on the 

key drivers and barriers to the adoption of ML, including cultural factors. For example, 

process compatibility has emerged as a significant driver factor. Given that ML introduces 

new characteristics like autonomy, existing business processes must be aligned with this 

new technology. My papers also illuminate how the adoption of ML varies across different 

cultures, with distinct approaches and priorities. For instance, in cultures with a high level 

of uncertainty avoidance, such as Germany, organizations should prioritize aligning ML 

processes with existing practices. Conversely, in cultures with lower uncertainty 

avoidance, such as the United States, organizations may be more open to ML adoption 

even if there is not a perfect alignment with current processes, reflecting a greater tolerance 

for uncertainty. Ultimately, paper E provides insights into the cultural differences in 

adoption and assist managers involved in global projects in better understanding and 

managing these variances. By recognizing and navigating cultural nuances, managers can 

enhance the success of their ML adoption initiatives and effectively drive value creation 

processes on a global scale. 
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8.3 Conclusion 

In this dissertation, I aim to unfold the dilemma between safeguarding individuals’ privacy 

and fostering value creation within organizations. To dissect this dilemma 

comprehensively, I conducted five studies, each offering unique insights into the 

multifaceted nature of the issue along three distinct angles: technological, individual, and 

organizational perspective. 

Exploring the technological perspective, I uncovered PETs designed to shield individuals’ 

personal information in data-driven digital services. However, it became evident that 

relying solely on technological solutions cannot fully address the complexities of this 

dilemma, given the many barriers to the adoption of such technologies (Paper A). 

Expanding the focus, I delved into how individuals themselves can play a pivotal role in 

safeguarding their personal information within data-driven digital services. Through the 

development of user-centered digital services, I demonstrated how individuals can exercise 

greater control over their data (Paper B). Especially within data-intensive environments 

where technologies such as ML are utilized to derive inferred knowledge, the increased 

data processing involved frequently raises privacy concerns among individuals. In 

response to this challenge, I developed user-centered solutions specifically tailored to 

enhance trust in digital services relying on ML. (Paper C). 

Lastly, I scrutinized the third perspective, analyzing the factors and obstacles influencing 

the adoption of ML in value creation processes (Paper D). In doing so, I also considered 

cultural differences, recognizing their impact on the adoption and integration of such 

technologies (Paper E). 

In summary, this dissertation sheds light on the diverse perspectives essential for 

mitigating the dilemma between privacy protection and value creation within 

organizations. Through this nuanced examination, I offer fundamental insights that can 

guide both research and practice in navigating this intricate landscape. The dissertation 

calls for the advancement of a multilevel theoretical framework, integrating insights from 

technology, individual behaviors, and organizational strategies. This structured approach 

aims to ease the dilemma between protecting individual privacy and promoting 

organizational value creation. 
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