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ABSTRACT:
Measurements of acoustic properties of sound absorbing materials in impedance tubes show poor reproducibility,

which was demonstrated in round robin tests. The impedance tube measurements are standardized but lack precise

definitions of the actual measurement setup, specimen preparation, and other factors that introduce uncertainty in

practice. In this paper, machine learning models identify those factors that mostly affect the sound absorption

coefficient from a large data set of more than 3000 absorption spectra measured in one impedance tube. The

specimens are manufactured from one polyurethane foam, and different cutting technologies, different operators,

different specimen diameters, different specimen thicknesses, and two different approaches to mount the specimens

in the impedance tube are considered. Explainable machine learning techniques allow the identification and

quantification of the most influential factors and, furthermore, the frequency ranges that are the most affected by the

choice of these setup factors. The results indicate that besides the specimen thickness, also the operator affects

the absorption coefficient by a directional and non-random relationship. Hence, it needs to be controlled carefully.

The method proves to be a promising pathway for knowledge discovery from acoustic measurement data using

explainability approaches for machine learning models. VC 2021 Acoustical Society of America.

https://doi.org/10.1121/10.0003755

(Received 16 November 2020; revised 19 February 2021; accepted 22 February 2021; published online 18 March 2021)
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I. INTRODUCTION

The acoustic properties of porous materials, such as the

sound absorption coefficient, are important to room acous-

tics design or noise control treatments as well as to deter-

mine material parameters of porous material models. The

sound absorption coefficient describes the ratio of the

absorbed sound power and the incident sound power. It is

commonly measured by the transfer function method

according to ISO 10534-2 (1998) in an impedance tube. A

known issue of impedance tube measurements is the poor

reproducibility among different laboratories and material

specimens (Horoshenkov et al., 2007; Pompoli et al., 2017).

It is concluded in these papers that the standard ISO

10534–2 should be clarified, particularly on (i) how to man-

ufacture a suitable specimen, (ii) how to correctly mount it

in the tube, (iii) how to process the data, and (iv) how to cal-

ibrate the measurement setup so that reproducibility can be

improved. Similarly, other material properties of porous

materials such as flow resistivity (Pompoli et al., 2017) and

viscoelastic properties (Bonfiglio et al., 2018) have been

reported to lack reproducibility as well.

Several studies (Cummings, 1991; Kang and Bolton,

1995; Kino et al., 2012; Kino and Ueno, 2007; Pilon et al.,
2003, 2004; Song and Bolton, 2003; Song et al., 2001; Tsay

and Yeh, 2006; Vigran et al., 1997) show the effect of edge

constraints on the absorption coefficient. These edge con-

straints can stiffen the material specimen, which can affect

the acoustical properties at low frequencies (Kang and

Bolton, 1995; Vigran et al., 1997). Different materials react

with different sensitivity on edge constraints, e.g., air gaps

affect the acoustic properties particularly of materials with

high flow resistivity (Cummings, 1991). The effect of air

gaps was quantified in Pilon et al. (2004) by a ratio between

the macroscopic air gaps and the microscopic porous mate-

rial structure. Similarly, a criterion was developed (Pilon

et al., 2003) that assesses how close the measured absorp-

tion coefficient matches the theoretical one of an infinitely

large material specimen. ISO 10534-2 (1998) requires that

the specimen must fit into the tube without being com-

pressed or shaped convexly. Any gaps between the tube

inner wall and the specimen should be closed to avoid air

gaps, e.g., using modeling clay, petrolatum, or tape (ISO

10534–2, 1998). An appropriate specimen size is proposed

in Kino and Ueno (2007), where the specimen is cut slightly

smaller (approximately 0.5–1 mm) in diameter than the tube

inner diameter to avoid effects due to edge constraints on

the material properties. Further, this reduces shearing reso-

nances of the specimen (Kino and Ueno, 2007). Shearing

a)This paper is part of a special issue on Machine Learning in Acoustics.
b)Electronic mail: m.stender@tuhh.de, ORCID: 0000-0002-0888-8206.
c)ORCID: 0000-0002-7307-8744.
d)ORCID: 0000-0003-2074-3170.
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resonances of the specimen cause the transmission loss to

become minimal (Song et al., 2001), which is studied

numerically (Inoue and Sakuma, 2017; Song et al., 2001)

and experimentally (Song and Bolton, 2003). In practice,

these edge constraints and the air gaps need to be controlled

by appropriately manufacturing and mounting the specimens

into the tube. How this can be achieved in practice is yet not

described by ISO 10534–2 (1998), but it could be one of the

reasons for poor reproducibility of impedance tube measure-

ments (Horoshenkov et al., 2007; Pompoli et al., 2017). In

practice, it is common to test multiple specimens of one

material (Seybert et al., 2013) or to carefully manufacture

and install the specimen into the tube (Stanley, 2012) to

reduce measurement uncertainty due to diameter or shape

deviations as well as material inhomogeneity.

Experimental factors such as the mounting of the speci-

men into the impedance tube, diameter, or cutting technol-

ogy were shown to affect the absorption coefficient in

previous measurements of the authors as well (Wenzel

et al., 2020). Design of experiments (Montgomery, 2009)

was used to determine those factors that may introduce sig-

nificant uncertainty into the absorption coefficient. Five fac-

tors have been varied to determine how they affect

absorption coefficient spectra, which resulted in more than

3000 measurements (Grebel, 2020): The material thickness,

which is the most obvious one, the cutting technology, the

diameter, the mounting direction, and the operator that man-

ufactures the specimens. This paper builds on this large

database and sets the starting point for a data-driven

approach to study the sensitivities of the aforementioned

factors. Given the large data set, this work employs machine

learning (ML) methods to gain deeper insight into the

effects of the aforementioned factors on the absorption coef-

ficient. The ML models are built to output the correct factor

value for a given absorption coefficient as input. In the sec-

ond step, model-agnostic explainability techniques are uti-

lized to understand the decision-making process of the ML

model. Such explanation approaches have proven successful

for scientific knowledge discovery from high-dimensional

data recently (Kellner et al., 2019). By quantifying the

importance of input values, i.e., the absorption spectrum

aðf Þ, for the correct prediction of factor values, this work

studies which factor affects the absorption coefficient the

most. Since the thickness will obviously affect the absorp-

tion coefficient, it is taken into account in order to verify the

ML approach and the explainability techniques.

The other factors may affect the edge constraints of the

specimen mounted inside of the tube or may determine the

amount of air gaps, which have been shown to affect the

absorption coefficient measurements (Cummings, 1991;

Kang and Bolton, 1995; Kino et al., 2012; Kino and Ueno,

2007; Pilon et al., 2003, 2004; Song and Bolton, 2003; Song

et al., 2001; Tsay and Yeh, 2006; Vigran et al., 1997).

However, these effects are yet not modeled by state-of-the-

art absorption models such as the Biot–Allard model and

extended ones (Allard and Atalla, 2009). A data-driven

reverse engineering approach is used to identify the

aforementioned factors from absorption coefficient spectra.

The analysis of a neural network identifies important fea-

tures in the absorption coefficient spectra. These features are

affected to a certain amount by the factors of the specimen.

The results indicate the most affected frequency ranges and

also the amount to which different factors affect the absorp-

tion coefficient measurements. These results may help to

better understand how different manufacturing technologies

or mounting approaches affect the absorption coefficient at

which frequencies. This may be a starting point for better

controlling the uncertainty in impedance tube measure-

ments, which has already been suggested in previous papers

(Horoshenkov et al., 2007; Pompoli et al., 2017).

II. SOUND ABSORPTION COEFFICIENT
MEASUREMENT

The sound absorption coefficient measurements for pla-

nar [i.e., one-dimensional (1-D)] sound wave propagation is

briefly described in this section as well as the measurement

setup of the impedance tube used to acquire the data and the

experimental factors that are varied.

A. Theoretical background

The sound absorption coefficient reads (ISO 10534–2,

1998)

a ¼ Pa

PI

¼ 1� jrj2; (1)

where Pa; PI, and r denote the absorbed sound power, the

incident sound power, and the reflection coefficient, respec-

tively. For a planar acoustic wave that incidents in normal

direction on the absorbing material, the reflection coefficient

can be obtained from the transfer function

H12 ¼
p2

p1

¼ ejkx2 þ re�jkx2

ejkx1 þ re�jkx1
: (2)

p1 and p2 denote the sound pressures of two microphones

that are located at the positions x1 and x2, respectively. k
denotes the wave number. Solving Eq. (2) for r yields

r ¼ H12 � HI

HR � H12

e2jkx1 ; (3)

where

HR ¼ ejk x1�x2ð Þ (4)

and

HI ¼ ejk x2�x1ð Þ (5)

are the transfer functions of the reflected wave and the inci-

dent wave, respectively (ISO 10534–2, 1998).

J. Acoust. Soc. Am. 149 (3), March 2021 Stender et al. 1933
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Planar waves propagate in an impedance tube with cir-

cular cross section up to a frequency of (ISO 10534–2,

1998)

fu ¼ 0:58
c

d
; (6)

with c and d being the speed of sound in air and the tube

diameter, respectively. ISO 10534–2 (1998) recommends a

microphone distance of at least 5% of the wavelength that

corresponds to the lowest frequency of interest. This leads

to

fl ¼ 0:05
c

x1 � x2

; (7)

which is the lower frequency bound.

B. Foam material

A conventional sound absorbing polyurethane foam is

chosen as test material. The acoustic and mechanical param-

eters are determined from measurements of five samples

with 40 mm thickness. Table I summarizes the results in

terms of mean values of the parameters. The mechanical

parameters are determined according to ISO 18437–5:2011

(2011).

C. Measurement setup

The experimental setup of the impedance tube (SAB

102, TFS, Darmstadt, Germany) is illustrated in Fig. 1. Its

measuring tube length and entire length (measuring tube and

specimen mount) are 950 and 1200 mm, respectively. The

tube’s inner diameter is 90 mm, which leads to fu ¼ 2200 Hz

according to Eq. (6), where c¼ 343 m/s is considered. The

lower frequency yields fl ¼ 357 Hz for a microphone dis-

tance of x1 � x2 ¼ 48 mm. The loudspeaker is driven by a

white noise signal, which is generated by a noise generator

(CAL102, TFS). The specimen is mounted inside the speci-

men mount. A plunger needs to be adjusted to the specimen

thickness so that the specimen closes flush with the speci-

men mount. The microphones (1/400 MI-17, Roga

Instruments, Nentershausen, Germany) are flush mounted in

the tube’s wall. They are located with x2 ¼ 59 mm and x1 ¼
107 mm distance from the specimen’s surface.

The microphone signals are acquired with a

RogaDAQ2 data acquisition system (Roga Instruments) and

processed in MATLAB, where Eqs. (3)–(5) have been imple-

mented as in-house code. Due to the high number of mea-

surements, the measurement time was reduced as much as

possible to perform the measurements within an acceptable

time frame. An average over three measurements of 1 s each

is found to result in sufficient absorption coefficient spectra.

However, the raw data are more noisy than those for longer

measurement times, but this can be handled by an appropri-

ate data pre-processing before they are fed into the ML

models (see Appendix A 1 for details). The transformation

into the frequency domain is performed with nf ¼ 1960 fre-

quency points.

The absorption coefficient is determined for N¼ 3073 dif-

ferent measurements of the polyurethane foam material. For this

study, k¼ 5 factors are considered as listed in Table II. Each

factor has an individual number of class members m.

Five factors are selected from the large number of fac-

tors that may affect the absorption coefficient, based on the

literature and experience obtained in previous measurements

by the authors. These factors are subsequently described in

more detail, including their classes. The specimen thick-

nesses of 30, 40, 50, and 80 mm listed in Table II result

from the available foam plate thicknesses. The specimens

can be cut more or less true to size and shape from plates of

these thicknesses with the cutting technologies listed in

Table II. Nevertheless, specimens cut with different technol-

ogies are different in shape upon visual inspection. Figure 2

illustrates different specimens cut with band saw and water

jet. Particularly, the cutting edges of the band saw are

rougher than those from the water jet. A different edge

TABLE I. Mean values of the material’s acoustic and mechanical

properties.

Parameter Value

Density 22 kg/m3

Young’s modulus 148:6� 103 N/m2

Poisson’s ratio 0.47

Loss factor 0.07

Flow resistivity 6900 Ns/m5

Porosity 0.98

Tortuosity 1.33

Viscous length 74� 10�6 m

Thermal length 166� 10�6 m

FIG. 1. (Color online) Impedance tube for sound absorption coefficient measurements with specimen mount attached (a) and disassembled (b); source:

Fraunhofer LBF.

1934 J. Acoust. Soc. Am. 149 (3), March 2021 Stender et al.
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roughness may lead to different edge constraints when the

specimen is mounted in the tube. Thus, it can be assumed

that different cutting technologies affect the absorption

coefficient. Hot wire and water jet cutting are computer-

controlled cutting technologies (see Table II). These tech-

nologies are classified into the class computer under the

factor operator in Table II. A circular blade is another com-

mon cutting tool (Stanley, 2012), but it is available with

nominal diameter of 90 mm only [see Fig. 3(a)] so that only

specimens with 90 mm diameter are obtained for circular

blade cutting. These specimens are cut by person 1 in factor

operator of Table II. The band saw (abbreviated S) is oper-

ated under four different conditions: The cutting speed is set

to low (abbreviated L) or high (abbreviated S), and the

specimens are cut by manually moving the foam plate

(abbreviated H) or by using the cutting device (abbreviated

F) shown in Fig. 3(b). The cutting device helps to manually

guide the specimen along the band saw, which improves the

accuracy of the specimens’ dimensions and shape. It can,

thus, again be assumed that these different manufacturing

techniques of the specimens affect the edge constraints and

consequently the absorption coefficient. The band saw is

operated by person 1, person 2, or person 3. Altering the

operating person is considered a factor to check how inter-

personal changes affect the absorption coefficient measure-

ments. The different specimen diameters according to Table

II still fit into the tube as described in ISO 10534–2 (1998),

but they represent typical tolerances that have been observed

during manual cutting of the specimens using the band saw

without the cutting device. Finally, the mounting of the

specimen into the impedance tube is altered. This should

represent different experimenters and their possibly different

approaches to mounting the specimens into the tube. Either

the plunger is adjusted to the specimen thickness and the

specimen is flush mounted into the specimen mount (called

plunger fixed) or the plunger is moved to maximum thick-

ness, the specimen is flush mounted to the plunger, and the

specimen is slowly pushed with the plunger until it is flush

mounted in the specimen mount (called plunger moved). It

can again be assumed that such different ways of mounting

the specimens will affect their edge constraints and, thus,

the absorption coefficient.

Overall, from the variations of the factors (and classes

per factor) given in Table II, 3073 valid measurements for

the absorption coefficient are available. For each class, a

large number of measurement results exist, which is a prom-

ising starting point for data-driven analysis techniques for

revealing the nonlinear relations between factors and the

measured absorption coefficient.

D. Data pre-processing

The raw measurements aðf Þ were pre-processed to

facilitate a more consistent data analysis. Some measure-

ments exhibited artifacts, like sudden drops of the absorp-

tion coefficient to vanishing values, for a range of some Hz.

Besides being hard to explain physically, those outliers cre-

ated long-tailed data distributions (considering the complete

range of absorption coefficients a), which constitute sub-

stantial challenges for ML techniques. Therefore, these out-

liers were filtered out by rolling-median smoothing of the

measurement curves. Appendix A 1 elaborates on the data

pre-processing steps in more detail. Figure 4 displays all

3073 absorption coefficient measurements after being

TABLE II. Overview on the factors and classes per factor evaluated in this

study. m, number of measurements available for the respective factor class.

Abbreviations used to classify cutting technology: S, band saw; L, low

speed; S, high speed; F, foam guided manually; H, foam guided using the

cutting device shown in Fig. 3(b).

Factor Class description m

Specimen thickness 30 mm 768

40 mm 768

50 mm 769

80 mm 768

Specimen diameter 89 mm 1008

90 mm 1040

91 mm 1025

Cutting technology Hot wire (HZD) 211

Water jet cutting (WSS) 216

Circular blade (MES) 66

Band saw SLF 642

Band saw SLH 648

Band saw SSF 648

Band saw SSH 642

Mounting Plunger moved 1537

Plunger fixed 1536

Operator Computer (pc) 427

Person 1 (p1) 930

Person 2 (p2) 852

Person 3 (p3) 864

FIG. 2. (Color online) (a) Specimens cut with band saw with slow speed

(left) and water jet (right); (b) example of a shape deviation when manually

cutting a specimen; source: Fraunhofer LBF.

FIG. 3. (Color online) Tools for cutting foam specimens: (a) circular blade;

(b) cutting device for band saw cutting.
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cleaned, along with the frequency-wise mean value and

standard deviation. There is a substantial dispersion in the

absorption spectra due to the factors varied in the experi-

mental measurements. Since we included the material thick-

ness as a factor in the measurements, we expect that the

thickness explains most of the dispersion, particularly

between 500 and 1000 Hz, where the absorption coefficient

spectra differ most. This can be seen from the maximum of

the maximum difference, i.e., the maximum of the blue

curve at the bottom of Fig. 4, which occurs between 500 and

1000 Hz. These frequencies seem to be particularly sensitive

to changes in the absorption coefficient. In practice, the

absorption behavior in that frequency range, e.g., of a room

acoustic treatment or a noise abatement measure, can be

designed toward the requirements by choosing an appropri-

ate thickness. Nevertheless, the other factors altered during

the measurements may cause significant dispersion of the

absorption coefficient spectra as well. Factors such as the

operator, which can be seen as some sort of unwanted varia-

tion, should hardly affect the results for a valid and stan-

dardized measurement technique.

Furthermore, a downsampling approach is implemented

to reduce the frequency resolution of the absorption coeffi-

cient measurements. The underlying reasoning is related to

the course of dimensionality, especially with regard to

explaining a ML model that takes the input features X to

predict outputs y: The computation of feature importance

values becomes increasingly complex as the number of

input features grows (Fulcher and Jones, 2017; Guyon and

Elisseeff, 2003). Given a fixed “amount of importance” to

distribute among all features, large numbers of features will

blur the feature importance: All features will carry some
degree of importance, and none will stand out significantly.

Therefore, dimensionality reduction of the raw input data is

performed before building ML models. Fewer input features

are achieved by downsampling the absorption curves to a

coarser frequency grid using cubic spline interpolation.

Particularly, downsampling from nf ¼ 1960 (corresponding

to 1 Hz frequency spacing) in the raw measurements to nf

¼ 980 (2 Hz) and nf ¼ 196 (10 Hz) is performed. Even

though frequency resolution of the importance scoring is

lost in this process, relevant feature values (i.e., frequency

regimes) will be emphasized, which can help to interpret the

results. Our studies show that the effect of the downsam-

pling rate on the model performance and the explanations is

mostly negligible.

The factors and their class values are considered as out-

put variables y for the ML task. As these values are categori-

cal data, they are “one-hot encoded” into m-dimensional

binary vectors per factor. The output of the ML models will

then indicate the predicted probability per class (summing

up to unity per factor). Considering the cutting technology
factor as an example, the one-hot encoded ground truth out-

put vector would read

y ¼ 0 0 1 0 0 0 0
� �>

(8)

for a sample that was produced by the circular blade (MES)

technology (following the vertical order of the class mem-

bers given in the second column of Table II).

III. METHODS

To find out which relation between the different factors

and the measured absorption coefficients exists, ML models

are set up to predict the factors from a given absorption

measurement curve. Subsequently, the decision-making

process of the model is investigated by explainability

approaches. In this way, the most relevant frequency ranges

of the absorption curves are identified, which allowed the

model to predict the factors of the experiment. High predic-

tion accuracy indicates a deterministic relation between

those frequency ranges and the factor. By implication, this

means that the identified frequency regimes are the ones that

are the most affected by one factor, which is the central

objective to study in this paper: How is the absorption coef-
ficient measurement affected by individual factors?

A. Formulation of the ML task

Univariate ML classification modelsM are considered

in this work. These models predict a single factor from the

absorption coefficient aðf Þ, which is provided as input X.

Such a setup

M : X 7! y (9)

is typically referred to as a single-label multi-class classifica-
tion task. The dimension of the output vector y is ð1� mkÞ,
where mk denotes the number of one-hot encoded classes for

the current factor k. For example, if a model is trained to pre-

dict the cutting technology from the absorption coefficient

spectra, the model will map the inputs X 2 R1�nf to the out-

puts y 2 R1�7, as there are mk¼ 7 class members of the

FIG. 4. (Color online) All 3073 measurements after data cleaning, their

mean l and standard deviation r (top panel) and measures of variance (bot-

tom panel).
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factor cutting technology; see Table II. The univariate model-

ing will give first indications for factors that crucially affect

the absorption coefficients. If high classification scores can

be obtained for a specific factor, it can be concluded that this

factor leaves a strong signature in the data, irrespective of

other factor variations.

The ML models are set up with the framework

TENSORFLOW (version 2.3.0) in the programming language

PYTHON (version 3.7). The code used to generate the results

presented in this paper has been made publicly available

(Stender et al., 2020).

B. Model setup and selection

A five-layer perceptron (MLP) is chosen as the baseline
modelM1. A deep MLP is implemented as a second model

M2 with an adaptive number of hidden layers (as a function

of the input parameter size nf); see Appendix A 2 for more

details on the models. Fivefold cross-validation (CV)

(Stone, 1974) with 2458 training samples and 615 test sam-

ples is used to compute the generalization properties and

compare the different model performances in terms of accu-

racy. Table III reports the resulting test set accuracy values

by their CV mean and standard deviations. The model per-

formance is discussed in Sec. IV.

C. Model explanations through SHAP values

From the large and quickly growing toolset of explain-

ability approaches (Lipton, 2018; Ribeiro et al., 2016) for

ML models, Shapley additive explanations (SHAP)

(Lundberg and Lee, 2017) by Scott Lundberg and co-

workers represents an additive feature attribution method

that is based on cooperative game theory. Relying on the

concept of the (Nobel Prize winning) Shapley values, mar-

ginal contributions are computed to quantify the importance

of each input feature value for the decision-making process,

i.e., the feature’s contribution to the model output.

Following the desirable properties of Shapley values, e.g.,

local accuracy, missingness, and consistency, SHAP repre-

sents a unique way to assign additive feature importance

measures to the input values. Using Shapley sampling, the

effect of removing a variable from the input vector is esti-

mated by sampling from the so-called background data set.

In this work, the DeepExplainer (Lundberg and Lee, 2017)

of SHAP is used with the complete data set serving as back-

ground data set.

To illustrate the interpretation of SHAP values, an

example case is constructed. Specifically, we want to predict

the specimen thickness (in this example 30 mm) from a sin-

gle absorption coefficient measurement aðf Þ. For the exam-

ple displayed in Fig. 5, the model makes the correct

prediction: Given aðf Þ as input, M1 predicts a specimen

thickness of 30 mm as output. As there are m¼ 4 classes

(30, 40, 50, and 80 mm) for the factor thickness, which are

equally represented in the data set, the expected value EðXÞ
is 0.25 for each class. The key idea of SHAP is to explain

the difference between the expected prediction vector

½0:25; 0:25; 0:25; 0:25�> (corresponding to random guessing)

and the actual model prediction ŷ ¼ ½1; 0; 0; 0�>. Feature

importance SHAP values /i;j are computed for each input

quantity i ¼ 1;…; nf and each target dimension j ¼ 1;…;m.

A negative SHAP value indicates that the corresponding

input feature contributed to a model prediction that is lower

than the expected value, and a positive SHAP value indi-

cates that the corresponding feature influenced the model to

output a prediction that is larger than the expected value.

TABLE III. Performance of the ML modelsM1 andM2 for the univariate classification task. The mean fivefold CV test set accuracy score and the standard

deviation are reported for both models, each dimensionality reduction rate, and each factor.

Thickness Diameter Cutting Mounting Operator

Class: EðXÞ 30 mm: 0.25 89 mm: 0.33 HZD: 0.07 pl. moved: 0.5 pc: 0.14

40 mm: 0.25 90 mm: 0.34 MES: 0.02 pl. fixed: 0.5 p1: 0.30

50 mm: 0.25 91 mm: 0.33 SLF: 0.21 p2: 0.28

80 mm: 0.25 SLH: 0.21 p3: 0.28

SSF: 0.21

SSH: 0.21

WSS: 0.07

No dimensionality reduction, nf ¼ 1960

M1 MLP 1.00 6 0.00 0.32 6 0.01 0.32 6 0.04 0.49 6 0.01 0.85 6 0.07

M2 deep MLP 1.00 6 0.00 0.32 6 0.01 0.20 6 0.01 0.49 6 0.01 0.38 6 0.12

Moderate dimensionality reduction, nf ¼ 980

M1 MLP 1.00 6 0.00 0.32 6 0.01 0.39 6 0.06 0.49 6 0.01 0.83 6 0.07

M2 deep MLP 1.00 6 0.00 0.32 6 0.01 0.20 6 0.01 0.49 6 0.01 0.28 6 0.10

Strong dimensionality reduction, nf ¼ 196

M1 MLP 1.00 6 0.00 0.46 6 0.07 0.36 6 0.06 0.49 6 0.01 0.82 6 0.05

M2 deep MLP 1.00 6 0.00 0.32 6 0.01 0.25 6 0.03 0.49 6 0.01 0.30 6 0.03
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Now consider the SHAP analysis displayed in Fig. 5. The

SHAP importance values for each aðfiÞ; i ¼ 1;…; nf for pre-

dicting an output of 40 mm are denoted as /2. Most of these

values are vanishing, especially for higher frequencies.

Non-vanishing negative SHAP values are found for

600 � f � 1300 Hz, hence indicating that the corresponding

input values aðf Þ are found to contribute to a model output

that is below the expected value of 0.25. Hence, the absorp-

tion coefficients in this frequency range are relevant for let-

ting the model decide that this sample does not belong to the

class of 40 mm specimen thickness. As SHAP is an additive

feature attribution method, the sum of /2 along f equals the

difference between expected value (0.25) and actual model

prediction (0.0), i.e.,
Pnf

i¼1 /2;i ¼ �0:25. Very similar

observations can be made for /3 (corresponding to 50 mm

thickness prediction) and /4 (corresponding to 80 mm thick-

ness prediction). /1 denotes the feature importance values

per frequency point for making the correct prediction, i.e.,

in this case predicting a sample thickness of 30 mm. These

SHAP values indicate that the aforementioned frequency

range 600 � f � 1300 Hz carries the most (positive) feature

importance, hence pushing the model prediction from the

expected value 0.25 to the prediction of 1.0. Again, the sum

of /1 along the frequency dimension equals the difference

between EðXÞ and ŷð1Þ. To aggregate the m� nf SHAP

values, their absolute values can be summed up frequency-

wise, as shown in the bottom panel of Fig. 5. This plot

indicates which frequency ranges of the absorption coeffi-

cients are the most important ones for both (i) predicting the

30 mm class and (ii) not predicting the other classes. It can

be observed that for this single measurement, the absorption

values above f¼ 1400 Hz do not play any role in the model’s

decision-making process and, therefore, that these measure-

ment values do not carry any decisive information for infer-

ring the specimen thickness from the absorption coefficient

measurement curve, which is in line with experience and

knowledge in acoustics. Very similar behavior of the SHAP

values was obtained for the original frequency sampling

nf ¼ 1960. Following the core objective of this work, one

may thus conclude that the absorption coefficient spectra in

600 Hz � f � 1300 Hz are heavily (and deterministically)

affected by the specimen’s thickness. As this statement is

based on one sample, i.e., on local explanations, this

hypothesis is validated in Sec. IV by computing SHAP val-

ues for all 3073 measurements, thereby combining all indi-

vidual SHAP values into global explanations.

IV. RESULTS

The results of the investigation are discussed regarding

the model performance and the explanation of the model’s

decision-making process. Among the factors varied in the

measurements, the thickness is expected to be the most

influential factor. Although this might be an obvious result

for acousticians, it is an important one to verify the proposed

methodical approach to knowledge discovery from data

using ML and explainability approaches. The less the

remaining factors will affect the absorption coefficient spec-

tra, the more robust the impedance tube measurement tech-

nique is against variations in these factors. Further, the

explainability approaches reveal at which frequencies the

factors affect the absorption coefficient most.

A. Model performance

The results of the model selection study presented in

Table III indicate that both factors thickness and operator
leave a dominant signature in the absorption coefficient

spectra. High classification accuracy values (see Appendix

A 3 for definition) are observed, indicating that the inputs

carry highly distinctive characteristics for separately pre-

dicting both factors from the absorption measurements.

Particularly, perfect classification scores are obtained for the

thickness factor, such that this value was predicted by every

model evaluated in this study without a single error.

Considering the overall number of 3073 samples evaluated

during the CV, this is a very promising result, which was

expected from the acoustical point of view. Owing to the

perfect scores across all models, the relations between the

absorption coefficient and the thickness factor values are

FIG. 5. (Color online) Univariate modeling case for the thickness factor (30 mm

in this example) usingM1 and nf ¼ 196 for SHAP analysis. Absorption coeffi-

cient used as input (top panel) and resulting SHAP values / for each class m
(middle panels) and the summation of all SHAP values (bottom panel).
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necessarily deterministic. The operator seems to have some

effect, mostly deterministic as indicated by high accuracy

values in the CV study, on the absorption coefficient. Such

effects can be seen as an unwanted variation, which is hard

to control in experimental laboratories. This might be one of

the reasons for a poor reproducibility of absorption coeffi-

cient measurements (Bonfiglio et al., 2018; Horoshenkov

et al., 2007).

It is surprising that both models cannot predict the

remaining factors diameter, cutting, and mounting at better-

than-random accuracy values. These factors were expected

to affect the edge constraints and consequently the absorp-

tion coefficients. But for the diameter, the cutting, and the

mounting, the model predictions are not better than the

expected values, meaning that the models do not perform

better-than-random guessing. This observation indicates that

either these factors do not significantly affect the measure-

ments or that they at least do not affect the results in a uni-

variate fashion. However, there may be multivariate effects,

i.e., importance in combination with other factors. In such a

situation, the classification accuracy would increase once

multivariate inputs are taken into account. Following the

preliminary SHAP analysis discussed in Sec. III C, the data

set was truncated to a frequency range f � 1400 Hz to find

out whether the results would change if the data were

restricted to the most relevant frequency range. It is found

that the qualitative model performance does not change, nei-

ther for the thickness and operator factor nor for the diame-

ter, cutting, and mounting factor; see Appendix B. As a

third observation, the degree of input dimensionality reduc-

tion does not affect the results significantly, especially for

the thickness and the operator factors, which confirms that

the models are robust and that they have successfully

learned the qualitative character of the absorption coefficient

measurements. Furthermore, the simpler baseline model

M1 outperforms the more complex model M2 in all cases,

even though a saturation in the training process was

observed. Hence, longer training would not significantly

increase the model performance; see model loss curves dis-

played in Fig. 11 and Table IV in Appendix A.

In the explanation step, consequently only theM1 mod-

els for the thickness and operator factor are studied.

Explaining the other models, i.e., those with low accuracy

and those for the other factors, would be meaningless: One

would explain weakly performing (or potentially wrong)

models. Following our reasoning for the dimensionality

reduction and the results in Table III, the explainability

approaches are applied to the models trained on the data

with the strongest dimensionality reduction nf ¼ 196.

B. Explaining model decisions

Following the previously presented local SHAP analy-

sis for a single measurement (see Fig. 5), global explana-

tions are presented in this section through aggregating all

local explanations for all measurements. Final instances of

the M1 model are trained on 0.75–0.25 train-test set splits

(best-practice ratio in ML) of the data, and model predic-

tions are made for all samples. Particularly, only those mea-

surements are considered for explanation for which the

model obtained a correct prediction at a minimal confidence

of 90%, thus neglecting wrong or less confident predictions.

As M1 obtains perfect predictions for the thickness factor,

all 3073 measurements can be considered for this factor. For

each sample, SHAP values /i;j are obtained, and the

frequency-wise sum of their absolute values

w ¼ w fið Þ ¼
Xm

j¼1

j/i;jj; i ¼ 1;…; nf (10)

is computed as depicted in the bottom panel of Fig. 5. The

resulting vector w indicates frequency regimes of impor-

tance for the model. For aggregation of all measurements,

first-moment frequency-wise statistics are computed across

all w vectors belonging to each class. Figure 6 depicts the

median values of all w values per class along the frequency

range. The resulting picture shows a clear trend: For all clas-

ses, the w values increase from f¼ 300 Hz to f¼ 850 Hz and

then decrease again. For the frequency range above

1200 Hz, only small values can be observed. Significant val-

ues, such as w > 0:002, can be found in the frequency range

500 � f � 1000 Hz, meaning that the absorption coeffi-

cients in this regime are crucially affected by the thickness

factor. Particularly, the amplitude of w measures the amount

to which the measurement is affected.

Even though this compact visualization of a large num-

ber (3073� 4� 196) of SHAP values shows a similar

behavior per class, a deeper analysis of the per-class distri-

bution of SHAP values is shown in Fig. 7. Here, the per-

class mean value and standard deviation per frequency value

are depicted to display the variation between samples and

thus pieces of information that get lost when showing only

the median of all w values as global explanations. It turns

out that for the first two classes (30 and 40 mm), the varia-

tion of the SHAP values is the largest in 800 Hz

� f � 1200 Hz, while the two remaining classes (50 and

80 mm) exhibit two distinct frequency regions of large

FIG. 6. (Color online) Median sum of absolute SHAP values per sample

categorized by the correctly predicted class label for the factor thickness.

Large values indicate strong relevance for the prediction process of the ML

model.
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variations in the SHAP values. Hence, there are significant

variations in the local explanations per sample underlying

the global explanations shown in Fig. 7. The larger the var-

iations, the more the per-sample SHAP values differ.

Therefore, one can conclude from the rather small variations

in the frequency range 500 Hz � f � 800 Hz that this region

is consistently highly decisive (non-zero mean) for all sam-

ples (low variance). From the viewpoint of the acoustical

properties, it is well-known that the maximum absorption

shifts to lower frequencies for an increasing thickness.

Further, the absorption coefficient can also decrease at fre-

quencies above the maximum. These effects are particularly

prominent in the above-mentioned frequency range that is

most affected by the thickness variations in our absorption

coefficient measurements. In the high frequency regimes,

variance is low, but so is the mean. This behavior indicates

that those frequency ranges are consistently not affected by

the change of the specimen thickness, which is also a well-

known result from the acoustics perspective. For the opera-
tor factor, the picture is less clear (see Fig. 8). The operator

factor is not intended to have any physical relation to the

absorption coefficient spectra. It rather introduces some

unwanted variation into the absorption coefficient spectra.

As a consequence, the relevant frequency regime is not as

pronounced as for the thickness factor. Larger values of w
can be observed up to f¼ 1500 Hz, thus indicating the

importance of this factor for the measured absorption coeffi-

cient in the lower half of the frequency range. However,

there are several peaks observable, pointing at variable fea-

ture importance along the frequency axis. For example, the

class pc has a distinguished peak at 800 Hz � f � 1000 Hz,

while the relevance for person 3 is relatively equally distrib-

uted. Also, the variance per class, depicted in Fig. 9, shows

a behavior that differs in person 1 and person 2 compared to

the other two classes. For the former two classes, there are

large variances in the SHAP values observable, pointing at

strongly varying importance scores for the corresponding

measurements. The frequency regime below 1500 Hz is cru-

cially affected by person 1 and person 2 for some speci-

mens, but not for others. It is concluded that the effect is

either highly variable, possibly also as a function of other

factors, or less deterministic. However, in the latter case, we

would have observed much higher scattering in the training

FIG. 7. (Color online) Mean values and standard deviations of the per-class

sum of SHAP values for the factor thickness.

FIG. 8. (Color online) Median sum of absolute SHAP values per sample

categorized by the correctly predicted class label for the factor operator.

Large values indicate strong relevance for the prediction process of the ML

model.

FIG. 9. (Color online) Mean values and standard deviations of the per-class

sum of SHAP values for the factor operator.
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process of the model. In comparison, the effect of the com-

puter and person 3 on the absorption coefficient is much

more consistent.

Overall, the factor operator tends to affect the absorp-

tion coefficient in a much more blurred way than the thick-

ness does. This is an important—and to the authors’ best

knowledge—novel result in uncertainty analyses of imped-

ance tube measurements. It highlights the necessity to

improve the procedures and, thus, to control such

uncertainty.

Note that interactions are neglected in the univariate

models. If a certain factor affects the absorption coefficient

only via interactions with, or in combination with, specific

realizations of other factors, the dependencies are multivari-

ate. Hence, multivariate classification models would be

required for resolving these factor dependencies. Future

work will follow up on these multivariate modeling and

explanation tasks.

Two further analyses are performed to confirm the

findings presented before. First, the frequency range of the

input features was reduced to f < 1400 Hz, which is found

to be the most relevant frequency range in the previously

discussed studies. The model performance scores, reported

in Table V, do not change significantly: The thickness and

operator factors can be predicted at high accuracy values

only. The subsequent SHAP analysis, shown in Fig. 12,

confirms the findings from the SHAP analysis run on the

full frequency range. However, the results are slightly dif-

ferent for a thickness of 80 mm and for the factor operator.

This highlights that (i) interactions need to be taken into

account by a multivariate modeling to determine yet hid-

den patterns in the data and (ii) particularly the factor oper-
ator tends to be highly variable. In a second analysis, the

complete data set was subdivided into four subsets. Each

subset corresponds to a fixed sample thickness value (30,

40, 50, or 80 mm). Models are trained for each subset to

determine if previously hidden relationships can be

detected for those factors that have not shown high perfor-

mance scores upon univariate classification yet. The

results, reported in Table VI, confirm the results from the

full data set: The operator factor can still be predicted at

high accuracy values, while the diameter, cutting, and

mounting factors cannot be predicted. For the 40 mm sam-

ple thickness subset, also the operator performance drops

to the expected values. Hence, no relationship between the

operator and the absorption coefficient was identified for

that sample thickness, which again highlights the high vari-

ability of that factor. Overall, these two additional analyses

support the previous findings.

After all, it is important to point out that only a specific

model out of many good models was explained. Hence,

choosing a different model may result in slight deviations in

the results. However, our results are consistent for different

dimensionality reduction rates, i.e., different models, which

is a promising result with regard to the generalization prop-

erties of our models and, thus, the results obtained through

explainability approaches.

V. CONCLUSION

In this paper, large amounts (3073) of absorption coeffi-

cient measurements of one polyurethane foam are analyzed,

where five factors, i.e., thickness, diameter, cutting, mount-

ing, and operator, are varied upon impedance tube measure-

ments according to ISO 10534–2 (1998). ML and

explainability approaches are developed and validated in

several data analyses to determine correlations with the

mentioned factors in the absorption coefficient spectra.

It is found that particularly the specimen thickness and

operator factors are strongly linked to the absorption coef-

ficient spectra. While this effect is well-known for the for-

mer, the latter finding is especially interesting due to the

fact that the data-driven model indicates a non-random

effect of the operator. Our findings are in line with

reproducibility experiments (Bonfiglio et al., 2018;

Horoshenkov et al., 2007), which show that the operator

introduces some kind of variation into the absorption coef-

ficient spectra. The variation due to the operator factor can

hardly be linked to any physical effect yet. However, the

statistics of the model explanations (SHAP values) indi-

cate that different operators leave different signatures in

the absorption coefficient spectra. To control this uncer-

tainty in practice, this signature should be controlled, e.g.,

by using one identical operator for all specimens, whose

absorption coefficients are subject to a direct comparison.

This is a first step to control the uncertainty due to the

operator, but it will not increase the robustness of the mea-

surement procedure itself. To better understand the opera-

tors’ effects on the absorption coefficient, a multivariate

modeling is required. The remaining factors diameter, cut-

ting, and mounting are not affecting the absorption coeffi-

cient in a deterministic manner. Hence, they show no

correlation that significantly differs from a random guess.

However, the univariate modeling approach chosen in this

paper neglects interactions. To deepen the insight into the

effects of these factors, a multivariate modeling will be

considered in a future analysis. Furthermore, other porous

materials such as fibrous materials may show different

effects on the factors investigated in this paper. An analy-

sis of absorption coefficients of other materials is also part

of future research using the method proposed in this paper

as well as multivariate methods.

The purely data-driven analysis maps very well with

well-known acoustical properties of sound absorbing foam,

i.e., extracting the effect of thickness on absorption coeffi-

cient spectra. This is a promising finding from the ML

modeling viewpoint, as it confirms the proposed methodol-

ogy to be consistent, robust, and explanatory. Careful model

selection needs to be undertaken using CV and checking for

non-overfitting models, such that explanation techniques

can then reveal parts of the model decision-making process

in a second step, which finally can help to discover knowl-

edge from the data. Hence, the proposed method represents

a new pathway for finding novel (and maybe more hidden)

patterns, such as for the operator, also in other data sets. For
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example, determining such correlations in the impedances

or the transfer functions that can be obtained from the

microphone signals is also of interest.
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APPENDIX A

1. Data pre-processing

The raw measurement data are the sound pressure

time signals of the two microphones. These data are trans-

formed into the frequency domain to calculate the absorp-

tion coefficient using Eqs. (3)–(5). Note that

k ¼ x=c ¼ 2pf=c. The absorption coefficient spectra are

somewhat noisy due to the short measurement time of

only 1 s, since not all random disturbances are averaged

out; see top panel of Fig. 10 for an example. Nevertheless,

the main characteristics of the absorption coefficients are

captured so that the noise can be filtered out before feed-

ing the data into the ML models. Particularly, negative

absorption coefficients were observed in some of the mea-

surements. These artifacts are replaced by a¼ 0 values.

Next, sudden drops in the absorption coefficient spectra

are being inpainted by (i) rolling-median (window length

25) and (ii) rolling-maximum (window length 50) process-

ing. The resulting smoothed data follow the original data

closely but do not contain the sudden drops, which cannot

be explained physically. An example for the data cleaning

is illustrated in Fig. 10 along with the complete set of all

cleaned data sets.

2. ML models

a. Configuration ofM1

The number of input neurons equals the number of fre-

quency sampling points nf , and the number of neurons in the

output layer equals the number of classes mk for factor k.

FIG. 10. (Color online) Example for the data cleaning employed prior to

the modeling phase and the complete set of cleaned data (bottom panel).

TABLE IV. Performance of the ML models M1 and M2 for the univariate classification task. The mean fivefold CV test set loss value and the standard

deviation are reported for both models, each dimensionality reduction rate, and each factor.

Thickness Diameter Cutting Mounting Operator

No dimensionality reduction, nf ¼ 1960

M1 MLP 0.0062 6 0.0096 1.0991 6 0.0003 1.5070 6 0.1042 0.6932 6 0.0001 0.4091 6 0.1767

M2 deep MLP 0.0160 6 0.0106 1.0992 6 0.0003 1.7663 6 0.0197 0.6933 6 0.0002 1.3508 6 0.0105

Moderate dimensionality reduction nf ¼ 980

M1 MLP 0.0002 6 0.0003 1.0992 6 0.0003 1.3770 6 0.0993 0.6933 6 0.0001 0.4076 6 0.1500

M2 deep MLP 0.0382 6 0.0394 1.0992 6 0.0003 1.7665 6 0.0199 0.6933 6 0.0002 1.3509 6 0.0098

Strong dimensionality reduction nf ¼ 196

M1 MLP 0:000560:0006 0:991860:0573 1.3717 6 0.1227 0.6933 6 0.0001 0.4154 6 0.1116

M2 deep MLP 0.0032 6 0.0041 1.0991 6 0.0003 1.6616 6 0.0449 0.6933 6 0.0001 0.7945 6 0.0634

1942 J. Acoust. Soc. Am. 149 (3), March 2021 Stender et al.

https://doi.org/10.1121/10.0003755

 06 N
ovem

ber 2024 12:36:25

https://doi.org/10.1121/10.0003755


The first hidden layer is composed of nf=2 neurons, the sec-

ond hidden layer carries 50 neurons, and the third layer has

25 neurons. Rectified linear unit (ReLu) activation functions

are used in the hidden layers.

b. Configuration ofM2

The number of neurons per hidden layer (again using

ReLu activation) is a cascade of 1
2

� �
, such that the first hid-

den layer has nf=2 neurons, the second layer has nf=4 neu-

rons, and so forth until a size of 30 is reached. A dropout

layer (dropout rate 0.2) is introduced after each hidden layer,

and a final hidden layer with 25 neurons is set before the

output layer with softmax activation. Hence, the number of

hidden layers depends on the input dimension nf .

For the original sampling rate nf ¼ 1960, the two mod-

els have �5; 815; 800 (M1) and �6; 405; 500 (M2) train-

able parameters (the actual number of trainable parameters

depends on the number of classes mk, i.e., the size of the out-

put layer). Depending on the number of classes mk, the loss

functions are binary cross-entropy (mk¼ 2) and categorical

cross-entropy (mk > 2). The softmax activation function of

the output layer ensures that the output values represent a

normalized probability distribution within ð0; 1Þ, such that

the sum of outputs equals unity, corresponding to the one-

hot encoded target values. Both classifiers M1;2 are trained

for 50 epochs using Adam (stochastic gradient descent with

adaptive moment estimation) (Kingma and Ba, 2017) with a

learning rate of 0.001 and a batch size of 64 for the CV

study. The final models were trained for 500 epochs using a

FIG. 11. (Color online) Training process of the final models for the thick-

ness factor (a) and the operator factor (b). The categorical cross-entropy

loss is depicted for the training set and the test set.

TABLE V. Truncated data set for frequencies below f < 1400 Hz: Performance of the ML modelsM1 andM2 for the univariate classification task. The

mean fivefold CV test set accuracy score and the standard deviation are reported for both models, each dimensionality reduction rate, and each factor.

Thickness Diameter Cutting Mounting Operator

No dimensionality reduction, nf ¼ 1960

M1 MLP 1:060:0 0:3260:01 0:3260:04 0.49 6 0.01 0:8560:05

M2 deep MLP 0:9860:02 0.32 6 0.01 0:2060:01 0.49 6 0.01 0:4760:06

Moderate dimensionality reduction, nf ¼ 980

M1 MLP 1:060:0 0.32 6 0.01 0:3560:05 0:4960:01 0.84 6 0.04

M2 deep MLP 1.0 6 0.0 0.32 6 0.01 0:2460:01 0:4960:01 0:6660:02

Strong dimensionality reduction, nf ¼ 196

M1 MLP 1.0 6 0.0 0:5460:02 0.33 6 0.03 0.49 6 0.01 0.84 6 0.04

M2 deep MLP 1.0 6 0.0 0.33 6 0.02 0.29 6 0.02 0:4960:01 0:7460:03

FIG. 12. (Color online) SHAP feature importance values for the reduced

frequency range models.
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batch size of 256. No overfitting was observed during the

training of the various models.

3. ML metrics

The classification performance of the classifiers is mea-

sured by the accuracy metric, which is computed as follows:

accuracy ¼ TPþ TN

TPþ TNþ FPþ FN
; (A1)

where TP denotes true positives, TN denotes true negatives,

FP denotes false negatives, and FN denotes false negatives.

4. Training process

Table IV lists the test loss values form the cross-

validated model selection process in analogy with Table III

in Sec. III B.

Figure 11 depicts the training process in terms of the

training and test set loss of the final models discussed and

analyzed in Sec. IV A. The loss for the thickness factor

decreases rapidly to values in the range of 10�5 after 500

training epochs, while the decay is much slower to 10�1 for

the operator factor. In both cases, no separation of training

and test curve can be observed, i.e., indicating that no model

is overfitting.

APPENDIX B

1. Reduced frequency range f < 1400 Hz

Table V shows all results for a truncated data set that con-

tains the inputs aðf Þ within the frequency range f < 1400 Hz,

as this range was found to be of major importance. It turns out

that the model performance is qualitatively very similar to that

of the models using the full frequency range as input, which

demonstrates the robustness of the proposed ML models.

The SHAP values show a similar qualitative result for

thicknesses of 30, 40, and 50 mm; cf. Figs. 6 and 12 (top

panel). However, the reduced frequency range causes the

SHAP value for 80 mm thickness to be less pronounced than

the SHAP value for the full frequency range. The reduced

frequency range seems to be less decisive for classifying the

absorption coefficient into the 80 mm thickness class. This

indicates that other factors and—in particular—interactions

of factors, which have not been captured by the univariate

model, are also having an effect on the absorption coeffi-

cients. In case of the factor operator, its effect is still less

clear in the reduced frequency range; cf. Figs. 8 and 12

(bottom panel). For example, the SHAP values of person 1

increase at distinct frequencies above 1000 Hz, which

are not shown if the full frequency range is considered.

This finding confirms that the operator factor seems to be

highly variable. No prediction for the pc data was achiev-

ing the 90% confidence bound, so no SHAP values were

computed.

2. Thickness-separated data sets

In a second study, the complete data set was split into

four subsets, each corresponding to a unique specimen

thickness. Hence, the influence of the most decisive factor,

the thickness, is removed. For each subset, the cross-

validated model selection was performed to analyze the

effect of the other factors for nf ¼ 1960 and the reduced fre-

quency range f < 1400 Hz. Table VI reports the model per-

formance for each of the data subsets corresponding to a

single thickness value. For the factors diameter, cutting, and

mounting, the model performance does not change by more

than 0.05 compared to the full data set reported in Table V.

Also, for the operator factor, the results do not change sig-

nificantly, except for the data set for 40 mm sample thick-

ness, for which no clear relation can be found by both

models. The performance drops slightly for the 50 mm

specimen thickness.

TABLE VI. Thickness-separated data sets: Performance of the ML modelsM1 andM2 for the univariate classification task. The mean fivefold CV test set

accuracy score and the standard deviation are reported for both models, each factor, and per data subset for each sample thickness value.

Diameter Cutting Mounting Operator

Data subset for sample thickness 30 mm

M1 MLP 0:4360:03 0:4960:02 0.48 6 0.02 0:8560:07

M2 deep MLP 0.31 6 0.04 0:3260:03 0.48 6 0.02 0:6660:05

Data subset for sample thickness 40 mm

M1 MLP 0:3260:03 0:2460:04 0.47 6 0.01 0:2460:02

M2 deep MLP 0.32 6 0.03 0:2060:02 0.47 6 0.01 0:4860:12

Data subset for sample thickness 50 mm

M1 MLP 0:6060:04 0:3860:08 0.50 6 0.02 0:7760:12

M2 deep MLP 0.32 6 0.01 0:2060:01 0.49 6 0.01 0:4760:06

Data subset for sample thickness 80 mm

M1 MLP 0:4760:08 0:3160:06 0.47 6 0.01 0:8160:05

M2 deep MLP 0.32 6 0.03 0:2160:02 0.47 6 0.01 0:7160:05
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