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Abstract

Peer review is the key quality control mecha-
nism in science. The core component of peer
review are the review reports – argumentative
texts where the reviewers evaluate the work and
make suggestions to the authors. Reviewing is
a demanding expert task prone to bias. An ac-
tive line of research in NLP aims to support
peer review via automatic analysis of review re-
ports. This research meets two key challenges.
First, NLP to date has focused on peer reviews
from machine learning conferences. Yet, NLP
models are prone to domain shift and might
underperform when applied to reviews from a
new research community. Second, while some
venues make their reviewing processes public,
peer reviewing data is generally hard to obtain
and expensive to label. Approaches to low-
data NLP processing for peer review remain
under-investigated. Enabled by the recent re-
lease of open multi-domain corpora of peer re-
views, the PragTag-2023 Shared Task explored
the ways to increase domain robustness and
address data scarcity in pragmatic tagging – a
sentence tagging task where review statements
are classified by their argumentative function.
This paper describes the shared task, outlines
the participating systems, and summarizes the
results.

1 Introduction

Scholarly communication lies at the heart of scien-
tific discovery (Johnson et al., 2018) and is argu-
mentative by nature. Scientific publications present
results, interpret them, justify the experimental
setup, and substantiate the claim for new knowl-
edge (Teufel et al., 2009). Peer review reports, in
turn, assess the validity, novelty and impact of the
underlying publication and argue for or against its
acceptance. Peer review is a key component of
scientific quality assurance. It is a complex process
prone to heuristic behavior (Rogers and Augen-
stein, 2020) and bias (e.g. Stelmakh et al., 2020;
Wang and Shah, 2018). A growing area of NLP
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Figure 1: PragTag-2023 Overview. Given a mixed-
domain corpus of peer reviews annotated with pragmatic
tags, the participants submit systems trained with vary-
ing amounts of training data (1-3) with optional use of
unlabeled auxiliary data (4). The systems are evaluated
in each of the five domains (Section 3.1), as well as on
a previously unseen secret domain (5).

for peer review analysis aims to investigate those
issues by analyzing argumentation in peer review
reports (e.g. Kang et al., 2018; Cheng et al., 2020;
Hua et al., 2019; Kuznetsov et al., 2022; Dycke
et al., 2023). The resulting systems have numer-
ous potential applications, incl. facilitating meta-
scientific analysis of reviewing practices, helping
authors and program chairs aggregate information
from multiple reviews, and supporting junior re-
viewers in giving thorough, objective and helpful
feedback.

Standards and practices of scholarly communi-
cation vary across research communities. Yet, to
date, NLP for peer review has focused on data
from machine learning conferences (Kang et al.,
2018; Hua et al., 2019; Cheng et al., 2020; Kennard
et al., 2022), and the applications outside of this
domain remain under-investigated. This over-focus
on one domain can be attributed to data scarcity
– while some communities make their reviewing
public, peer reviews are generally hard to obtain
and legally clear for research use (Dycke et al.,
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The authors address the issue of...

This idea reminded me of the work by...
Please compare your method to...

The discussion is superficial.
The paper is original and sound.

Minor complaints:

Recap
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Todo
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Figure 2: Pragmatic tags. Recap neutrally summarizes
the paper; Weakness and Strength outline the nega-
tive and positive aspects of the work; Todo covers ex-
plicit requests to the paper authors; Other marks non-
argumentative statements; Structure denotes struc-
tural elements of the review text.

2022). In addition, due to the technical nature of
peer review texts, they are expensive to annotate.
Measuring the effects and mitigating the impact
of domain shift and data scarcity are important
and under-researched questions in NLP for peer
reviews.

The introduction of open multi-domain corpora
of peer reviews (Dycke et al., 2023) and domain-
neutral review analysis tasks (Kuznetsov et al.,
2022) makes it possible to investigate these ques-
tions empirically. The PragTag-2023 Shared Task1

collaboratively explored multi-domain NLP for
peer reviews under data scarcity. As an exemplary
task we took pragmatic tagging – a sentence-level
argumentation labeling task that classifies peer re-
view statements by their communicative purpose
(Section 2). PragTag-2023 has received five di-
verse submissions that provide new insights into
multi-domain low-data pragmatic tagging, and pro-
pose a wide spectrum of methods to increase model
robustness under four increasingly challenging con-
ditions. This paper describes the shared task setup,
summarizes the submissions, and aggregates the
main insights from the competition. To support fur-
ther investigation of multi-domain low-data NLP
for peer review, we archive the code and data of the
shared task and make them publicly available2.

2 Pragmatic tagging

Task. Pragmatic tagging is a sentence classifi-
cation problem where given the sequence of sen-
tences sr1, ..., s

r
n from a review report r, a model

should predict the pragmatic label for each sen-
tence lr1, ..., l

r
n from the label set L. We adopt the

1https://codalab.lisn.upsaclay.fr/
competitions/13334

2https://github.com/UKPLab/pragtag2023
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Figure 3: Number of sentences by domain (left) and
label (right) in the F1000RD core data (train and test).

label set proposed by Kuznetsov et al. (2022), illus-
trated in Figure 2. The label set was evaluated in an
annotation study and shown to be well-applicable
across different research fields and communities
while yielding good inter-annotator agreement of
approx. 0.7 Krippendorff’s α. The core sources
of disagreement are the coarse granularity of the
schema (necessary for generalization), sentence-
level analysis (necessary to avoid discrepancies
due to differences in sub-sentence splitting), and
the natural ambiguity of the classes (e.g. Weakness
vs Todo).

Evaluation. Kuznetsov et al. (2022) provide
the data, but do not specify metrics for evaluating
NLP systems for pragmatic tagging. In PragTag-
2023, we evaluate system performance via the F1
score. Since the label distribution is skewed, we
opt for the macro-averaged F1 within each domain
for evaluation. We then compute scores for each
domain individually and use the mean across all
domains as the final leaderboard score (Section 4).

Baselines. To contextualize the submission
scores, we implemented two baselines. The su-
pervised RoBERTa baseline is a roberta-base
model (Liu et al., 2019) fine-tuned for 20 epochs
on the training data available for a given experimen-
tal condition (Section 4.2). The majority baseline
directly assigns the most frequent pragmatic tag
from the training data to the input sentence.

3 Data

The participants of the shared task were given two
types of data (Figure 4). The smaller-scale core
data contains peer review texts labeled with prag-
matic tags on the sentence level. Core data is
used for training and evaluating the systems. The
large-scale auxiliary data consists of two unlabeled
text collections. It can be used to enhance the
systems’ robustness to low-data conditions in the

https://codalab.lisn.upsaclay.fr/competitions/13334
https://codalab.lisn.upsaclay.fr/competitions/13334
https://github.com/UKPLab/pragtag2023
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Figure 4: PragTag-2023 data overview. In addition
to labeled core data from F1000RD and COLING-20,
the parcitipants are provided with two unlabeled collec-
tions: a large multi-domain corpus of unstructured peer
reviews (F1000Raw), and smaller collection of semi-
structured peer reviews in the NLP domain (ARR-22).

multi-domain setting.

3.1 Core Data

The core data originates from the F1000RD corpus
(Kuznetsov et al., 2022), and contains review re-
ports with manually annotated pragmatic tag labels
for each sentence. Each review report belongs to
one of the five domains:

• Disease outbreaks (diso)
• Computational biology (iscb)
• Medical case studies (case)
• R Packages (rpkg)
• Scientific policy research (scip).
The core data from F1000RD covers 4911 sen-

tences from 224 peer review reports. Figure 3
shows the label and domain distribution in the
F1000RD data. The instances are unequally dis-
tributed both across domains (slightly) and across
pragmatic tags (substantially). The skewed prag-
matic tag distribution reflects a natural distribution
in peer review texts, with most sentences dedicated
to critically assessing the work and suggesting im-
provements. The differences in the number of in-
stances across domains stem from the per-review
data sampling procedure in the F1000RD corpus
and the review length variation across domains. To
account for the uneven distribution, PragTag-2023
employed macro-averaging by label and by domain
during evaluation (Section 2).

We split the core data into training set (2326
sentences) and test set (2585 sentences), at ran-
dom, on review basis, per domain. We did not
provide a fixed development set – instead, the par-

ticipants were free to derive it from the training set
by themselves. We note that the training data is a
mixed collection with instances from all domains;
per-instance domain identifier is provided. The
test data, on the other hand, is split by domain, and
evaluation is performed on each of the domains sep-
arately. The rather uncommon 50/50 training-test
split is thus necessary to ensure sufficient amount
of test data in each domain.

In addition to the five F1000RD domains listed
above, the final phase of the competition evaluated
the systems on a previously unpublished secret test
set. This collection includes 255 sentences from
10 peer reviews in computational linguistics taken
from the COLING-20 portion of the NLPeer corpus
and annotated with pragmatic tags following the
F1000RD tagset. Labeling was performed by two
annotators proficient in the NLP domain, reaching
an agreement of 0.65 Krippendorff’s α – slightly
lower than in the original study. The labels were
adjudicated by an expert annotator closely familiar
with the F1000RD labeling schema. The domain
and composition of this new data were unknown to
the participants until the start of the final evaluation.

3.2 Auxiliary data

Using unlabeled or partially-labeled auxiliary data
is a common way to mitigate domain shift and to ad-
dress the lack of labeled data. To enable application
of such techniques, the shared task provided the
participants with two additional auxiliary datasets.

F1000Raw is a large multi-domain collec-
tion of papers and peer reviews from a wide
range of domains. The data originates from the
F1000Research platform – same source as the non-
secret core data. F1000Raw corresponds to the
F1000-22 subsection of the NLPeer corpus (Dycke
et al., 2023), excluding the instances that appear
in the core shared task data, and covers approx.
10k reviews for 4.8k papers, 3.8M review words
in total (Dycke et al., 2023). Like the core data,
F1000Raw contains full-text, unstructured peer re-
views. Unlike the core data, F1000Raw does not
contain explicit domain identifiers or pragmatic tag
labels.

ARR-22 is a corpus of papers and peer reviews
in the NLP domain from the data collection cam-
paigns at ACL Rolling Review (Dycke et al., 2022).
It covers 684 reviews for 476 papers, approx. 266k
review words in total (Dycke et al., 2023). The
reviews are semi-structured, and each review is
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Figure 5: Difference between sentence-level unstruc-
tured core data and section-level semi-structured ARR-
22 data from peer reviews that use review forms. Colors
correspond to different pragmatic tags (see Figure 2).

split into free-text fields: "Summary", "Strengths",
"Weaknesses", "Suggestions" and "Ethical con-
cerns". The similarity between the review form
fields and the pragmatic tags is not coincidental:
both reflect review pragmatics, implicitly (prag-
matic tags) or explicitly (form fields). Yet, unlike
the core data, ARR-22 does not contain sentence-
level pragmatic tags, and not every sentence in a
review section corresponds to its overall pragmat-
ics (Figure 5). Finding a solution to bridge this gap
is left to the participants.

We envisioned F1000Raw as a valuable source
of data for increasing cross-domain robustness of
the participating systems. We envisioned ARR-22
as a potential distant supervision source for low-
data scenarios explored in PragTag-2023.

4 Setup

4.1 Implementation

The shared task was run via CodaLab (Pavao et al.,
2023). The competition website provided neces-
sary information about the task, the core and aux-
iliary data, as well as a starting kit including an
evaluation script and a baseline implementation.
The participants would apply their system to the
test set inputs and submit the predictions via Co-
daLab, where they would be compared to the gold
outputs. The score would be stored in the partic-
ipants’ dashboard and could be submitted to the
publicly available leaderboard.

4.2 Conditions and Rules

The participants submitted systems to one of
the following conditions, simulating different
training data availability scenarios:

• No-data: The system observed no instances
of the core data neither at training time nor at
inference time.

• Low-data: The system is trained on 20% of

the core training data (33 reviews, 739 sen-
tences). The exact 20% split is provided by the
shared task organizers and is identical among
all participants.

• Full-data: the system has access to 100%
of the core training data (117 reviews, 2326
sentences).

The test data was identical across these three
conditions. At the end of the competition, the par-
ticipants could submit any of their systems to a
special Final condition, which included the core
test data as well as the secret test data, as detailed
in Section 3.1.

To promote reproducibility of the results and fair
competition, we imposed a few restrictive rules
on the submissions. The teams were allowed to
use PragTag-2023 auxiliary data without restric-
tions. However, pre-training or fine-tuning the
submissions on any other data was not allowed.
We imposed no requirements upon the system ar-
chitecture. However, in case of large language
models, the participants were requested to only use
non-commercial models with publicly available
weights, e.g. Llama (Touvron et al., 2023). Sub-
missions built on top of commercial models like
ChatGPT and GPT-4 (OpenAI, 2023), etc. were not
considered for the evaluation. To prevent optimiza-
tion on the hidden test data, each team was allowed
up to five submissions to each of the conditions.
A special Sandbox condition with no submission
limit was provided for troubleshooting purposes.

5 Submissions

Out of over 20 teams that signed up for the compe-
tition, five teams have made it to the final submis-
sion. The submitted systems explore a wide range
of techniques and architectures for multi-domain
pragmatic tagging in low-resource scenarios. We
summarize the main ideas behind each submission
below and refer to the system papers for details.

CATALPA_EduNLP (Ding et al., 2023) investi-
gated a wide array of approaches. For the full- and
low-data setting, this includes supervised sentence
labeling via RoBERTa (Liu et al., 2019) augmented
with additional features (domain, position, con-
text, word normalization), as well as IOB-style se-
quence tagging using long-document Transformers
and nearest-neighbor-based labeling using SBERT
(Reimers and Gurevych, 2019). In the zero-shot
setting, the team experimented with labeling test
instances based on their similarity to class defini-
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mean case diso iscb rpkg scip secret

DeepBlueAI 84.1 82.9 84.1 82.8 86.0 89.0 80.1
NUS-IDS 83.2 83.8 85.4 83.3 84.8 87.8 74.1

MILAB 82.4 84.0 83.7 80.1 85.4 86.5 74.9
SuryaKiran 82.3 82.0 82.8 81.8 82.8 86.5 77.9
CATALPA 81.3 80.8 82.0 81.1 82.5 82.5 78.8

Ensemble 84.4 84.0 85.2 83.3 87.3 88.7 78.0

RoBERTa 80.3 80.3 80.8 79.9 83.1 83.8 73.7
Majority 8.0 9.3 7.3 7.5 8.6 7.9 7.3

Table 1: Final evaluation leaderboard, mean F1-macro score across domains and scores per domain, converted to
percentage points for readability. Top: submissions, Middle: majority-vote ensemble of system predictions (Section
7), Bottom: baselines. Bold: best score per column (w/o ensembling).

tions from the shared task description, as well as
with prompting via GPT3.5. The participants used
the ARR-22 auxiliary data, addressing the gap in
label distribution between ARR and the core data
via subsampling, and explored data augmentation
based on F1000raw auxiliary data. By ensembling
best per-domain configurations selected on the val-
idation set, they found that a BERT-based model
with additional features outperforms sequence tag-
ging and nearest-neighbor labeling on the full data,
while a BERT-based model augmented with addi-
tional data performs best in the low-data setting.
Prompting GPT3.5 in the zero-shot setting was
shown vastly superior to SBERT-based classifica-
tion based on task definitions – yet, following the
PragTag rules, GPT3.5 result was not used for the
leaderboard submission.

DeepBlueAI (Luo et al., 2023) focused their ap-
proach on increasing the robustness of pre-trained
models in the sentence labeling setting. The ex-
periments were conducted using three models –
RoBERTa, DeBERTa (He et al., 2023) and XLM-
RoBERTa (Conneau et al., 2020). The participants
augmented the model via max pooling and atten-
tion pooling, introduced adversarial training via
fast gradient method, and reported comparative
performance of the models trained under different
settings via cross-fold validation, showing that the
modifications lead to variable performance gains.
The authors report that the DeBERTa model consis-
tently outperforms the other two models on the task.
To tackle the secret test set in the final phase of the
competition, the authors used a voting approach
combining a range of models trained in different
configurations and selecting the label with the max-
imum vote, stressing the benefits of fusing different

types of models for prediction.
NUS-IDS (Gollapalli et al., 2023) explored mul-

tiple approaches to the task for each experimental
condition. In the zero-shot no-data condition, the
participants proposed two methods: a question-
answering model that selects passages from the
peer review based on a set of questions derived
from peer reviewing guidelines of NLP confer-
ences, and a prompting-based approach based on
the Flan-T5 (Chung et al., 2022) model. For the
low- and full-data setting, the participants experi-
mented with fine-tuning pre-trained language mod-
els, additionally exploring ensembling and data
augmentation techniques by tentatively labeling
the auxiliary shared task data. The results indicate
that prompting via Flan-T5 outperforms question-
answering based approach in the no-data setting;
in low- and full-data data, fine-tuning a T5 model
(Raffel et al., 2019) on tentatively labeled auxiliary
data followed by fine-tuning on the core task data
performs best.

MILAB (Lee et al., 2023) approached the prob-
lem of data scarcity and domain shift via data
augmentation. In particular, to compensate for
the lack of data, the team applied an ensemble of
RoBERTa-based classifiers to label auxiliary data
from F1000raw and ARR-22. Apart from majority
labeling, the authors explored a novel recall label-
ing technique: the models assign tentative labels to
the unlabeled instances in the decreasing order of
recall on a validation set, while labeling the resid-
ual instances as Other. Additionally, the authors
experimented with diversifying the data by apply-
ing off-the-shelf synonym generation followed by
BERTScore filtering (Zhang et al., 2020). The re-
sults indicate that the proposed data augmentation
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techniques combined with ensembling improve the
model performance on the task, especially in the
no-data condition.

SuryaKiran (Suri et al., 2023) explored the use
of unsupervised pre-training on F1000raw auxil-
iary data to increase domain robustness of the prag-
matic tag classifier. In particular, the participants
pre-trained the DeBERTa model on F1000raw us-
ing masked language modeling objective (Devlin
et al., 2019), and later used an ensemble of five
models further fine-tuned on different training data
splits to make the test set prediction. Their results
demonstrate that pre-training via masked language
modeling leads to improved performance only in
some cases; the authors attribute this to the vocabu-
lary discrepancies between the domains. The team
submitted their system only to the final evaluation.

6 Main results

The final leaderboard of PragTag-2023 is shown in
Table 1. The participants were invited to submit
their best system trained under any condition to
the leaderboard – expectedly, the best-performing
systems trained on full data were submitted. As
we can see, on average, all systems outperform
the RoBERTa baseline fine-tuned on full training
data, and the majority baseline scores poorly due
to the macro-averaging of F1 across labels. The
submission by DeepBlueAI achieves the highest
F1-score both on average, and on the secret test
domain. However, this superior performance is not
absolute, and on per-domain basis we observe vari-
ation in the system rankings: the CATALPA system
performs second-best on the secret test set, NUS-
IDS achieves best performance in the diso and
iscb domains, and the best score in the case do-
main is taken by MILAB. We note consistent and
substantial performance degradation on the secret
domain across all submissions and baselines. We
attribute this to domain shift: while the systems
could observe some data from each of the other
domains during training, the secret data is truly
out-of-distribution, originating from an entirely dif-
ferent research community and reviewing platform.
This gap in performance highlights the importance
of cross-domain study of NLP for peer reviews.

Turning to the data scarcity, Table 2 summarizes
mean submission scores for various data condi-
tions, from no-data zero-shot learning to full-data
fine-tuning. Here, too, all submissions have outper-
formed the RoBERTa baselines, albeit by a smaller

no-data low-data full-data

MILAB 51.6 77.1 83.9
NUS-IDS 40.2 81.3 85.0

CATALPA 22.2 74.5 81.8
DeepBlueAI - 80.8 85.0

RoBERTa - 74.4 80.3

Table 2: Mean F1-macro score across domains for dif-
ferent data scarcity conditions, without secret domain.

margin in the low-data setting. The no-data and
low-data results show great variation both in terms
of absolute scores and in terms of leaderboard rank-
ings. Especially in the no-data setting, the highest-
and lowest-scoring submission differ by almost 30
percent F1-measure, compared to the 3 percent gap
on full data. The submission by MILAB scores
best in the no-data scenario, while the system by
NUS-IDF performed best on low data. Secret test
set not taken into account, DeepBlueAI and NUS-
IDS share the first place in the full-data condition.
These observations demonstrate the value of evalu-
ating NLP systems for pragmatic tagging in varying
data availability conditions.

7 Analysis

Access to all the participating system’s predictions
at once allows additional insights into the task.
Given the broad range of approaches proposed by
the PragTag-2023 participants, a natural question
arises if these approaches are complementary. We
investigate this by combining the predictions of
the best-performing submissions via majority vote.
The results show that a majority ensemble indeed
outperforms every individual system on average
(Table 1, middle). Considering per-domain results
reveals more nuance: the ensemble maintains the
best systems’ performance for the domains case
and iscb, slightly lagging behind on diso and
scip, substantially improving the best result in
rpkg, and showing average performance on the
secret test set. This variation demonstrates the
importance of fine-graned evaluation of pragmatic
tagging in multi-domain setting, and we deem the
use of alternative, e.g. weighted, ensembling meth-
ods for the task promising.

Analysis of the confusion matrix between the
true labels and the majority ensemble predictions
allows us to see which labels are particularly hard
for the systems to handle. Figure 6 presents the
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1 4 855 10 33 2
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12 35 46 35 314 15

2 1 1 1 8 314

Figure 6: Confusion matrix of PragTag-2023 submis-
sion majority ensemble on the final test data: true label
(rows) vs predicted label (columns).

results. We observe that, in aggregate, the sys-
tems are successfully able to distinguish between
Strengths, Weaknesses, Todo and Structure, while
the Recap and especially the open Other class con-
stitute frequent sources of confusion, in line with
the annotation study observations by Kuznetsov
et al. (2022). This result suggests that future label-
ing schemata for pragmatic tagging might consider
refining the Recap and Other class definitions, or,
alternatively, merging these classes into a general
Other class, eliminating the hard distinction and
resulting in more robust systems, at the loss of
granularity. We leave this exploration to the future.

8 Discussion

A high-level picture of the submissions to the Prag-
Tag competition reveals several trends. Despite
the advances in LLM development, fine-tuning
of BERT-family LMs was still used by most par-
ticipants, although some have experimented with
prompting. While our rules prohibited the use of
commercial LLMs, new open LLMs like Llama
(Touvron et al., 2023) have been released. Inves-
tigating the performance of these models for our
task is a promising avenue for future studies.

While some submissions focused on modifying
the model architecture and pre-training regime, oth-
ers explored data augmentation and creative adap-
tations of the task, e.g. by casting it as a question-
answering task or labeling the instances based on
the similarity to guideline class definitions. Most
participants used auxiliary data as an unlabeled
substrate for pseudo-labeling or language model
pre-training. We note the wide use of model ensem-
bling across the submissions, and believe that such
techniques will remain relevant in the age of LLMs.
PragTag-2023 was designed to accommodate var-

ious approaches to the task: pragmatic tagging
can be cast as sentence labeling and as sequence
labeling, and can can be approached via prompt-
ing. While the participants have experimented with
many of these options, in-context learning (Dong
et al., 2023) remained under-explored. We deem
such exploration promising.

The ongoing adaptation of the field to the last-
generation LLMs presents new challenges to the
benchmarking and shared task methodology. The
technical requirements of pre-training and fine-
tuning LLMs put the teams without access to mas-
sive data and compute at disadvantage. The opaque-
ness of the LLM pre-training for commercial mod-
els introduces the risk of model exposure to the test
data or related datasets. PragTag-2023 attempted to
mitigate these issues by explicitly limiting the com-
petition to the models for which open weights are
available and pre-training procedure is known, and
by prohibiting the use of any additional pre-training
sources apart from the core and auxiliary data pro-
vided with the task. An alternative solution could
be to limit the competition to several open LLM in-
stances, inference-only. This, however, would limit
the scope of methods the participants can explore to
prompting-based approaches. We leave the search
for flexible, fair and reproducible benchmarking
methodology in the age of LLMs to future work.

9 Conclusion

This paper has introduced PragTag-2023: the
shared task in low-resource multi-domain prag-
matic tagging of peer reviews. We have described
the rationale behind the task, introduced the data
and outlined a range of experimental conditions un-
der which the competition took place. The shared
task participants proposed a wide range of tech-
niques for increasing the robustness of pragmatic
tagging across domains and data availability sce-
narios. The results of the competition underline the
importance of evaluating pragmatic tagging sys-
tems across different domains and in different data
availability conditions. The arguably most impor-
tant gain from an organized competition is not find-
ing the best-performing system for the task, but the
accompanying exploration of approaches to solv-
ing the problem at hand. To this end, we hope that
the ideas and observations from the PragTag-2023
submissions foster future progress in pragmatic tag-
ging, and in cross-domain and low-data processing
of peer reviews in general.
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Limitations

Few limitations of our setup can be addressed by fu-
ture work. As common in scholarly NLP, our study
is limited to English. Once available, the future
multilingual datasets of research papers and peer
reviews would enable the study of NLP for peer
review across languages and domains. A coarse-
grained pragmatic tagging schema could eliminate
the hard Recap vs Other distinction (Section 7) and
increase the robustness of the evaluation. Obtain-
ing more labeled data per domain would enable the
study of data scarcity on per-domain basis as well
as across individual training-test domain pairs, e.g.
training on case and evaluating on rpkg. Alter-
natively, shifting the focus to zero-shot learning
with instruction-following LLMs would allow us-
ing all available data for evaluation – yet it would
be methodologically limiting (Section 8). Incor-
porating other peer review analysis tasks into the
setup would provide additional insights into the
low-data and cross-domain NLP for peer reviews.

Ethics Statement

Increasing the domain robustness and sample effi-
ciency of NLP systems are key steps towards sus-
tainabile and widely applicable NLP. Pragmatic
tagging is a basic argumentation analysis task with
many potential applications that would increase the
transparency, fairness and efficiency of scholarly
peer review. We believe that the potential for mis-
use of this technology is low. The data used in the
shared task was obtained according to strict licens-
ing and data management procedures, and is open
and freely available for research use.
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