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Abstract: Detailed numerical analyses of pulverised solid fuel flames are computationally expensive
due to the intricate interplay between chemical reactions, turbulent multiphase flow, and heat
transfer. The near-burner region, characterised by a high particle number density, is particularly
influenced by these interactions. The accurate modelling of these phenomena is crucial for describing
flame characteristics. This study examined the reciprocal impact between the discrete phase and the
continuous phase using Reynolds-averaged Navier–Stokes (RANS) simulations. The numerical model
was developed in Ansys Fluent and equipped with user-defined functions that adapt the modelling of
combustion sub-processes, in particular, devolatilisation, char conversion, and radiative heat transfer
under oxyfuel conditions. The aim was to identify the appropriate degree of detail necessary for
modelling the interaction between discrete and continuous phases, specifically concerning mass,
momentum, energy, and turbulence, to effectively apply it in high-fidelity numerical simulations.
The results of the numerical model show good agreement in comparison with experimental data and
large-eddy simulations. In terms of the coupling schemes, the results indicate significant reciprocal
effects between the discrete and the continuous phases for mass and energy coupling; however, the
effect of particles on the gas phase for momentum and turbulence coupling was observed to be
negligible. For the investigated chamber, these results are shown to be slightly affected by the local
gas phase velocity and temperature fields as long as the global oxygen ratio between the provided
and needed amount of oxygen as well as the thermal output of the flame are kept constant.

Keywords: pulverised solid fuel combustion; RANS numerical simulations; coupling schemes
between the discrete and the continuous phase; particle number density

1. Introduction

Particle-laden turbulent flows can be found in many engineering applications such as
pulverised solid fuel combustion, chemical reactors, absorption columns, and pneumatic
conveying systems [1]. The presence of the discrete phase can significantly affect the flow
characteristics of the continuous phase. The first attempt to characterise particle-laden
flows is attributed to Einstein [2], who introduced a modified dynamic viscosity for the
suspension depending on the particle volume fraction (PVF). This was later experimentally
observed by Eirich et al. [3] in a suspension of liquid water and solid particles.

Such reciprocal influences between the continuous and dispersed phases in multiphase
flows have been the subject of numerous studies concerning mass, momentum, energy,
and turbulence exchange [4–9]. In particular turbulence modulation and turbulence disper-
sion have been analysed in detail due to the presence of the discrete phase [4–6]. The former
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is the influence of the discrete phase on the turbulent characteristics of the continuous
phase, and the latter is the effect of the continuous phase turbulence on the distribution of
the discrete phase [5,6]. Turbulence modulation plays a major role in mass, momentum,
and heat transfer processes and, hence, must be correctly modelled. In this regard, and
based on Kolmogorov’s concept of spectral energy, Al Taweel and Landau [4] presented
a model predicting the influence of the dispersed phase on the turbulence structure of
two-phase jets. The idea behind this model is to consider the dissipation of energy due to
the inability of dispersed-phase particles to completely follow turbulent eddy fluctuations.
They showed that the presence of a dispersed phase results in the additional dissipation of
turbulent energy.

In general, particle-laden flows can be categorised as dilute or dense [8]. In a dilute
flow, the fluid forces (drag and lift) affect the particle motion. In a dense flow, on the other
hand, collisions or continuous contact between the particles control the particle dynamics.
If the ratio of the momentum response time of a particle to the average time between
particle–particle collisions is smaller than 1, the flow can be considered dilute; otherwise,
the particle has no time to respond to the local fluid dynamic forces before the next collision,
and therefore, the flow is called dense [8]. However, there is no definitive parameter that
defines the boundary between dilute and dense flows because many factors are causing
particle–particle collisions. Nevertheless, particle volume fraction (ϕp) has been a suitable
compromise indicating dilute or dense flows [8].

According to the ϕp in the carrier fluid, a regime map (Figure 1) can be used to roughly
identify the dilute or dense multiphase flows as well as the required coupling scheme
between the dispersed and the continuous phases concerning mass, momentum, energy,
and turbulence exchange [7,8]. The regime map is drawn for different ratios of the particle
relaxation time τp = ρpd2

p/(18µf) compared to Kolmogrov’s time scale τη =
√

ν/ε (namely
the Stokes number (St)), whereby ρp indicates the particle density; dp, the particle diameter;
ν, the kinematic viscosity of the fluid; and ε, the dissipation rate of the turbulence kinetic
energy (TKE).
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Figure 1. Regime map for the classification of different types of coupling schemes between the
dispersed and continuous phases according to [7,8].

According to the regime map (Figure 1), the suspension is called dilute if ϕp < 10−3.
A classic example of dilute flows is a cyclone separator. In dilute suspensions, the one-way
coupling scheme between the dispersed and the continuous phases is sufficient to describe
the flow if ϕp < 10−6. Otherwise, if 10−6 < ϕp < 10−3, the two-way coupling is needed.
If ϕp > 10−3, the suspension is dense; thus, particle–particle collisions take place in addition
to the two-way coupling, and the regime is called four-way coupling. Fluidised beds are
typical examples of dense particle-laden flows. The dense flow is divided into collision-
dominated and contact-dominated regimes. In the collision-dominated regime, the particles
collide and rebound with a different trajectory in the flow, and the contact time between
the particles is smaller than the time between collisions. In the contact-dominated flow,
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there is continuous contact between the particles, and the contact forces determine particle
dynamics [8]. For values of ϕp approaching 1, there will be a granular flow without fluid.

Regarding turbulence within the two-way coupling scheme for dilute flows
(10−6 < ϕp < 10−3), the flow regime is divided into zone A for St ≤ 10 and zone B
for St ≥ 10. In zone A and depending on the St number, particles have different ef-
fects on the TKE, i.e., while microparticles (St ≤ 0.1) increase the TKE, large particles
(St ≥ 0.1) decrease the TKE of the gas phase. The so-called ghost particles are in between
(0.1 ≤ St ≤ 1) and do not cause any turbulence modulation.

Although there are numerous studies in the literature investigating the coupling
schemes between the discrete and the continuous phase, such as [6–16], a handful of them
have considered the importance of the coupling schemes in the combustion of pulverised
solid fuels. Due to an outflow from the particle through the release of volatile gases, a de-
crease in drag force on a reactive single particle was observed by Farazi et al. [12] and
Jayawickrama et al. [14]. The same conclusion was drawn for the drag force applied to
a single reactive particle surrounded by inert particles [17]. For a single burning particle
(only char without volatile gases), Zhang et al. [15] found that the drag force of a reac-
tive char particle is higher than the one including volatile gases. The devolatilisation of
a reactive particle not only causes an outflow from the particle leading to smaller drag
forces of the particle [14] but also suddenly accelerates the particle, which is referred to
as “rocketing” [16]. Such effects can been analysed for single reactive particles using,
e.g., particle-resolved direct-numerical simulation (DNS) [12–15,17] or advanced experi-
mental methods [16], thereby identifying the coupling schemes between the phases, such
as in [13]. In this study, however, the interactions between the phases are not considered in
particle resolution, but a general overview of the necessary coupling schemes between the
phases for the combustion of pulverised solid fuels is provided. In the context of pulverised
solid fuel combustion, there are no studies evaluating the coupling scheme needed to
render the flame properties. This has been due to the complex nature of such combustion
flows, where various highly coupled thermophysical phenomena occur [18], leading to,
e.g., the evolution of the particle size distribution and density, consequently affecting the
interaction between the phases. Most studies assume that a two-way coupling approach
is on the safe side for such flows [19–22], but this may not be necessary, and thus, the
computational costs can be reduced. However, this should be treated with caution, as the
coupling schemes can influence the results. For example, Russo et al. [23] investigated
the relevance of a two-way coupling scheme for the pyrolysis of biomass in a turbulent
gas flow using point-particle DNS. They found that for ϕp > 10−5, the two-way coupling
influences the conversion time of the particles and, consequently, the mass transfer between
the phases.

In pulverised solid fuel combustion flows, mass exchange between the discrete and
the continuous phases is crucial to be considered in a two-way manner. Energy exchange
between the phases can be of the same order of magnitude as the mass exchange. Concern-
ing momentum exchange, however, the drag forces exerted by particles on the continuous
phase can become less important in comparison to mass and energy exchange. This is
due to the changes in density and diameter of the burning particles during combustion.
Regarding the reciprocal effects for turbulence, the regime map suggests that the presence
of the dispersed phase can have a balancing influence on the turbulence. This is the case
when the respective increase and decrease in TKE by microparticles and large particles
in zone A neutralise themselves. Therefore, the aim of this study centred around explor-
ing the importance of the coupling schemes for mass, momentum, and energy exchange
between the discrete and the continuous phases as well as the turbulence modulation by
particles in the simulation of a practically relevant configuration of a 60 kWth swirl flame.
Through investigating the source terms in the governing equations, the effect of changes
in particle diameter and density during combustion on the transport phenomena and,
consequently, on the coupling behaviour between the phases in particle-laden combustion
flows is demonstrated. Furthermore, the influence of different particle number densities in
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the chamber (or PVF) on the coupling schemes were investigated by systematically varying
the inflow conditions.

In the following, first, the studied cases together with the numerical approach are
introduced in Section 2, followed by the verification and validation of the numerical
approach in Section 3. Finally, the results are discussed in Section 4.

2. Materials and Methods
2.1. Case Studies

A 60 kWth pulverised downward-fired coal swirling flame under oxyfuel conditions,
called OXY25 (OXY25 means that the oxidiser composition has a ratio of 25/75 vol% of
O2/CO2) and experimentally characterised by Zabrodiec et al. [24], was chosen for the
simulations. The cylindrical combustion chamber, schematically shown in Figure 2, had a
diameter of 0.4 m and a total height of 4.2 m.

Figure 2. Schematic view of the burner and a vertical cross-sectional view of the combustion chamber.
The outer diameter of the secondary inlet, d = 64 mm, is used to specify different distances in the
chamber from the dump plane.

The special design of the burner on the top of the combustion chamber—see also
Figure 2—enables the generation of swirling flows. The burner was designed for investi-
gating stabilised flames for self-sustained as well as gas-assisted combustion [19,25–28].
The primary inlet of the burner is an annular tube centred around a bluff body, and
it carries the oxidiser mixed with the pulverised solid fuel into the chamber. The sec-
ondary inlet of the burner enables the continuous adjustment of the strength of the swirl
flow by varying the volume flow rates that are fed into the small mixing chamber of the
secondary flow through the tilted and straight channels. In the experiments conducted
by Zabrodiec et al. [24], the swirl number was estimated to be approximately 0.95 using the
method described in [29]. The combustion chamber has two other inlets, namely, the ter-
tiary and staging inlets. The tertiary inlet near the burner provides additional oxidiser
into the chamber as well as the staging inlet at the chamber wall. The chamber wall was
constantly heated to ≈900 ◦C during the experiments. For more details on the experimental
setup, see Zabrodiec et al. [24].

Pulverised Rhenish lignite was used as fuel; its properties are provided in Table 1 and
the particle size distribution is provided in Figure 3. The mass flow rate of the pulverised
solid fuel was kept constant and equal to ṁfuel = 9.8 kg/h [24] for all the simulations
carried out in this study. The global oxygen ratio for the experiments was λglobal = 1.3 [24],
which is defined as the ratio of the total oxygen provided to the amount of oxygen required
for complete combustion as follows:
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Figure 3. The Rosin–Rammler diameter distribution method for the particle size distribution obtained
through laser diffraction analyses (Helos 12 Basis LA, Sympatec).

Table 1. Physical and chemical properties of Rhenish lignite (RBK) according to ultimate and
proximate analysis [24].

Ultimate Analysis a [wt%] Proximate Analysis b [wt%]

C 69.05 Ash 5.440
H 4.830 Water 12.15
N 0.690 Volatiles 42.42
S 0.300 Char 39.99
O 25.13 HHV c [MJ/kg] 22.153

a reference state: dry, ash-free; b as received; c higher heating value.

λ =
ṁO2,provided

ṁO2,required
.

The local oxygen ratio, defined as the provided amount of oxygen through the burner
to the amount of oxygen required for complete combustion, was λlocal = 0.8 [24]. The local
oxygen ratio was used here to induce local variations in the particle number density in
the chamber while keeping the global oxygen ratio λglobal = 1.3, the thermal output of
the flame 60 kWth, and the swirl number of the secondary inlet 0.95 constant [30]. This
necessitates variation in the momentum flows (volume flow rates) through the secondary
and tertiary inlets and in the staging stream. In contrast, the inflow condition at the primary
inlet remains unchanged. In this way, Habermehl et al. [30] observed experimentally
strong influences on the flame structure. Accordingly and apart from the described case
investigated by Zabrodiec et al. [24] with λlocal = 0.8, the two other cases specified in
Table 2 were investigated in this study with λlocal = 1.0 and λlocal = 0.6. The objective
was to investigate the flame structure and the coupling behaviour for mass, momentum,
energy, and turbulence between the discrete and continuous phases under the influence of
different momentum flows through the burner causing different particle number densities
in the chamber (discussed in detail later in Section 3).
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Table 2. Operating and boundary conditions for case studies investigated here, which differ by λlocal.

Inlet T [◦C]
V̇ a [m3/h]

O2/CO2 [vol %]Case #1 Case #2 Case #3
λlocal = 0.6 λlocal = 0.8 λlocal = 1.0

Primary 25 9.4 9.4 9.4 20.2/79.8
Secondary 40 16.2 23.8 31.3 25/75

Tertiary 40 2.9 4.2 5.5 25/75
Staging 900 31.3 22.2 13.3 25/75

a STP: standard temperature 0 ◦C and pressure 1.013 bar.

2.2. Numerical Approach

To carry out the numerical simulations, Ansys Fluent 17.1 was used equipped with
several user-defined functions (UDFs). The UDFs were written to account for the ef-
fects under oxyfuel conditions, in particular, on the kinetics of the particle phase as well
as the gas absorption coefficient. The former is explained later on in this section (see
Section called Particle Reaction Kinetics), and the latter was modelled by applying a mod-
ified weighted-sum-of-gray-gases model (WSGGM). The modified WSGGM is based on
the model and coefficients proposed by Bordbar et al. [31], and it has already been suc-
cessfully applied for the simulation of the same flame by Nicolai et al. [21] in a large-eddy
simulation (LES) approach. For the coupling between the gas and particle phases, a Euler–
Lagrangian scheme was considered. The details of the numerical procedure in both phases
are explained below.

2.2.1. Gas Phase Modelling

For the solution of a coupled discrete–continuous phase problem under the boundary
and operating conditions given in Table 2, the coupled velocity–pressure solver is used
with a pseudo-transient solution strategy, where an unsteady term is added to the steady
equations to improve the stability and convergence of the numerical approach [32]. In the
spatial discretisation, the PRESTO scheme was used for the pressure, and the least squares
cell-based method was used for the gradients. The second-order upwind method was used
for the rest of the equations.

The general approach used to deal with the solution of a coupled multiphase problem
of the combustion of pulverised solid fuels is to consider source terms in the governing
equations of the continuous phase because of the discrete particle phase. The continuity,
momentum, and energy equations can be expressed in terms of the averaged variables as
follows [32,33]:

∂ρ

∂t
+∇ · (ρv) = Sm, (1)

∂

∂t
(ρv) +∇ · (ρv v) = −∇p + µ∇2v +∇ · γ + ρg + F, (2)

∂

∂t
(ρE) +∇ · (v(ρE + p)) = ∇ ·

(
keff∇T − ∑

j
hjJj +

(
τeff · v

))
+ Sh. (3)

where F includes all body forces acting on the continuous phase. In Equation (3),
keff = kc + kT encompasses both the continuous phase kc and turbulent kT thermal conduc-
tivities. The diffusion flux of species j is denoted by Jj.

The constitutive law proposed by Boussinesq is used to calculate the Reynolds stresses:

γ = −3
2

ρkI + µT2S ,
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where µT is an eddy viscosity, and S denotes the time-averaged rate of the deformation
tensor [33]. In the k-ε model, the turbulent kinetic energy k is related to the rate of viscous
dissipation ε by µTε = cµρ2k2, with cµ as a dimensionless coefficient.

The volumetric mass Sm, momentum F, and heat Sh sources are the connection chan-
nels between the continuous and discrete phases. Similar to the continuity, momentum,
and energy equations and the transport equations for k, ε, and all the species, the source
terms in each equation contain the effects of the particle phase on the continuous phase
as follows:

∂

∂t
(ρk) +∇ · (ρkv) = ∇ ·

[(
µ +

µT

Prk

)
∇k
]
+ Gk + Gb − ρε −YM + Sk, (4)

∂

∂t
(ρε) +∇ · (ρεv) = ∇ ·

[(
µ +

µT

Prε

)
∇ε

]
+ ρC1Sε − ρC2

ε2

k +
√

νε
+ C1ε

ϵ

k
C3εGb + Sε, (5)

with C1 = max
[

0.43
η

η + 5

]
, and η = S k

ε
,

∂

∂t
(ρYi) +∇ · (vYi) = −∇ · Ji + Ri + SYi . (6)

with Ji = −
(

ρDi,m +
µT

ScT

)
∇Yi − DS,i

∇T
T

, and ScT =
µT

ρDT
.

Note that Equations (1)–(6) are presented in the transient form due to the used pseudo-
transient solution strategy. The source terms for the mass, Sm in Equation (1), momentum,
F in Equation (2), energy, Sh in Equation (3), and viscous dissipation rate, Sε in Equation (5),
will be described in Section 2.2.2 and evaluated in Section 4.1.

Since the flame is swirled and the nature of swirling flows has been considered in
the realisable and renormalisation group (RNG) k-ε models [32], the k-ε realisable model
of the RANS equations in combination with the enhanced wall treatment approach was
chosen in this study to render the turbulent structure of the flame. For the modelling of
the gas-phase reaction kinetics, a mechanism composed of a system of two reactions is
considered as follows:

CxHyOlNmSn + 0.882 O2 → 1.425 CO + 0.997 H2O + 0.01 N2 + 0.004 SO2

with x = 0.99, y = 2.79, l = 0.91, m = 0.0287, n = 0.0054

and A = 2.119 · 1011 s−1, and Ea = 2.027 · 105 J/mol

and
CO + 0.5 O2 → CO2

with A = 2.239 · 1012 s−1 and Ea = 1.7 · 105 J/mol,

where A and Ea are the Arrhenius pre-exponential factor and activation energy, respectively.
The volatile gases are represented through a single postulated substance using the coal
calculator embedded in Fluent. This approach has also been used to simulate similar flames
in the same chamber [19]. For each gas species participating in the chemical reactions,
the transport Equation (6) is solved, and the solution of these equations needs a closure
for the chemical source terms, SYi . This is treated by the turbulence–chemistry interaction
modelling using the eddy dissipation concept (EDC). The EDC model takes into account
chemical mechanisms in turbulent flows assuming the occurrence of species reactions in the
fine structures of turbulence [32,34]. The chemical source terms are calculated by applying
the direct integration method.
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2.2.2. Particle Phase Modelling
Particle Dynamics

Particles are assumed to be spherical and are tracked using a Lagrangian reference
frame [32]. In this reference frame, the momentum balance is integrated to calculate particle
trajectories. Since the particle volume fraction is high in the near-burner region, a two-way
coupling approach was applied to take into account the turbulence modulation of the con-
tinuous phase caused by the discrete phase. Furthermore, previous studies [20–22,35] have
considered the inclusion of drag, gravitational, and thermophoretic forces for determining the
motion of particles within the chamber.

The stochastic tracking approach with the discrete random walk model was used to
account for the effect of turbulent velocity fluctuations on the particle trajectories. The num-
ber of 50 tries was determined by keeping the time scale constant of the model equal
to 0.15 [32] and by repeating the simulations by increasing the number of tries until no
significant changes were observed in the simulation results [36].

Turbulence Modulation by Particles

To account for turbulence modulation due to the dispersed phase, the model proposed
by Al Taweel and Landau [4] is considered [32]. Accordingly, the rate of turbulent energy
dissipation is calculated as follows:

εTP =
∫ ∞

0

[
15νκ2 +

36Wν

d2
pϱR2

κ

]
P(κ)TP dκ, Rκ =

√
1 + b2

n − 2bn cos ϑn (7)

where the subscript TP stands for two phases. Note that the deviation between the par-
ticle and fluid motion generates a fluctuating relative velocity, of which the ratio to the
fluctuating velocity of the fluid is represented by Rκ at any particular wave number in the
turbulence spectrum. In this representation, an/Bn is the amplitude ratio, and θn is the
angle of the phase lag between the fluid and particle fluctuations given in [4].

Particle Heat Transfer

For the calculation of heat transfer from/to a particle during the combustion process
in the chamber, the following energy balance is applied:

mpcp
dTp

dt
= αAp

(
Tg − Tp

)︸ ︷︷ ︸
Q̇convection

− fh
dmp

dt
Hreac︸ ︷︷ ︸

Q̇reaction

+ ϵp Apσ
(

θ4
p − T4

p

)
︸ ︷︷ ︸

Q̇radiation

,

θp =

(
G
4σ

) 1
4

and G =
∫ 4π

0
IsdΩ.

(8)

In Equation (8), the heat released from the particle is denoted by Hreac, and the
coefficient fh signifies that part of the heat released is absorbed directly by the particle and
that the rest is released in the gas phase [32,37].

The calculation of the convective heat transfer coefficient h is carried out according to
the empirical correlation first proposed by Frössling [38] and later on modified by Ranz
and Marshall [39] as follows:

Nud =
α dp

k
= 2 + 0.6 Re

1
2
dp

Pr
1
3 ,

Pr =
cp,g µ

k
and Redp =

ρ dp
∣∣vp − vg

∣∣
µ

,
(9)

where Nud is the particle Nusselt number, and Red is the particle Reynolds number. The cal-
culated heat transfer to/from a particle using Equation (8) is considered a heat sink/source
in the energy balance equation of the continuous phase.
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Particle Reaction Kinetics

The accurate modelling of the particle reaction kinetics is of significant importance
in characterising the flame. Reactive solid fuel particles undergo two main subprocesses
in a high-temperature medium, i.e., devolatilisation and char conversion. The kinetic pa-
rameters of these subprocesses are affected under oxyfuel conditions. According to [40–42],
using simplified models for devolatilisation and char conversion can deliver good agree-
ment if the kinetic parameters are accurately determined for these simple models. In this
regard, the single first-order reaction (SFOR) model [43] for devolatilisation and the Baum
and Street model [44,45] for char conversion are used with the kinetic parameters applied
by Nicolai et al. [21].

Particle Devolatilisation

In the SFOR model [43], the devolatilisation rate is calculated as follows:

dmp(t)
dt

= K
[
mp − (1 − fv,0)mp,0

]
and K = Ae−Ea/RTp ,

A = 29.058 · 103 s−1 and Ea = 42.879 kJ/mol
(10)

where fv,0 is the mass fraction of volatiles initially present in the particle, R is the universal
gas constant, and mp,0 is the initial particle mass.

Char Conversion

In the Baum and Street model [44,45], the char conversion rate is limited either by reac-
tion kinetics or diffusion in the particle. This is performed by weighting a kinetic reaction
rate Rk and an effective diffusion rate D0, resulting in the following char conversion rate:

dmp(t)
dt

= −Ap
ρRTgYi

Mw,i

D0Rk
D0 +Rk

D0 = C1

[(
Tp + Tg

)
/2
] 3

4

dp
and Rk = C2e−E/RTp ,

(11)

where coefficients C1 and C2 depend on the temperature and conversion agents, which are
oxygen, carbon dioxide, and water vapour. The numerical values for C1 and C2 together
with the activation energy of the reactions are given in Table 3.

Table 3. Activation energy and rate constants of conversion reactions in low-temperature (T < 950 ◦C)
and high-temperature ranges [19,21,46].

Oxidiser O2 [21,46] CO2 (T ≤ 950 ◦C) [19] CO2 (T > 950 ◦C) [19] H2O [19]

C1 [s/K0.75] 7.430 · 10−13 1.0 · 10−10 1.0 · 10−10 2.84 · 10−12

C2 [s/m] 188.6 1.35 · 10−4 6.35 · 10−3 1.92 · 10−3

Ea [J/mol] 1.286 · 105 1.35 · 105 1.62 · 105 1.47 · 105

2.2.3. Radiation Modelling

In the combustion of pulverised solid fuel particles, radiation plays a crucial role in the
heat transfer process [47]. In this study, the radiative transfer equation (RTE) for radiation
intensity was solved in the framework of the discrete-ordinate model
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dI (⃗r, s⃗)
ds

= κgn2 σT4

π︸ ︷︷ ︸
I

+ lim
V→0

N

∑
n=1

ϵpn Apn
σT4

pn

πV︸ ︷︷ ︸
II

−
(
κg + κp + σp

)
I (⃗r, s⃗)︸ ︷︷ ︸

III

+
σp

4π

∫ 4π

0
I
(⃗
r, s⃗′
)
Φ
(⃗
s, s⃗′
)
dΩ︸ ︷︷ ︸

IV

.

(12)

where

κp = lim
V→0

N

∑
n=1

ϵpn
Apn

πV
, Apn = π

d2
pn

4
and σp = lim

V→0

N

∑
n=1

(
1 − ϵpn

)(
1 − fpn

)Apn

πV
.

The RTE (12) describes the changes in radiation intensity I along the infinitesimal path
length ds in the direction r⃗ of the solid angle Ω (the left-hand-side of the RTE). On the
right-hand side of the RTE, term I describes the increase in radiation intensity due to gas
emission, with n as the refractive index of the gas and κg as the gas absorption coefficient.
For the gas absorption coefficient, the modified WSGGM for oxyfuel conditions proposed
by Bordbar et al. [31] was used. Term II accounts for the increase in the radiation intensity
due to particle emission, and the third term, term III, accounts for the intensity loss due to
gas absorption, particle absorption, and outscattering, where σp is the particle scattering
coefficient. The particle emissivity and scattering factors were considered equal to ϵp = 0.9
and fp = 0.9, respectively [48–50]. Gas scattering was considered to be negligible compared
to particle scattering [32,51]; thus, the scattering coefficient σp and scattering phase function
Φ of particles determine the in-scattered radiation. The scattering phase function Φ was
modelled using an anisotropic Mie-scattering phase function, which is approximated by a
finite series of Legendre polynomials [52,53].

The emissivity of the burner block on the top of the chamber was set to ϵb = 0.3, and
that of the chamber wall was ϵw = 0.7 [19].

2.2.4. Developed Numerical Solver

Figure 4 shows interfaces in Fluent, where a UDF is coupled to the developed solver
used in this study. In the modelling of the discrete phase, the DEFINE_DPM_SOURCE
module was used to include the heat and mass exchange between the discrete and con-
tinuous phases. For this purpose, the DEFINE_DPM_LAW and DEFINE_DPM_SWITCH
modules were used under custom laws to write the UDFs for particle kinetic laws (drying,
devolatilisation, and char burnout) for considering the effects of oxyfuel conditions on the
particle conversion.

Discrete phase 

UDFs

Injections

DEFINE_DPM_SOURCE

solid-fuel-entry

Laws

Custom

First law

Switching

DEFINE_DPM_LAW

DEFINE_DPM_SWITCH 

Materials

mixture

Absorption Coefficient DEFINE_WSGGM_ABS_COEFF

DEFINE_SCAT_PHASE_FUNCScattering Phase Function

User-Defined

Function Hooks DEFINE_DOM_SOURCE

Drying

Devolatilisation

Char conversion

Particle Drying

Combustion model: First Order Model

SFOR: Single First-Order Rate Model

Boxes with grey fillings:
interfaces in Fluent that can be used to implement a UDF in the
solver  

Boxes with white fillings:
the type of UDFs written and implemented in the solver

Figure 4. Tree diagram for the implemented user-defined functions (UDFs) in the solver developed
in Fluent for the solution of pulverised solid fuel combustion problems under oxyfuel conditions.
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The DEFINE_WSGGM_ABS_COEFF module was used to account for the effect of
oxyfuel conditions on the gas radiation by modifying the standard WSGGM according to
Bordbar et al. [31]. In addition, anisotropic Mie-scattering was implemented according
to [52,53] using the DEFINE_SCATTERING_PHASE_FUNC module. For particle radiation
interactions, the DEFINE_DOM_SOURCE module was employed. The tree diagram shown
in Figure 4 provides a general overview of the developed solver including the UDFs directly
connected to the Fluent interfaces. The developed solver will be published by the library of
the RWTH Aachen University at https://doi.org/10.18154/RWTH-2024-01307 (accessed
on 30 April 2024).

3. Results

In this section, first, the verification and validation of the numerical solution are
presented followed by the results of the solution of the case studies introduced in Section 2.1.
After the characterisation of the case studies in Section 3.2, detailed discussions on the
results will be provided in Section 4.

3.1. Verification and Validation

Verification and validation studies were conducted for Case #2 with λlocal = 0.8 (see
Table 2) investigated by Zabrodiec et al. [24]. To verify the numerical approach, simulations
with a coarse and a fine grid were carried out, and comparisons were conducted for the
gas-phase velocity profiles (two left columns in Figure 5). Overall, minor discrepancies
were observed in the gas-phase velocity profiles between the coarse grid with 744,495 grid
cells and the fine grid with 3,309,960 grid cells, indicating the suitability of the coarse grid
for subsequent investigations. The minimum and maximum cell sizes of the coarse grid
were 0.35 mm in the diffuser and 1 cm near the outlet. The minimum orthogonal quality of
the mesh was 0.63, and the maximum orthogonal skewness was 3.7.

−
−

−

−

−

−

−

−

−
−

Figure 5. (Left two columns) A comparison of the gas velocity components obtained from the coarse
and the fine grids for the verification of the numerical solution. (Right two columns) A comparison
of the particle velocity components with the experimental data given by Zabrodiec et al. [24] and
with the LES from Nicolai et al. [21].

For validation, the numerical solution was compared to the experimental data pro-
vided by Zabrodiec et al. [24] as well as to the LES results from Nicolai et al. [21]. Since the
validation of the applied numerical approach has been shown in several studies [22,35],
here, a comparison of the velocity profiles is provided in Figure 5 only for two different
distances from the dump plane (diffuser outlet shown in Figure 2) (Concerning the exper-
imental data, measurements of the particle temperature are available in [21,54], but are
not compared here with the numerical results to avoid repetition with the authors’ other
published work). These distances are specified by a characteristic length d, which is the
outer diameter of the secondary inlet of the burner (see also Figure 2). A comparison of

https://doi.org/10.18154/RWTH-2024-01307
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the particle velocity components (two right columns in Figure 5) with the experimental
data [24] and also with the LES results [21] of Case #2 shows good agreement.

3.2. Solution of the Case Studies

The validated numerical approach was employed to solve the case studies outlined
in Section 2.1, differing solely in the local oxygen ratio, λlocal, and, consequently, in the
momentum flows introduced into the chamber through the inlets. Figure 6 shows the
flame structure of each case characterised by the axial velocity and temperature fields as
well as the distribution of particle volume fraction (PVF) in the chamber. The difference in
the distribution of the PVF or particle number densities in the chamber is a result of the
variation of λlocal. In general, changing λlocal causes substantial differences in the flame
aerodynamics, temperature field, and the particle number densities in the chamber. In the
following, the results for the three cases obtained using a two-way coupling approach
are explained.

Figure 6. Influence of the local oxygen ratio λlocal on the flame structure with respect to the axial
velocity u and temperature T fields as well as the distribution of the particle volume fraction (PVF)
ϕp. Three cases with different local oxygen ratios of (left) λlocal = 0.6, (middle) λlocal = 0.8 (Case #2),
and (right) λlocal = 1.0 (Case #3), were investigated. The contour lines for the temperature are
specified with values for Case #2. The same values apply to the lines of the other cases with the same
line pattern.

3.2.1. Case #1, λlocal = 0.6

The axial velocity field of Case #1 with a λlocal = 0.6 is characterised through (a) a
relatively small inner recirculation zone (RZ) around the axis, (b) an external RZ between
the burner and the staging stream, and (c) a strong staging stream. A smaller λlocal
in comparison to the other cases means lower/weaker momentum flows through the
burner. Hence, to keep the swirl number constant, the tangential velocity component
must be reduced, which results in a relatively smaller inner RZ. The external RZ is a wake
zone between the staging stream and the flows through the burner. Since λlocal is small,
the volume flow rate of the staging stream must be increased so that λglobal = 1.3 remains
constant. Thus, the relatively strong staging stream directs the flame toward the axis of the
chamber (see the temperature field for this case) and results in low particle number densities
near the chamber wall. High particle number densities are found in this case around the
axis. Note that the PVF (ϕp) was characterised by the boundary value of 10−6 between the
one-way and two-way coupling schemes for dilute flows suggested from the regime map
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(see Figure 1). This means that interactions between the discrete and the continuous phases,
such as mass, momentum, and energy exchange as well as turbulence modulation, should
be handled in a two-way manner. However, the orange and black regions with ϕp < 10−5

indicate that the PVF in the chamber is mostly close to the boundary value of 10−6. Hence,
this suggests that the error of using one-way coupling can be negligible, which will be
addressed in Section 4.

3.2.2. Case #2, λlocal = 0.8

Case #2 with λlocal = 0.8 was experimentally investigated and characterised by
Zabrodiec et al. [24]. This case exhibits three RZs in the axial velocity field: (1) an in-
ner RZ around the axis of the chamber that is relatively larger than that of Case #1, (2) the
external RZ between the tertiary inlet and staging stream, and (3) the wall RZ in front of
the staging stream. The inner RZ brings the hot products of the combustion process back
to the diffuser and contributes in this way to the flame stability [19,24]. In comparison to
Case #1, a higher λlocal necessitates reduction in the staging stream to keep λglobal = 1.3.
Therefore, the wall RZ appears in Case #2, which directs the staging stream toward the
flame preventing the flame from spreading toward the chamber wall (see the temperature
field of Case #2). This can be observed from the temperature field and the distribution of
the particles (ϕp) in the chamber.

3.2.3. Case #3, λlocal = 1.0

Increasing the local oxygen ratio to λlocal = 1.0 in Case #3 substantially changes the
flame aerodynamics. The inner RZ in Case #3 is approximately 1.6 times longer than
that of Case #2. In addition, the external and the wall RZs are merged and prevent the
axial passage of the staging streamm which then flows radially into the wall RZ. This
happens since the adjustment of the volume flow rates to keep a constant global oxygen
ratio necessitates a reduction of up to 40% in the staging stream compared to Case #2 (see
also Table 2). Consequently, the staging stream is not strong enough to separate the wall
and external RZs. Contrarily, the secondary volume flow rate has to be increased up to 32%
in comparison to Case #2. This means that to keep a constant swirl number at the secondary
inlet, the swirl velocity needs to be increased accordingly. Hence, a strong swirling flow
directs the flame toward the chamber wall that can be observed from the temperature field
in this case. The distribution of the PVF also shows the movement of the particles toward
the chamber wall.

4. Discussion

The three cases shown in Figure 6 are discussed in this section in more detail con-
cerning the influence of the momentum flows (particle number densities) on the coupling
behaviour between the particle and the gas phases in the numerical solution. The momen-
tum flows, as shown in Figure 6, considerably change the particle number densities in
the chamber, and this can affect the coupling behaviour between the discrete and the gas
phases. The reciprocal influence between the particle and gas phases takes place concerning
mass, momentum, turbulence, and energy transfer. In the following, these aspects are
analysed for the three cases of Figure 6 in the near-burner region, where the effects of higher
particle number densities are more pronounced. The 0.5d level (see Figure 2) was chosen
for the analysis in the near-burner region.

4.1. Coupling Parameters
Mass Coupling

To identify the coupling scheme for the mass transfer between the particle and gas
phases, a mass coupling parameter can be defined according to Crowe [8] as follows:

Πmass =
Ṁd

Ṁc
=

npVcellṁp

ρcUA
,
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where Ṁd is the mass exchange rate of the discrete phase in a cell volume of Vcell with np
particles, each with a mass exchange rate of ṁp, and Ṁc is the mass flux of the continuous
phase with density ρc and velocity U through the surface area A of the volume. For the
analysis here and in the following, U is the velocity magnitude.

Momentum Coupling

To identify the momentum coupling scheme between the particle phase and the gas
phase in the investigated combustion chamber, the following definition can be used [8]:

Πmomentum =
Fd
Fc

=



npVcell 3 · π µdp
(
U − Up

)
ρcU2 A

Rep ≤ 0.07

npVcell
1
2

ρ
(
U − Up

)2CD

(
π

d2
p

4

)
ρcU2 A

Rep > 0.07

where CD is the drag coefficient that is calculated based on the particle Reynolds number
and the correlations given by Morsi and Alexander [55].

Energy Coupling

The identification of the energy coupling between the discrete and the continuous
phase follows a similar procedure used for the mass and momentum coupling. Accordingly
and in taking into account the mechanisms of heat transfer in the particle and gas phases,
the coupling parameter is defined as [8]

Πenergy =
Q̇d

Ėc
=

npVcell
(
Q̇convection + Q̇radiation + Q̇reaction

)
ρcUcpTA

,

where Q̇convection, Q̇reaction, and Q̇radiation are the terms on the right-hand side of Equation (8).

Turbulence Coupling

Following a similar proedure, the following parameter can be defined to evaluate the
coupling scheme for turbulence:

Πturbulence =
npVcellQ̇d

ρcUk
,

where k is the turbulent kinetic energy of the continuous phase, and Q̇d is the turbulent
kinetic energy source of the particles.

4.2. Evaluation of the Coupling Parameters

In the following, the coupling parameters defined in Section 4.1 are evaluated using
the solution results obtained in Figure 6 with two-way coupling schemes. In general, if Π
is of O(1) or Π ≫ 1, then the effects of the discrete phase on the continuous phase are
significant and shall be considered. Figure 7 shows that this condition is fulfilled in the
near-burner region for all three cases concerning the mass transfer coupling. However,
in contrast to Case #1 and Case #2, the results for Case #3 indicate a decreasing influence of
the particle phase in the near-burner region when the local oxygen ratio λlocal is increased.
In other words, the higher velocities in this region imply shorter residence times for the
particles and accordingly result in a reduction in the particle mass exchange with the gas
phase. Note that all cases have a pronounced local minimum in the profiles, indicating the
effect of the secondary flow with high axial velocities, which leads to a local and sudden
decrease in the influence of the discrete phase on the continuous phase.
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For the downstream region, however, the results for all three cases show negligible
influence of the particle phase on the mass transfer and are not presented here. This is also
the case for the other coupling parameters discussed in the following.

Figure 7. Evaluation of the coupling parameters for mass, momentum, energy, and turbulence
exchange between the discrete and continuous phase in the near-burner region at a distance of 0.5d
from the dump plane for the three case studies. The radial position on the abscissa is limited to the
regions with higher values of the coupling parameters in each case.

Regarding momentum coupling in Figure 7, Πmomentum < O(0.1) holds for all cases
except for λlocal = 0.6 in the near-burner region where Πmomentum is two orders of mag-
nitudes less than 1. Generally, the order of magnitude of Πmomentum is less than 0.1 for
the investigated cases. Therefore, the influence of the particles on the momentum of the
continuous phase is generally less important than their influence on the mass transfer.
Therefore, the influence of the drag forces exerted by particles on the momentum of the
gas phase can be negligible. An important reason for the small order of magnitudes of
Πmomentum is the decreases in particle diameter and particle density during the combustion
process, which leads to a negligible difference between the particle and gas velocities. This
is due to the response time of particles calculated as

τp =
ρpd2

p

18µ

 1 Rep ≤ 0.07
24

CDRe
Rep > 0.07

which become much smaller than the characteristic time associated with the flow field
calculated as τF = Lcell/U, where Lcell is the length of the cell. This gives the particles
sufficient time to react to changes in the flow velocity, leading to almost equal velocities for
both phases and hence, small drag forces affecting the continuous phase. This suggests that
momentum coupling can be taken into account in a one-way scheme without high errors oc-
curring in the simulation of the combustion chamber analysed here, especially if the results
downstream of the flame are of interest. Note that reducing λlocal increases the importance
of the influence of the particle phase on the continuous phase concerning momentum
coupling, which is due to the subsequent decrease in the continuous phase velocity.

The relevant literature also suggests a reduction in the drag force on the reacting
particles [12,14]. Indeed, surface and gas phase reactions lead to a different flow pattern
around reacting particles compared to a non-reactive case. In particular, the gases mobilised
by surface reactions into the continuous phase affect the fluid flow around reacting particles,
leading to lower drag forces on the particles [12,14].

Concerning energy exchange between the particle and the gas phases, Figure 7 shows
the significant local effects of particles on the continuous phase in Case #1 and Case #2,
since Πenergy in these cases is of the order of 1 (O(1)). Case #3 exhibits a lower influence
of particles on the gas temperature field with one order of magnitude difference. Thus,
the energy coupling must be considered in a two-way scheme.
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For turbulence coupling, the evaluation of Πturbulence for all the three cases in Figure 7
signifies that one-way turbulence coupling can be an acceptable assumption in the case
studies here with negligible errors. This means that the influence of the particles on the
turbulence characteristics of the flame is negligible with regard to the modulation of the
turbulence by particles. Note, however, that the regime map in Figure 1 suggests a two-way
coupling approach since the PVF in the near burner region for all three cases is local to
ϕp > 10−6 (see Figure 6). However, this suggestion is a preliminary inference drawn
from the regime map depicted in Figure 1. To formulate more definitive conclusions, it is
imperative to evaluate the coupling parameter.

4.3. One-Way versus Two-Way Coupling

Figure 8 presents simulation results from Case #2 obtained for three different scenarios,
where mass and energy were treated in a two-way manner for all scenarios investigated.

−

−

−

−

−

−

Figure 8. Comparison of the simulation results for the gas phase obtained using one-way and
two-way coupling schemes regarding momentum and turbulence for Case #2 with λlocal = 0.8.
(1-way) Only turbulence and momentum were treated in a one-way manner, (1-way turb. & 2-way
mom.) only turbulence was treated in a one-way manner, and (2-way) all coupling schemes remained
two-way.

In contrast to the mass and energy coupling schemes, the coupling scheme for tur-
bulence and momentum was varied in the following manner: (1) two-way coupling was
applied for both turbulence and momentum (black dotted line); (2) one-way coupling was
applied for turbulence and two-way for momentum (solid green line); and (3) turbulence
and momentum were treated in a one-way manner (dashed red line). The following con-
clusions can be drawn from these scenarios, considering the first scenario as the reference
one with two-way coupling schemes for all parameters:

• The influence of the one-way coupling scheme for momentum on the results is hardly
recognisable both for the near-burner (0.5d) and the downstream (6.0d) regions, com-
paring the red dashed line with the green solid line. This is due to the small differences
between particle and gas velocities.

• The influence of the one-way coupling for turbulence on the results obtained for
the downstream region (6.0d) is negligible, comparing the black dotted line with the
red dashed line. One of the reasons is the higher viscosity of the hot flue gas in the
downstream region compared to the viscosity of the gas in the near-burner region.

• Neglecting the two-way coupling approach for turbulence results in small deviations
between the scenarios in the near-burner region due to the high particle volume frac-
tion. These deviations are negligible for the axial and tangential velocity components,
but slightly larger for temperature and turbulence kinetic energy (TKE). This is due to
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the differences in the calculated effective viscosity and thermal conductivity, which
directly influence the velocity and temperature of the gas phase.

Similar behaviour was observed for both Case #1 with λlocal = 0.6 and Case #3 with
λlocal = 1.0, whereby Case #1 showed slightly larger deviations, as can be expected based
on Figure 7, since the orders of magnitude for Πmomentum and Πturbulence increase with a
decrease in λlocal.

5. Conclusions

In this study, the importance of coupling schemes between the continuous phase and
the discrete phase in the numerical simulation of pulverised solid fuel swirl flames under
oxyfuel conditions in a pilot-scale combustion chamber was investigated concerning mass,
momentum, energy, and turbulence coupling. For this purpose, a validated numerical tool
based on the Reynolds-averaged Navier–Stokes (RANS) eddy viscosity models was devel-
oped. In using the numerical tool, the effects of different particle number densities in the
chamber on the coupling schemes were studied. To identify one-way or two-way coupling
schemes between the mass, momentum, energy, and turbulence of the continuous phase
and the particle phase, respective coupling parameters were evaluated in the near-burner
region where the particle volume fraction was high. These evaluations were performed on
the results obtained by applying two-way coupling schemes for all parameters. The results
show a strong coupling behaviour for mass and energy transfer for all cases, signifying the
importance of two-way coupling. The evaluation of the momentum coupling indicated
reduced drag forces being applied on the particles. This is due to the decreases in particle
diameter and particle density during the combustion process, which led to a reduction in
the difference between the particles and gas velocities. However, reducing the local oxygen
ratio increased the influence of particles on the momentum of the gas phase since the gas
phase velocities were dramatically reduced in the near-burner region. As far as turbulence
coupling was concerned, the influence of turbulence modulation by particles on the turbu-
lence characteristics of the gas phase can be important only in the regions with high particle
volume fractions (in the diffuser area of the burner) due to the direct influence on the calcu-
lation of the effective viscosity and thermal conductivity, which directly affects the velocity
and temperature of the continuous phase. However, the deviations caused by neglecting
particle turbulence modulation on the flame characteristics were small, emphasising the
naturalising effect suggested by the regime map on the turbulence of the gas phase due
to the wide range of particle diameters flying in the chamber. These results are limited
to (1) neglecting fragmentation in the particle oxidation and gasification models, which
can affect the heat and mass exchange between the phases, and (2) calculating the heat
transfer coefficient between the particle and the gas phase using a correlation developed
for a single evaporating, falling droplet with a boundary layer that remains undisturbed by
the other particles.
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Abbreviations

The following abbreviations are used in this manuscript:
DNS Direct numerical simulation;
EDC Eddy dissipation concept;
HHV Higher heating value;
LES Large-eddy simulation;
OXY25 60 kWth Oxyfuel flame (oxidiser composition of a ratio of 25/75 vol% of O2/CO2);
PVF Particle volume fraction;
RANS Reynolds-averaged Navier–Stokes;
RBK Rhenish lignite (Rheinische Braunkohle);
RHS Right-hand side;
RNG Renormalisation group;
RTE Radiative transfer equation;
RZ Recirculation zone;
SFOR Single first-order reaction;
TKE Turbulence kinetic energy;
UDF User-defined function;
WSGGM Weighted-sum-of-gray-gases model.

Nomenclature

A Pre-exponetial factor [J m−1K−1] γ Boussinesq approximation [kg m−1 s−2]
A Surface area [m2] ε Viscous dissipation rate [m2 s−3]
bn Amplitude ratio [-] ϵ Emissivity [-]
c Specific heat capacity [s−1] θ Radiation temperature [K]
C Drag coefficient [-] ϑn Phase lag angle between fluid
d Diameter [m] θ Radiation temperature [K]
D Effective diffusion rate [s m−1] ϑn Phase lag angle between fluid and particle
E Total enthalpy [m2 s−2] flactuations [Rad]
F External body forces [N] κ Wavenumber in Equation (7) [m−1], and
f Scattering factor [-], and fh is the Absorption coefficient in Equation (12) [m−1]

fraction of heat absorbed by particles [-] λ Oxygen ratio [-]
g Gravitational acceleration [m s−2] µ Dynamic viscosity [kg m−1 s−1]
G Turbulence generation [W m−3] ν Kinematic viscosity [m2 s−1]
G Incident radiation over all solid angles [W] ρ Density [kg m−3]
h Sensible enthalpy [m2 s−2] ϱ Density ratio (particle to fluid) [-]
H Reaction enthalpy [m2 s−2] σ Scattering coefficient in Equation (12) [m−1], and
I Identity matrix [-] Stefan–Boltzmann constant in Equations (8) and
I Radiation intensity [W m−2] (12) [W m−2 K−4]
J Diffusion flux [kg m−2 s−1] τ Relaxation time/time scale [s]
k Thermal conductivity Equation (3) [W m−1K−1] τ Stress tensor [Pa]

Turbulent kinetic energy Equation (4) [m2s−2] ϕ Volume fraction [-]
K Arrhenius kinetic rate [s−1] Φ Phase function [-]
m Mass [kg] Ω Solid angle [Steradian]
M Molar mass [kg mol−1]

https://doi.org/10.18154/RWTH-2024-01307
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n Refractive index [-] Subscripts
N Total number of particles 1ε, 2ε, 3ε Constants in Equation (5)
p Pressure [Pa] a Activation energy
P Fraction of TKE associated c Continuous phase

with the wavenumber κ [-] d Discrete
r⃗ Position vector [m] D Drag
R Universal gas constant Equation (11) [J mol−1] eff Effective

Net rate of species production in g Gas
Equation (6) [kg s−1 m−3] h Heat source

R Ratio of the fluctuating relative velocity h Heat absorbed by particles in Equation (8)
to that of the continuous phase [-] i, j Counter

s⃗ Direction vector [m] k Turbulent kinetic energy
S Source term κ Wavenumber Equation (7)
S Time-averaged rate of m Mass source

deformation tensor [s−1] p Pressure
m Mass s Direction, Equation (8)
p Particle [T] TP Two-phase
U Axial velocity [m s−1] T Turbulence
v Velocity vector [m s−1] Yi Species
V Volume of a computational cell [m3]
W Particle weight concentration Dimensionless numbers
YM Compressibility effects [W m−3] Nu Nusselt number
Y Oxidant mass fraction [-] Pr Prandtl number

Re Reynolds number
Greek letters Sc Schmidt number
α Convective heat transfer coefficient [W m−2 K−1] St Stokes number
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