
  

 

Energy and Service Life Management Strategy 

for a Two-Drive Multi-Speed Electric Vehicle 

 

 

 

 

Am Fachbereich Maschinenbau  

an der Technischen Universität Darmstadt  

zur  

Erlangung des Grades eines Doktor-Ingenieurs (Dr.-Ing.)  

genehmigte 

DISSERTATION  

vorgelegt von  

YIKAI TAO, M.SC. 

aus Shanghai, China 

Berichterstatter: Prof. Dr.-Ing. Stephan Rinderknecht 

Mitberichterstatter: Prof. Dr.-Ing. Christian Beidl 

Tag der Einreichung: 06.03.2024 

Tag der mündlichen Prüfung: 17.04.2024 

Darmstadt 2024 

D17 

 

 



 

 

 

Yikai, Tao : Energy and Service Life Management Strategy for a Two-Drive Multi-Speed Electric 

Vehicle 
Darmstadt, Technische Universität Darmstadt, 

Jahr der Veröffentlichung der Dissertation auf TUprints: 2024 

Tag der mündlichen Prüfung: 17.04.2024 

Veröffentlicht unter CC BY 4.0 International 

https://creativecommons.org/licenses/ 



 

 

Abstract I 

 

Abstract 

Regulations of zero emission passenger cars appear on the horizon, and battery electric vehicles 

(BEV) are the main solution from the current market. It has been a focus of both academia and 

industry to extend their range. One of the main approaches is to reduce their energy consumption. 

Recent studies have shown that the two-drive topology and the multi-speed topology help to do 

so. It is natural to combine both concepts and to design a two-drive multi-speed topology for BEVs. 

Due to its more than one degree of freedom, an online energy management strategy (EMS) con-

trolling torque set points of both electric motors and target gear positions is necessary to exploit 

its potential for reducing total energy consumption in real-world applications. There are numerous 

studies on EMSs for BEVs and hybrid electric vehicles. The overwhelming majority of them shared 

the same assumption: shift processes are neglectable. Based on the shift duration statistics, the 

shift processes of the most common transmissions in today’s market are too long to be ignored for 

an EMS with an operation frequency of at least 1 Hz. How to develop an EMS that considers shift 

processes? Suppose that an EMS is developed. It controls the powertrain in favour of low energy 

consumption, and the parts and the components are loaded accordingly. Some parts might fatigue 

and fail much faster than others, not because of poor construction dimensioning, but because of 

excessive use. What can an EMS do to prevent such an extreme scenario? Furthermore, is there a 

general way to design EMSs for multi-drive BEVs? 

This thesis is initiated by developing an online EMS for a two-drive multi-speed BEV called 

“Speed4E”, and tends to address the questions raised earlier. A predictive EMS in a Model Predic-

tive Control framework is developed. A hybrid system considering the shift processes is proposed. 

Based on it and the Hybrid Minimum Principle, a solver and its algorithms are developed. The 

Principle is chosen for its accuracy and low time complexity, the two most important attributes of 

an online EMS. Minimizing the instantaneous Hamiltonian in the Principle is mathematically ana-

lysed. Several Lemmas that reduce the time complexity considerably are produced. Compared to 

an EMS that minimizes instantaneous energy consumption and ignores shift processes, the predic-

tive EMS reduces the energy consumption in the Worldwide Harmonized Light Vehicles Test Cycle 

(WLTC) by 0.26 % and the shift count by 63.41 %. The hybrid system, the predictive EMS and the 

mathematical analysis are, as far as the author knows, first of their kinds. A novel multi-criteria 

operation strategy (MCOS) considering powertrain service life is proposed. Thanks to the hybrid 

system, the influence of the shift processes on fatigue is included. The MCOS extends the power-

train service life by several times but sacrifices the energy consumption. A general multi-drive (at 

least two) multi-speed electric powertrain is proposed. Its hybrid system is formulated. The Prin-

ciple is applied to produce the optimality condition. It is showcased, how to modify certain sets 

and sample space in the formulation to have the general model and problem represent certain 

electric powertrains. A unified framework to design EMS for the general multi-drive electric power-

train is proposed, where the algorithms developed for the predictive EMS can be applied. 



 

 

II Erklärung zur Dissertation 

 

Erklärung zur Dissertation 

Hiermit versichere ich, die vorliegende Dissertation ohne Hilfe Dritter nur mit den angegebenen 

Quellen und Hilfsmitteln angefertigt zu haben. Alle Stellen, die aus Quellen entnommen wurden, 

sind als solche kenntlich gemacht. Diese Arbeit hat in gleicher oder ähnlicher Form noch keiner 

Prüfungsbehörde vorgelegen. 

 

Darmstadt, den 05.03.2024 

 

 

 
 



 

 

Contents III 

 

Contents  

Abstract ...................................................................................................................................... I 

Erklärung zur Dissertation ...................................................................................................... II 

Contents .................................................................................................................................. III 

List of Figures ......................................................................................................................... VI 

List of Tables.......................................................................................................................... XII 

Nomenclature ....................................................................................................................... XIII 
Acronyms and Abbreviations ........................................................................................... XIII 
Roman Symbols .............................................................................................................. XIV 
Greek Symbols ............................................................................................................... XVII 
Superscripts.................................................................................................................. XVIII 
Subscripts .................................................................................................................... XVIII 

1 Introduction .................................................................................................................... 1 
1.1 Motivation .............................................................................................................. 2 
1.2 Goals and Contributions .......................................................................................... 5 
1.3 Structure of the Content .......................................................................................... 6 
1.4 Acronyms and Abbreviations ................................................................................... 6 

2 Background Knowledge .................................................................................................. 8 
2.1 Hybrid Systems and Regularity Conditions .............................................................. 8 
2.2 Formulation of Hybrid Optimal Control Problems ................................................. 14 
2.3 Discretization and Integration Schemes ................................................................. 18 
2.4 State of the Art Solution Methods ......................................................................... 20 
2.5 Summary .............................................................................................................. 32 

3 State of the Art .............................................................................................................. 33 
3.1 Topology and Optimal Control Problem ................................................................ 33 
3.2 Energy Management Strategies ............................................................................. 36 
3.3 Multi-Criteria Operation Strategies........................................................................ 41 
3.4 Summary and Other Aspects ................................................................................. 42 

4 Hybrid System and Problem Formulation .................................................................... 44 
4.1 Speed4E Powertrain .............................................................................................. 44 
4.2 Longitudinal Dynamics.......................................................................................... 45 
4.3 Shift Processes ...................................................................................................... 47 
4.4 Hybrid System Formulation .................................................................................. 49 



 

 

IV Contents 

 

4.5 Hybrid Optimal Control Problem of Minimal Energy Consumption ........................ 56 
4.6 Summary .............................................................................................................. 57 

5 Development of Energy Management Strategy ............................................................ 59 
5.1 Vehicle Speed Prediction ....................................................................................... 59 
5.2 Hybrid Minimum Principle Solution Method ......................................................... 61 
5.3 Minimization of the Cost Function ........................................................................ 69 
5.4 Time Complexity of the Predictive EMS ................................................................. 75 
5.5 Summary .............................................................................................................. 78 

6 Simulation Results of the Predictive Energy Management Strategy ........................... 80 
6.1 Reference Energy Management Strategies ............................................................. 80 
6.2 Solution Process of the Predictive EMS .................................................................. 81 
6.3 Driving Cycle Simulation ....................................................................................... 91 
6.4 Summary ............................................................................................................ 101 

7 General Multi-Drive Multi-Speed Electric Vehicle ...................................................... 104 
7.1 Hybrid System Formulation ................................................................................ 104 
7.2 Hybrid Optimal Control of the General Multi-Drive Multi-Speed Electric Vehicle . 110 
7.3 Summary ............................................................................................................ 114 

8 Multi-Criteria Operation Strategy Considering Service Life ...................................... 116 
8.1 Service Life Estimation ........................................................................................ 116 
8.2 Development of the Multi-Criteria Operation Strategy ......................................... 134 
8.3 Effect of Energy Management Strategies on Service Life ...................................... 139 
8.4 Driving Cycle Simulation ..................................................................................... 146 
8.5 Summary ............................................................................................................ 158 

9 Conclusion and Outlooks ............................................................................................ 161 

Appendix A The Parameters of Speed4E Powertrain and the vehicle ............................ 167 

Appendix B Speed4E Powertrain Power Losses .............................................................. 170 

Appendix C Dynamics of a M-Drive Multi-Speed Powertrain ......................................... 172 

Appendix D Cost Function Minimization ......................................................................... 181 

Appendix E The Bearings and Gears in Speed4E Powertrain ......................................... 190 

Appendix F Multi-Criteria HOCP with Option 3 .............................................................. 195 

Appendix G Fatigue Coefficient ....................................................................................... 197 

Appendix H Accumulated Fatigue and Service Life ......................................................... 198 



 

 

Contents V 

 

References ............................................................................................................................ 202 

Standards .............................................................................................................................. 218 

 



 

 

VI List of Figures 

 

List of Figures 

Figure 1.1: EV sales volumes [4]. (a) EV worldwide sales from 2016 to 2023. (b) BEV and PHEV 

sales in EU from 2018 to 2022. .................................................................................... 1 
Figure 1.2: EMS as high-level control in a typical BEV powertrain control scheme ........................... 3 
Figure 2.1: A bouncing ball ........................................................................................................ 11 
Figure 2.2: Hybrid automaton of a bouncing ball ........................................................................ 12 
Figure 2.3: RK4 integration scheme performed on a 1-D system, whose dynamic is 𝒙 = 𝟎. 𝟒𝒙 + 𝟎. 𝟏. 

Analytical solution is 𝒙𝒕 = 𝒆𝟎. 𝟒𝒕 + 𝑪 − 𝟎. 𝟎𝟒 with 𝑪 = 𝟎, 𝒕𝒌 = 𝟏 and 𝒉 = 𝟎.𝟏. ........... 20 
Figure 2.4: An example of discrete Bellman equation on a discretization grid 𝓖𝒙 × 𝓠 × 𝓖𝒕. A 

transition to discrete state 𝒒𝟐 or 𝒒𝟑 is not admissible, which is defined by the admissible 

discrete control set 𝓑𝒒𝟏. ............................................................................................ 22 
Figure 2.5: An example of a solution with HMP to a HOCP with a 1-D continuous state. (a) shows 

continuous state trajectory. (b) shows costate trajectory. .............................................. 25 
Figure 2.6: Schematic of shooting method to solve a TPBVP transformed from a HOCP of 1-D 

continuous state by HMP. (a) continuous state trajectories in different iterations. (b) 

costate trajectories in different iterations. .................................................................... 27 
Figure 2.7: Schematic of direct shooting method to a HOCP with 1-D continuous state to MIP. (a) 1-

D continuous state and discrete state. (b) Piecewise control out of discretized continuous 

control grid 𝓖𝒖. ......................................................................................................... 29 
Figure 3.1. Typical powertrain topologies of BEVs. (a): BEV with in-wheel motors. (b) Single-drive 

BEV. (c): Centralized two-drive BEV. (d): Separated two-drive BEV T: Transmission. ST: 

Sub-transmission. FD: Final Drive. ............................................................................. 34 
Figure 3.2: Schematic of a planetary gearbox .............................................................................. 35 
Figure 3.3: Schematic of MPC .................................................................................................... 39 
Figure 3.4. Typical components of a predictive EMS for continuous OCPs. .................................... 40 
Figure 4.1: Advantages of high-speed e-drives w.t.r. weight of active components [139]. ............... 44 
Figure 4.2: Topology of Speed4E powertrain [141] ..................................................................... 45 
Figure 4.3: Shift process from 1st to 2nd gear position in the EMS ............................................... 47 
Figure 4.4: Shift process in the EMS. (a): from 1st to neutral gear position. (b): from neutral to 1st 

gear position. ............................................................................................................ 48 
Figure 4.5: Hybrid automaton of Speed4E powertrain ................................................................. 50 
Figure 5.1: Basic structure of the predictive EMS embedded with the HMP solution method. .......... 59 
Figure 5.2: WLTC speed profile................................................................................................... 60 
Figure 5.3: Flowchart of shootHMP ............................................................................................ 65 
Figure 5.4: Flowchart of solveHMP ............................................................................................. 67 
Figure 5.5: Flowchart of genInitialCostate .................................................................................. 67 
Figure 5.6: An example of the initialization for a predicted speed profile with constant acceleration 

file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244774
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244776
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244779


 

 

List of Figures VII 

 

and the system is in 𝒒𝟐. (a): predicted 𝑿 and 𝑻𝒕𝒐𝒕𝒂𝒍. (b): approximated 𝑼𝟏𝒂𝒍𝒐𝒏𝒆 and 

𝑼𝟐𝒂𝒍𝒐𝒏𝒆. Compare the cost function over the prediction horizon. (c): form 𝑼𝟏 and 𝑼𝟐. 

(d) estimate 𝝀𝟎,𝑼𝟏, 𝝀𝟎,𝑼𝟐 by backwards integration. ................................................. 68 
Figure 5.7: The constraints of the minimization problem with following parameters: 𝒗 = 𝟔𝟎 km/h, 

𝑻𝒕𝒐𝒕𝒂𝒍 = 𝟏𝟎𝟎𝟎 Nm, 𝒒 = 𝒒𝟏. (a) problem (5.33); (b) equivalent problem. .................. 69 
Figure 5.8: Torque range divided into several zones ..................................................................... 71 
Figure 5.9: Illustration for Proof of Lemma 2. ............................................................................. 73 
Figure 5.10: Structure of the predictive EMS embedded with the HMP solution method, supplemented 

by Lemma1, 2 and 3. TPBVP solved by the Broyden method with the Bang-Bang controls 

inspired initialization. ................................................................................................ 79 
Figure 6.1: Target gear position look-up table ............................................................................. 81 
Figure 6.2: Predicted speed of individual solutions. (a) 𝒕 = 𝟓𝟏𝟐 s in the WLTC. (b) 𝒕 = 𝟑𝟕𝟔 s in the 

WLTC. (c) high speed and moderate acceleration. ........................................................ 82 
Figure 6.3: The instantaneous Hamiltonian in the 1st second: (a) angular velocities, (b) torques, (c) 

costates, (d) cost function and (e) Hamiltonian. .......................................................... 83 
Figure 6.4: Comparison of the solution by minimizing the instantaneous cost, (a) and (b), to the one 

by minimizing the instantaneous Hamiltonian, (c) and (d). (a) and (c): states and 

costates. (b) and (d): continuous and discrete controls. (e) Deviation of cumulated cost. 84 
Figure 6.5: Hamiltonian given different costates in 1st second. (a) costates. (b) Hamiltonian. ....... 85 
Figure 6.6: Comparison of the solution by minimizing instantaneous cost, (a) and (b), to the one by 

minimizing instantaneous Hamiltonian, (c) and (d). (a) and (c): states and costates. (b) 

and (d): continuous and discrete controls. (e) Deviation of cumulated cost. .................. 86 
Figure 6.7: Compare the solution by minimizing instantaneous cost, (a) and (b), to the one by 

minimizing instantaneous Hamiltonian, (d) and (e). (a) and (d): states and costates. (b) 

and (e): continuous and discrete controls. (c) deviation of vehicle speed. (f) deviation of 

cumulated cost. .......................................................................................................... 87 
Figure 6.8: Convergence behaviour for the speed profile in Figure 6.2(a). (a) The error of the 

transersality condition at each iteration. (b) The initial costates vs. the Euclidean norm of 

errors at each iteration .............................................................................................. 88 
Figure 6.9: |𝜱𝟏| and |𝜱𝟐| of the solution process for the speed profile in Figure 6.2(b). ............... 89 
Figure 6.10: |𝜱𝟏| and |𝜱𝟐| of the solution process for the speed profile in Figure 6.2(c). .............. 89 
Figure 6.11: Structure of the predictive EMS embedded with HMP solution method, whose TPBVP 

solved by SQP. ........................................................................................................... 90 
Figure 6.12: Comparison of the iterations of error....................................................................... 90 
Figure 6.13: Iteration numbers for solutions to converge. (a): solveHMP with the Broyden method. 

(b): solveHMP with the SQP. ...................................................................................... 91 
Figure 6.14: Discrete state sequences of the EMS naive optimal and the predictive EMS ................. 92 
Figure 6.15: Predicted speed vs. real speed at (a) 663 s and (b) 797 s. ......................................... 92 



 

 

VIII List of Figures 

 

Figure 6.16: Gear distribution of (a) the EMS naive optimal and (b) the predictive EMS. .............. 92 
Figure 6.17: Control and energy consumption between 1560 s and 1580 s. (a) Speed and 

acceleration. (b) Energy consumption and its deviation. (c) Torques and gear positions of 

the EMS naive optimal. (d) Torque and gear positions of the predictive EMS. ................ 93 
Figure 6.18: Operating durration of both EMs. (a) and (b): the EM1 and the EM2 of the EMS naive 

optimal. (c) and (d): the EM1 and the EM2 of the predictive EMS. ............................... 94 
Figure 6.19: Control and energy consumption between 255 s and 295 s. (a) Speed and acceleration. 

(b) Energy consumption and its deviation. (c) Torques and gear positions of the EMS 

naive optimal. (d) Torque and gear positions of the predictive EMS. ............................. 95 
Figure 6.20: Discrete state sequences of the EMS global optimal and the predictive EMS. ............... 95 
Figure 6.21: Gear distribution of the EMS global optimal. ........................................................... 96 
Figure 6.22: Control and energy consumption between 1150 s and 1170 s. (a) Speed and 

acceleration. (b) Energy consumption and its deviation. (c) Torques and gear positions of 

the EMS naive optimal. (d) Torque and gear positions of the predictive EMS. ................ 97 
Figure 6.23: Energy consumed and recuperated during shifts between 1150 s and 1170 s. ............. 97 
Figure 6.24: Predicted speed vs. real speed between 1153 s (0 s in the figure) and 1163 s (10 s in the 

figure). ...................................................................................................................... 97 
Figure 6.25: Structure of the predictive EMS with zero-error prediction. ....................................... 98 
Figure 6.26: Discrete state sequences of the EMS global optimal and the predictive EMS with zero-

error prediction ......................................................................................................... 99 
Figure 6.27: Energy consumptions and shift counts of the predictive EMS with different prediction 

horizon. .................................................................................................................... 99 
Figure 6.28: WLTC Simulation elapsed time of the predictive EMS with different prediction horizon.

 ............................................................................................................................... 100 
Figure 6.29: Average iteration numbers of the predictive EMS with different prediction horizon. .. 100 
Figure 6.30: Iteration numbers for solutions in the predictive EMS to converge. 𝑵𝒑 = 𝟑𝟎. ........... 101 
Figure 6.31: Energy consumptions and shift counts of all mentioned driving cycle simulation. ..... 102 
Figure 6.32: WLTC Simulation elapsed time of the predictive EMS. ............................................ 102 
Figure 6.33: Discrete state sequences of the predictive EMS and the EMS naive optimal. .............. 103 
Figure 6.34: Gear distribution of (a) the EMS naive optimal and (b) the predictive EMS. ............ 103 
Figure 7.1: Hybrid automaton of a M-drive multi-speed powertrain with the first assumption. .... 105 
Figure 7.2: Hybrid automaton of a multi-drive multi-speed powertrain with the second assumption.

 ............................................................................................................................... 107 
Figure 7.3: Hybrid automaton of a multi-drive multi-speed powertrain with the third assumption.

 ............................................................................................................................... 108 
Figure 8.1: The bathtub curve .................................................................................................. 117 
Figure 8.2: Proportion of time that different gears are engaged, when the vehicle drives with an 

example driving cycle. .............................................................................................. 118 



 

 

List of Figures IX 

 

Figure 8.3: Typical damage examples. (left) Macropitting. (right) Tooth root breakage—tooth 

failure [161] ........................................................................................................... 120 
Figure 8.4: Spalling on the inner ring of a rolling bearing [167]................................................ 121 
Figure 8.5: Schematic of the bending stress on the tooth root. .................................................... 122 
Figure 8.6: Schematic of the Hertzian stress on the tooth flanks ................................................. 123 
Figure 8.7: Risk volume of rolling bearing fatigue suggested by [113]. Figure taken from [114]. . 124 
Figure 8.8: S-N curves of different 𝑩𝒙-service life of an example part for a certain failure. Figure 

modified from the one from [32, p. 254]. .................................................................. 124 
Figure 8.9: Bearing and gearset configuration of Speed4E powertrain. ....................................... 129 
Figure 8.10: Modified S-N Curves of (a) B1.1.1, (b) G1.S1.SG pitting and (c) G1.S1.SG tooth root 

breakage. ................................................................................................................ 130 
Figure 8.11: Schematic of meshing force ................................................................................... 130 
Figure 8.12: An example of forces on bearings........................................................................... 131 
Figure 8.13: Accumulated fatigue after a WLTC and corresponding service lives of the bearings and 

gears in Speed4E powertrain. (a): Bearing fatigue. (b): Tooth root breakage. (c) Tooth 

flank pitting. ........................................................................................................... 132 
Figure 8.14: Load and stress spectra under the WLTC of (a) B1.1.2, (b) G1.S1.SG breakage, (c) 

G1.S1.SG pos pitting, (d) G1.S1.SG neg pitting, (e) B2.1.3, (f)  G2.S1.P breakage,  (g) 

G2.S1.P pos pitting, and (h) G2.S1.P neg pitting. ...................................................... 133 
Figure 8.15: Fatigue rate over angular velocity of (a): gears, (b): bearings and (c): bearings zoom 

in. The total output torque is 1000 Nm. The ST2 in the 1st gear position..................... 140 
Figure 8.16: The average and the larger values of 𝒅𝒗 of G1.S1.SG pos and G2.S1.P pos. The total 

output torque is 1000 Nm. The ST2 in the 1st gear position. ....................................... 141 
Figure 8.17: The average and the larger values of 𝒅𝒗 of B1.1.2 and B2.1.3. The total output torque 

is 1000 Nm. The ST2 in the 1st gear position. ............................................................ 142 
Figure 8.18: Fatigue rate over angular velocity of (a): gears, (b): bearings and (c): bearings zoom 

in. The total output torque is 1000 Nm. The ST2 in the 2nd gear position. ................... 143 
Figure 8.19: The average and the larger values of 𝒅𝒗. (a): G1.S1.SG pos and G2.S1.P pos. (b): 

B1.1.2 and B2.1.3. .................................................................................................. 143 
Figure 8.20: Two discrete state sequences. ................................................................................. 144 
Figure 8.21: The continuous controls, the gear position and the continuous states between 12 s and 

18 s. (a) and (b): the strategy 1. (c) and (d): the strategy 2. ..................................... 144 
Figure 8.22: The Hertzian stresses on the gears and the resulting fatigue between 12 s and 18 s. (a) 

and (b): the strategy 1. (c) and (d): the strategy 2. ................................................... 145 
Figure 8.23: The dynamic loads on the bearings and the resulting fatigue between 12 s and 18 s. (a) 

and (b): the strategy 1. (c) and (d): the strategy 2. ................................................... 146 
Figure 8.24: The values of 𝜸 sampled for the simulation study ................................................... 147 
Figure 8.25: The simulation results of the MCOS with the indexed 𝜸: Average accumulated fatigue 

file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244827
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244828
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244830
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244831
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244831
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244832
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244847


 

 

X List of Figures 

 

vs. Energy consumption. ........................................................................................... 148 
Figure 8.26: The simulation results of the MCOS with the indexed 𝜸: Powertrain service life vs. 

Energy consumption. ................................................................................................ 149 
Figure 8.27: The simulation results of the MCOS with the indexed 𝜸: Bearing accumulated fatigue 

vs. Energy consumption ............................................................................................ 149 
Figure 8.28: The simulation results of the MCOS with the indexed 𝜸: Bearing service life vs. Energy 

consumption. ........................................................................................................... 150 
Figure 8.29: Gear distribution of the predictive MCOS with (a) 𝜸𝟏, (b) 𝜸𝟑𝟏 and (c) 𝜸𝟓𝟓, 

respectively. ............................................................................................................. 151 
Figure 8.30: Operating duration of both EMs with different 𝜸: (a), (b) and (c): the EM1. (d), (e) 

and (f): the EM2. ..................................................................................................... 152 
Figure 8.31: Load spectra of B1.1.2 (left side) and B2.1.3 (right side) with different 𝜸. .............. 153 
Figure 8.32: The simulation results of the MCOS with the indexed 𝜸: Gear service life vs. Energy 

consumption. ........................................................................................................... 154 
Figure 8.33: Shift counts of all driving cycle simulations. ........................................................... 155 
Figure 8.34: The simulation results of the MCOS with the indexed 𝜸: Gear accumulated fatigue vs. 

Shift count. ............................................................................................................. 155 
Figure 8.35: Gear distribution of the MCOS with (a) 𝜸𝟒𝟑, (b) 𝜸𝟒𝟓 and (c) 𝜸𝟒𝟔. ....................... 156 
Figure 8.36: Stress spectra of G2.S1.P neg with different 𝜸. ....................................................... 157 
Figure 8.37: Load spectra of B2.1.3 with different 𝜸. ................................................................. 157 
Figure 8.38: Operating duration of the EM1 with different 𝜸. .................................................... 158 

 

Figure B. 1: Power loss maps of (a) the ST1, (b) the ST2 in the 1st gear position and (c) the ST2 in 

the 2nd gear position. .............................................................................................. 170 
Figure B. 2: Power loss maps of (a) the EM1, (b) the LE1, (c) the EM2 and (d) the LE2. ............. 171 

 

Figure D. 1: Power loss at different angular velocities of (a) ST1, (b) EM1, (c) ST2 and (d) EM2 182 
Figure D. 2: Effective torques of the ST1 (a) and the ST2 in 1st gear (b) at different angular 

velocities ................................................................................................................. 183 
Figure D. 3: Torque range divided into several zones ................................................................. 185 

 

Figure E. 1 Modified S-N Curves of tooth root breakage. (a) G1.S1.SG, (b) G1.S1.PG, (c) G1.S1.RG, 

(d) G1.S2.P, (e) G2.S1.P, (f) G2.S2.1P, (g) G2.S2.2P, (h) G2.S3.P and (i) G.FD.W. .. 193 
Figure E. 2 Modified S-N Curves of tooth flank pitting. (a) G1.S1.SG, (b) G1.S1.PG, (c) G1.S1.RG, 

(d) G1.S2.P, (e) G2.S1.P, (f) G2.S2.1P, (g) G2.S2.2P, (h) G2.S3.P and (i) G.FD.W. .. 194 

 

file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244850
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244850
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244851
file://///data.ims.maschinenbau.tu-darmstadt.de/home/tao/Papers/Dissertation/EnergyAndSercieLifeManagementStrategyForATwoDriveMultiSpeedElectricVehicle_final_editForPub.docx%23_Toc168244851


 

 

List of Figures XI 

 

Figure H. 1: Accumulated fatigue after a WLTC and corresponding service lives of the parts in 

Speed4E powertrain, controlled by the MCOS with 𝜸𝟑𝟏. (a): Bearing fatigue. (b): Tooth 

root breakage. (c) Tooth flank pitting. ...................................................................... 198 
Figure H. 2:   Accumulated fatigue after a WLTC and corresponding service lives of the parts in 

Speed4E powertrain , controlled by the MCOS with 𝜸𝟓𝟓. (a): Bearing fatigue. (b): Tooth 

root breakage. (c) Tooth flank pitting. ...................................................................... 199 
Figure H. 3: The simulation results of the MCOS with the indexed 𝜸: Gear accumulated fatigue vs. 

Energy consumption. ................................................................................................ 200 
Figure H. 4: The values of 𝜸 sampled for the simulation study.................................................... 200 
Figure H. 5: The simulation results of the MCOS with the indexed 𝜸: Gear service life vs. Energy 

consumption. ........................................................................................................... 201 
Figure H. 6: The simulation results of the MCOS with the indexed 𝜸: Bearing service life vs. Energy 

consumption. ........................................................................................................... 201 

 



 

 

XII List of Tables 

 

List of Tables 

Table 4.1. Durations of different phases in a shift process ............................................................ 49 
Table 4.2. Admissible discrete control set 𝓑, controlled switching ................................................. 50 
Table 4.3. Admissible discrete control set 𝓑, autonomous switching.............................................. 51 
Table 4.4. States in a shift process .............................................................................................. 52 
Table 5.1: Variables influencing the time complexity of solveHMP ................................................ 76 
Table 5.2: Time complexity of each part in solveHMP .................................................................. 77 
Table 7.1: Admissible discrete control set, controlled switching. .................................................. 105 
Table 8.1 Preselection of parts for fatigue estimation ................................................................. 118 
Table 8.2. An typical example of calculated 𝑩𝟏 and 𝑩𝟏𝟎 service life of A-parts in a transmission 

[153, p. 102] .......................................................................................................... 119 
Table 8.3. Parameters to calculate 𝝈𝑯 ...................................................................................... 126 
Table 8.4. Parameters to calculate 𝑵 ........................................................................................ 127 
Table 8.5: The Gears in Speed4E powertrain ............................................................................. 129 

 

Table A. 1: Rotational inertia of the components in Speed4E powertrain .................................... 168 
Table A. 2: Parameters of longitudinal dynamics ....................................................................... 169 

 

Table E. 1 Parameters to calculate 𝝈𝑯𝑮 ................................................................................... 190 
Table E. 2: Bearings used in Speed4E powertrain ...................................................................... 190 
Table E. 3: Parameters of the gears in Speed4E powertrain. ....................................................... 191 
Table E. 4: Parameters of the bearings in Speed4E powertrain ................................................... 192 

 

Table G. 1 Values of the fatigue coefficients in MCOS with the fatigue cost functional for bearings.

 ............................................................................................................................... 197 

 



 

 

Nomenclature XIII 

 

Nomenclature 

Acronyms and Abbreviations 

Abbreviation Description 

1-D (x-D) One-dimensional (x-dimensional) 

AMT Automated manual transmission 

APC Angular position control 

AT Automatic transmission 

BEV Battery electric vehicle 

DC Dog clutch 

DCT Dual clutch transmission 

DM Direct method 

DoF Degree of freedom 

DP Dynamic programming 

EFS Externally forced switch 

EM Electric motor 

EMS Energy management strategy 

EV Electric vehicle 

HEV Hybrid electric vehicle 

HMP Hybrid minimum principle 

HOCP Hybrid optimal control problem 

IFS Internally forced switch 

IM Indirect method 

IMS Institute for Mechatronic Systems 

LA Linear actuator 

LP Linear programming 

MC Markov chain 

MCOS Multi-criteria operation strategy 

MINLP Mixed-integer nonlinear programming 

MPBVP Multi-point boundary value problem 

NLP Nonlinear programming 

NN Neural network 

OCP Optimal control problem 



 

 

XIV Nomenclature 

 

PE Power electronic 

PHEV Plug-in hybrid electric vehicle 

PMP Pontryagin Minimum Principle 

RK Runge-Kutta method 

SDP Stochastic dynamic programming 

SOC State of charge 

Speed4E Project “Speed4E” 

SPT Sub-powertrain 

SQP Sequential quadratic programming 

SS Shift sleeve 

ST Sub-transmission 

TCU Transmission control unit 

TPM Transition probability matrix 

WLTC Worldwide harmonized light vehicles test cycle 

w.r.t. With respect to 

  

 

Roman Symbols 

Symbol Description 

𝐴 State-jump function 

𝐴f Vehicle frontal area 

𝒜 Set of state-jump functions 

𝐵𝑥 𝐵𝑥-service life 

ℬ Admissible control set 

𝓑 Set of admissible control sets 

𝑐aero Aerodynamic resistance coefficient 

𝑐B  Root of torque coefficient for bearing dynamic loads 

𝑐G Torque coefficient for effective bending stress on root areas 

𝑐𝐻 Torque coefficient for Hertzian stress on tooth flanks 

𝑐roll Rolling resistance coefficient 

𝑪 Collection of constraint functions 

𝑑 Fatigue rate 



 

 

Nomenclature XV 

 

𝐷 Fatigue 

𝐷𝑖𝑠𝑡 Distance 

𝒇 Vector field 

𝐹𝑎, 𝐹𝑛, 𝐹𝑟, 𝐹𝑡 Axial, normal, radial and transverse decompositions of meshing forces 

𝐹axial Axial load of a bearing 

𝐹radial Radial load of a bearing 

𝓕 Collection of indexed vector fields 

𝑔 Gravity acceleration 

𝐺 Gear position 

𝒢 Discretization grid 

ℎ Time step size 

ℋ Hamiltonian 

ℍ Hybrid system 

𝑖 Gear ratio 

𝐼𝑟𝑒𝑑 Reduced rotational inertia 

𝐽 Cost functional 

𝑙 Cost function 

𝑙switch Switching cost function 

𝐿 Equivalent dynamic load 

𝑚 Endpoint functional 

𝑚𝑎𝑠𝑠 Vehicle mass 

𝑚𝑐 Markov chain state 

𝑀 Switching manifold 

ℳ Set of switching manifolds 

M Number of motors in an electric powertrain 

𝑁 Permissible cycle 

𝑁exe Switching execution count 

𝑁𝑐 Length of control horizon 

𝑁D Permissible cycle at fatigue limit 

𝑁𝑝 Length of prediction horizon 

𝑁𝒬 Size of a discrete set 𝒬 

𝑁𝑡 Length of time horizon 

𝑁𝒖 Dimension of continuous controls 𝒖 



 

 

XVI Nomenclature 

 

𝑁𝒙 Dimension of continuous states 𝒙 

N Number of multi-speed transmissions in an electric powertrain 

ℕ Natural number set 

𝑂 Big-O notation for the wort case time complexity 

𝑃 Power 

𝑃𝐿 Power loss 

𝑞 Discrete state 

𝑞(∙)  Discrete state sequence 

𝒬  Finite set of discrete states of a hybrid system 

𝑟 Wheel dynamic radius 

ℝ𝑛 n-dimensional real number set 

𝑆𝐿 Service life 

𝑡 Time 

𝑡0 Initial time 

𝑡𝑓 Final time 

tpm Element in transition probability matrices 

𝑇 Torque 

𝑇in Input torque transmitted by a gearset 

𝑇total Output torque of a powertrain 

𝑇𝑆 Change rate of the output torque of a sub-transmission 

𝓉 Hybrid time trajectory of switching 

𝒖 Continuous controls 

𝒖(∙)  Continuous control function 

𝓤 Admissible contiuous control space 

𝕌 Continuous-valued control space 

𝑣 Vehicle speed 

𝑽 Sequence of vehicle speed 

𝑽̇ Sequence of acceleration 

𝒙 Continuous states 

𝒙(∙)  Continuous state function 

𝓧 Admissible contiuous state space 

𝕏 Continuous-valued state space 

𝒚 Extended states 



 

 

Nomenclature XVII 

 

∅ empty set 

 

Greek Symbols 

Symbol Description 

𝛼  elektromagnetische Luftspaltwellenausbreitungskonstante 

𝛽  Coefficient of an endpoint functional 

𝛾  Coefficient of a cost functional 

𝚪  Dynamics of extended states 

𝛿  Change of value 

𝜖  Tolerence of the first order optimality condition 

𝜀  Convergence tolerance 

𝝀 Costates 

𝝀(∙)  Costate function 

𝝅 Combination of discrete states 

𝜛 Discrete control 

𝜛(∙)  Discrete control sequence 

𝛱 Discrete transition function 

Π Discrete set of roman numbers 

𝜌air Air density 

𝜎 Stress 

𝜎F Effective root bending stress 

𝜎H Hertzian stress 

𝜏 Duration 

𝜙  Transmission effective torque function 

𝜙′  Function calculating input torques based on transmission effective torques 

𝜙𝜔 Transmission effective torque function with a fixed input angular velocity 

𝜙𝜔
−1  Inverse function of 𝜙𝜔 

𝚽 Error of transversality condition 

𝜓 Boundary condition 

𝜔 Angular velocity 

Ω Sample space 

 



 

 

XVIII Nomenclature 

 

Superscripts 

Index Description 

+  Right after a time instance 

−  Right before a time instance 

∗  Optimal 

T Transpose 

Subscripts 

Index Description 

+  Right after a time instance 

−  Right before a time instance 

𝑎  “Balance” and “Decrease” phases in Speed4E shift processes 

acc Acceleration of an electric motor 

𝑏  The first “Synchronize” and “Disengage” phases in Speed4E shift processes 

B Bearing 

Bal “Balance” phases Speed4E shift processes 

𝑐  The second “Synchronize” and “Engage” phases in Speed4E shift processes 

cycle Driving cycle 

𝑑  “Increase” and the second “Balance” phases in Speed4E shift processes 

Decr “Decrease” phase in Speed4E shift processes 

Disengage “Disengage” phase in Speed4E shift processes 

current Current gear 

ele Electric 

Engage “Disengage” phase in Speed4E shift processes 

eq Equivalent 

Fade Torque of an electric motor fades to a new value in “Balance” phases 

G Gear 

Incr “Increase” phase in Speed4E shift processes 

max Maximal 

min Minimal 

multi Multi-criteria 

neg Tooth flank in contact, when a gearset transmits a negative torque 

pos Tooth flank in contact, when a gearset transmits a negative torque 



 

 

Nomenclature XIX 

 

p, pred Predictive 

req Driver requested 

ST2, input Rotational inertia around  

syn1, syn2 The First and the second “Synchronize” phases 

target Target gear 

 

 





 

 

1 Introduction 1 

 

1 Introduction 

Within the scope of “The European Green Deal” [1], the European Union (EU) strives to be the 

first climate-neutral1 continent without net emissions of greenhouse gases by 2050. Electric vehi-

cles (EV) are the key technology to decarbonise road transport, a sector that accounts for 16 % of 

global emissions [3]. The worldwide EV market, including Battery Electric Vehicles (BEV) and 

Plug-in Hybrid Electric Vehicles (PHEV), has witnessed an exponential growth, as their sales ex-

ceeded 10 million in 2022, while the share of EV in the total vehicle sales has tripled from 4 % in 

2020 to 14 % in 2022 [4]. Figure 1.1(a) illustrates the annual sales of EV from 2016 to 2023 in 

the world. The EV Sales in Europe have grown steadily to 2.7 million in 2022, and are estimated 

to reach 3.4 million in 20232.  

 

(a) 

 

(b) 

Figure 1.1: EV sales volumes [4]. (a) EV worldwide sales from 2016 to 20233. (b) BEV and PHEV 

sales in EU from 2018 to 2022. 

A more progressive regulation, the revised rules on CO2-emission performance standards [5], 

entered into force under the agreement of EU member states in March, 2023. Under the new reg-

ulation, from 2035, all new cars and vans registered in the EU are set to be zero emission. In the 

current market, BEVs are the one of the main solutions to the regulation. Figure 1.1(b) illustrates 

the BEV sales in the EU, which has risen steadily from 0.1 million in 2018 to 1.4 million in 2022. 

BEVs took up more than 10 % of total vehicle sales in 2022. If the regulation stays in force and 

                                                                 

1 Climate neutrality refers to the idea of achieving net zero greenhouse gas emissions by balancing those emis-

sions so they are equal (or less than) the emissions that get removed through the planet’s natural absorption 

[2]. 

2 At the time of writing, the EV sales in 2023 are not yet available from the International Energy Association. 

3 2023 sales are estimated based on market trends through the first quarter of 2023. 
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major breakthroughs in other technologies are absent, BEV sales will soar in the near future. 

Range of BEVs was considered one of the main drawbacks that keep consumers from choosing 

BEVs, claimed a study conducted in 2015 [6]. Though further developed since then4, range of 

BEVs still falls short of conventional vehicles. It is essential to further extend range of BEVs so that 

they can replace conventional vehicles as main cars and vans newly registered in the EU under the 

new regulation from 2035. 

1.1 Motivation 

Additional to increasing battery capacity, reducing energy consumption helps to increase range of 

BEVs. It was reported in multiple works [7–10] that powertrains with multi-speed transmissions 

can reduce energy consumption of BEVs. It was shown in recent studies [11–13] that, under the 

same requirements of dynamic performance, two-drive powertrains, i.e. powertrains consisting of 

two electric motors (EM), consume considerable less energy in Worldwide Harmonized Light Ve-

hicles Test Cycle (WLTC) than their single-drive counterparts. Powertrains with either concept 

gain an extra degree of freedom (DoF), thanks to which operating points of components in power-

trains can vary in favour of a lower total energy consumption, either through changing gear posi-

tion or through splitting total output power differently between both EMs. 

Necessity of energy management strategies 

To combine the benefits of both concepts, two-drive multi-speed powertrains are proposed for 

BEVs. A control strategy is essential for such powertrains with more than one DoF to fulfil basic 

requirements, e.g. requested acceleration, comfort, and most importantly to achieve minimal en-

ergy consumption. Such a control strategy is called an Energy Management Strategy (EMS)5. Figure 

1.2 shows a typical control scheme of a BEV powertrain, in which the EMS functions as a high-

level control that determines control set points for low-level controls, i.e. the EM torque (Trq) for 

the MCU and the target gear position (Gtarget) for the TCU, based on the driver requested power 

(Preq), the vehicle speed (𝑣veh), the EM rotational velocity (𝜔EM), the current gear position (Gcurrent) 

and the state of charge (SOC). In general, low-level controls regulate the components in a power-

train based on the set points provided by a high-level control. 

 

                                                                 

4 For instance, the Worldwide Harmonized Light Vehicles Test Procedure range of BMW i3 has increased from 

235 km (model year 2018) to 308 km (model year 2022), largely thanks to the battery capacity increasing 

from 94 Ah (model year 2018) to 120 Ah (model year 2022). 

5 It is also referred to as supervisory control strategy in the literature, e.g. [14] and [15]. 
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Figure 1.2: EMS as high-level control in a typical BEV powertrain control scheme 

Observations of relevant energy management strategies in the literature 

To design an EMS that minimizes energy consumption is to answer the question: given a mathe-

matical model of a powertrain and a vehicle as well as constraints of components, how can their 

speed, torque and gear position be controlled so that minimal energy consumption and other addi-

tional performance criteria can be achieved? Such a problem falls into the category of Optimal Con-

trol Problem (OCP), which is to determine the control function that causes a process to satisfy the 

physical constraints and at the same time minimize (or maximize) some performance criteria [16, 

p. 3]. More specifically, due to the presence of Gtarget and Gcurrent, a discrete control and a discrete 

state, a two-drive multi-speed powertrain is naturally a Hybrid System6, a system that has contin-

uous controls, e.g. EM torques, but at the same time makes discrete decisions, e.g. target gears, 

instead of a pure continuous system. Consequently, the OCP in question is a Hybrid Optimal Control 

Problem (HOCP)7 [19, 20].  

There are numerous studies on EMSs that consider powertrains with more than one power 

source8 and multi-speed transmissions. However, such powertrains were mostly not explicitly 

                                                                 

6 A continuous system that can switch between different subsystems, i.e. differential equations describing the 

time derivative of continuous states, can also be modelled as a hybrid system, e.g. A bouncing ball in Section 

2.1.1. 

7 In the optimization community, it is more commonly referred to as mixed-logic dynamic optimization [17] or 

mixed-integer optimal control problem [18]. Such terminologies highlight the mixed-integer optimization 

characteristic in the problem. 

8 Machines designed to convert other types of energy, e.g. chemical energy and electric energy, to mechanical 

energy. 
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modelled as hybrid systems in the literature, for example [14, 21–23] to name but a few. The 

resulting EMSs were often treated with solution methods for continuous OCPs. Such treatment 

does not necessarily indicate flawed results. For instance, results principally derived from the dis-

crete Dynamic Programming (DP), e.g. [24], [25] and [21], hold, since the method is inherently 

able to deal with systems involving discrete variables. Nevertheless, proper system formulation 

and problem solution are desirable. 

For the goal of real-world applications, it is necessary to design an EMS that does not consider 

speed profiles a priori. Such an EMS is called an online EMS. Furthermore, due to the limited 

computational resources in real-world applications, it is essential to design an EMS achieving high 

performance, i.e. the controlled vehicle consumes as little as possible energy in evaluations, and 

requiring short computational time9. 

As far as the author knows, other than [26], EMSs of powertrains with multi-speed transmissions 

were developed in the literature with an assumption: “shift processes are ignored”. The most com-

mon transmission types in today’s market are automatic transmissions (AT), dual clutch transmis-

sions (DCT) and automated manual transmissions (AMT). Shift durations10 of some examples 

from these types of transmission are 0.8 s – 1.6 s [27, 28], 0.4 s – 0.7 s [29, 30], and 0.7 s – 1.3 s 

[31, 32], respectively. Though not covering all models from the mentioned transmission types, the 

statistics show that shift durations of ATs and AMTs can exceed 1 s, while shift durations of DCTs 

are smaller than but not distant from 1 s. It might not be most rigorous to develop EMSs with a 

frequency of at least 1 Hz ignoring shift processes for powertrains with above mentioned transmis-

sion types in [24, 25, 33–35], to name but a few. Though the EMS developed in [26] considered 

shift processes, it was based on a predefined shift sequence in a time span of ca. 6 s for a single-

drive BEV, whose results lacked association to energy consumption. An EMS with proper consid-

eration of shift processes is valuable but absent. 

Today’s EV market has witnessed not only two-drive BEVs but also three-drive BEVs, e.g. the 

Tesla Model S plaid, the Tesla Cybertruck Cyberbeast and the Lucid Air, and four-drive BEVs, e.g. 

the Zeekr 001 FR. In the future, vehicles—not necessarily passenger cars but ground vehicles, 

heavy-duty vehicles, water vehicles etc.—might be equipped with electric powertrains with even 

more EMs for their specific purposes. Is there a general way to design their EMSs? If so, how? The 

questions are ambitious. It might be a good idea to start with the EMS of a two-drive BEV and try 

to extend the results to a general multi-drive multi-speed BEV. Specifically, the general multi-drive 

powertrain has M EMs and transmissions parallelly coupled, M ≥ 2, M ∈ ℕ. 

                                                                 

9 Evaluation of computational time will be more technically discussed in Section 2.4.4. 

10 Shift duration is a period between the moment when a shift is signalled and the synchronization of transmis-

sion input speed into its new value according to target gears. 
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Suppose that an EMS is designed. Under its control, the parts and the components in a power-

train are loaded—some more than others11—in favour of lower total energy consumption. One 

can imagine, these more loaded parts, e.g. gears, would reach their service lives earlier than other 

same kind of parts, if they would be designed to reach the same service life under the same loads. 

Such an outcome limits the service life of the powertrain, since the reliability and the service life 

of a powertrain is dependent on those of its parts and components [36, p. 251]. Though this is 

often addressed in design processes [36, p. 279], it is beneficial to design an EMS considers service 

life aspect, since it is the EMS that controls a powertrain on a high-level and determines loads of 

its parts to an extent. It is noteworthy that such an attempt is unseen in the literature other than 

in the previous work of the author [37]. 

1.2 Goals and Contributions 

Firstly, a proper mathematical model is to be formulated for a two-drive multi-speed BEV in such 

a way that captures its continuous and discrete dynamics, and the shift processes are properly 

considered. 

Secondly, an online EMS is to be designed. A proper accurate solution method is to be imple-

mented, whose algorithm operates with lower time complexity compared to its peers. The algo-

rithms of the EMS are to be presented. 

Thirdly, the solution of the HOCP and the developed algorithm are studied from a mathematical 

point of view with the goal of reducing time complexity. 

As far as the author knows, a hybrid system formulation of a two-drive multi-speed powertrain 

is missing in the literature. Furthermore, an EMS that considers shift processes and incorporate 

proper numerical methods was not reported in the literature. More importantly, reducing the time 

complexity of a solution method through mathematical analysis provides great value and can be 

transferred to other problems with a similar setting. 

The system formulation and the solution of the HOCP shall be able to be extended to accommo-

date multi-drive multi-speed electric powertrains. For this purpose, a general multi-drive multi-

speed electric powertrain is proposed with the general hybrid system and the general HOCP. The 

solution method and the algorithm for the online EMS are developed in such a way that can be 

applied to the general HOCP. As a whole, a unified framework to design an EMS for the general 

multi-drive multi-speed BEV is to be obtained, which is unseen in the literature. 

Lastly, a multi-criteria operation strategy considering both energy consumption and service life 

                                                                 

11 See Section 8.1 for a more systematic discussion of loads. 
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of a powertrain is to be developed. Such a concept is only seen in the previous work of the author 

[37]. This thesis addresses this topic in a more systematic way, thanks to the consideration of shift 

processes and a more inclusive service life model. 

1.3 Structure of the Content 

This thesis is organized as follows: 

In Chapter 2, background knowledge is provided. Hybrid systems are introduced with a simple 

example. Formulation of a HOCP is shown, so that the meaning of “solving a HOCP” is clear. 

Thereafter, solution methods for HOCPs are reviewed in Section 2.4 regarding their main princi-

ples, which will be supplemented with simple examples. Solution methods are compared against 

each other w.r.t. relevant properties to online EMS. 

EMSs developed in the literature will be reviewed in Chapter 3, where, among other aspects, 

the treatment of continuous and discrete variables will be discussed. A proper solution method for 

the online EMS is to be identified after the review. 

In Chapter 4, a two-drive multi-speed powertrain is modelled as a hybrid system, which provides 

a specific model for the formulation of the HOCP in this chapter and the EMS in the later chapters.  

Based on the mathematical model, an online EMS is developed in Chapter 5. The algorithms 

including the numerical methods are presented. The optimal control problem is evaluated. The 

time complexities of the developed algorithms are analysed. 

In Chapter 6, the online EMS is evaluated from two perspectives: 1) individual solution pro-

cesses and 2) driving cycle simulations. 

A general multi-drive multi-speed powertrain is presented in Chapter 7. It is showcased, how to 

modify several small parts of the general hybrid system to achieve different operation complexity. 

The general HOCP is presented and analysed. A unified framework to design an EMS is presented. 

In Chapter 8, the online EMS is systematically further developed to incorporate the view point 

of powertrain service life, whose results are reported. 

Conclusion and outlooks are presented in Chapter 9. 

1.4 Acronyms and Abbreviations 

There are plenty of acronyms and abbreviations in this thesis. To avoid confusion, this subsection 

clarifies, how they are categorized and treated in the writing. 

“EM”, “EMS”, etc. are considered initialisms. They take the definite article and their plural forms 
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end with an “s”. In some cases, they are indexed, e.g. “EM1”, but still considered initialisms. 

A powertrain developed in a project called “Speed4E” will be mentioned repeatedly. Speed4E is 

considered an acronym and, therefore, does not take the definite article. 

In Chapter 8, the bearings and gears in Speed4E powertrain are labelled. For instance, a bearing 

is labelled “B1.1.1”, and it is considered an acronym. 



 

 

8 2 Background Knowledge 

 

2 Background Knowledge 

This chapter provides the necessary background knowledge about hybrid systems and HOCPs. The 

first part of this chapter provides the definition of hybrid systems. The second part formulates 

HOCPs. Discretization and integration schemes are discussed in the third part, which are funda-

mental for numerical solutions. The fourth part reviews the mathematical principles that are used 

to solve HOCPs with abstract but illustrative examples. Their properties are outlined to provide 

arguments for selecting one of them to be implemented in this work. 

2.1 Hybrid Systems and Regularity Conditions 

The first subsection gives the definition of hybrid systems with a simple example. A hybrid system 

must fulfil certain conditions, so that an optimal control for a HOCP regarding the hybrid system 

exists. These conditions are called regularity conditions. They are provided with little discussion 

in the second subsection. The readers that are interested in the existence and uniqueness of optimal 

controls can refer to [38–40]. 

2.1.1 Hybrid Systems 

A hybrid system consists of both continuous and discrete states. It is formally defined by: 

Definition 2.1 Hybrid System [41, p. 14]: a general hybrid system is a 9-tuple 

 ℍ ≔ (𝒬, 𝕏,𝕌, 𝓕,𝒜, ℬ, 𝛱,ℳ,𝑪). (2.1) 

𝒬 denotes a finite set of discrete states. The discrete state of the hybrid system 𝑞 ∈ 𝒬 represents a 

subsystem of the hybrid system ℍ . 𝕏 ≔ {𝕏𝑞 ⊆ ℝ𝑁𝒙} is a collection of continuous-valued state 

spaces, where 𝒙 is a 𝑁𝒙-dimensional continuous-valued state vector. It’s called continuous states in 

this thesis. 𝕌 ≔ {𝕌𝑞 ⊆ ℝ𝑁𝒖} is a collection of continuous-valued control spaces for each discrete 

state. 𝒖 is a 𝑁𝒖-dimensional continuous-valued control vector. It’s called continuous controls in 

this thesis. For each 𝑞 ∈ 𝒬, one vector field 𝒇𝑞: 𝕏 × 𝕌 → 𝕏 is defined. ℱ denotes an indexed collec-

tion of them ℱ ≔ {𝒇𝑞: 𝕏 × 𝕌 → 𝕏| 𝑞 ∈ 𝒬}. 𝒜 ≔ {𝐴𝑞𝑖,𝑞𝑗 | 𝑞𝑖, 𝑞𝑗 ∈ 𝒬̂, 𝑞𝑖 ≠ 𝑞𝑗} is a set of state-jump 

functions. 𝛱: 𝕏 × 𝒬 × Π𝑞 → 𝒬 is a discrete transition function. 𝓑 ≔ {ℬ𝑞  | 𝑞 ∈ 𝒬} is a collection of 

discrete sets ℬ𝑞 ⊆ 𝒬 , in which admissible discrete controls edges 𝜛𝑞 ∈ ℬ𝑞  are defined. ℳ ≔

{𝑀𝑞𝑖,𝑞𝑗
 | 𝑞𝑖 , 𝑞𝑗 ∈ 𝒬̂, 𝑞𝑖 ≠ 𝑞𝑗} denotes a set of time-dependent switching manifolds, which determines 

autonomous switching. 𝑪 is a collection of constraint functions. It includes mixed control-state 

constraints, pure state constraints and pure control constraints. 

Δ 
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A hybrid system can be interpreted as a collection of 𝑁𝒬 number of subsystems, which are in-

dexed by the discrete state and whose dynamics are determined by the respective vector field. 

There are a continuous state space 𝕏𝑞 ⊂ ℝ
𝑁𝒙 and a continuous control space 𝕌𝑞 ⊂ ℝ

𝑁𝒖 for each 

subsystem. In this thesis, the dimension of the continuous state space and that of the continuous 

control space are assumed constant. The continuous states and the continuous controls are con-

strained by the constraints from 𝑪, which forms an admissible continuous state space 𝒳 and an 

admissible continuous control space 𝒰. They are discrete state dependent, i.e. 𝒙 ∈ 𝒳𝑞 and 𝒖 ∈ 𝒰𝑞, 

𝑞 ∈ 𝒬, if the constraints are discrete state dependent. 

The dynamics of the hybrid system are switched among the subsystems on the time interval 

[𝑡0, 𝑡𝑓], where 𝑡0 and 𝑡𝑓 denote the initial and final times. In this thesis, they are considered fixed 

and finite. There are in total 0 ≤ 𝑁exe < ∞ number of switching happened in the time interval, 

which form a discrete control function 𝜛(∙) = (𝜛1, 𝜛2,… ,𝜛𝑗 , … ,𝜛𝑁exe). The time instances that the 

switching happen form a strictly increasing sequence 𝓉 = (𝑡1, 𝑡2, … , 𝑡𝑗 , … , 𝑡𝑁exe), 𝑡𝑗 ∈ [𝑡0, 𝑡𝑓]. Based 

on the discrete control, the discrete state, and the continuous states at a time instance, the discrete 

transition function 𝛱 determines the coming discrete state, 

 𝑞(𝑡𝑗
+) = 𝛱(𝒙(𝑡𝑗

−), 𝑞(𝑡𝑗
−),𝜛𝑗), (2.2) 

where the minus and the plus signs in the superscripts of the time instances refer to the right before 

and right after the time instances. Four types of switching can happen: autonomous switching, 

autonomous jumps, controlled switching, and controlled jumps [42]. 

A transition is named a “switching” if the state-jump function 𝐴𝑞𝑡𝑗− ,𝑞𝑡𝑗
+  does not exist or it pro-

duces a zero when the transition in (2.2) happens. Otherwise, a “jump” happens, which causes the 

continuous states to exhibit discontinuity at the time instance of the transition. “Autonomous” in-

dicates that the discrete state at 𝑡𝑗 changes in a predefined way that is determined by the transition 

function 𝛱, when the continuous states meet a switching manifold 𝑀𝑞𝑡𝑗
− ,𝑞

𝑡𝑗
+. It is called internally 

forced switching in [43]. “Controlled”, on the other hand, indicates that the discrete control is 

consciously chosen. It is called externally forced switching in [43]. From the point of view from 

control, autonomous switching and jumps are completely described by the transition function 𝛱, 

whereas controlled switching and jumps need the discrete control 𝜛 to initiate the transition. 

Most of the real systems operate with physical constraints on the continuous controls and the 

continuous states. The set 𝑪 in ℍ by Definition 2.1 may possess different types of constraints: 

Definition 2.2 Mixed constraints, State constraints, and Control constraints: The mixed constraints 

depend on both 𝒙 and 𝒖 at the same time, 
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𝑐mix,𝑖(𝒙(𝑡), 𝒖(𝑡), 𝑞(𝑡)) ≤ 0, 𝑖 = 1,… ,𝑚, 𝒙(𝑡) ∈ 𝕏, 𝒖(𝑡) ∈ 𝕌, 𝑞 ∈ 𝒬, ∀𝑡 ∈ [𝑡0, 𝑡𝑓], (2.3) 

where 𝑖 indexes the constraints and 𝑚 is the total number of the constraints. For compactness, 

(2.3) is rewritten as 

 𝒄mix(𝒙(𝑡), 𝒖(𝑡), 𝑞(𝑡)) ≤ 𝟎, 𝒙(𝑡) ∈ 𝕏, 𝑞 ∈ 𝒬, ∀𝑡 ∈ [𝑡0, 𝑡𝑓], (2.4) 

where 𝒄state: 𝕏 × 𝒬 → ℝ𝑚 produces a 𝑚-dimensional vector and 𝟎 is a 𝑚-dimensional zero vector. 

The inequality “≤” is evaluated elementwise. 

State constraints: The state constraints depend on 𝒙, i.e., 

 𝒄state(𝒙(𝑡), 𝑞(𝑡)) ≤ 𝟎, 𝒙(𝑡) ∈ 𝕏, 𝑞 ∈ 𝒬, ∀𝑡 ∈ [𝑡0, 𝑡𝑓]. (2.5) 

Control constraints: The control constraints depend on 𝒖, i.e., 

 𝒄control(𝒖(𝑡), 𝑞(𝑡)) ≤ 0 𝒖(𝑡) ∈ 𝕌, 𝑞 ∈ 𝒬, ∀𝑡 ∈ [𝑡0, 𝑡𝑓]. (2.6) 

Δ 

Under the constraints from the set 𝑪, 𝒙 and 𝒖 of the system ℍ by Definition 2.1 are restricted in 

certain spaces, which are called admissible state sets and admissible control sets. 

Definition 2.3 Admissible State Sets and Admissible Control Sets: the admissible state sets that de-

pend on the constraints given by (2.4) and (2.5) are defined by 

𝒳(𝒖(𝑡), 𝑞(𝑡)) ≔ {𝒙(𝑡) ∈ 𝕏 | 𝒄mix(𝒙(𝑡), 𝒖(𝑡), 𝑞(𝑡)) ≤ 𝟎, 𝒄state(𝒙(𝑡), 𝑞(𝑡)) ≤ 𝟎, }. (2.7) 

The admissible control sets depending on the constraints (2.4) and (2.6) are defined by 

𝒰(𝒙(𝑡), 𝑞(𝑡)) ≔ {𝒖(𝑡) ∈ 𝕏 | 𝒄mix(𝒙(𝑡),𝒖(𝑡), 𝑞(𝑡)) ≤ 𝟎, 𝒄control(𝒖(𝑡), 𝑞(𝑡)) ≤ 𝟎, }. (2.8) 

Δ 

In this thesis, Zeno-behaviours, i.e. infinite switching in finite time, are excluded. 

It is necessary to elaborate how a hybrid system evolves, so that the definition above is under-

standable. Imagine a dimensionless small ball released at the height of ℎ0 and it bounces at the 

floor, as shown in Figure 2.1. The continuous states of the ball are its height and the velocity 𝒙 =
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(ℎ, ℎ̇)
T
. To have the modelling process simplified, the contact between the ball and the floor is 

considered instant, at which a constant proportion 1 − 2𝛾2 of the kinetic energy is lost. 

 

Figure 2.1: A bouncing ball 

The bouncing ball can be modelled as a hybrid system with 𝒬 ≔ {"Fall", "Bounce back"}, 𝕏 ≔

ℝ2, 𝕌 ≔ ∅. The vector fields of both discrete states are determined by the gravity acceleration 𝑔 

 
𝒙̇ = 𝒇Fall = (

ℎ̇
−𝑔

) , 

𝒙̇ = 𝒇Bounce back = (
ℎ̇
−𝑔

). 

(2.9) 

(2.10) 

The discrete control 𝜛(𝑡𝑗) = “Bounce back” is chosen, when the discrete state is “Fall” and the 

manifold 𝑀FB(ℎ) = 0 is hit. The discrete transition function 𝛱 determines the system to switch to 

“Bounce back” 

 𝑞(𝑡𝑗
+) = 𝛱 (𝒙, 𝑞(𝑡𝑗

−),𝜛(𝑡𝑗)) = “Bounce back”, (2.11) 

where 𝑡𝑗 denotes the time point, when a switch takes place. At the instant of the transition from 

“Fall” to “Bounce back”, the state-jump function 𝐴FB determines the continuous states at the right 

side of the time point based on the energy loss characterized by “coefficient” 

 𝒙(𝑡𝑗
+) = 𝐴FB = (

1 0
−1 coefficient

) ∙ 𝒙(𝑡𝑗
−). (2.12) 

The transition is categorized as an autonomous jump. 

Likewise, the discrete control 𝜛(𝑡𝑗) = “Fall” is chosen, when the discrete state is “Bounce back” 

and the manifold 𝑀BF(ℎ̇) = 0 is hit. The discrete transition function 𝛱 determines the system to 
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switch to “Fall” 

 𝑞(𝑡𝑗′
+) = 𝛱 (𝒙, 𝑞(𝑡𝑗′

−),𝜛(𝑡𝑗′)) = “Fall”, (2.13) 

where 𝑡𝑗′ is used to differ from 𝑡𝑗. The state-jump function 𝐴BF is an identity matrix of size 2. The 

transition is categorized as an autonomous switching. 

The continuous states can be constrained by the discrete-state-dependent linear inequalities as 

 𝒳Fall ≔ {𝒙| (
−1 0
0 1

) ∙ 𝒙 ≤ (
0
0
)} , 

𝒳Bounce back ≔ {𝒙| (
−1 0
0 −1

) ∙ 𝒙 ≤ (
0
0
)}, 

(2.14) 

which form the collection 𝑪 ≔ {𝒳Fall,𝒳Bounce back}. The rest of the collections in Definition 2.1 are 

𝓕 ≔ {𝒇Fall, 𝒇Bounce back} , 𝒜 ≔ {𝐴FB, 𝐴BF} , 𝓑 ≔ {ℬFall ≔ {Fall, Bounce back}, ℬBounce back ≔

{Fall, Bounce back}} and ℳ ≔ {𝑀FB,𝑀BF}. Though identical, the discrete sets ℬFall and ℬBounce back 

are explicitly defined for clarity. The hybrid system can be illustrated as a hybrid automaton, as 

shown in Figure 2.2, in which the autonomous transitions, either switching or jumps, are marked 

with red arrowed curves. Controlled transitions, either switching or jumps, are marked with blue 

arrowed curves in the hybrid automata in this work. 

 

Figure 2.2: Hybrid automaton of a bouncing ball 

Since the vector fields of both discrete states are identical and the state-jump function 𝐴BF is an 

identity matrix, the hybrid system can be reduced to a system of one discrete state with modifica-

tion of the above defined hybrid system with two discrete states. 

What is of particular interest for this work are hybrid systems that exhibit no state-jump at 

switching. Such systems can be obtained from Definition 2.1 by setting the set of state-jump func-

tion 𝒜 in Definition 2.1 empty. The definition of a hybrid system without state-jump is obtained 

as follows: 
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Definition 2.4 Hybrid System without State-Jump: a hybrid system without state-jump consists of 

an 8-tuple 

 ℍ1 ≔ (𝒬, 𝕏,𝕌, 𝓕,ℬ, 𝛱,ℳ,𝑪). (2.15) 

Δ 

2.1.2 Regularity Conditions 

A prerequisite for the existence of an optimal control is the uniqueness of the trajectories of hybrid 

systems, i.e. the trajectory pair (𝒙(∙), 𝑞(∙)), see Definition 2.5 and Definition 2.7, is unique on the 

time interval [𝑡0, 𝑡𝑓] for every choice of the initial continuous and discrete states (𝒙(𝑡0), 𝑞(𝑡0)) as 

well as every admissible continuous and discrete control functions (𝒖(∙),𝜛(∙)). This subsection 

firstly lays out the relevant concepts and secondly provide the assumptions, based on which the 

uniqueness holds. 

Definition 2.5 Continuous state trajectory: The continuous states 𝒙 on the time interval [𝑡0, 𝑡𝑓] 

forms a Continuous state trajectory 𝒙(∙), which can be considered a function from [𝑡0, 𝑡𝑓] to 𝕏. It is 

also called a solution in other literatures. The continuous states are bounded by the contraints from 

the set 𝑪, which forms an admissible function space 𝒳(𝒖(∙), 𝑞(∙)) for the continuous state trajec-

tory 𝒙(∙). 

Δ 

Definition 2.6 Continuous control function: The continuous controls 𝒖 on the time interval [𝑡0, 𝑡𝑓] 

forms a continuous control function 𝒖(∙), which can be considered a function from [𝑡0, 𝑡𝑓] to 𝕌. The 

continuous controls are bounded by the contraints from the set 𝑪, which forms an admissible func-

tion space 𝒰(𝒙(∙), 𝑞(∙)) for the continuous control function 𝒖(∙). 

Δ 

Definition 2.7 Discrete control function and discrete state trajectory: A hybrid time trajectory is a 

strictly increasing sequence 𝓉 = (𝑡0, 𝑡1, … , 𝑡𝑗 , … , 𝑡𝑁exe) with 𝑡𝑗 ∈ [𝑡0, 𝑡𝑓] and 𝑡𝑁exe = 𝑡𝑓 , where 0 ≤

𝑁exe < ∞ denotes the amount of switching in the time interval. The discrete control 𝜛 on the time 

interval [𝑡0, 𝑡𝑓]  forms discrete control functions 𝜛(∙) = (𝜛0, 𝜛1,… ,𝜛𝑗 , … ,𝜛𝑁exe−1) with piecewise 

functions 𝜛𝑗: [𝑡𝑗 , 𝑡𝑗+1) → 𝒬. The discrete state 𝑞 on the time interval [𝑡0, 𝑡𝑓] forms a discrete control 

trajectory 𝑞(∙) = (𝑞0, 𝑞1, … , 𝑞𝑗 , … , 𝑞𝑁exe−1) with piecewise functions 𝑞𝑗 : [𝑡𝑗 , 𝑡𝑗+1) → 𝒬. The discrete 

control is bounded by the discrete set Π depending on 𝑞, which imposes an admissible function 

space ℬ𝑞(∙) on the discrete control function 𝜛(∙). The admissible function space of the discrete state 

trajectory 𝑞(∙) is 𝒬(∙). 
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Δ 

The assumptions of the hybrid system ℍ to ensure the uniqueness are listed as following, which 

are considered to hold in the rest of the work. 

Assumption 2.1: All continuous control spaces 𝕌𝑞  are compact sets, i.e. they are closed and 

bounded12. The continuous control function 𝒖(∙): [𝑡0, 𝑡𝑓] → 𝕌 is measurable13. 

Assumption 2.2: All vector fields 𝒇𝑞: 𝕏 × 𝕌 → 𝕏 are at least once continuously differentiable w.r.t. 

the continuous states 𝒙 and the continuous control 𝒖. They fulfil a uniform Lipschitz condition14. 

Assumption 2.3: For fixed time t, switching manifolds do not interest, i.e. 𝑀𝑞𝑖,𝑞𝑗
(𝑡) ∩ 𝑀𝑞𝑖,𝑞𝑘

(𝑡) = ∅ 

with 𝑞𝑗 ≠ 𝑞𝑘 for 𝑖, 𝑗, 𝑘 ∈ 𝒬. 

2.2 Formulation of Hybrid Optimal Control Problems 

The saying “A problem well put is a problem half solved” may be an exaggeration, but it shows the 

importance of problem formulation. Three elements are required to formulate an OCP as well as 

a HOCP: 1) a mathematical description of the system to be controlled, 2) a set of constraints of 

the system, 3) a measure to evaluate the performance. 

A hybrid system ℍ is formulated in the previous subsection to provide the mathematical descrip-

tion. At the same time, the collection 𝑪 provides the constraints for the HOCP. In what follows, 

performance measures and boundary conditions are discussed. The HOCPs are formulated. 

2.2.1 Performance Measures for Hybrid Optimal Control Problems 

The performance measure is selected by the hybrid optimal control designer based on the goal to 

be reached, e.g. to move an object to a given position with least time. In the case of EMSs, the goal 

is often to have the least energy consumed while following a given speed profile—the continuous 

states are normally related to it—over a given time interval. With the dependency on the time in 

mind, the performance of a hybrid system ℍ can be measured in the form 

                                                                 

12 A nonempty set E is said to be bounded, if it fulfils The Completeness Axiom [44, p. 9] The definition of Closed 

Set can be found in [44, pp. 16-17]  

13 Let 𝑋 and 𝑌 be two measurable sets equipped with respective 𝜎-algebra Σ1 and Σ2. A function 𝑓: 𝑋 → 𝑌 is said 

to be measurable, if for all 𝐸 ∈ Σ2, 𝑓
−1(𝐸) ≔ {𝑥 ∈ 𝑋 | 𝑓(𝑥) ∈ 𝐸} ∈ Σ1. 

14 The function 𝑓 is said to be Lipschitz continuous on a set E, if there is a 𝐿 ≥ 0 for which ‖𝑓(𝑥′) − 𝑓(𝑥)‖ ≤ 𝐿 ∙

‖𝑥′ − 𝑥‖ for all 𝑥′, 𝑥 ∈ 𝐸 [44, p. 25]. 
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𝐽 = 𝑚 (𝒙(𝑡𝑓)) + ∫ 𝑙(𝒙(𝑡), 𝒖(𝑡), 𝑞(𝑡),𝜛(𝑡))𝑑𝑡

𝑡𝑓

𝑡0

+∑ 𝑙switch (𝒙(𝑡𝑗), 𝑞(𝑡𝑗),𝜛(𝑡𝑗))

𝑁exe

𝑗=1

, 

(2.16) 

where 𝑡0 and 𝑡𝑓 are the initial and final time. 𝑚, 𝑙 and 𝑙switch are scalar functions, which are called 

endpoint function, instantaneous cost and switching cost respectively. The endpoint function assigns 

a real value to the continuous states at the final time. The instantaneous cost is a function that 

assigns a real value to a point (𝒙(𝑡), 𝒖(𝑡), 𝑞(𝑡),𝜛(𝑡)). The switching cost is a function that assigns 

a real value to a point (𝒙(𝑡𝑗), 𝑞(𝑡𝑗),𝜛(𝑡𝑗)), where 𝑡𝑗 is the time instance of a switching, indicating 

the cost caused by an autonomous or controlled switch. In [45], the endpoint function is also called 

as an endpoint functional or Mayer functional. The integral of the instantaneous cost is called an 

integral functional. A functional consisting of both functionals is called a Bolza functional. 

It is necessary to review briefly the definition of a function, so that the concept of functionals is 

easier to be understood. 

Definition 2.8 function [46]: Let 𝑆1 and 𝑆2 be two sets. A function 𝑓 from 𝑆1 to 𝑆2, i.e. 𝑓: 𝑆1 → 𝑆2, 

is a relation between them that for each 𝑠1 ∈ 𝑆1, there is one and only one associated 𝑠2 ∈ 𝑆2. The 

set 𝑆1 is called the domain of the function, which is written as 𝐝𝐨𝐦𝑆1. The set 𝑆2 is called its 

range. 

Δ 

A scalar function assigns a real number to each point or vector in its domain. The definition of 

a functional parallels that of a function. 

Definition 2.9 functional [16]: Let F be a class of functions and 𝑆 be a set of real number. A func-

tional 𝐽 from F to 𝑆 is a relation between them that for each function 𝑓 ∈ F, there is one and only 

one associated 𝑠 ∈ 𝑆. The class F is called the domain of the functional. The set 𝑆 is called its range. 

Δ 

Loosely speaking, one may consider a functional a “scalar function of a function”. 

With the idea in mind, that a functional measures function, the arguments of 𝐽 in (2.16) are 

complemented with the Boundary conditions and the functions defined in Definition 2.7 as 
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 𝐽(𝒙(𝑡0), 𝒖(∙), 𝑞(𝑡0),𝜛(∙))

= 𝑚(𝒙(𝑡𝑓)) +∫ 𝑙(𝒙(𝑡), 𝒖(𝑡), 𝑞(𝑡),𝜛(𝑡))𝑑𝑡
𝑡𝑓

𝑡0

+∑ 𝑙switch (𝒙(𝑡𝑗), 𝑞(𝑡𝑗),𝜛(𝑡𝑗))

𝑁exe

𝑗=1

, 

(2.17) 

which says that the Bolza functional 𝐽 assigns a performance measure to the quadruple consisting 

of the initial continuous states, the initial discrete state, the continuous control function, and the 

discrete control function. Often, the initial discrete state and the continuous states are omitted in 

the argument of the functional and supplied in boundary conditions. 

In the rest of the work, a functional measuring the performance is called a cost functional, re-

gardless of its composition and type. 

2.2.2 Boundary Conditions 

Boundary conditions define initial and / or final values of the  desired trajectories. For a system of 

ordinary differential equations, it is usually necessary to predefine one boundary condition per 

differential equation. For a HOCP, up to 2𝑁𝒙 number of boundary conditions can be predefined, 

due to the necessary conditions provided by the Hybrid Minimum Principle described later. Bound-

ary conditions can be defined as 

Definition 2.10 Boundary Conditions: The boundary conditions 𝜓0(∙) imposes 𝑁𝜓0 equality con-

straints on the initial continuous states 𝒙(𝑡0) , while the boundary conditions 𝜓𝑓(∙)  imposes 

𝑁𝜓𝑓 equality constraints on the final continuous states 𝒙(𝑡𝑓) as 

 𝜓0( 𝒙(𝑡0)) = 𝟎, 

𝜓𝑓 ( 𝒙(𝑡𝑓)) = 𝟎. 

(2.18) 

(2.19) 
 

A coupled boundary conditions is defined as 

 𝜓( 𝒙(𝑡0), 𝒙(𝑡𝑓)) = 𝟎, (2.20)  
 

if both the initial and the final continuous states are constrained by equality constraints. 

In the context of the EMS problem, the boundary conditions are most often linear and can be 

stated as 
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  𝒙(𝑡0) = 𝒙𝟎, 

𝒙(𝑡𝑓) = 𝒙𝑓 . 

(2.21) 

(2.22) 
 

2.2.3 Problem Formulation 

For a hybrid optimal control problem, the goal is to find the continuous control function 𝒖(∙) ∈

𝒰(𝒙(∙), 𝑞(∙)) and the discrete control function 𝑞(∙) ∈ ℬ𝑞(∙), such that 1) all constraints from the set 

𝑪 are met; 2) the boundary conditions are satisfied; 3) the cost functional is minimized. 

The optimal control problem for a hybrid system can be stated as follows: 

Definition 2.11 Hybrid Optimal Control Problem [41, p. 14]: Given a hybrid system ℍ by Definition 

2.1, an optimal control problem stated with a cost functional (2.17) as 

 𝐽(𝒖∗(∙),𝜛∗(∙)) = min
𝒖(∙)∈𝒰(𝑞(∙)),𝜛∈ℬ𝑞(∙) 

𝑚(𝒙(𝑡𝑓))

+ ∫ 𝑙(𝒙(𝑡),𝒖(𝑡), 𝑞(𝑡), 𝜛(𝑡))𝑑𝑡
𝑡𝑓

𝑡0

+ ∑ 𝑙switch (𝒙(𝑡𝑗), 𝑞(𝑡𝑗),𝜛(𝑡𝑗))

𝑁exe

𝑗=1

 

(2.23) 

subject to 𝒙̇(𝑡) = 𝒇𝑞(𝑡)(𝒙(𝑡), 𝒖(𝑡)), 𝑡 ∈ [𝑡0, 𝑡𝑓] 

𝑞(𝑡𝑗
+) = 𝛱 (𝒙, 𝑞(𝑡𝑗

−),𝜛(𝑡𝑗)) , 𝑡𝑗 ∈ 𝓉 

𝒙(𝑡𝑗
+) = 𝒙(𝑡𝑗

−) + 𝐴
𝑞(𝑡𝑗

−),𝑞(𝑡𝑗
+)
(𝒙(𝑡𝑗

−)) 

𝒙(𝑡0) = 𝒙0 

𝒙(𝑡𝑓) = 𝒙𝑓 

𝑞(∙) ∈ 𝒬, 𝒙(∙) ∈ 𝒳(𝑞(∙)). 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

(2.28) 

(2.29) 

Δ 

For hybrid systems without state-jumps, the HOCP is stated as follows: 

Definition 2.12 Hybrid Optimal Control Problem without State-Jumps : Given a hybrid system ℍ1 

by Definition 2.4, an optimal control problem stated with a cost functional (2.17) as 
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𝐽(𝒖∗(∙),𝜛∗(∙)) = min

𝒖(∙)∈𝒰(𝑞(∙)),𝜛∈Π𝑞(∙) 
𝑚(𝒙(𝑡𝑓)) +∫ 𝑙(𝒙(𝑡), 𝒖(𝑡), 𝑞(𝑡),𝜛(𝑡))𝑑𝑡

𝑡𝑓

𝑡0

 (2.30) 

subject to 

 𝒙̇(𝑡) = 𝒇𝑞(𝑡)(𝒙(𝑡), 𝒖(𝑡)), 𝑡 ∈ [𝑡0, 𝑡𝑓] 

𝑞(𝑡𝑗
+) = 𝛱 (𝒙, 𝑞(𝑡𝑗

−),𝜛(𝑡𝑗)) , 𝑡𝑗 ∈ 𝓉 

𝒙(𝑡0) = 𝒙0 

𝒙(𝑡𝑓) = 𝒙𝑓 

𝑞(∙) ∈ 𝒬, 𝒙(∙) ∈ 𝒳(𝑞(∙)). 

(2.31) 

(2.32) 

(2.33) 

(2.34) 

(2.35) 

The switching cost functions are omitted, due to the absence of state-jumps. The cost caused by 

switching is considered in the integral functional. 

Δ 

This work focuses on the solution and the applications related to HOCPs without state-jumps, 

since it is the class of HOCPs relevant to the hybrid system in this work. 

For the hybrid optimal control problem with state-jumps, more regularity conditions need to be 

considered to ensure the existence and uniqueness of the solution [47]. 

2.3 Discretization and Integration Schemes 

If the ordinary differential equations (ODE) (2.31) describing the system dynamics cannot be 

solved analytically, the initial value problems (IVP) has to be formed on discrete-time and its nu-

merical solution is fundamental to the solution of HOCP. 

The time 𝑡 in the time interval [𝑡0, 𝑡𝑓] can be discretized into 𝑁𝑡 steps, as 

 𝑡[𝑘] = 𝑡0 + 𝑘 ∙ ℎ[𝑘], 𝑘 = 0,1,2,… , 𝑁𝑡, 

ℎ[0] = 0, 

ℎ[𝑘] = 𝑡[𝑘] − 𝑡[𝑘−1], 𝑘 = 1,… ,𝑁𝑡 , 

(2.36) 

(2.37) 

(2.38) 

where 𝑘 is the time index and ℎ𝑘 is the step-length. The squared brackets stress that the integer 
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in-between indexes a point on a discretization grid, may it be time or continuous states. As a re-

sult, a discretization grid 𝒢𝑡 

 𝒢𝑡 = {𝑡[0], 𝑡[1], 𝑡[2], … , 𝑡[𝑁𝑡]} (2.39) 

is obtained. A discretization scheme approximates the exact solution 𝒙(𝑡[𝑘]) = 𝒙[𝑘] on the dis-

cretization grid. For the ODE (2.31) with given initial condition 𝒙[𝑘], the simplest discretization 

scheme, namely Euler method, approximates the exact solution 𝒙(𝑡[𝑘+1]) by 

 
𝒙(𝑡[𝑘+1]) = 𝒙[𝑘] +∫ 𝒇𝑞(𝑡)(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡

𝑡[𝑘+1]

𝑡[𝑘]

, 

𝒙[𝑘+1] = 𝒙[𝑘] + ℎ[𝑘] ∙ 𝒇𝑞[𝑘](𝒙[𝑘], 𝒖[𝑘]), 𝑘 = 0,1,2,… ,𝑁𝑡 − 1, 

𝒙[0] = 𝒙(𝑡[0]). 

 (2.40) 

 

 (2.41) 

 (2.42) 

Runge-Kutta (RK) methods [48] are often used to approximate the integral in (2.40). RK meth-

ods with different orders are widely discussed in the context of optimal control problems [49–

51]. One property that attracts the attention is the adjoint consistency of RK methods [52]: RK 

methods provide a discretization grid whose discrete adjoint15 is a consistent approximation of 

the infinite16 dimensional adjoint function. Based on this advantage, RK methods are applied as 

integration scheme in this work. The fourth order RK integration scheme (RK4) [53, pp. 15-37] 

follows the following steps: 

 𝒙[𝑘+1] = 𝒙[𝑘] + ℎ[𝑘] ∙ Ξ𝒇(𝒙[𝑘], 𝑞[𝑘], 𝒖[𝑘], ℎ[𝑘]), 𝑘 = 0,1,2,… , 𝑁𝑡 − 1, 

= 𝒙[𝑘] +
ℎ[𝑘]

6
∙ (𝐤1 + 2𝐤2 + 2𝐤3 + 𝐤4), 

𝐤1 = 𝒇𝑞[𝑘](𝒙[𝑘], 𝒖[𝑘]), 

𝐤2 = 𝒇𝑞[𝑘] (𝒙[𝑘] + ℎ ∙
𝐤1
2
,𝒖[𝑘]) , 

𝐤3 = 𝒇𝑞[𝑘] (𝒙[𝑘] + ℎ ∙
𝐤2
2
, 𝒖[𝑘]) , 

𝐤4 = 𝒇𝑞[𝑘](𝒙[𝑘] + ℎ ∙ 𝐤3, 𝒖[𝑘]), 

  

 (2.43) 

(2.44) 

(2.45) 

(2.46) 

(2.47) 

                                                                 

15 An efficient numerical way to compute the gradient for optimal control. 

16 A continuous time interval leads to an infinite dimensional vector of time. 
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where Ξ𝒇 denotes an operator that uses RK method to approximate the integral of function 𝒇 in 

(2.40). k denotes the estimation of the function 𝒇 in the interior of the time interval [𝑡0, 𝑡𝑓]. Fig-

ure 2.3 illustrates an example of using RK4 method to estimate 𝑥[𝑘+1] for a one-dimensional 

(1-D) dynamic system. k1-k4 are sequentially calculated. 𝑥[𝑘+1] from (2.43) for this example is 

1.9754, whose relative error is 6.90 × 10-5, compared to the analytical result. 

 

Figure 2.3: RK4 integration scheme performed on a 1-D system, whose dynamic is 𝒙̇ =

𝟎. 𝟒𝒙 + 𝟎. 𝟏. Analytical solution is 𝒙(𝒕) = 𝒆𝟎.𝟒𝒕+𝑪 − 𝟎. 𝟎𝟒 with 𝑪 = 𝟎, 𝒕[𝒌] = 𝟏 and 𝒉 = 𝟎. 𝟏. 

2.4 State of the Art Solution Methods 

After the hybrid systems defined with necessary prerequisites in Section 2.1 and the HOCP stated 

in Section 2.2, this section gives an overview of the solution methods, followed by a general com-

parison of their properties. The methods are categorized in three main types: dynamic program-

ming (DP), direct methods (DM), and indirect methods (IM). They are discussed with a focus on 

the hybrid system ℍ1 by Definition 2.4. 

2.4.1 Dynamic Programming 

The DP was formulated for continuous nonlinear systems by Bellman17 in 1960s based on Bell-

man’s optimality principle, which states “An optimal policy has the property that whatever the 

initial state and initial decision are, the remaining decisions must constitute an optimal policy with 

regard to the state resulting from the first decision” [54, pp. 81-86]. It is extended to HOCPs with 

autonomous and controlled switching in [56]. Optimal control law for hybrid systems with con-

trolled switching is approximated based on DP in [57] and [58]. 

                                                                 

17 Original work of Bellman see [54]. There are excellent textbooks on DP, for instance, Bertsekas [55] and Kirk 

[16]. 
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The discrete DP, i.e. the DP with a system operating on discrete time, is often referred to as “DP” 

in the literature, since it is the natural implementation on a digital computer [16, p. 86]. Its core 

is called Bellman equation, whose variation for hybrid systems can be stated as following recur-

rence relation 

 𝑉[𝑘−1](𝒙[𝑘−1], 𝑞[𝑘−1]) = min
𝒖(∙)∈𝒰(𝑞(∙)),𝜛∈ℬ𝑞(∙) 

{ℎ ∙ 𝑙(𝒙[𝑘−1], 𝒖[𝑘−1], 𝑞[𝑘−1], 𝜛[𝑘−1])

+ 𝑉[𝑘](𝒙[𝑘], 𝑞[𝑘])} , 

𝒙[𝑘] = 𝒙[𝑘−1] + ℎ ∙ Ξ𝒇(𝒙[𝑘−1], 𝑞[𝑘−1], 𝒖[𝑘−1], ℎ), 

𝑞[𝑘] = 𝑞[𝑘−1] +𝜛[𝑘−1], 

(2.48) 

 

(2.49) 

(2.50) 
 

where 𝑉(𝒙[𝑘−1], 𝑞[𝑘−1]) denotes the value function of the hybrid state (𝒙[𝑘−1], 𝑞[𝑘−1]) at time 𝑡[𝑘−1]. 

A value function is the smallest possible value of the performance measure of the subproblem that 

initiate with (𝒙[𝑘−1], 𝑞[𝑘−1]) starting with time 𝑡[𝑘−1]. If the performance measure represents a cost 

that is to be minimized, which is true for this work, a value function is also referred as cost-to-go 

function [59]. Once the value function at each time point is determined, the corresponding con-

trols represent the optimal control. 

In order to have (2.48)-(2.50) solved, the continuous states are discretized on the discretization 

grid 𝒢𝒙
𝑁𝒙 . Together with the discrete state and the discretized time, a discretization grid 

𝒢𝒙
𝑁𝒙 × 𝒬 × 𝒢𝑡 is generated. At the same time, the continuous controls are discretized, and together 

with the admissible discrete control set, a discretization grid 𝒢𝒖
𝑁𝒖 × Π𝑞 is generated. Figure 2.4 

illustrates a discretization grid of a hybrid system, on which the value function is calculated based 

on the Bellman equation. At each time point, the 1-D continuous states and the discrete state form 

a discretization grid 𝒢𝑥 × 𝒬, 𝒬 ≔ {𝑞1, 𝑞2, 𝑞3, 𝑞4}, on which the hybrid state is a pair {𝑥[𝑖], 𝑞𝑗}
18 with 

𝑖 indexing the points on 𝒢𝑥 and 𝑗 indexing the elements out of 𝒬. In conjuncture with the discreti-

zation of time, a pair {𝑥[𝑖],[𝑘], 𝑞𝑗,[𝑘]} indicates any point on the discretization grid of the hybrid sys-

tem. To have the value function (2.48) of the hybrid state {𝑥[3], 𝑞1} at time 𝑡[𝑘−1] determined, the 

state transitions, i.e. (2.49) and (2.50), from [𝑘 − 1] to [𝑘] are calculated based on the discretiza-

tion grid of controls 𝒢𝒖
𝑁𝒖 × Π𝑞1 (not shown in the figure), which are marked as red and blue arrows. 

At the same time, the cost function 𝑙 of each state transition is calculated by inserting the hybrid 

state and the controls into 𝑙(𝒙[3],[𝑘−1], 𝒖[𝑚],[𝑘−1], 𝑞1,[𝑘−1], 𝜛𝑛,[𝑘−1]), in which 𝑚 and 𝑛 index the dis-

cretization grid of controls. The value functions on the discretization grid 𝒢𝑥 × 𝒬 at time [𝑘] are 

already known from last step of recursion. The Bellman equation to determine the value function 

                                                                 

18 𝑞𝑗 does not contain square brackets, since 𝑗 indexes the element out of 𝒬. 
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at time [𝑘 − 1] is completed. 

In Figure 2.4, the continuous states at time [𝑘] calculated by (2.49) are marked as crosses, which 

are not necessarily at the discretization grid 𝒢𝑥 × 𝒬 at time [𝑘]. The value function of them is ap-

proximated with nearest-neighbour or interpolation of the value function on the discretization grid 

𝒢𝑥 × 𝒬 at time [𝑘]. The accuracy of the approximation, naturally, is dependent on the fineness of 

the discretization. The calculated continuous states can fall out of the admissible continuous state 

space 𝒳. A penalty is in practice assigned to (2.48), which requires delicate attention to ensure 

accuracy, if the value function has big gradient at the boundary of the admissible space [59]. 

 

Figure 2.4: An example of discrete Bellman equation on a discretization grid 𝓖𝒙 × 𝓠 × 𝓖𝒕. A 

transition to discrete state 𝒒𝟐 or 𝒒𝟑 is not admissible, which is defined by the admissible dis-

crete control set 𝓑𝒒𝟏. 

The Continuous DP, i.e. the DP with a system operating on continuous time, transfers the original 

optimal control problem to a nonlinear partial differential equation system [16, p. 86]. Since it is 

less relevant to most modern applications on digital computers, the discussion of it is omitted. See 

[16, pp. 86-100] for more information. 

2.4.2 Indirect Methods 

Indirect methods root in Calculus of Variations, which traces back to Johann Bernoulli’s solution to 

his challenge to his peers of the Brachystochrone Problem19 at the end of 17th century (see [61] 

                                                                 

19 To find a curve lying on the plane between a point A and a lower point B that is not directly below A in such 
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for a survey of the historical perspectives of optimal control). In 1950s, though considered a minor 

addition to calculus of variations and not highly regarded at the time, the Pontryagin Minimum 

Principle20 was developed in the Soviet Union [62, pp. 9-69]. Conventional wisdom holds it to be 

the birth of optimal control, since it is the first that addresses constrained states and controls, 

which are major concerns of control problems. Instead of minimizing a functional that integrates 

cost function over time, a continuous OCP is solved by finding the continuous control function and 

the continuous state trajectory that satisfy the optimality conditions. The optimality conditions 

lead to a Two-Point or Multi-Point Boundary Value Problem (TPBVP or MPBVP)21, which includes 

differential equations of continuous states and costates22, algebraic equations of continuous con-

trols, boundary conditions of continuous states, transversality condition23 and time. 

Remark: costates are introduced for mathematical purpose, which have no physical meaning [16, 

pp. 161-166]. In a continuous OCP, a functional of 𝑁𝒖 +𝑁𝒙 functions, i.e. 𝒖(∙) and 𝒙(∙), is to be 

minimized. However, only 𝒖(∙) is independent. Costates are necessary to provide further optimal-

ity conditions for indirect methods, so that Boundary Value Problems are solvable. They can be 

interpreted as Lagrange multiplier that are introduced in optimization problems to include con-

straints into cost function [63, pp. 215-232]. When the OCP is solved, the corresponding costates 

have strong correlation with the gradient of the value function in continuous DP [62, pp. 69-75]. 

The Minimum Principle for hybrid cases were derived by Sussmann for a general class of systems 

[20]. HOCP of Hybrid systems that share similar definition with Definition 2.1 were studied in 

[64, 65]. For hybrid systems with strictly continuous states that are similar to hybrid systems ℍ1 

defined by Definition 2.4, Shaikh [66] and Xu [67] have derived optimality conditions and con-

ceptual algorithms. It was shown in [68] that Hybrid Minimum Principle is an extension of 

Pontryagin Minimum Principle. More detailed review on HMP can be found in [69, pp. 159-163]. 

The Theorem of the Hybrid Minimum Principle (HMP) [68]: consider a hybrid system ℍ1 by 

Definition 2.4 and define the family of indexed Hamiltonians for HOCP (2.30) 

                                                                 
a way that a bead slides from A to B under gravity without friction within shortest time [60]. Giants such 

as Newton, Leibniz, l’Hopital and Jakob Bernoulli participated the challenge and published their solutions. 

20 In Pontryagin’s original work, the theorem was stated as the Maximum Principle. They are equivalent to the 

Minimum Principle, since to minimize a function or functional is merely to maximize a function or functional 

that is formed by putting a negative sign in front of the one that is to be minimized. 

21 To solve (mostly) first order differential equations with boundary conditions specified at two or more distinct 

points. 

22 Costates are also called adjoint states in some literature [41, p. 32]. 

23 Transversality condition is the boudnary condition of states and costates. 



 

 

24 2 Background Knowledge 

 

 ℋ𝑞(𝒙, 𝒖, 𝝀𝑞) = 𝑙𝑞(𝒙, 𝒖) + 𝝀𝑞
T ∙ 𝒇𝑞(𝒙,𝒖), (2.51) 

where 𝝀𝑞(𝑡) ∈ ℝ
𝑁𝒙 are indexed costates and T denotes transpose operation. The solution to HOCP 

(2.30) satisfies following conditions: 

The continuous state trajectory corresponding the optimal control 𝒙∗(∙) and the costates 𝝀𝑞(𝑡)
∗ (∙) 

follow 

 
𝒙̇∗(𝑡)  =

𝜕ℋ𝑞(𝑡)

𝜕𝝀𝑞(𝑡)
(𝒙∗(𝑡), 𝒖∗(𝑡), 𝝀𝑞(𝑡)(𝑡)) 

= 𝒇𝑞∗(𝑡)(𝒙
∗(𝑡), 𝒖∗(𝑡)), 

𝝀̇∗𝑞(𝑡)(𝑡)  = −
𝜕ℋ𝑞(𝑡)

𝜕𝒙𝑞(𝑡)
(𝒙∗(𝑡),𝒖∗(𝑡), 𝝀𝑞(𝑡)

∗ (𝑡)), 

(2.52) 

 

 (2.53) 

for 𝑡 ∈ [𝑡𝑗 , 𝑡𝑗+1), 𝑗 = 0,1,… ,𝑁𝑠𝑤𝑡 with the boundary conditions 𝒙∗(𝑡0) = 𝒙0 and 𝒙∗(𝑡𝑓) = 𝒙𝑓. 

The Hamiltonian minimum condition, 

 (𝜛∗(𝑡), 𝒖∗(𝑡)) = argmin
𝜛(∙)∈ℬ(𝑞(∙)),𝒖∈𝓤

ℋ𝑞(𝒙,𝒖, 𝝀𝑞), (2.54) 

holds for 𝑡 ∈ [𝑡𝑗 , 𝑡𝑗+1), 𝑗 = 0,1,… , 𝑁𝑠𝑤𝑡. 

At the final time 𝑡𝑓, the transversality condition, 

 
𝝀𝑞(𝑡𝑓)(𝑡𝑓) = ∇𝒙𝑚(𝒙

∗(𝑡𝑓))
T

, (2.55) 

holds. 

At the time 𝑡𝑗, the discrete state switches. The following conditions are satisfied 

 𝝀
𝑞(𝑡𝑗

−)
(𝑡𝑗
−) = 𝝀

𝑞(𝑡𝑗
+)
(𝑡𝑗
+), 

ℋ𝑞(𝑡𝑗
−) (𝒙(𝑡𝑗

−), 𝒖(𝑡𝑗
−), 𝝀

𝑞(𝑡𝑗
−)
(𝑡𝑗
−)) = ℋ𝑞(𝑡𝑗

+) (𝒙(𝑡𝑗
+), 𝒖(𝑡𝑗

+), 𝝀
𝑞(𝑡𝑗

+)
(𝑡𝑗
+)). 

(2.56) 

 (2.57) 

 Δ 
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(a) 

 
(b) 

Figure 2.5: An example of a solution with HMP to a HOCP with a 1-D continuous state. (a) 

shows continuous state trajectory. (b) shows costate trajectory. 

Figure 2.5 shows an example of 1-D continuous state and costate trajectories of a solution de-

termined by HMP on a discretized time grid 𝒢𝑡 with 𝑁𝑡 steps. 1-D continuous control is not shown 

in the figure. Unlike discretize DP, continuous states and continuous controls are not discretized. 

The time derivatives 𝑥̇ and 𝜆̇ at any time point are determined by differential equations (2.52) and 

(2.53), in which 𝜛∗  and 𝑢∗ are obtained by minimizing the Hamiltonian ℋ𝑞  at the time point 

(2.54). By doing so, both trajectories evolve from 𝑡[0] to 𝑡[𝑁𝑡]. As long as 𝜛[𝑘]
∗  is not zero, 𝑞 switches 
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to a new value determined by 𝜛[𝑘]
∗ , as the system changes from 𝑞1 (red curve) to 𝑞2 (blue curve) 

and 𝑞2 to 𝑞3 (green curve) at different time points in Figure 2.5. (2.52) and (2.53) are indexed, 

which says that the dynamics of the system depend on 𝑞. State-jumps happen, when 𝑞 switches 

from 𝑞2 to 𝑞3, which exemplifies the situation that state-jump functions defined in a hybrid system 

are not empty. As long as a solution is obtained, the boundary conditions of 𝑥 at 𝑡[0] and 𝑡[𝑁𝑡] are 

fulfilled and 𝜆 at 𝑡[𝑁𝑡] finds the transversality condition24 defined by (2.55). Importantly, 𝜆[0] is un-

known. Therefore, to obtain a solution with HMP is to solve a TPBVP of 𝝀(∙) and 𝒙(∙), whose time 

derivatives follow (2.52) and (2.53) with boundary conditions of 

 𝒙(𝑡0) = 𝒙[0] = 𝒙0, 

𝒙(𝑡𝑓) = 𝒙[𝑁𝑡] = 𝒙𝑓 , 

𝝀(𝑡𝑓) = 𝝀[𝑁𝑡] =
𝜕𝑚 (𝒙(𝑡𝑓))

𝜕𝒙
=
𝜕𝑚(𝒙[𝑁𝑡])

𝜕𝒙
. 

(2.58) 

(2.59) 

 

(2.60) 

The Shooting method is often applied to solve a BVP [69, p. 218]. In principle, it proposes itera-

tively initial values, starting with which the time derivatives are integrated from the initial time 

point to the final time point, until the value at the final time point converges to the terminal con-

dition. Formally, a guess 𝝀̂ is proposed to form the initial value of the extended state vector 𝒚 ≔

(𝒙T, 𝝀T)T, i.e.  

 𝒚(𝑡0) = (
𝒙0
𝝀̂
), (2.61) 

 

in such a way that the nonlinear equations25, 

 

𝒚(𝑡𝑓) − (

𝒙𝑓

𝜕𝑚 (𝒙(𝑡𝑓))

𝜕𝒙

) = 𝟎, (2.62) 
 

are solved. Figure 2.6 schematically exemplifies the shooting method, which acquires different 

𝑥(𝑡𝑓) and 𝜆(𝑡𝑓) with different 𝜆̂. After four iterations modifying 𝜆̂, (2.62) is solved. To have the 

illustration easy to comprehend, discrete state remains constant and is omitted in Figure 2.6. In 

                                                                 

24 Should a cost functional not include an endpoint function 𝑚, 𝜆 would have to end with 0. 

25 0 in the equation is a 2𝑁𝒙-dimensional zero vector. 
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most cases, sequence of discrete state changes at different iterations, which further complicates 

the process to solve (2.62), as the function of time derivatives (2.52) and (2.53) changes, due to 

the change of discrete state. 

 
(a) 

 
(b) 

Figure 2.6: Schematic of shooting method to solve a TPBVP transformed from a HOCP of 1-D 

continuous state by HMP. (a) continuous state trajectories in different iterations. (b) costate 

trajectories in different iterations. 

In HMP, the minimization (2.54) is often not solved analytically. A numerical minimization of 

the instantaneous Hamiltonian is necessary to determine 𝒖𝑞
∗  with appropriate methods, e.g. Se-

quential Quadratic Programming (SQP)26, after which 𝜛∗ can be determined [69, p. 229]. The 

numerical minimization is non-trivial for the solution of the HOCP, since 1) their precisions are 

strongly connected27, and 2) their computational complexities are strongly connected28. However, 

                                                                 

26 SQP is a class of algorithms for solving nonlinear programming (NLP) problems by iteratively solving a se-

quence of optimization subproblems. See [70, pp. 529-562] for more information of it. 

27 If ℋ has multiple local minima, the minimization can be hard to converge. 

28 [69, p. 229] suggests evaluating ℋ on a grid and using the smallest value to initiate SQP, so that the precision 

of the minimization can be improved. This, on the other hand, increases the computational complexity. 
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the minimization is rarely investigated, either in theoretical studies—which is understandable, 

since they focus on optimal control but not optimization—or in application studies. 

Roots of (2.62) can be particularly difficult to find, since costates offer generally no physical 

interpretation, which makes even the order of magnitude of 𝝀̂ hard to be approximated. For the 

most simple cases, where 1-D state or 1-D costate can be removed from (2.62), regula falsi meth-

ods, e.g. bisection, scent and Pegasus [71], are recommended for the resulting 1-D TPBVP [69, p. 

230]. For (2.62) with higher dimension, Newton type methods are classical methods to consider 

[69, p. 219]. Quasi-Newton methods avoid computations of Jacobian and Hessian, which makes it 

generally operates with higher efficiency than Newton type methods for root finding problems [72, 

pp. 49-56]. Similar to the minimization of instantaneous Hamiltonian, few works mentioned the 

method applied to find the root of (2.62): Passenberg applied Newton method in [41, 72; 79]; 

Boehme applied regula falsi methods in [73]. Furthermore, the initialization of 𝝀̂ is non-trivial but 

lacks investigation. Passenberg proposed two initialization concepts: 1) use the results of Direct 

Method to generate 𝝀̂ [41, pp. 80-81]; 2) use the results of Min-H method, a gradient method that 

finds local minima, to generate 𝝀̂ in [41, pp. 87-110] and [74]. Both concepts have HOCP solved 

with optimization methods to ensure the solution of (2.62). A simpler initialization method is 

necessary, if the efficiency of the solution with HMP is desired, especially for an online EMS. 

2.4.3 Direct Methods 

With direct methods, the HOCP is treated as a Mixed-Integer Nonlinear Programming (MINLP)29 

problem, which optimizes the cost functional directly, as the name of the methods indicate. The 

continuous parts in the original HOCP, i.e. time, continuous controls and continuous states30, are 

discretized. The problem is transformed to a finite-dimensional MINLP. 

Figure 2.7 exemplifies the discretization through single direct shooting31 of a hybrid system 

defined by Definition 2.4 with 1-D continuous state and 1-D continuous control on the time grid  

𝒢𝑡. It is assumed that the discrete control directly changes discrete state, as 

 𝑞(𝑡+) = 𝜛(𝑡). (2.63) 
 

                                                                 

29 It is obviously a Mixed-Integer Linear Programming, if its prerequisites are fulfilled. However, what concerns 

this work is nonlinear cost function. Only MINLP is discussed. 

30 If shooting methods are used, only continuous controls are discretized. If collocation is used, both continuous 

states and continuous controls are discretized [75, pp. 123-134]. 

31 See [18, pp. 36-41] for general formulation of direct methods: single direct shooting, multiple direct shooting 

and collocation. Details regarding constraints are omitted in this example to simplify the formulation, so 

that a stronger intuitive idea of direct methods can be achieved. 
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By doing so, discrete control is omitted in the optimization. 

 
(a) 

 
(b) 

Figure 2.7: Schematic of direct shooting method to a HOCP with 1-D continuous state to MIP. 

(a) 1-D continuous state and discrete state. (b) Piecewise control out of discretized continuous 

control grid 𝓖𝒖. 

The continuous control space is discretized to form the grid 𝒢𝑢, and the continuous control func-

tion 𝑢(∙) is approximated with piecewise constant control 𝑢̂(∙), whose value is selected out of 𝒢𝑢, 

i.e., 

 𝑢̂(𝑡) = 𝒢𝑢{𝑝[𝑗]}, 𝑡 ∈ [𝑡[𝑗], 𝑡[𝑗+1]), 𝑗 = 0,1,… , 𝑁𝑡 − 1, 

𝒢𝑢{𝑝[𝑗]} ∈ 𝒢𝑢, 𝑝[𝑗] = 1,2,… ,𝑁𝒢𝑢 , 

(2.64) 

(2.65) 
 

where 𝑝[𝑗] indexes the point on 𝒢𝑢, and 𝑁𝒢𝑢 denotes the amount of element in 𝒢𝑢. The vector 𝑃 ≔

(𝑝[0], 𝑝[1], … , 𝑝[𝑁𝑡−1])
T
 encodes 𝑢̂(∙). The vector 𝑋 ≔ (𝑥[0], 𝑥[1], … , 𝑥[𝑁𝑡])

T
 represents the continuous 

state on 𝒢𝑡, in which each value is obtained through numerical integration, e.g. RK4 in subsection 
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2.3. A vector of integer represents discrete state 𝑄 = (𝑞[0], 𝑞[1],… , 𝑞[𝑁𝑡])
T
. The HOCP (2.30) is trans-

formed to the following problem32 

 min
𝑃,𝑄 

Φ(𝑋, 𝑃,𝑄),  (2.66) 
 

subject to 𝐺(𝑋, 𝑃, 𝑄) = 𝟎, 

𝐻(𝑋, 𝑃, 𝑄) ≤ 𝟎. 

(2.67) 

(2.68) 

The objective function Φ(𝑋,𝑃, 𝑄) is calculated based on the vectors on the discretization grid and 

represents the cost functional (2.17). The equality and inequality constraints 𝐺(∙) and 𝐻(∙) are the 

transformations of the constraints in the original HOCP (2.31)-(2.35). 

To have the MINLP problem (2.66)-(2.68) solved, it often involves fixing the sequence 𝑄 and 

solving the remaining problem, which has an obvious drawback, as the sequence is typically un-

known in advance. A naive approach is to enumerate all possible combination of 𝑄 [78, pp. 31-

60]. To reduce the enumeration domain, tree search methods such as Branch-and-Bound [79] are 

applied. See [80] for more advanced methods for same purpose33. See [18, pp. 86-124] for appli-

cations of MINLP in HOCP. 

In practice, one searches for available and proper solvers and formulates a MINLP based on the 

HOCP and the requirements of the solver. See [76] for a review of solvers for convex MINLP. 

2.4.4 Comparison among Dynamic Programming, Indirect Method and 
Direct Method 

The advantages and disadvantages of DP, IM and DM for HOCP are discussed. The comparison is 

conducted regarding four questions: 1) How long does it take to find the solution? 2) What is the 

property of the solution in theory and how accurate is the solution in practice? 3) How much 

mathematical knowledge is required? 4) How difficult is the convergence and the initialization? 

The following outlines the answers to these questions based on [41, pp. 26-30] and [18, pp. 23-

50] . Please be aware that this subsection is only a generalized comparison, which might not reflect 

all properties of a specific method. 

                                                                 

32 Formulation of the MINLP transformed from a HOCP is not unified in the literature [18, pp. 85-107, 69, pp. 

250-257, 76, 77]. The formulation (2.66)-(2.68) is not necessarily most suitable for problem solving but for 

conveying a clearer idea of direct methods. 

33 The methods in [80] work on small discretization grids. 



 

 

2 Background Knowledge 31 

 

• Time complexity34 

The time complexity is the total amount of steps taken by an algorithm to execute, as a func-

tion of the length of input data [81, pp. 31-67]. As shown in (2.48), the time complexity of 

DP increases only linearly with the length of time horizon, i.e. 𝑁𝑡 in (2.39), and linearly with 

the number of discrete states with autonomous and controlled switchings 𝑁𝒬, i.e. the size of 

the discrete set 𝒬 in Definition 2.1 and Definition 2.4. The complexity is not directly corre-

lated to the number of switching 𝑁exe in the time horizon (see Section 2.1.1). To have higher 

accuracy achieved, continuous state space and continuous control space can be discretized 

finer, which results in larger 𝑁𝒢𝒙 and 𝑁𝒢𝒖. DP has a polynomial complexity in 𝑁𝒢𝒙 and 𝑁𝒢𝒖. 

Famously, DP has an exponential complexity in the dimension of continuous state and con-

tinuous control, i.e. 𝑁𝒙 and 𝑁𝒖, which is called “curse of dimensionality”. 

In contrast, DM has a time complexity growing exponentially with 𝑁𝑡 for controlled switch-

ing, since every discrete state at a time point has to be evaluated. An exception is the algo-

rithm for binary control problem with convexification in [18, pp. 67-84], which has a poly-

nomial complexity. The complexity of DM increases in the form of polynomials with 𝑁𝒬. DM 

has a combinatorial complexity in the number of autonomous switchings in the time horizon, 

while its complexity is not directly correlated to the number of controlled switchings. With 

increasing accuracy, the time complexity grows with 𝑁𝒢𝒙 and 𝑁𝒢𝒖 with low polynomial order. 

It only grows with 𝑁𝒙 and 𝑁𝒖 in the form of polynomials. 

A longer time horizon increases the time complexity of IM in the form of moderate polyno-

mials. The complexity grows linearly with the number of discrete states with controlled 

switchings but is not directly correlated to the number of controlled switchings. It grows in 

the form of polynomials with the number of discrete states with autonomous switchings, 

while IM has a combinatorial complexity in the number of autonomous switchings. The time 

complexity grows with 𝑁𝒙 and 𝑁𝒖 in the form of polynomials. 

In summary, IM has the lowest time complexity among the three. 

• Optimality property in theory and accuracy in practice 

A solution found by DP is global optimal, since the Bellman’s optimality and Hamiltonian 

Jacobian Bellman equation provide sufficient optimality conditions, which is a major strength 

of DP. The accuracy of the solution of DP is strongly dependent on the fineness of the grid. 

Due to sampling, its accuracy is relatively low compared to DM and IM, in the case of small 

                                                                 

34 The worst case of time complexity is discussed, i.e. big-O notation [81, pp. 31-67]. Linear complexity implies 

that time complexity increases linearly with the variable 𝑛 , if time(𝑛) = 𝑐 ∙ 𝑛 . Polynomial complexity: 

time(𝑛) = 𝑛𝑐. Exponential complexity time(𝑛) = 𝑐𝑛. Combinatorial complexity: time(𝑛) = 𝑐 ∙ 𝑛!. 
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𝑁𝒢𝒙 and 𝑁𝒢𝒖 [21]. Additionally, the time complexity of DP grows rather fast, when higher 

accuracy is desired. 

A solution found by DMs is local optimal. DM often provides solution with acceptable accu-

racy. 

A solution found by IMs is local optimal. A major advantage of IMs is its high accuracy. It was 

reported in [21] that an EMS with IMs achieved same, if not lower, energy consumption 

compared to an EMS with DP, even when its continuous state space and continuous control 

space are fine discretized. 

• Convergence and initialization 

DP algorithms are globally convergent on the discretization grid with an easy initialization 

with zeros. 

DMs have larger convergent domains, compared to IMs. Their initialization is also easier than 

IMs. 

IMs have the smallest convergent domains. Due to the non-intuitiveness of costates [16, pp. 

161-166], the initialization of IMs is difficult. Difficulty of convergence and initialization is a 

major drawback of IMs. 

• Required mathematical knowledge 

Applying DP requires a lot of mathematical knowledge of optimal control theory. 

It is a major advantage of DMs that their applications require the least mathematical 

knowledge, since their applicatiosn mostly focus on finding an appropriate solver and direct 

transcription, i.e. to transform a HOCP to a MINLP, as it is exemplified in Section 2.4.3. 

Applying IMs requires expertise knowledge in optimal control theory and also numerical 

methods to develop algorithms that find the solution stably. This is a disadvantage of IMs. 

2.5 Summary 

In this chapter, hybrid systems and HOCPs are introduced. The solution methods for HOCPs, 

namely DP, IM and DM, are reviewed. Their applications to HOCPs without state-jumps are dis-

cussed at length with the goal of helping the reader to develop an idea of the process of their 

solutions in practice. The solution methods are compared among one another regarding four as-

pects that are relevant to an online EMS: 1) time complexity, 2) accuracy, 3) convergence and 

initialization and 4) required mathematical knowledge. Based on their properties and the review 

of EMS in the next chapter, a solution method will be chosen for the online EMS. 
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3 State of the Art 

As mentioned in Section 1.1, an EMS provides the set-points for the controllers of the power 

sources35 and the transmission(s) in an electric vehicle in such a way that achieves the minimal 

energy consumption and some other performance criteria of the vehicle. Often, it operates with a 

low frequency as low as 1 Hz [82], and considers only longitudinal dynamics [83–85]. 

Two-drive multi-speed powertrains and their EMSs are relative recent. It is necessary to broaden 

the horizon of the literature research. EMSs of HEVs and PHEVs are of the most interest for inspi-

ration, since they operate with at least two power sources and are often equipped with multi-speed 

transmissions. This chapter discusses EMSs of BEVs, HEVs and PHEVs with focuses on: 1) how the 

continuous and the discrete dynamics were addressed, 2) how the EMS were designed, 3) how are 

they related to online EMSs for two-drive multi-speed powertrains. The discussion determines the 

method to be adopted in the online EMS in this thesis. Since a second aspect is to be considered 

in this work, multi-criteria operation strategies (MCOS) are reviewed. The terminology is intro-

duced to differentiate MCOS and EMS. 

Vehicles and Buses are not differentiated. If not explicitly mentioned, the referenced works in 

this chapter did not consider shift processes. The powertrains mentioned in this chapter include at 

least one EM. To design an EMS that minimizes energy consumption or fuel consumption is re-

ferred to as the problem. 

3.1 Topology and Optimal Control Problem 

Before diving into the review of EMSs, it is necessary to shortly discuss topologies of powertrains 

from an EMS perspective, since they determine DoFs of powertrain power flows and, therefore, 

number of controls of EMSs. Furthermore, the differences of OCPs—see Section 2.2.3 for an ex-

ample—for BEVs, HEVs and PHEVs need to be pointed out so that it can be clear, how EMSs of 

HEVs and PHEVs discussed in the later subsections are connected to those of BEVs, especially two-

drive multi-speed BEVs. 

3.1.1 Topology 

Typical powertrain topologies of BEVs are presented in Figure 3.1 [10, 86], where the transmis-

sions and the sub-transmissions (ST) can be multi-speed transmissions. A BEV with in-wheel mo-

tors requires an EMS with 2 controls, i.e. the torques in the front-wheel EMs and those in the rear-

wheel EMs. The OCP is continuous. A BEV with M-drive and N multi-speed transmissions requires 

                                                                 

35 Machines that convert other types of energy to mechanical energy, e.g. engines and electric motors. 
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an EMS with M+N controls. The problem contains a discrete part, i.e. gear selection problem, and 

is a HOCP, if N > 036. 

See [10, 86] for the analysis of the topologies and a list of series production BEVs with above 

mentioned topologies. With extra EMs and STs parallelly added into the system, two-drive power-

trains can be further extended to multi-drive powertrains. 

 
(a) (b) (c) (d) 

Figure 3.1. Typical powertrain topologies of BEVs. (a): BEV with in-wheel motors. (b) Single-

drive BEV. (c): Centralized two-drive BEV. (d): Separated two-drive BEV T: Transmission. ST: 

Sub-transmission. FD: Final Drive. 

There are three main topologies for HEVs and PHEVs: series hybrid, parallel hybrid and series-

parallel37 hybrid [83, 88]. Detailed explanation of these topologies can be found in the just-men-

tioned references. The examples of the vehicles in series production are listed in [83] and [89]. In 

the series topology, an EM propels the vehicle alone. An engine is used to charge the battery 

through a generator. The problem is continuous, if the EM is connected to a single-speed transmis-

sion [24]. In the parallel topology, an EM and an engine can propel the vehicle together38. A multi-

speed transmission is necessary for the engine to achieve higher fuel efficiency. A parallel topology 

as shown in [91] requires two continuous controls and one discrete control. The problem is a HOCP. 

In the series-parallel topology39, an engine and two EMs are connected to the sun gear, the carrier 

and the ring gear in a planetary gearbox, whose schematic is shown in Figure 3.2, according to the 

                                                                 

36 Continuous variable transmission is not considered, due to its disadvantage in efficiency [87]. 

37 Also called power-slit hybrid. 

38 Depending on different relative positions of the EM in the powertrain, there are different configurations under 

the parallel topology. See [90] for detailed description and analysis. 

39 Depending on how the engine and the EMs are configured w.r.t. the planetary gearbox(es) and the output 

shaft, there are different configurations under the series-parallel topology. See [83] for detailed description. 
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specific powertrain design [92]. Thanks to the speed coupling mechanism of the planetary gear-

box, the series-parallel topology allows the engine speed being varied in favour of higher fuel 

efficiency without a multi-speed transmission [93]. A series-parallel topology as shown in [94] 

requires three controls in the EMS and the problem is continuous with the preliminaries: 1) The 

engine speed is regulated instantly and the transient characteristics of the engine is ignored; 2) 

The planetary gearbox is controlled through its brakes instantly; 3) The rotational inertia of the 

powertrain does not change. Other works such as [94–96] shared the preliminaries. 

Remark: The controls mentioned in the above paragraphs are those that are necessary to determine 

the powertrain power flows. During the formulation of an OCP, the equality constraints w.r.t the 

total output torque and the vehicle speed bring certain correlations among the controls, because 

of which the number of controls in the literature can be one less than described in this subsection. 

 

Figure 3.2: Schematic of a planetary gearbox 

3.1.2 Optimal Control Problem 

In EMSs of HEVs and PHEVs, minimizing fuel consumption is the primary goal. The SOC is con-

sidered a state. Its boundary conditions40 are to be fulfilled. Rigidly speaking, the vehicle speed 

should also be part of the states so that the status of a vehicle can be determined. If shift processes 

are ignored and acceleration does not interrupt, the vehicle speed within a time step can be seen 

as predefined and removed from the states. An EMS assigns powers for the EM(s) as well as the 

engine. It also involves gear positions, if a multi-speed transmission exists. 

For BEVs, the SOC does not have to be included in the EMS, if its goal is to minimize battery 

depletion. Minimizing battery depletion is equivalent to minimizing electric energy consumption 

and, therefore, only electric power needs to be evaluated. For an EMS of a two-drive multi-speed 

                                                                 

40 For instance, under the charge-sustaining mode, SOC may fluctuate but ought to maintain a certain level over 

a period of drive. In the most research on HEV EMS, the terminal SOC equals the initial SOC. 
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BEV that considers shift processes, the angular velocities of both EMs are necessary in the contin-

uous states, while the gear positions are necessary in the discrete states, so that the status of the 

vehicle can be determined. The boundary conditions of the angular velocities are to be fulfilled. 

The EMS assigns torques for both EMs and decides the gear position to propel the vehicle following 

the speed profile. Due to the potential acceleration changes during the shift processes, the vehicle 

speed within a time step is not predefined. 

3.2 Energy Management Strategies 

According to review articles, such as [83–85], EMSs can be divided into two basic categories: rule-

based EMSs and optimization-based EMSs. Rule-based EMSs are identified as those EMSs that 

operate based on rules and criteria that has been defined by the system, so that certain perfor-

mance goals can be achieved. The rules were obtained through heuristics and/or mathematical 

models. Rule-based EMSs often cost higher energy consumption, compared to optimization-based 

EMS, for lack of optimization over the whole system considering driving conditions. As the primary 

goal of the EMS in this thesis is to minimize energy consumption, rule-based EMSs are ruled out 

from further discussion. 

Optimization-based EMSs are those that generate controls through minimizing a cost functional 

or a cost function. The optimization-based EMSs that require the information of driving cycles as 

a priori are referred to as offline EMSs, while those that do not are referred to as online EMSs41. 

Importantly, they are not isolated from each other. The solution methods that have been discussed 

in length in Section 2.4 all require the information of driving cycles to complete the formulation 

of the HOCP. The EMS that apply them directly are offline. On the other hand, a group of online 

EMSs are developed by embedding these solution methods in a Model Predictive Control (MPC) 

framework, which will be elaborated in Section 3.2.2.1. Another group of online EMSs, Equivalent 

Consumption Minimization Strategy (ECMS) and its alike, are developed by the simplification of 

IMs, which will be discussed in Section 3.2.2.2. 

Stochastic optimization-based EMSs involve stochastic optimal control. More specifically, in 

[97–101], stochastic dynamic programming (SDP)42 was applied for HEVs and PHEVs. They re-

quire too high time complexity (see [103]) to be considered for online EMSs in this thesis. 

                                                                 

41 Online and offline EMSs are also referred to as non-causal and causal EMSs [83]. 

42 Speed profiles and corresponding variables, such as requested power, are modelled as Markov process, whose 

decision problem is solved by Bellman equation. The expected discounted cost functional in infinite time 

horizon is minimized [102, pp. 125-132]. It is called the expected total discounted reward in the literature 

on SDP and markov dicision problems. 
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EMSs for HEVs and PHEVs will be reviewed non-exhaustively under different categories of optimi-

zation-based EMS to provide a general overview of the EMS research and inspirations for EMSs 

for BEVs. After that, EMSs for BEVs will be reviewed. 

3.2.1 Offline Energy Management Strategies 

3.2.1.1 Dynamic Programming 

Given a speed profile, the DP can find the global optimal control functions for an EMS. The discrete 

DP was used in [24], one of the earliest studies, to tackle the problem of a series HEV. To have the 

boundary condition of the state satisfied, a penalty term that requires parameterization was intro-

duced. The Hamiltonian-Jacobi-Bellman equation43 was applied in [91] to develop an EMS for a 

two-speed parallel HEV. It provided the first order and the second order optimality conditions to 

reduce the complexity of calculus. The problem included gear selection but ignored shift processes. 

The boundary conditions of the SOC was incorporated in the cost functional with the help of a 

Lagrangian multiplier. 

The DP was adopted in [104] for a series-parallel PHEV that was modelled as a hybrid system, 

in which different operating modes were considered discrete states: 1) pure electric propelling, 2) 

pure electric regenerating, 3) hybrid propelling and 4) electric propelling with battery charging. 

Worth mentioning, the dynamics in all discrete states were the same and the switching was instant, 

i.e. shift processes were ignored. 

Remark: Though the studies on DP-based EMSs for HEVs and PHEVs have not fully incorporated 

the goals of this thesis reasoned in Section 1.2, the DP can be used in the EMS in this thesis, as 

long as the hybrid system can be modelled to meet the goals of this thesis. 

3.2.1.2 Indirect Method 

Both the DP and the PMP were applied in a comparative study [21] for a parallel HEV with an 

AMT. The gear selection problem was considered, while the shift processes ignored. The fuel con-

sumption of the HEV controlled by both EMSs were close to each other, while the computation 

duration of the PMP was less than one fourth of that of the DP. How the TPBVP and the initializa-

tion problem were solved was not disclosed. Worth mentioning, the gear position and the shift 

command, though being discrete, were included in the states and the controls in the formulation 

of the PMP—a solution method for continuous OCPs. Though not rigorous, the study could still be 

valid under the assumption that shift processes are neglectable. After all, the HMP is an extension 

of the PMP (see Section 2.4.2). For a series PHEV in [35], the DP and the PMP were applied to 

                                                                 

43 Continuous counterpart of Bellman equation. See [16, pp. 86-90] for details. 
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generate two offline EMSs. The one based on the PMP outperformed the one based on the DP44 

w.r.t. the cost evaluated in driving cycle simulations by 0.5 % and the computation duration by 

several folds. 

Under the simplification same as the one for the ECMS (see Section 3.2.2.2), the HMP was 

adopted in [73] for a parallel HEV that is modelled as a hybrid system. The algorithm was evalu-

ated on several driving cycles, which provided evidence to show that the time complexity of IMs 

is far less than DMs. The operating modes and the gear positions formed the discrete state. It is 

noteworthy that, with the simplification, the TPBVP was reduced to 1D. Shift processes were not 

considered. The initialization of the problem was not disclosed. 

Remark: The above-mentioned references provide the evidence for the advantages of IMs men-

tioned in Section 2.4.4. Applying IMs, more specifically the HMP, for an EMS of a two-drive multi-

speed BEV still faces following challenges: 1) A mathematical model including the shift processes 

needs to be solvable for the HMP; 2) A multidimensional TPBVP needs to be solved, whose solution 

and initialization in the context of EMSs were not discussed in the literature. 

3.2.1.3 Direct method 

The EMS of a series HEV was studied in [105] systematically. Under several simplifications45, the 

convex optimization problem in continuous time was formulated, which was further approximated 

to be a Linear Programming (LP) problem in discrete time. Its equivalent standard LP problem was 

identified and solved by “PCx”, a readily available software. The offline EMS was used to provide 

the minimum fuel consumption given the specification of a vehicle and a speed profile. 

Designing EMSs for parallel HEVs and PHEVs requires solving HOCPs. One way of simplification 

to apply NLP is to use a rule-based strategy to deal with the gear selection problem, so that it is 

separated from the HOCP, for instance in [106] and [107]. The former ignored the engine on/off 

scenario and applied convex optimization to solve the residual continuous OCP, while the latter 

considered the engine on/off scenario and applied LP sequentially and iteratively to solve the re-

sidual HOCP. 

Approaching the HOCPs in the EMSs without separating the gear selection problem was re-

ported. [108–110] proposed to reform the HOCPs to large scale NLP that can be solved by readily 

available solvers. [77] proposed to solve the HOCPs with certain decomposition techniques, so that 

readily available solvers for Mixed Integer Linear Programming can be applied. These studies have 

                                                                 

44 The fineness of the grid was not disclosed. 

45 1) The voltage on the electric bus remains constant; 2) The engine transient performances ignored; 3) The 

battery storage efficiency is constant. 
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pointed out that the challenging aspect of applying DMs is the high time complexity of solving 

MINLP. 

Remark: Additional to the drawback in time complexity, DMs require readily available solvers that 

are applicable both in a simulation environment and in a control unit, if an EMS is eventually 

implemented in a hardware. The latter implementation is nontrivial in practice. 

3.2.2 Online Energy Management Strategies 

3.2.2.1 Model Predictive Control 

An online EMS does not consider speed profiles a priori. One natural way to develop it is to use 

the methods applied in the offline EMSs to solve the OCP on a predicted speed profile in the future 

based on the current and the history information. It is, more concisely speaking, to embed a solu-

tion method in an MPC framework. The EMSs with such a concept are called predictive EMSs in 

this thesis. Please refer to the book [111] for the theory and the studies of MPC itself. 

Figure 3.3 shows the general idea of a predictive EMS. At the current time point 𝑗, the driver’s 

request in the prediction horizon, i.e. 𝑗~𝑗 + 𝑁𝑝, is predicted based on the current and the past 

information, so that a predicted trajectory (the red curve with circles) is generated. A solution 

method is applied to solve the OCP with the predicted trajectory, which results in the control 

function in the predicted horizon (the light blue stairs). The control function in the control horizon, 

i.e. 𝑗~𝑗 + 𝑁𝑐, is provided by the EMS to the powertrain. 

 

Figure 3.3: Schematic of MPC 

Figure 3.4 illustrates the typical components of a predictive EMS for continuous OCPs. The 

driver’s request (𝒓), may it be acceleration, power or torques, in the prediction horizon is predicted 

in the predictor based on the current driver’s request and the outputs of the powertrain (𝒚). The 

model calculates the outputs in the predicted horizon and the solver determines the optimal con-

trol (𝒖∗). Note that the controls at 𝑗 + 𝑁𝑐 − 1 forms the states at 𝑗 + 𝑁𝑐. Often, the control horizon 

is one, which can be seen in the references mentioned later. 
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Figure 3.4. Typical components of a predictive EMS for continuous OCPs. 

For a series PHEV, a predictive EMS embedded with the PMP was reported in [35]. The pure 

continuous OCP in the prediction horizon was transformed into a 1-D TPBVP that was solved with 

the secant method. The driving cycle simulation showed that the predictive EMS with the PMP 

reduces considerable computation duration but caused 1 % higher cost, compared to the offline 

EMS based on the DP. 

For a parallel HEV, a predictive EMS with a direct method was reported in [112]. The gear 

selection was separated, as mentioned in Section 3.2.1.3, so that the OCP is continuous. SQP from 

the optimization toolbox in Matlab/Simulink was used to perform the optimization. Interestingly, 

it considered the transient characteristics of the engine in the form of look-up tables. 

To develop a predictor is nontrivial. Several predictive EMSs with different predictors were de-

veloped for a series-parallel HEV and their simulation results were compared against each other 

in [113]. It was reported that the one with the least prediction error scored the least fuel consump-

tion. The conclusion indicates the importance of a high-performance predictor. 

3.2.2.2 Equivalent consumption minimization strategy 

The ECMS was originally reported in [22] as an EMS for a parallel HEV. Its relationship to the 

PMP was analysed in [23] and [114]. By assuming that the dynamics of the SOC is not dependent 

on the SOC itself, the PMP is simplified and an EMS that only requires the optimization of an 

instantaneous cost function consisting of the fuel consumption rate and the battery electric power 

is generated. The equivalent factor in the cost function needs to be parameterized. Adaptive ECMSs 
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were proposed in [115–117]. They used different variables, such as the SOC and the predictive 

driving condition, to modify the equivalent factor in a closed-loop. 

Remark: Since only the electric energy in the battery concerns an EMS for BEVs, the ECMSs is not 

in particular interest of this thesis. 

3.2.3 Energy management strategies for BEVs 

For single-drive multi-speed BEVs, simple EMSs are sufficient, if shift processes are neglected. In 

[118] and [119], rule-based shift strategies were developed by minimizing instantaneous energy 

consumption. Offsets based on requested torques were introduced to avoid frequent shifting. For 

a single-drive two-speed BEV, a predictive EMS with enumeration was developed In [120]. 

For a two-drive multi-speed BEV, an EMS that minimizes the instantaneous energy consumption 

was developed in [121]. Gear positions and torques are variables. Under the assumption that shift 

processes are ignored, the EMS scored indeed the minimum energy consumption. Realistically, the 

energy consumption might not be optimal, if the EMS is evaluated with a vehicle model that con-

siders shift processes. 

An EMS that considers shift processes was developed in [26] for a single-drive two-speed BEV 

with an automated transmission with planetary gearsets developed in [122] and [123]. The HMP 

was applied to solve the HOCPs with predefined shift sequences. The solution of the TPBVP and 

the initialization of the problem were not disclosed. 

Remark: Determining the controls through minimizing instantaneous energy consumption is insuf-

ficient for this thesis, since it does not incorporate shift processes. The HMP from [26] provides 

inspiration but cannot be taken over, due to its requirement of predefined shift sequences. Fur-

thermore, the algorithms for the solution process were not disclosed in the literature. It is im-

portant to analyse and reduce the time complexity of the algorithms for an online EMS. 

3.3 Multi-Criteria Operation Strategies 

A MCOS considers energy or fuel consumption and other aspects. The often-considered secondary 

aspects are discussed in the following paragraph with non-exhaustive examples. The realization of 

a MCOS is later discussed. 

Many MCOSs for HEVs and PHEVs considered the pollutant emission, e.g. [15] and [124]. Some 

considered the noise of engines, e.g. [125] and [126]. Some considered the aging of battery, e.g. 

[127] and [128]. Some works tried to reduce the shift count by adding a penalty, so that the 

drivability was not compromised too much, e.g. [25] and [33]. 

The main approach to realize a MCOS is to formulate the OCP with a multi-criteria cost function 
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𝑙 that is defined as  

 𝑙 = 𝑙energy + 𝛽 ∙ 𝑙2nd aspect, (3.1) 

where 𝛽 is a weighting factor. The arguments of the cost functions are omitted for simplicity. Some 

secondary aspects are considered in the EMS by introducing extra constraints on states and con-

trols. For instance the noise constraints was introduced in [125] and [129, pp. 115-122], because 

of the masking effect (see the references for more information). Another way to include a second-

ary aspect is to consider it as an endpoint functional in the cost functional as 

 
𝐽 = 𝑚2nd aspect +∫ 𝑙energy𝑑𝑡

𝑡𝑓

𝑡0

, (3.2) 

where 𝐽 is the multi-criteria functional and 𝑚2nd aspect is the endpoint functional that evaluates the 

continuous states and the discrete state at the final time point. The arguments of the cost function 

and the functionals are omitted for simplicity. 

3.4 Summary and Other Aspects 

Summary 

The online EMS in this thesis is constructed in an MPC framework. The research of the EMSs for 

HEVs and PHEVs have provided the evidence for the theoretical comparison of the solution meth-

ods in Section 2.4.4 from an application point of view. The HMP is to be embedded in the predictive 

EMS for its advantages in time complexity and close-to-optimum solution. This thesis needs to 

overcome its disadvantages regarding convergence and initialization by adopting a proper numer-

ical method and developing an initialization strategy. Importantly, the method developed in this 

thesis shall cast no constraint on the shift sequences. After the review of EMSs for HEVs, PHEVs 

and BEVs, the EMS to be developed in this thesis is unseen in the literature. Additionally, this 

thesis is to provide the algorithms of the HMP solution method, which has not been properly dis-

closed in the literature. 

For the reasons provided in Section 2.4.2, the minimization of the instantaneous Hamiltonian 

at (2.54) is important for the HMP in terms of accuracy and time complexity, but was not discussed 

in the literature. Other than the algorithm of the online EMS, this thesis will provide mathematical 

analysis of the instantaneous Hamiltonian with the goal of reducing time complexity. 

A two-drive multi-speed BEV can be seen as an example of multi-drive multi-speed BEVs, in 

which more EMs and STs are coupled in the two-drive BEVs in Figure 3.1. It is worth studying, 
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how the developed EMS can be transferred to multi-drive multi-speed BEVs. Such an attempt is 

unseen. 

A MCOS considering the service life of the powertrain is to be developed. The multi-criteria 

HOCP is to be formulated in such a way that the algorithms in the predictive EMS require little to 

none change. The service life is to be modelled and evaluated, so that the multi-criteria cost func-

tional can be formulated accordingly. 

Other aspects 

The importance of a predictor for a predictive EMS has been stressed in Section 3.2.2.1. Different 

applications of speed prediction with various input information have been reviewed in [130]. 

Speed prediction is principally time series prediction, which may have been a dream of human 

since the dawn of time. Nowadays, the time series prediction is attempted mainly through machine 

learning and statistics. Books on this topic include [131] and [132]. A large range of methods were 

compared against each other using the M3-competition data in [133, 134] w.r.t. their accuracy, 

necessary preprocessing methods, computational requirements etc. This thesis chooses to use the 

Markov Chain model, a widely used statistical modelling method with proper accuracy and fairly 

few parameters46, but not to invest a large amount of time into adopting and developing a neural 

network (NN) with a complicated architecture. The reasons are: 1) Advanced NNs under the cat-

egory “deep learning”, especially the transformer model [136], have emerged in recent years and 

have led to the breakthrough in application in 2023, which makes it difficult to identify a state-of-

the-art NN for time-series prediction; 2) On the other hand, the motivations and goals of this thesis 

are mainly relevant to the components “model” and “solver” in the predictive EMS shown in Figure 

3.4, which makes a state-of-the-art prediction model not a prerequisite. However, the influence of 

the prediction model is not neglected. Section 6.3.4 investigates the influences of the accuracy of 

the prediction. 

One may ask, if machine learning methods can replace the EMSs that are based on mathematical 

solution methods. According to Andrew Ng, for generating optimal control function, current ma-

chine learning methods still fall short of the performance of the mathematical solution methods 

[137]. Even if the situation would change one day, training machine learning methods might still 

require reference values generated by the EMS developed by mathematical solution methods. 

 

                                                                 

46 The statement is based on the comparative study [135], in which several methods chosen from [133, 134] 

are adopted to perform the acceleration and speed prediction with the driving data collected from a test 

vehicle of the Institute of Mechatronic Systems at the Technical University Darmstadt. 
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4 Hybrid System and Problem Formulation 

In this chapter, a two-drive multi-speed powertrain called “Speed4E” is modelled as a hybrid sys-

tem with proper consideration of its shift processes. Thereafter, a HOCP with a cost functional of 

energy consumption is formulated. 

4.1 Speed4E Powertrain 

Institute of Mechatronic System (IMS) is part of the research project Speed4E that desires to de-

velop a high-speed two-drive multi-speed powertrain (see Section 4.1 for its topology). Beside 

combining the advantages of two-drive and multi speed powertrains, high-speed EMs can improve 

the energy density of the powertrain. Figure 4.1 qualitatively shows the benefit of the application 

of high-speed EM w.r.t. weight. Speed4E powertrain, consisting of EMs with a maximum speed of 

50.000 rpm, is anticipated to reduce half of the mass compared to a Reference Design from [138] 

and to reduce 10 % of the mass of the Speed2E powertrain47 developed in the proceeding project. 

The downsize makes Speed4E powertrain possible to be fit into the engine compartment of 

BMW i3s, a front-wheel drive test vehicle provided by Speed4E project partner BMW group. 

 

Figure 4.1: Advantages of high-speed e-drives w.t.r. weight of active components [139]. 

As shown in Figure 4.2, Speed4E powertrain consists of two EMs propelling the vehicle through 

two respective sub-transmissions (ST). The ST1 is a planetary gear transmission with a fixed ring 

gear. The ST2 is a three-stage two-speed spur gear transmission that enables three gear positions 

(G): the 1st, the 2nd and the neutral gear position. Their overall gear ratios can be calculated by 

sequential multiplications as  

 𝑖1 = 𝑖1,1 ∙ 𝑖1,2 ∙ 𝑖𝐹𝐷,  
(4.1) 

                                                                 

47 The project Speed2E developed a powertrain consisting of EMs with maximum speed of 30.000 rpm that was 

successfully validated on the testbench. 
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𝑖2 = {

𝑖2,1 ∙ 𝑖2,21 ∙ 𝑖2,3 ∙ 𝑖𝐹𝐷, 𝐺 = 1,

𝑖2,1 ∙ 𝑖2,22 ∙ 𝑖2,3 ∙ 𝑖𝐹𝐷, 𝐺 = 2,

0, 𝐺 = 3,

 

𝐺 ∈ {1, 2, 3}, 

(4.2) 

(4.3) 

where 𝑖1,1 denotes the gear ratio of the planetary gear and 𝑖1,2 the gear ratio between the final 

drive and the carrier; 𝑖𝐹𝐷 denotes the gear ratio of the final drive; 𝑖2,1, 𝑖2,2 and 𝑖2,3 denote the gear 

ratios of the first, the second and the third stage of the spur gear pairs respectively; 𝑖2,2_1 and 𝑖2,2_2 

denote the gear ratios of the second stage in 1st and 2nd gear positions, respectively; when both 

gear positions are disengaged, namely 𝐺 = 3, the ST2 is in the neutral position. Please note that 

its gear ratio is set to zero for a computational purpose, i.e. the output torque of the ST2 with 𝐺 =

3 is simply zero. The reduced rotational inertia of the vehicle about the rotational axis of the wheels 

(𝐼red) is dependent on 𝐺. See Appendix A for its calculation and necessary parameters. 

An innovative dual coil permanent excited linear actuator (LA) is developed to perform fast 

shifting between these gear positions [140]. The shift sleeve (SS) is moved by the LA to engage or 

disengage the dog clutches (DC) according to the requested gear position. 

 

Figure 4.2: Topology of Speed4E powertrain [141] 

4.2 Longitudinal Dynamics 

The output torque of the powertrain overcomes the driving resistances and provides acceleration, 

𝑇total = 𝑝(𝐺, 𝑣, 𝑣̇) = (𝑚𝑎𝑠𝑠𝑒𝑞(𝐺) ∙ 𝑣̇ + 𝑐roll(𝑣) ∙ 𝑚𝑎𝑠𝑠 ∙ 𝑔 + 0.5 ∙ 𝑐a ∙ 𝜌air ∙ 𝐴f ∙ 𝑣
2)𝑟, 

𝑚𝑎𝑠𝑠eq(G) = 𝑚𝑎𝑠𝑠 +
𝐼red(𝐺)

𝑟2
, 

(4.4) 

(4.5) 
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where 𝑇total is the total output torque on the wheels that is determined by a function 𝑝 with pa-

rameters the gear position 𝐺, the vehicle speed 𝑣 and the acceleration 𝑣̇. The vehicle is considered 

driving on an even ground so that slope resistance is omitted. In the context of EMSs, the function 

𝑝 can be used to determine the requested total torque 𝑇total,req based on the requested acceleration 

𝑣̇req. 𝑚𝑎𝑠𝑠eq is the equivalent mass, which considers 𝑚𝑎𝑠𝑠, the vehicle mass, and 𝐼red. The rolling 

resistance is calculated according to the coefficient 𝑐roll and the gravity force normal to the ground. 

The aerodynamic resistance is calculated according to the coefficient 𝑐a, the air density 𝜌air, the 

frontal aero 𝐴f and 𝑣. 𝑟 is the dynamic radius of the wheel. See Appendix A for their values. 

If the total output torque is given, the acceleration can be determined by 

 

𝑣̇ = 𝑏(𝐺, 𝑣, 𝑇total) =

𝑇total
𝑟

− 𝑐roll(𝑣) ∙ 𝑚𝑎𝑠𝑠 ∙ 𝑔 − 0.5 ∙ 𝑐a ∙ 𝜌air ∙ 𝐴f ∙ 𝑣
2

𝑚𝑎𝑠𝑠𝑒𝑞(G)
. (4.6) 

The total output torque is provided by both EMs 

 𝑇total = 𝑇ST1 ∙ 𝑖1 + 𝑇ST2 ∙ 𝑖2(𝐺), 

𝑇ST1 = 𝜙1(𝜔1, 𝑇1) = 𝑇1 −
𝑃𝐿ST1(𝜔1, 𝑇1)

𝜔1
, 

𝑇ST2 = 𝜙2,𝐺(𝜔2, 𝑇2) = {
𝑇2 −

𝑃𝐿ST2,𝐺(𝜔2, 𝑇2)

𝜔2
, if 𝐺 = 1 𝑜𝑟 2,

0, if 𝐺 = 3,

 

 (4.7)  

(4.8) 

 

 (4.9) 
 

where 𝑇ST denotes the effective torque of a ST, i.e. the input torque having the torque loss de-

ducted, which is described by the function 𝜙:ℝ2  →  ℝ. 𝜔 and 𝑇 denote the angular velocity and 

the torque of an EM. 𝑖 is the gear ratio, which is gear position dependent in the case of the ST2. 

Power losses 𝑃𝐿 are modelled as look-up tables (see Appendix B) based on the simulation results 

from the project partners (see Appendix B). By performing interpolation, the function 𝜙′:ℝ2  →  ℝ 

that determines the input torque based on the effective torque can be numerically acquired, as 

 𝑇1 = 𝜙1
′ (𝜔1, 𝑇ST1), 

𝑇2 = 𝜙2,𝐺
′ (𝜔2, 𝑇ST2). 

(4.10) 

(4.11) 

The function 𝜙 is formally examined in Appendix D. 

The total electric power includes the mechanical powers and the power losses 𝑃𝐿EM&PE that sum 

up those of EMs and PEs that are modelled as look-up tables (see Appendix B), 
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 𝑃ele = 𝜔1 ∙ 𝑇1 + 𝑃𝐿EM&PE1(𝜔1, 𝑇1) + 𝜔2 ∙ 𝑇2 + 𝑃𝐿EM&PE2(𝜔2, 𝑇2) . (4.12) 

4.3 Shift Processes 

The angular position control (APC) is the core of the shift processes. The main idea is to use the 

EM2 to regulate the relative angular position between the DC and the SS, so that a) the friction 

between the teeth of the SS and those of the DC during the DC disengagement does not occur, and 

b) teeth-to-teeth situations during the DC engagement do not occur [141].This subsection de-

scribes the shift processes modelled for the use of the EMS based on the experiment and simulation 

results that was presented in [142]. 

Figure 4.3 shows a shift process used in the EMS from the 1st to the 2nd gear position with an 

initial speed of 50 km/h and an acceleration of 3.6 m/s2. Before the APC takes place, 𝑇EM1 ramps 

up to take over all propelling torque, while 𝑇EM2 ramps down towards zero in the “Balance” phase, 

in which the total output torque on the wheels remains constant. In this specific example, 𝑇EM1 

reaches its maximum before 𝑇EM2 reaches zero, after which 𝑇EM1 remains at its maximum through-

out the whole shift process and 𝑇EM2 further ramps down to zero in “Decrease” phase, as the total 

output torque on the wheels and the vehicle acceleration (blue curve) decrease. As soon as 𝑇EM2 is 

Figure 4.3: Shift process from 1st to 2nd gear position in the EMS 
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zero, APC starts with the first “Synchronize” phase, during which 𝑇EM2 is regulated between 0 Nm 

and 0.05 Nm in the real-world application [142] to minimize the friction between the SS and the 

DC. In the model for EMS, 𝑇EM2 is simplified to be zero in this phase. Thereafter, the SS is disen-

gaged from the DC1, which shifts the ST2 into its neutral position. In the second “Synchronize” 

phase, 𝜔2 is firstly decelerated towards the new value in the 2nd gear position, i.e. 𝜔2,target = 𝑣 𝑟⁄ ∙

𝑖2(𝐺target). The angular position of the EM2 is then regulated, through 𝑇EM2 with small value [142], 

to ensure no teeth-to-teeth situation in the “Engage” phase. In the model for EMS, 𝑇EM2 is firstly 

its minimum during deceleration then simplified to be zero during APC (green solid curve). After 

the APC finishes, i.e. the ST2 being shifted into the 2nd gear position, 𝑇EM1 and 𝑇EM2 ramp to their 

new control values determined by the EMS with the second “Balance” and “Increase” phases in a 

mirror manner to the first “Balance” and “Decrease” phases. During the APC, minor changes of the 

acceleration can be noticed, since the change of gear position causes the change of rotational in-

ertia of the powertrain and therefore the equivalent mass 𝑚𝑒𝑞. 

Figure 4.4(a) and (b) show a shift process from 1st to neutral gear position and a shift process 

from neutral to 1st gear position with respective speed and acceleration conditions. Shifting into 

or out of the neutral position can be considered the first half, namely from the first “Balance” phase 

to the “Disengage” phase, or the second half, namely the second “Synchronize” phase to the end, 

 
(a) 

 
(b) 

Figure 4.4: Shift process in the EMS. (a): from 1st to neutral gear position. (b): from neutral 

to 1st gear position. 
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of the shift process between 1st and 2nd gear position. The differences is that the EM2 decelerates 

to standstill or accelerates from standstill without further synchronization or previous 

synchronization, respectively. 

Table 4.1. Durations of different phases in a shift process 

Phase Duration 

First “Synchronize” 0.1 s 

Second “Synchronize” velocity and shift process dependent look-up table 

“Disengage” 0.02 s 

“Engage” 0.02 s 

The simplifications of the shift processes used in the EMS are: 1) The change of torque is con-

sidered linear. 2) During synchronization, the torque of EM2 is considered zero, though it’s a minor 

value close to zero to regulate the angular position. 3) When the angular velocity of EM2 is accel-

erated or decelerated, the torque jumps to its maximum or minimum without ramps. 4) The dura-

tions of the “Disengage”, “Engage” and the “Synchronize” phases are simplified to be constant 

based on the experiments from [141] (see Table 4.1), while the duration of the second “Synchro-

nize” phase, including deceleration and APC, is modelled as a vehicle speed and shift process de-

pendent look-up table based on the simulation results [142]. 

4.4 Hybrid System Formulation 

Speed4E Vehicle described so far is modelled as a hybrid system ℍSpeed4E according to Definition 

2.4. The continuous states consist of the angular velocities of EM1 and EM2 𝒙 ≔ [𝜔1, 𝜔2]
𝑇. The 

torques of both EM are the continuous controls 𝒖 ≔ [𝑢1, 𝑢2]
𝑇 = [𝑇1, 𝑇2]

𝑇. Figure 4.5 shows the hy-

brid automaton of ℍSpeed4E with the discrete states 𝑞1, 𝑞2 and 𝑞3 represent the 1st, 2nd and neutral 

gear positions, and 𝑞4, 𝑞5, … , 𝑞9 represent the shift processes among different gear positions. 

The admissible discrete controls for 𝑞1, 𝑞2 and 𝑞3 are summarized in Table 4.2. They cause con-

trolled switchings, which are marked with blue color in Figure 4.5. It is considered equivalent to 

write 𝑞 = 𝑞1, 𝑞2, … , 𝑞9 and 𝑞 = 1,2,… ,9, respectively. Each row represents a discrete set ℬ𝑞, from 

which an admissible discrete control 𝜛𝑞 is chosen. For instance, when the current discrete state is 

𝑞1, the discrete control can command the system to remain 𝑞1 or to enter either 𝑞4 (shift from the 

1st to the 2nd gear position) or 𝑞6  (shift from the 1st to the neutral gear position), i.e.  ℬ𝑞1 ≔

{𝑞1, 𝑞4, 𝑞6}. A shift process is divided into several phases. They are called sub-states for differentia-

tion from the discrete states {𝑞1, 𝑞2, … , 𝑞9}. When a discrete state representing a shift process is 

selected, the discrete control switches among the corresponding sub-states sequentially according 
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to the corresponding switching manifolds 𝑀 (marked red). Table 4.3 lists the autonomous admis-

sible discrete controls. Note that the possible discrete control is singular at any discrete state or 

sub-state. It is considered equivalent to write 𝜛 = 𝑞1, 𝑞2, 𝑞3 and 𝜛 = 1,2,3, respectively. The dis-

crete set of ℍSpeed4E includes discrete states and sub-states 𝒬 ≔ {𝑞1, 𝑞2, … , 𝑞9, 𝑞4,𝑎 ,… , 𝑞4,𝑑, … , 𝑞9,𝑑}. 

The discrete transition function is simply defined as 

 𝑞(𝑡+) = 𝜛(𝑡). (4.13) 

Table 4.2. Admissible discrete control set 𝓑, controlled switching 

𝑞 Admissible discrete control (ℬ𝑞) 

1 1 4 6 

2 2 5 7 

3 3 8 9 

Figure 4.5: Hybrid automaton of Speed4E powertrain 
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Table 4.3. Admissible discrete control set 𝓑, autonomous switching 

𝑞 ℬ𝑞 𝑞 ℬ𝑞 𝑞 ℬ𝑞 𝑞 ℬ𝑞 𝑞 ℬ𝑞 𝑞 ℬ𝑞 

4 4,a 5 5,a 6 6,a 7 7,a 8 8,c 9 9,c 

4,a 4,b 5,a 5,b 6,a 6,b 7,a 7,b 8,c 8,d 9,c 9,d 

4,b 4,c 5,b 5,c 6,b 6,c 7,b 7,c 8,d 1 9,d 2 

4,c 4,d 5,c 5,d 6,c 6,d 7,c 7,d - - - - 

4,d 2 5,d 1 6,d 3 7,d 3 - - - - 

The following elaborates the dynamics of the hybrid system. 

4.4.1 Discrete States 𝒒𝟏, 𝒒𝟐 and 𝒒𝟑 

The ST2 stays in the 1st, 2nd or neutral position, respectively. The indexed system dynamics can be 

derived from (4.6) as 

 𝒙̇𝑞 = 𝒇𝑞(𝒙, 𝑇total) 

=
𝑏(𝐺, 𝑣, 𝑇total)

𝑟
∙ (

𝑖1
𝑖2(𝐺)

) , ∀ 𝑡 ∈ [𝑡0,𝑞 , 𝑡𝑓,𝑞], 

𝑇total = 𝜙1(𝜔1, 𝑇1) ∙ 𝑖1 + 𝜙2,𝐺(𝜔2, 𝑇2) ∙ 𝑖2(𝐺), 

𝑣 =
𝜔1
𝑖1
∙ 𝑟, 

𝐺 = 𝑞, 

𝑥(𝑡0,𝑞) = 𝑥0,𝑞 , 

(4.14) 

(4.15) 

(4.16) 

(4.17) 

(4.18) 

where 𝑡0,𝑞 and 𝑡𝑓,𝑞  denote the start and end time of 𝑞; the initial state 𝑥0,𝑞 is given. Since 𝑞 =

𝑞1, 𝑞2, 𝑞3 and 𝑞 = 1,2,3 are defined equivalent, there is, for instance, 𝐺 = 𝑞1 = 1. 

4.4.2 Discrete States 𝒒𝟒, 𝒒𝟓, … , 𝒒𝟗 

Table 4.4 shows the representation of each sub-state in a SP. 𝑞4 and 𝑞5 represent the shift pro-

cesses from the 1st to 2nd gear position and its reversed order, in which all four sub-states take 

place. 𝑞6 and 𝑞7 represent the shift processes from the 1st and 2nd gear position to the neutral po-

sition, respectively. As Figure 4.4 shows, they consist of sub-states 𝑎 and 𝑏. 𝑞8 and 𝑞9 represent the 

shift processes from the neutral position to the 1st and 2nd gear position, respectively. As Figure 

4.4(b) shows, they consist of sub-states 𝑐 and 𝑑. Regardless of sub-states, the continuous control 

during a shift process is predefined. Therefore, the dynamics of 𝒙̇𝑞, 𝑞 ∈ 𝒬\{𝑞1, 𝑞2, 𝑞3} are autono-

mous. “\” indicates “exclude”. 
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Table 4.4. States in a shift process 

Sub-states Phases in a shift process 

𝑞𝑗,𝑎 “Balance” and “Decrease” 

𝑞𝑗,𝑏 First “Synchronize” and “Disengage” 

𝑞𝑗,𝑐 Second “Synchronize” and “Engage” 

𝑞𝑗,𝑑 “Increase” and second “Balance” 

Shift processes can be divided into four categories that are the combinations of two conditions: 1) 

positive or negative output torque on the wheels, i.e. 𝑇total > 0 or i.e. 𝑇total ≤ 0 and 2) upshift or 

downshift, i.e. 𝜔2,target < 𝜔2 or 𝜔2,target > 𝜔2. The following subsections (from 4.4.2.2 to 4.4.2.4) 

describe the mathematical model of each sub-state in the case of a upshift with positive output 

torque, i.e. 𝑇total > 0 and 𝜔2,target < 𝜔2. The changes required for the shift processes in the rest 

three categories are shown in 4.4.3. 

4.4.2.1 “Balance” and “Decrease” phases 

As discussed in Section 4.3, the duration of the “Balance” phase is the smaller one between the 

duration for 𝑇1 to reach its maximum (𝜏1,Fade) and the duration for 𝑇2 to reach zero (𝜏2,Fade). They 

are determined by 

 
𝜏1,Fade =

(𝑇1,max(𝜔1) − 𝑇1(𝑡0,𝑗)) ∙ 𝑖1

𝑇𝑆Bal
, 

𝜏2,Fade =
(𝑇2(𝑡0,𝑞)) ∙ 𝑖2 (𝑞(𝑡0,𝑗

− ))

𝑇𝑆Bal
, 

𝜏Bal = min(𝜏1,Fade, 𝜏2,Fade), 

(4.19) 

(4.20) 

(4.21) 

where 𝑇𝑆Bal denotes the rate of the change of output torque on the wheels in the “Balance” phase; 

𝑡0,𝑗 the time point when discrete state enters 𝑞𝑗. 

A “Decrease” phase takes place, if 𝑇1 reaches its maximum before 𝑇2 reaches zero. The duration 

of the “Decrease” phase is 

 

𝜏Decr = {

𝑇2(𝑡0,𝑗 + 𝜏Bal) ∙ 𝑖2 (𝑞(𝑡0,𝑗
− ))

𝑇𝑆Decr
, 𝜏Bal < 𝜏2,Fade,

0, 𝜏Bal = 𝜏2,Fade,

 

𝜏𝑎 = 𝜏Bal + 𝜏Decr, 

 

(4.22) 

(4.23)  
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where 𝑇𝑆Decr denotes the slope of the change of output torque on the wheels in the “Decrease” 

phase. If the duration of the “Balance” phase equals 𝜏2,Fade, the “Decrease” phase does not take 

place, which means 𝜏Decr equals zero. The duration of the sub-state 𝑞𝑗,𝑎 (𝜏𝑎) is the sum of the du-

ration of the “Balance” and “Decrease” phases. In this sub-state, the torque variables in 𝒖 are de-

termined by 

 

𝑇1 = {
𝑇1(𝑡0,𝑞) +

𝑇𝑆Bal
𝑖1

∙ (𝑡 − 𝑡0,𝑗), 𝑡 ∈ (𝑡0,𝑗 , 𝑡0,𝑗 + 𝜏Bal],

𝑇1,max(𝜔1), 𝑡 ∈ (𝑡0,𝑗 + 𝜏Bal, 𝑡0,𝑗 + 𝜏𝑎],

 (4.24) 

𝑇2 =

{
 
 

 
 

𝜙2,𝐺
′ (𝜔2,

𝑇total − 𝜙1(𝜔1, 𝑇1) ∙ 𝑖1

𝑖2 (𝑞(𝑡0,𝑗
− ))

) , 𝑡 ∈ (𝑡0,𝑗 , 𝑡0,𝑗 + 𝜏Bal],

𝑇2(𝑡0,𝑗 + 𝜏Bal) −
𝑇𝑆Decr

𝑖2 (𝑞(𝑡0,𝑗
− ))

∙ (𝑡 − 𝑡0,𝑗 − 𝜏Bal), 𝑡 ∈ (𝑡0,𝑗 + 𝜏Bal, 𝑡0,𝑗 + 𝜏𝑎],

 (4.25)  

where 𝑇1 fades to its maximum with a slope dependent on 𝑇𝑆Bal, while 𝑇2 fades to zero firstly com-

pensating the change of 𝑇1 and secondly dependent on 𝑇𝑆Decr, if necessary. Since the DC is not 

disengaged, (4.15) holds with 

 𝐺 = 𝑞(𝑡0,𝑗
− ), 𝑡 ∈ (𝑡0,𝑗 , 𝑡0,𝑗 + 𝜏𝑎]. (4.26)  

An autonomous transition from state 𝑞𝑗,𝑎 to 𝑞𝑗,𝑏 happens, when the time-dependent switching 

manifold 𝑀𝑎𝑏(𝑡) = 0, which is defined as 

 𝑀𝑎𝑏(𝑡) = 𝑡 − 𝑡0,𝑗 − 𝜏𝑎. (4.27)  

4.4.2.2 First “Synchronize” and “Disengage” phases 

In 𝑞𝑗,𝑏, the first “Synchronize” phase takes place, followed by the “Disengage” phase. Both phases 

are assumed to last for constant time, as discussed in Section 4.3. The duration of this sub-state 

(𝜏𝑏) and the torques are 
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 𝜏𝑏 = 𝜏syn1 + 𝜏Disengage 

𝑇1 =
𝑇𝑡𝑜𝑡𝑎𝑙 (𝑞(𝑡0,𝑗

− )) − 𝜙
2,𝑞(𝑡0,𝑗

− )
(𝜔2, 0) ∙ 𝑖2 (𝑞(𝑡0,𝑗

− ))

𝑖1
, 𝑡 ∈ (𝑡0,𝑗,𝑏 , 𝑡0,𝑗,𝑏 + 𝜏𝑏],

 

𝑇2 = 0, 𝑡 ∈ (𝑡0,𝑗,𝑏 , 𝑡0,𝑗,𝑏 + 𝜏𝑏], 

(4.28) 

(4.29) 

(4.30) 

where EM1 propels the vehicle alone, also compensating the drag torque of ST2. 𝑡0,𝑗,𝑏 is the time 

point when the sub-state 𝑞𝑗,𝑏 is activated. Since the DC is not disengaged, (4.14)-(4.18)hold with 

 𝐺 = 𝑞(𝑡0,𝑗
− ), 𝑡 ∈ (𝑡0,𝑗,𝑏 , 𝑡0,𝑗,𝑏 + 𝜏𝑏]. (4.31)  

An autonomous transition from sub-state 𝑞𝑗,𝑏 to 𝑞𝑗,𝑐 happens, when the time-dependent switching 

manifold 𝑀𝑏𝑐(𝑡) = 0, which is defined as 

 𝑀𝑏𝑐(𝑡) = 𝑡 − 𝑡0,𝑗,𝑏 − 𝜏𝑏. (4.32)  

4.4.2.3 Second “Synchronize” and “Engage” phases 

In 𝑞𝑗,𝑐, the second “Synchronize” phase with a duration 𝜏syn2 takes place, followed by the “Engage” 

phase with constant duration, as discussed in Section 4.3. 𝜏syn2 depends on the vehicle speed and 

the shift process 𝑞𝑗. It includes a) the duration for EM2 to accelerate 𝜏acc, negative acceleration in 

this case, and b) the duration of the APC 𝜏APC. The duration of this sub-state (𝜏𝑐) and the torques 

are 

 
𝜏𝑐 = 𝜏acc + 𝜏APC + 𝜏Engage = 𝜏syn2,𝑞𝑗(𝑣) + 𝜏Engage, 

𝑇1 = min(𝑇1,max(𝜔1), 𝜙1
′ (𝜔1,

𝑇𝑡𝑜𝑡𝑎𝑙(𝐺)

𝑖1
)) , 𝑡 ∈ (𝑡0,𝑗,𝑐, 𝑡0,𝑗,𝑐 + 𝜏𝑐], 

𝑇2 = 0, 𝑡 ∈ (𝑡0,𝑗,𝑐 , 𝑡0,𝑗,𝑐 + 𝜏𝑐], 

𝐺 = 3, 𝑡 ∈ (𝑡0,𝑗,𝑐, 𝑡0,𝑗,𝑐 + 𝜏𝑐], 

(4.33) 

(4.34) 

(4.35) 

(4.36) 

where the gear position is neutral, since the DC is disengaged. The dynamics follow 

 𝒙̇𝑞 = 𝒇𝑞(𝒙) 

=

(

 

𝑏(𝐺, 𝑣, 𝜙1(𝜔1, 𝑇1) ∙ 𝑖1)

𝑟
∙ 𝑖1

𝑇2
𝐼ST2,input )

 , ∀ 𝑡 ∈ [𝑡0,𝑞 , 𝑡𝑓,𝑞], 

 

(4.37) 
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 𝑣 =
𝜔1
𝑖1
∙ 𝑟, 

𝑇2 = {
𝑇2,min, 𝑡 ∈ (𝑡0,𝑗,𝑐, 𝑡0,𝑗,𝑐 + 𝜏acc],

0, 𝑡 ∈ (𝑡0,𝑗,𝑐 + 𝜏acc, 𝑡0,𝑗,𝑐 + 𝜏𝑐],
 

𝜏acc =
(
𝜔1
𝑖1
∙ 𝑖2 (𝜛𝑞𝑗,𝑑) − 𝜔2(𝑡0,𝑗,𝑐)) 𝐼ST2,input

𝑇2
, 

(4.38) 

(4.39) 

 

(4.40) 

where 𝐼ST2,input is the rotational inertia around the EM2 rotor axis including the rotor, the first and 

the second stages of the ST2. For 𝑞𝑗 ∈ {𝑞4, 𝑞5, … , 𝑞9}, 𝜛𝑞𝑗,𝑑 is equivalent to the target gear position 

(see Table 4.3). 

An autonomous transition from the sub-state 𝑞𝑗,𝑐  to 𝑞𝑗,𝑑  happens, when the time-dependent 

switching manifold 𝑀𝑐𝑑(𝑡) = 0, which is defined as 

 𝑀𝑐𝑑(𝑡) = 𝑡 − 𝑡0,𝑗,𝑐 − 𝜏𝑐. (4.41)  

4.4.2.4 “Increase” and second “Balance” phases 

In 𝑞𝑗,𝑑, both torques fade to 𝑇1,new and 𝑇2,new, respectively, which are determined by the EMS for 

the new gear position. Similar to the sub-state 𝑞𝑗,𝑎, both “Balance” and “Increase” phases might 

take place. Their durations are determined by 

 
𝜏1,Fade =

(𝑇1(𝑡0,𝑗,𝑑) − 𝑇1,new) ∙ 𝑖1

𝑇𝑆Bal
, 

𝜏2,Fade =
(𝑇2,new − 𝑇2(𝑡0,𝑗,𝑑)) ∙ 𝑖2 (𝜛𝑞𝑗,𝑑)

𝑇𝑆Bal
, 

𝜏Bal = min(𝜏1,Fade, 𝜏2,Fade) , 

𝜏Incr = {

(𝑇2,new − 𝑇2(𝑡0,𝑗,𝑑 + 𝜏Bal)) ∙ 𝑖2 (𝜛𝑞𝑗,𝑑)

𝑇𝑆Incr
, 𝜏Bal < 𝜏2,Fade,

0, 𝜏Bal = 𝜏2,Fade,

 

𝜏𝑑 = 𝜏Bal + 𝜏Incr, 

(4.42) 

 

(4.43) 

 

(4.44) 

(4.45) 

(4.46) 

where 𝜛𝑞𝑗,𝑑 is equivalent to the target gear (see Table 4.3). In this sub-state, 𝑇1 is determined by 
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𝑇1 = {
𝑇1(𝑡0,𝑗,𝑑) +

𝑇𝑆Bal
𝑖1

∙ (𝑡 − 𝑡0,𝑗,𝑑), 𝑡 ∈ (𝑡0,𝑗,𝑑 , 𝑡0,𝑗,𝑑 + 𝜏Bal],

𝑇1,new, 𝑡 ∈ (𝑡0,𝑗,𝑑 + 𝜏Bal, 𝑡0,𝑗,𝑑 + 𝜏𝑑],

 (4.47) 

𝑇2 =

{
 
 

 
 

𝜙2,𝐺
′ (𝜔2,

𝑇total − 𝜙1(𝜔1, 𝑇1) ∙ 𝑖1

𝑖2 (𝜛𝑞𝑗,𝑑)
) , 𝑡 ∈ (𝑡0,𝑗,𝑑, 𝑡0,𝑗,𝑑 + 𝜏Bal],

𝑇2(𝑡0,𝑗,𝑑 + 𝜏Bal) +
𝑇𝑆Incr

𝑖2 (𝜛𝑞𝑗,𝑑)
∙ (𝑡 − 𝑡0,𝑗,𝑑 − 𝜏Bal), 𝑡 ∈ (𝑡0,𝑗,𝑑 + 𝜏Bal, 𝑡0,𝑗,𝑑 + 𝜏𝑑].

 (4.48) 

Since the DC of the new gear position is engaged, (4.14)-(4.18) hold with 

 𝐺 = 𝜛𝑞𝑗,𝑑 , 𝑡 ∈ (𝑡0,𝑗,𝑑, 𝑡0,𝑗,𝑑 + 𝜏𝑑]. (4.49)  

Since 𝜛 = 𝑞1, 𝑞2, 𝑞3 and 𝜛 = 1,2,3 are defined equivalent, there is, for instance, 𝐺 = 𝑞1 = 1. An au-

tonomous transition from the sub-state 𝑞𝑗,𝑑 to the next discrete state 𝜛𝑞𝑗,𝑑 happens, when the time-

dependent switching manifold 𝑀𝑗𝜛𝑞𝑗
(𝑡) = 0, which is defined as 

 𝑀𝑗𝜛𝑞𝑗
(𝑡) = 𝑡 − 𝑡0,𝑗,𝑑 − 𝜏𝑑. (4.50)  

4.4.3 Shift Process in Other Categories 

In the case of 𝑇total ≤ 0, replace 𝑇1,max with 𝑇1,min in (4.19), (4.24) and (4.34). In the case of 

𝜔2,target > 𝜔2, replace 𝑇2,min with 𝑇2,max in (4.39). 

4.5 Hybrid Optimal Control Problem of Minimal Energy 
Consumption 

On a given time interval [𝑡0, 𝑡𝑓], Speed4E vehicle is controlled by an EMS to minimize its energy 

consumption. The torques are the continuous controls, i.e. 𝒖 = (𝑢1, 𝑢2)
T = (𝑇1, 𝑇2)

T, of the system 

ℍ modelled in Section 4.4. The problem is formulated as a HOCP defined by Definition 2.12 as 

 (𝜛∗(∙), 𝒖∗(∙)) = argmin
𝜛(∙)∈ℬ𝑞(∙),𝒖(∙)∈𝓤(∙)

𝐽(𝑞(∙), 𝒙(∙), 𝒖(∙)), 

𝐽(𝑞(∙), 𝒙(∙), 𝒖(∙)) = 𝑚(𝒙(𝑡𝑓,p)) + ∫ 𝑙(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓

𝑡0

, 

(4.51) 

(4.52) 
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𝑙(𝒙, 𝒖) = 𝒙T ∙ 𝒖 + 𝑃𝐿EM1(𝜔1, 𝑢1) + 𝑃𝐿EM2(𝜔2, 𝑢2), 

𝑚(𝒙(𝑡𝑓)) = 𝛽 ‖𝒙(𝑡𝑓) − 𝒙𝑡𝑓‖
2

, 

𝒙𝑡𝑓 =
𝑣cycle(𝑡𝑓)

𝑟
∙ (𝑖1, 𝑖2 (𝑞(𝑡𝑓)))

T

, 

(4.53) 

(4.54) 

(4.55) 

where the cost function (4.53) determines the electric power based on (4.12), which is not indexed 

(discrete state dependent), since the calculation of electric power based on the variables of the 

EMs does not require gear position. ‖∙‖ calculates the Euclidean distance of a vector. The endpoint 

functional 𝑚 imposes the endpoint constraint to the optimization, i.e. the angular velocities of both 

EM should correspond the speed from the driving cycle (𝑣cycle) and the gear position. 𝛽 is a coef-

ficient in the endpoint functional, whose value in the EMS is discussed in Section 5.2.1. The opti-

mization subject to the hybrid system dynamics elaborated in Section 4.4 and the admissible dis-

crete control set ℬ𝑞 of the hybrid system ℍ. Additionally, following constraints need to be met, 

 
𝑞(𝑡0) = 𝑞0, 

𝒙(𝑡0) = 𝒙0, 

𝒙(𝑡𝑓) = 𝒙𝑡𝑓 , 

 𝑢1 ∈ [𝑇1,min(𝜔1), 𝑇1,max(𝜔1)], 

𝑢2 ∈ [𝑇2,min(𝜔2), 𝑇2,max(𝜔2)], 

𝜔1 ∈ [𝜔1,min, 𝜔1,max], 

𝜔2 ∈ [𝜔2,min, 𝜔2,max], 

𝑞 ∈ 𝒬. 

(4.56) 

(4.57) 

(4.58) 

(4.59) 

(4.60) 

(4.61) 

(4.62) 

(4.63) 

where subscripts “0” and “f” indicate initial and final time point. Subscripts “min” and “max” indi-

cate lower and upper bounds. 

Please be aware that 𝑢 and 𝑇 are used interchangeably in the rest of the thesis. 

4.6 Summary 

In this chapter, hybrid system formulation in the context of HOCPs and EMSs for a two-drive multi-

speed powertrain is presented. The discussion focuses on a specific example, Speed4E powertrain, 

whose shift processes are represented in the hybrid system formulation by the corresponding dis-

crete states. With the goal of reducing computational intensity, certain simplifications are intro-

duced in such a way that the shift processes are primarily time dependent instead of solely contin-

uous states dependent. The latter approach requires a small time step and a small convergence 
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tolerance, which are luxuries for algorithms developed for online operations. The duration param-

eters in the time dependent model are based on the simulation and experiment data from [141] 

and [142]. The HOCP for Speed4E powertrain is formulated based on the mathematical model of 

Speed4E powertrain. 
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5 Development of Energy Management Strategy 

The hybrid model ℍSpeed4E has been developed in Chapter 4. This Chapter develops the predictive 

EMS embedded with the HMP solution method, whose structure is shown in Figure 5.1. There are 

two main components “Speed predictor” and “HMP solution” to be developed. 

 

Figure 5.1: Basic structure of the predictive EMS embedded with the HMP solution method. 

In the above illustrated control loop, the outputs of the powertrain are identical to the states 

(𝒙). At the time 𝑡[𝑗], the driver requested acceleration (𝑣̇req) and the current continuous states 𝒙[𝑗] 

are the inputs of the speed predictor to generate the predicted speed in the prediction horizon 

(𝑣pred,[𝑗]~𝑣pred,[𝑗+𝑁𝑝]). Given the predicted speed, the current discrete state (𝑞[𝑗]) and the hybrid 

system ℍ , the HMP solution method determines the optimal continuous control function 

(𝒖pred,[𝑗]~𝒖pred,[𝑗+𝑁𝑝−1]) and the optimal discrete control sequence (𝜛pred,[𝑗]~𝜛pred,[𝑗+𝑁𝑝−1]
). See 

Section 3.2.2.1 for “𝑁𝑝 − 1”. Their values in the first time step are provided to the powertrain. 

5.1 Vehicle Speed Prediction 

A Markov chain (MC) model predicts the speed in the prediction horizon 𝑣pred. It’s an important 

method to model stochastic processes on discrete time [102, pp. 587-601]. Let {𝑚𝑐(𝑛), 𝑛 =

0,1,2,… } be an infinite sequence in a discrete finite state space. It is a MC if the probability of 
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moving to the next state depends only on the current state. A Transition Probability Matrix (TPM) 

can define the probability between MC states by 

 tpm𝑖𝑗 = P(𝑚𝑐(𝑘 + 1) = 𝑚𝑐𝑗| 𝑚𝑐(𝑘) = 𝑚𝑐𝑖), (5.1) 

where tpm𝑖𝑗 denotes the i-th row and j-th column in the TPM and 𝑘 the discrete time index. i and 

j index the MC states. 

 

Figure 5.2: WLTC speed profile 

Given a speed profile such as WLTC in Figure 5.2, a two-dimensional grid is generated by dis-

cretizing speed 𝑣 (0 to 36.5 m/s, interval 0.75 m/s) and acceleration 𝑣̇ (-1.6 to 1.6 m/s2, interval 

0.032 m/s2). The speed and acceleration at each second are assigned to a point on the grid by 

nearest-neighbour method. A point on the grid is denoted by indexed MC state 𝑚𝑐𝑖, which repre-

sents a pair (𝑣, 𝑣̇). The TPM can be estimated as 

 
tpm𝑖𝑗 =

count(𝑚𝑐(𝑘 + 1) = 𝑚𝑐𝑗| 𝑚𝑐(𝑘) = 𝑚𝑐𝑖)

count(𝑚𝑐𝑖)
, (5.2) 

where “count(∙)” counts the occurrences of the event in the argument. The MC states over the 

prediction horizon that is discretized into 𝑁𝑡 time steps are sequentially 

 𝑗 = max
𝑗
(tpm𝑖𝑗) , 𝑚𝑐(𝑘) = 𝑚𝑐𝑖 , 

𝑚𝑐(𝑘 + 1) = 𝑚𝑐𝑗 , 𝑘 = 0,1,… , 𝑁𝑡 . 

(5.3) 

(5.4) 

The speed at each time point can be calculated according to the grid assignment. In what fol-

lows, the procedure to generate predicted speed with the MC model is referred to as predMC with 

the current states, the requested acceleration and the length of prediction horizon as its inputs. 
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5.2 Hybrid Minimum Principle Solution Method 

In this subsection, the general HOCP in Section 4.5 in the prediction horizon is formulated, after 

which the specific formulation of the optimality conditions derived from HMP discussed in Section 

2.4.1 is given. The TPBVP that is transformed from the HOCP is provided, which is followed by its 

numerical solution method. All algorithms are presented. 

5.2.1 Hybrid Optimal Control Problem in the Prediction Horizon 

The torques are the continuous controls, i.e. 𝒖 = (𝑢1, 𝑢2)
T = (𝑇1, 𝑇2)

T, of the system ℍSpeed4E. The 

HOCP (4.51) is solved in the prediction horizon [𝑡0,p, 𝑡𝑓,p], which is formulated as 

 (𝜛∗(∙), 𝒖∗(∙)) = argmin
𝜛(∙)∈ℬ𝑞(∙),𝒖(∙)∈𝓤(∙)

𝐽(𝑞(∙), 𝒙(∙), 𝒖(∙)), (5.5) 

 𝐽(𝑞(∙), 𝒙(∙), 𝒖(∙)) = 𝑚(𝒙(𝑡𝑓,p)) + ∫ 𝑙(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓,p

𝑡0,p

, 

𝑙(𝒙, 𝒖) = 𝒙T ∙ 𝒖 + 𝑃𝐿EM1(𝜔1, 𝑢1) + 𝑃𝐿EM2(𝜔2, 𝑢2), 

𝑚(𝒙(𝑡𝑓,p)) = 𝛽 ‖𝒙(𝑡𝑓,p) − 𝒙𝑡𝑓,p‖
2

, 

𝒙𝑡𝑓,p =
𝑣pred(𝑡𝑓,p)

𝑟
∙ (𝑖1, 𝑖2 (𝑞(𝑡𝑓,p)))

T

, 

 (5.6) 

 (5.7) 

(5.8) 

(5.9) 

subject to 𝑞(𝑡0,p) = 𝑞0,p, 

𝒙(𝑡0,p) = 𝒙0,p, 

𝒙(𝑡𝑓,p) = 𝒙𝑡𝑓,p , 

 𝑢1 ∈ [𝑇1,min(𝜔1), 𝑇1,max(𝜔1)], 

𝑢2 ∈ [𝑇2,min(𝜔2), 𝑇2,max(𝜔2)], 

𝜔1 ∈ [𝜔1,min,𝜔1,max], 

𝜔2 ∈ [𝜔2,min, 𝜔2,max], 

𝑞 ∈ 𝒬. 

(5.10) 

(5.11) 

(5.12) 

(5.13) 

(5.14) 

(5.15) 

(5.16) 

(5.17) 

The algorithm predictiveEMS describes the predictive EMS. The function solveHMP solves the 

HOCP with the HMP that is elaborated in the following sections. The square brackets at the sub-

scripts convey the idea that the numerical calculations are performed in discrete time. [0] indicates 

the current time point. Based on 𝒙[0] and the requested acceleration 𝑣̇req, predMC provides the 

unconstrained predicted speed profile 𝑽′ ≔ [𝑣pred,[0]
′ , 𝑣pred,[1]

′ , … , 𝑣pred,[𝑁𝑝]
′ ] and the predicted accel-

eration 𝑽̇′ ≔ [𝑣′̇ pred,[0], 𝑣
′̇
pred,[1], … , 𝑣

′̇
pred,[𝑁𝑝]

]. 𝛽 in (5.8) is parameterized to make sure that 𝒙(𝑡𝑓,p) 
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from the solution correspond to the predicted speed, which is discussed in Section 6.3.1. It is nec-

essary to have the solution process less sensitive to (5.8), so that the minimal of ∫ 𝑙(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓,p

𝑡0,p
 

can be stably found. Therefore, 𝑽′ and 𝑽̇′ are constrained in vehConstraints considering the max-

imum and minimum output torque of the powertrain given vehicle speed. The constrained pre-

dicted speed profile 𝑽 ≔ [𝑣pred,[0], 𝑣pred,[1], … , 𝑣pred,[𝑁𝑝]]  and acceleration 𝑽̇ ≔

[𝑣̇pred,[0], 𝑣̇pred,[1], … , 𝑣̇pred,[𝑁𝑝]] serve as the input for calculation of the requested torque in (4.4). 

The constrained predicted speed is referred to as predicted speed in what follows. 

predictiveEMS 

input: 𝒙[0], 𝒖[0], 𝑞[0], 𝑣̇req, 𝑁𝑝 

(𝑽′, 𝑽̇′) ≔ 𝐩𝐫𝐞𝐝𝐌𝐂(𝒙[0], 𝑣̇req, 𝑁𝑝) 

(𝑽, 𝑽̇) ≔ 𝐯𝐞𝐡𝐂𝐨𝐧𝐬𝐭𝐫𝐚𝐢𝐧𝐭𝐬(𝑽′, 𝑽̇′) 

(𝜛∗(∙), 𝒖∗(∙)) ≔ 𝐬𝐨𝐥𝐯𝐞𝐇𝐌𝐏(𝑽, 𝑽̇, 𝒖[0], 𝑞[0]) 

Return 𝜛∗(∙) and 𝒖∗(∙) 

5.2.2 Conditions of the Hybrid Optimal Control Problem 

To apply the HMP to the problem (5.5) with the constraints (5.10)-(5.17) specifically, the indexed 

costates 𝝀𝑞 ≔ (𝜆1,𝑞, 𝜆2,𝑞)
T
 are introduced to formulate the indexed Hamiltonians 

 ℋ𝑞(𝒙,𝒖, 𝝀𝑞) = 𝑙(𝒙, 𝒖) + 𝝀𝑞
T ∙ 𝒇𝑞(𝒙, 𝒖), 

=

{
  
 

  
 𝑙(𝒙, 𝒖) + 𝝀𝑞

𝑇 ∙
𝑏(𝐺, 𝑣, 𝑇total)

𝑟
∙ (

𝑖1
𝑖2(𝐺)

) , if 𝑞 ∈ 𝒬\{𝑞𝑗,𝑐| 3 < 𝑗 ≤ 9},

𝑙(𝒙, 𝒖) + 𝝀𝑞
𝑇 ∙ (

𝑏(𝐺, 𝑣, 𝑇total)

𝑟
∙ 𝑖1

𝑢2
ΘST2,input

) , if 𝑞 ∈ {𝑞𝑗,𝑐| 3 < 𝑗 ≤ 9},

 
(5.18) 

where the gear position 𝐺 is determined by the discrete states and sub-states by (4.17), (4.26), 

(4.31), (4.36) and (4.49). Function 𝑏 from (4.6) calculates the vehicle acceleration. The backlash 

means exclude. The second condition is activated, only when the sub-state 𝑞𝑗,𝑐 , 3 < 𝑗 ≤ 9, is acti-

vated (see Section 4.4.2.3). The dynamics of the indexed costates that defined in HMP (2.53) are 

 
𝝀̇𝑞(𝑡)  = −

𝜕ℋ𝑞

𝜕𝒙𝑞
(𝒙∗, 𝒖∗, 𝝀𝑞), (5.19) 
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𝜆̇1,𝑞 = −𝑇1 −

𝜕𝑃𝐿𝐸𝑀1
𝜕𝜔1

(𝜔1, 𝑢1) − 𝜆1,𝑞
𝜕𝑏

𝜕𝜔1
(𝐺, 𝑣, 𝑇total), 

𝜆̇2,𝑞

=

{
 

 −𝑇2 −
𝜕𝑃𝐿𝐸𝑀2
𝜕𝜔2

(𝜔2, 𝑢2) − 𝜆2,𝑞
𝜕𝑏

𝜕𝜔2
(𝐺, 𝑣, 𝑇total), if 𝑞 ∈ 𝒬\{𝑞𝑗,𝑐| 3 < 𝑗 ≤ 9},

−𝑇2 −
𝜕𝑃𝐿𝐸𝑀2
𝜕𝜔2

(𝜔2, 𝑢2), if 𝑞 ∈ {𝑞𝑗,𝑐| 3 < 𝑗 ≤ 9}.

 

(5.20) 

(5.21) 

𝜕𝑏

𝜕𝜔1
 and 

𝜕𝑏

𝜕𝜔2
 are fully expressed in (C.6) in Appendix C. Use an extended state 𝒚𝑞 ≔ (𝒙T, 𝝀𝑞

T)
T
 to 

keep the notation compact, whose dynamics follow 

 

𝒚̇𝑞 = 𝚪𝑞(𝒚𝑞, 𝒖𝑞
∗ ) = (

𝒇𝑞(𝒙, 𝒖𝑞
∗ )

−
𝜕ℋ𝑞

𝜕𝒙𝑞
(𝒙∗, 𝒖𝑞

∗ , 𝝀𝑞)
). (5.22)  

The hybrid controls (𝜛∗(𝑡),𝒖∗(𝑡)) from (2.55) are determined by firstly 

 𝒖𝑞
∗ = argmin

𝒖𝑞∈𝓤
ℋ𝑞(𝒙, 𝒖𝑞 , 𝝀𝑞), (5.23)  

subject to the constraints (5.13) and (5.14). Secondly, the discrete control is determined by 

 𝜛∗ = argmin
𝜛∈Π𝑞

ℋ𝑞(𝒙,𝒖𝑞
∗ , 𝝀𝑞) , 

𝒖∗ = 𝒖𝜛∗
∗ . 

(5.24) 

(5.25) 

The transversality condition (2.55) of the problem (5.5) is  

 𝝀𝑞(𝑡𝑓)(𝑡𝑓) − 2𝛽 (𝒙(𝑡𝑓,p) − 𝒙𝑡𝑓,p) = 𝟎, (5.26)  

which is evaluated by its error 

 𝚽 = 𝝀𝑞(𝑡𝑓)(𝑡𝑓) − ∇𝒙𝑚(𝒙
∗(𝑡𝑓)). (5.27)  
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5.2.3 Algorithm for Solving the Hybrid Optimal Control Problem 

The function shootHMP determines a candidate solution of HMP, which produces a pair of con-

tinuous control function and discrete state sequence on the discrete time (𝑼∗, 𝑄∗), given a pre-

sumed initial costate 𝜆̂[0] and the initial state, discrete state and control (𝒙[0], 𝑞[0] and 𝒖[0]). The 

dynamics from (5.22) are calculated by explicit fourth-order Runge-Kutta integration scheme 

(RK4) described in Section 2.3. Its algorithm is omitted. The candidate is considered a solution, 

when the norm ‖𝚽‖ is smaller than the convergence limit 𝜀, which is evaluated in the function 

solveHMP.  

Figure 5.3 shows the flowchart of shootHMP. The timestep size of the discrete state sequence 

(ℎ) is 1 s. At every timestep, 𝜛 is enumerated in the set ℬ𝑞[𝑘] listed in Table 4.2. When the power-

train stays in the same gear, the function “argmin” returns both the minimum value of the indexed 
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Hamiltonian ℋ𝜛
∗  and the corresponding control 𝒖𝜛

∗  (marked margenta), which is used to calculate 

the dynamics for the indexed extended states at next timestep 𝒚𝜛,[𝑘+1]. During a shift process, i.e. 

𝜛 > 3, the state trajectory is calculated with a time step (ℎSP) of 0.01 s. The controls is predefined 

by the shift process in 4.4.2 and the dynamics of the state are therefore autonomous. 𝑁SP is the 

time index, when the autonomous switching manifold (4.50) is met, i.e. a shift process finishes. 

𝑞next is the gear position at which the shift process ends. It is defined by ℬ𝜛,𝑑 in Table 4.3. 𝒖𝜛
∗  is 

determined by minimizing the Hamiltonian in the target gear, which gives the 𝑇1,new and 𝑇2,new in 

Subsection 4.4.2.4. A “while” loop is performed until the control (𝒖𝜛
∗ ) and the state (𝒚SP,[𝑁SP]) 

converge, which is evaluated by the relative change of their Euclidean norm (‖∙‖). The dynamics 

are calculated in the rest of the time (ℎ − ℎSP ∙ 𝑁SP) to determine 𝒚𝜛,[𝑘+1]. ℋ𝜛
∗ is approximated by 

the values during the shift process and the Hamiltonian in the 𝑞next together (marked margenta). 
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After the enumeration of 𝜛, 𝜛∗ is chosen by finding the smallest indexed Hamiltonian. 𝒖[𝑘]
∗ , 𝑞[𝑘]

∗ , 

𝑞[𝑘+1]
∗  and 𝒚[𝑘+1] are determined accordingly. 

Broyden method [143], a quasi-Newton method, is used to find the root of 𝚽. The initial costates 

are updated iteratively according to 

where 𝑛 is the iteration index. 𝑱𝑛
+, the pseudoinverse [144] of the finite-difference approximated 

Jacobian matrix 𝑱𝑛, can be iteratively obtained without updating the Jacobian matrix. 𝑱 is initial-

ized with a 2 × 2 identity matrix 𝑰2. See [143] for detailed explanation. The pseudoinverse is used 

to replace the inverse in the original algorithm, so that the Broyden method can be executed, even 

when the matrix 𝑱𝑛 is non inversible. The Broyden method is implemented in solveHMP, whose 

flowchart is shown in Figure 5.4, where broydenJacobian calculates 𝑱𝑛
+ based on (5.29)-(5.31). 

The convergence criterion depends on the initial guesses 𝝀̂[0], which are generated by the function 

genInitialCostate described in Subsection 5.2.4. 

5.2.4 Initialization Inspired by Bang-Bang Controls 

The guesses are initialized based on bang-bang controls, i.e. the control switches between upper 

and lower bounds [145]. For the problem in question, it can be interpreted as that either EM 

provides the total output torque on the wheels alone. 

Figure 5.5 shows the flowchart of the function genInitialCostate. The Broyden method requires 

two initial guesses, which eliminates 𝑞3, with which only one candidate with EM1 propelling the 

vehicle is available. If the system starts with 𝑞3, the discrete state 𝑞 that is used in genInitialC-

ostate is either 𝑞1 or 𝑞2, chosen by the smaller cost function at the initial time point. The state 

trajectory over the prediction horizon 𝑿 ≔ [𝒙[0], 𝒙[1], … , 𝒙[𝑁𝑡]] is determined by the predicted speed 

without calculating the dynamics. The output torque on the wheels over the prediction horizon 

𝑻total, similarly defined as 𝑿, is determined by (4.4)-(4.6). An example of 𝑿 and 𝑻total are shown 

in Figure 5.6(a). Based on it, the torques of the EM1 and the EM2 providing the total output torque 

on the wheels alone, 𝑻1alone and 𝑻2aloneare calculated and are used to form the control functions 

𝑼1alone and 𝑼2alone, respectively. The power losses in STs are neglected. Should the total output 

torque on the wheels be not reached in either case, it is complemented by the other EM.  

 𝝀̂[0],𝑛+1 = 𝝀̂[0],𝑛 − 𝑱𝑛
+ ∙ 𝚽𝑛 , 

𝑱𝑛
+ = 𝑱𝑛−1

+ +
∆𝝀̂[0],𝑛 − 𝑱𝑛−1

+ ∙ ∆𝚽𝑛

∆𝝀̂[0],𝑛
T ∙ 𝑱𝑛−1

+ ∙ ∆𝚽𝑛

∆𝝀̂[0],𝑛
T ∙ 𝑱𝑛−1

+ , 

∆𝝀̂[0],𝑛 = 𝝀̂[0],𝑛 − 𝝀̂[0],𝑛−1, 

∆𝚽𝑛 = 𝚽𝑛 −𝚽𝑛−1, 

(5.28) 

(5.29) 

(5.30) 

(5.31)  



 

 

5 Development of Energy Management Strategy 67 

 

 

Figure 5.4: Flowchart of solveHMP 

 

Figure 5.5: Flowchart of genInitialCostate 

The control function for the first guess 𝑼1 is formed by choosing the controls from 𝑼1alone and 

𝑼2alone when they cause a smaller cost defined by (5.7). 𝝉1alone denotes the set of the time indexes 

when the condition in “find” is fulfilled. [0,1,… , 𝑁𝑡] ∕ 𝝉1alone denotes the set of the time indexes 

that are not included in 𝝉1alone. Switch the sets and form the control function 𝑼2 for the second 

guess. Figure 5.6(b) shows an example of 𝑼1alone, 𝑼2alone and the deviation of cost function along 

the prediction horizon, 𝑙(𝑿, 𝑼1alone) − 𝑙(𝑿,𝑼2alone). 𝑼1 is 𝑼1alone, when the deviation is smaller 

than or equal to zero, and 𝑼2alone, when the deviation is positive. 𝑼2 is the opposite order. An 

example is shown in Figure 5.6(c). The initial values of costates are calculated backwards by (5.19) 

with explicit Euler method, whose example is shown in Figure 5.6(d). 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5.6: An example of the initialization for a predicted speed profile with constant accel-

eration and the system is in 𝒒𝟐. (a): predicted 𝑿 and 𝑻𝐭𝐨𝐭𝐚𝐥. (b): approximated 𝑼𝟏𝐚𝐥𝐨𝐧𝐞 and 

𝑼𝟐𝐚𝐥𝐨𝐧𝐞. Compare the cost function over the prediction horizon. (c): form 𝑼𝟏 and 𝑼𝟐. (d) esti-

mate 𝝀̂[𝟎],𝑼𝟏 , 𝝀̂[𝟎],𝑼𝟐 by backwards integration. 

5.2.5 Minimization of the Hamiltonian 

Given (5.18) and a determined 𝑞, the minimization of the Hamiltonian (5.23) is expressed as 

 

min
𝒖𝑞

ℋ𝑞(𝒙, 𝒖𝑞 , 𝝀𝑞) = min
𝒖𝑞

(𝑙(𝒙, 𝒖) + 𝝀𝑞
𝑇 ∙
𝑏 (𝐺, 𝑣, 𝑝(𝐺, 𝑣, 𝑣̇pred))

𝑟
∙ (

𝑖1
𝑖2(𝑞)

)) 

= min
𝒖𝑞

(𝑙(𝒙, 𝒖𝑞)) + 𝝀𝑞
𝑇 ∙
𝑏 (𝐺, 𝑣, 𝑝(𝐺, 𝑣, 𝑣̇pred))

𝑟
∙ (

𝑖1
𝑖2(𝑞)

), (5.32) 

which tells that the task is to minimize the cost function (5.7) over the control 𝒖𝑞 (torques of EM1 

and EM2) for a given discrete state 𝑞. 

In Section 5.3, the minimization of the cost function is studied. 
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5.3 Minimization of the Cost Function 

The minimization of the cost function is formulated as 

 min
𝒖𝑞

𝑙(𝒙, 𝒖𝑞) , 

𝑙(𝒙, 𝒖) = 𝒙T ∙ 𝒖 + 𝑃𝐿𝐸𝑀1(𝜔1, 𝑢1) + 𝑃𝐿𝐸𝑀2(𝜔2, 𝑢2), 

(5.33) 

(5.7) 

subject to 𝑢1 ∈ [𝑇1,min(𝜔1), 𝑇1,max(𝜔1)], 

𝑢2 ∈ [𝑇2,min(𝜔2), 𝑇2,max(𝜔2)], 

𝒙̇𝑞 = 𝒇𝑞(𝒙, 𝑇total) 

=
𝑏(𝑞, 𝑣, 𝑇total)

𝑟
∙ (

𝑖1
𝑖2(𝑞)

) , 

𝑇total = 𝜙1(𝜔1, 𝑢1) ∙ 𝑖1 + 𝜙2,𝑞(𝜔2, 𝑢2) ∙ 𝑖2(𝑞) 

𝑞 ∈ {1,2}, 

(5.8) 

(5.9) 

(4.14) 

(4.15) 

(4.16) 

 (*) 

where in (*) only 𝑞1 and 𝑞2 are considered, since the torques are determined by (4.7)-(4.9) in 

neutral gear position and the continuous controls are predefined during a shift process (𝑞 ∈

𝒬\{𝑞1, 𝑞2, 𝑞3}). The minimization is subject to the inequality constraints (5.8) and (5.9) as well as 

the equality constraint (4.16). (5.15) and (5.16) are not considered, since 𝒙 and 𝑞 are given. Due 

to the nonlinearity of the power losses functions in the cost function, the best-case scenario is to 

have the problem solved with efficient algorithms for convex optimization problems (see discus-

sion in Section 5.5). Convex optimization problems refer to optimizing convex functions on convex 

sets [63, pp. 136-137]. The cost function and the constraints of the problem (5.33) is shown in 

Figure 5.7(a). The axes are the torques of both EM. The black square sketches the contour of the 

 
(a) 

 
(b) 

Figure 5.7: The constraints of the minimization problem with following parameters: 𝒗 = 𝟔𝟎 

km/h, 𝑻𝐭𝐨𝐭𝐚𝐥 = 𝟏𝟎𝟎𝟎 Nm, 𝒒 = 𝒒𝟏. (a) problem (5.33); (b) equivalent problem. 
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cartesian product [𝑇1,min(𝜔1), 𝑇1,max(𝜔1)] × [𝑇2,min(𝜔2), 𝑇2,max(𝜔2)] from (5.8) and (5.9), which is 

a convex set. The blue solid curve represents the equality constraint (4.16), while the dotted line 

represents a line segment connecting both ends of the curve. Evidently, the optimization domain 

that is constructed by (5.8), (5.9) and (4.16) is not a convex set (see its definition in [63, pp. 21-

26]). The problem (5.33) is not a convex optimization problem. An NLP problem needs to be 

solved at each time step in shootHMP. 

The minimization (5.33) can be proved to be equivalent to a convex optimization problem in 

standard form, i.e. minimizing a convex function subject to convex inequality constraints and af-

fine equality constraints [63, pp. 136-137], which makes the use of efficient and broadly available 

optimization algorithms, e.g. newton’s method [63, pp. 525-531] and interior-point method [146, 

pp. 412-415] possible. Furthermore, additional inequality constraints can be found to make the 

optimization domain smaller. The proofs are elaborated in Appendix D. The following subsections 

provide the results of the proofs and the main idea of the proofs for better understanding. 

5.3.1 Equivalent Convex Optimization 

Lemma 1: the problem (5.33) is equivalent to a convex optimization problem in a standard 

form. 

Proof: See Proof of Lemma 1 in Appendix D. 

Main idea of the proof: change the variables to the effective torques of both STs, i.e. 

 min
(𝑇ST1,𝑇ST2)T

𝑙𝒙,𝑞 (𝜙1,𝜔1
−1 (𝑇ST1), 𝜙2,𝜔2,𝑞

−1 (𝑇ST2)), (5.34) 

 𝑙𝒙,𝑞 (𝜙1,𝜔1
−1 (𝑇ST1), 𝜙2,𝜔2,𝑞

−1 (𝑇ST2))

= 𝜔1 ∙ 𝜙1,𝜔1
−1 (𝑇ST1) + 𝜔2 ∙ 𝜙2,𝜔2,𝑞

−1 (𝑇ST2)

+ 𝑃𝐿EM1 (𝜔1, 𝜙1,𝜔1
−1 (𝑇ST1)) + 𝑃𝐿EM2 (𝜔2, 𝜙2,𝜔2,𝑞

−1 (𝑇ST2)), 

(5.35) 

subject to 𝑇ST1 ∈ {𝜙ST1,𝜔1(𝑇) | 𝑇 ∈ 𝒯EM1,𝜔1}, 

𝑇ST2 ∈ {𝜙ST2,𝜔2(𝑇) | 𝑇 ∈ 𝒯EM2,𝜔2}, 

𝒙̇𝑞 = 𝒇𝑞(𝒙, 𝑇total) 

=
𝑏(𝑞, 𝑣, 𝑇total)

𝑟
∙ (

𝑖1
𝑖2(𝑞)

) , 

𝑇total = 𝑇ST1 ∙ 𝑖1 + 𝑇ST2 ∙ 𝑖2(𝑞), 

𝑞 ∈ {1,2}, 

(5.36) 

 (5.37) 

(5.38)  

(5.39) 

(4.7) 

 (*) 

where 𝒙 and 𝑞 are subscripted in (5.34) and (5.35) to avoid confusion, since the cost function is 

optimized w.r.t. torques. The function 𝜙:ℝ2  →  ℝ in (4.16) is more rigidly defined as 
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𝑇𝑆𝑇 = 𝜙(𝜔, 𝑇) = 𝑇 −

𝑃𝐿𝑆𝑇(𝜔, 𝑇)

𝜔
, 𝑇 ∈ 𝒯(𝜔), 

𝒯(𝜔) = {𝑇 ∈ ℝ | 𝑇𝑚𝑖𝑛(𝜔) ≤ 𝑇 ≤ 𝑇𝑚𝑎𝑥(𝜔)}. 

(5.40) 

(5.41) 

Since the angular velocity 𝜔 is given, the function is rewritten as 𝜙𝜔: ℝ →  ℝ 

 
𝑇𝑆𝑇 = 𝜙𝜔(𝑇) = 𝑇 −

𝑃𝐿𝑆𝑇(𝜔, 𝑇)

𝜔
, 𝑇 ∈ 𝒯𝜔, 

𝒯𝜔 = {𝑇 ∈ ℝ | 𝑇𝑚𝑖𝑛(𝜔) ≤ 𝑇 ≤ 𝑇𝑚𝑎𝑥(𝜔)}, 

(5.42) 

(5.43) 

where the domain 𝒯𝜔 is bounded by the maximum and the minimum torque of the EM depending 

on 𝜔. 𝜙𝜔
−1 is the inverse function of 𝜙𝜔. Its existence and properties are discussed in Appendix D. 

Figure 5.7(b) shows the cost function on the axes of the effective torques of both STs. The blue 

line represents the equality constraint (4.7), which is affine. The optimization domain constructed 

by (5.36), (5.37) and (4.7) is convex. By definition of convexity and the examination of 𝜙𝜔
−1, the 

function to be minimized in (5.34) can be proved to be convex. (5.34) is a convex optimization 

problem in standard form. The equivalency is shown in Appendix D. 

5.3.2 Upper and Lower Bounds of the Torques 

 

Figure 5.8: Torque range divided into several zones 
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The domain of the optimization problem (5.33) and (5.34) are studied and reduced, so that the 

optimization can be faster. According to (5.13) and (5.14), 𝒖𝑞
∗  falls into the cartesian product of 

the space [𝑇1,min(𝜔1), 𝑇1,max(𝜔1)] × [𝑇2,min(𝜔2), 𝑇2,max(𝜔2)] with given 𝒙 = (𝜔1, 𝜔2)
T and 𝑞. To re-

duce the domain is to prove that 𝒖𝑞
∗  only falls into a subset of the cartesian product of the space. 

Furthermore, with the equality constraint (4.16) in mind, 𝑇total also needs to be considered. Intu-

itively, if 𝑇total is a large positive real number, both 𝑢1 and 𝑢2 are likely to be positive, and vice 

versa. Therefore, instead of (𝑢1, 𝑢2)
T, two vectors (𝑇total, 𝑢1)

T and (𝑇total, 𝑢2)
T are examined. 

For a given 𝒙  and 𝑞 < 3 , the cartesian product of the space 

[𝑇total,min(𝜔1,𝜔2), 𝑇total,max(𝜔1, 𝜔2)] × [𝑇1,min(𝜔1), 𝑇1,max(𝜔1)] is marked with a black square in Fig-

ure 5.8 with 𝑇total  as x-axis. For simple display, 𝑇1  and 𝑇2  share y-

axis. [𝑇total,min(𝜔1, 𝜔2), 𝑇total,max(𝜔1, 𝜔2)] × [𝑇2,min(𝜔2), 𝑇2,max(𝜔2)] with a black square. By equality 

constraint (4.16), there is 

 𝑇total,min(𝜔1, 𝜔2) = 𝜙1 (𝜔1, 𝑇1,min(𝜔1)) ∙ 𝑖1 + 𝜙2,𝑞 (𝜔2, 𝑇2,min(𝜔2)) ∙ 𝑖2(𝑞), 

𝑇total,max(𝜔1, 𝜔2) = 𝜙1 (𝜔1, 𝑇1,max(𝜔1)) ∙ 𝑖1 + 𝜙2,𝑞 (𝜔2, 𝑇2,min(𝜔2)) ∙ 𝑖2(𝑞). 

(5.44) 

(5.45) 
 

 The torque of an EM minimizing the power loss of an EM or a ST individually is expressed as 

 𝑇1,EM1,inf = argmin
𝑇1
𝑃𝐿EM1(𝜔1, 𝑇1), 

𝑇2,EM2,inf = argmin
𝑇2
𝑃𝐿EM2(𝜔2, 𝑇2), 

𝑇1,ST1,inf = argmin
𝑇1
𝑃𝐿ST1(𝜔1, 𝑇1), 

𝑇2,ST2,inf = argmin
𝑇2
𝑃𝐿ST2,𝑞(𝜔2, 𝑇2), 

𝑇1,inf = max(𝑇1,EM1,inf, 𝑇1,ST1,inf) = 𝑇1,EM1,inf, 

𝑇2,inf = max(𝑇2,EM2,inf, 𝑇2,ST2,inf) = 𝑇2,EM2,inf, 

(5.46) 

(5.47) 

(5.48) 

(5.49) 

(5.50) 

(5.51)   

where the subscript “inf” denote infimum. For instance, 𝑇1,EM1,inf denotes the torque of EM1 that 

minimizes the power loss of EM1. Examine the power losses of both STs and both EMs (see Figure 

D. 1), 0 ≤ 𝑇1,ST1,inf < 𝑇1,EM1,inf and 0 ≤ 𝑇2,ST2,inf < 𝑇2,EM2,inf, which gives (5.50) and (5.51). The out-

put torques that is solely provided by either of the EM with the torques in (5.50) and (5.51) are 

 𝑇total,1,inf = 𝜙𝜔1,ST1(𝑇1,inf) ∙ 𝑖1 + 𝜙𝜔2,ST2,𝑞(0) ∙ 𝑖2(𝑞), 

𝑇total,2,inf = 𝜙𝜔1,ST1(0) ∙ 𝑖1 +𝜙𝜔2,ST2,𝑞(𝑇2,inf) ∙ 𝑖2(𝑞), 

𝑇total,inf,max = max(𝑇total,1,inf, 𝑇total,2,inf), 

(5.52) 

(5.53) 

(5.54) 

where 𝑇total,inf,max is the bigger one of the two output torques. Additionally, define the output 
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torque on the wheels that both EM output zero torque according to (4.16) as 

 𝑇zero = 𝜙𝜔1,ST1(0) ∙ 𝑖1 +𝜙𝜔2,ST2,𝑞(0) ∙ 𝑖2(𝑞). (5.55) 
 

The lines 𝑇total = 𝑇inf,max and 𝑇total = 𝑇zero are marked red in Figure 5.8. The cartesian product of 

the spaces are then divided into several zones. It is firstly proved for Lemma 2, that (𝑇total, 𝑢1
∗) and 

( 𝑇total, 𝑢2
∗) fall into certain Zones, when 𝑇total < 𝑇zero or 𝑇total ≥ 𝑇total,inf,max, which gives additional 

constraints for the problems (5.33) and (5.34). 𝑇zero ≤ 𝑇total < 𝑇total,inf,max is later addressed in 

Lemma 3, since the domain of the optimization problem in this zone is different from the rest. 

Lemma 2: Suppose (𝑻𝐒𝐓𝟏
∗ , 𝑻𝐒𝐓𝟐

∗ )𝐓 solves (5.34) and (𝒖𝟏
∗ , 𝒖𝟐

∗ )𝐓 = (𝝓𝐒𝐓𝟏,𝝎𝟏
−𝟏 (𝑻𝐒𝐓𝟏

∗ ),𝝓𝐒𝐓𝟐,𝝎𝟐
−𝟏 (𝑻𝐒𝐓𝟐

∗ ))
𝐓

is 

the equivalent solution to (5.33). Following inequality holds 

 

{
 
 

 
 
𝑢1
∗ ∈ [0, 𝑇1,max(𝜔1)],

𝑢2
∗ ∈ [0, 𝑇2,max(𝜔2)],

 𝑇total ≥ 𝑇total,inf,max,

𝑢1
∗ ∈ [𝑇1,min(𝜔1), 0],

𝑢2
∗ ∈ [𝑇2,max(𝜔2), 0],

 𝑇total < 𝑇zero,

 

{
  
 

  
 𝑇ST1

∗ ∈ [𝜙𝜔1,ST1(0),𝜙𝜔1,ST1 (𝑇1,max(𝜔1))] ,

𝑇ST2
∗ ∈ [𝜙𝜔2,ST2,𝑞(0), 𝜙𝜔2,ST2,𝑞 (𝑇2,max(𝜔2))] ,

 𝑇total ≥ 𝑇total,inf,max,

𝑇ST1
∗ ∈ [𝜙𝜔1,ST1 (𝑇1,min(𝜔1)) , 𝜙𝜔1,ST1(0)] ,

𝑇ST2
∗ ∈ [𝜙𝜔2,ST2,𝑞 (𝑇2,max(𝜔2)) , 𝜙𝜔2,ST2,𝑞(0)] ,

 𝑇total < 𝑇zero.

 

 

(5.56) 

 

 

 

(5.57) 
 

 

Figure 5.9: Illustration for Proof of Lemma 2. 
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 Proof:  See Proof of Lemma 2 in Appendix D. 

Main idea of the proof: Consider 𝑇total ≥ 𝑇inf,max, at least one of (𝑇total, 𝑢1
∗) and (𝑇total, 𝑢2

∗) fall in 

“Zone I”. Due to the equality constraint (4.16), they cannot fall in “Zone IV” together. It can be 

proved by contradiction that they fall in “Zone I”. 

Assume 𝑢1
∗ ≥ 0, i.e. “Zone I”, and 𝑢2

∗ < 0, i.e. “Zone IV”. Choose a 𝑢1 ∈ [0, 𝑢1
∗) in such a way that 

𝑢2 = 0  can be determined by (4.16). A point (𝑢1 + 𝛿𝑢1, 𝑢2 − 𝛿𝑢2)
T, 𝛿𝑢1 > 0, 𝛿𝑢2 > 0

48 , fulfils 

(4.16) and locates between (𝑢1, 𝑢2)
T and (𝑢1

∗ , 𝑢2
∗)T. These three points are marked in Figure 5.9, 

an enlarged view of Figure 5.7(a) without the supporting line. 

𝜙𝜔1,ST1 and 𝜙𝜔2,ST2,𝑞 map (𝑢1, 𝑢2)
T, (𝑢1 + 𝛿𝑢1, 𝑢2 − 𝛿𝑢2)

T and (𝑢1
∗, 𝑢2

∗)T to (𝑇ST1, 𝑇ST2)
T, ( 𝑇ST1 +

𝛿𝑇ST1, 𝑇ST2 − 𝛿𝑇ST2)
T and (𝑇ST1

∗ , 𝑇ST2
∗ )T, respectively, where 𝛿𝑇ST1 > 0 and 𝛿𝑇ST2 > 0. They fulfil the 

affine equality constraint (4.7). Since (5.34) is a convex function, 

𝑙𝒙,𝑞 (𝜙1,𝜔1
−1 (𝑇ST1), 𝜙2,𝜔2,𝑞

−1 (𝑇ST2)) ≥  𝑙𝒙,𝑞(𝜙1,𝜔1
−1 (𝑇ST1 + 𝛿𝑇ST1), 𝜙2,𝜔2,𝑞

−1 (𝑇ST2 − 𝛿𝑇ST2) ). (5.58) 

However, (5.58) is shown to be false in Proof of Lemma 2. Ergo, the assumption does not hold. 

The above process is repeated with modification for the case of 𝑢1
∗ < 0, i.e. “Zone IV”, and 𝑢2

∗ ≥

0, i.e. “Zone I”. 

Therefore, (𝑇total, 𝑢1
∗) and (𝑇total, 𝑢2

∗) cannot fall in “Zone I” and “Zone IV” separately. When 

𝑇total ≥ 𝑇inf,max, both (𝑇total, 𝑢1
∗) and (𝑇total, 𝑢2

∗) fall in “Zone I”. 

The same is done for the case that 𝑇total < 𝑇zero. 

For the range that 𝑇zero ≤ 𝑇total < 𝑇total,inf,max, the following constraints can be found: 

Lemma 3: Suppose (𝑻𝐒𝐓𝟏
∗ , 𝑻𝐒𝐓𝟐

∗ )𝐓 solves (5.34) and (𝒖𝟏
∗ , 𝒖𝟐

∗ )𝐓 = (𝝓𝟏,𝝎𝟏
−𝟏 (𝑻𝐒𝐓𝟏

∗ ),𝝓𝟐,𝝎𝟐
−𝟏 (𝑻𝐒𝐓𝟐

∗ ))
𝐓

is the 

equivalent solution to (5.33). Following inequality holds 

𝑢1
∗ ∈ [𝜙1,𝜔1

−1 (
𝑇total − 𝜙2,𝜔2,𝑞(𝑇2,inf,max) ∙ 𝑖2(𝑞)

𝑖1
) , 𝑇1,inf,max] ,

𝑢2
∗ ∈ [𝜙2,𝜔2,𝑞

−1 (
𝑇total −𝜙1,𝜔1(𝑇1,inf,max) ∙ 𝑖1

𝑖2(𝑞)
) , 𝑇2,inf,max] ,

𝑇zero ≤ 𝑇total < 𝑇total,inf,max, 

 

(5.59) 

 

 

                                                                 

48 See Proof of Lemma 2 for rigid definition. 
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𝑇ST1
∗ ∈ [

𝑇total −𝜙2,𝜔2,𝑞(𝑇2,inf,max) ∙ 𝑖2(𝑞)

𝑖1
, 𝜙1,𝜔1(𝑇1,inf,max)] ,

𝑇ST2
∗ ∈ [

𝑇total − 𝜙1,𝜔1(𝑇1,inf,max) ∙ 𝑖1

𝑖2(𝑞)
, 𝜙2,𝜔2,𝑞

−1 (𝑇2,inf,max)] ,

𝑇zero ≤ 𝑇total < 𝑇total,inf,max. 

 

(5.60) 

𝑇1,inf,max and 𝑇2,inf,max denote the torque of the EM1 and the EM2 providing a total output torque 

of 𝑇total,inf,max, which are 

 
𝑇1,inf,max = 𝜙1,𝜔1

−1 (
𝑇total,inf,max − 𝜙2,𝜔2,𝑞(0) ∙ 𝑖2(𝑞)

𝑖1
), 

𝑇2,inf,max = 𝜙2,𝜔2,𝑞
−1 (

𝑇total,inf,max − 𝜙1,𝜔1(0) ∙ 𝑖1

𝑖2(𝑞)
). 

(5.61) 

 

(5.62) 

Proof: See Proof of Lemma 3 in Appendix D. 

Main idea of the proof: Lemma 3 can be proved by contradiction. 

Assume 𝑢1
∗ > 𝑇1,inf,max. By doing so, (4.16) determines 𝑢2

∗ < 0 (torque of the EM2). Choose a 

small increment 𝛿𝑢1 > 0 in such a way that 𝑢1
∗ − 𝛿𝑢1 > 𝑇1,inf,max. The equality constraint (4.16) 

determines the new torque of EM2 corresponding to 𝑢1
∗ − 𝛿𝑢1 and is denoted as 𝑢2

∗ + 𝛿𝑢2, 𝛿𝑢2 > 0, 

which satisfies 𝑢2
∗ + 𝛿𝑢2 < 0. By optimality, 

 𝑙𝒙,𝑞((𝑢1 − 𝛿𝑢1, 𝑢2 + 𝛿𝑢2)
T) ≥  𝑙𝒙,𝑞((𝑢1

∗, 𝑢2
∗)T), (5.63) 

which can be shown false in Proof of Lemma 3. Therefore, 𝑢1
∗ ≤ 𝑇1,inf,max. 

Similarly, it can be shown that 𝑢1
∗ ≥ 𝜙1,𝜔1

−1 (
𝑇total−𝜙𝜔2,ST2,𝑞(𝑇2,inf,max)∙𝑖2(𝑞)

𝑖1
). 

5.4 Time Complexity of the Predictive EMS 

The variables that influence the time complexity of the algorithm solveHMP are listed in Table 

5.1. As discussed in Section 5.2.3, 𝑁SP is dependent on the shift durations. Since the worst-case 

time complexity, i.e. big-O notation49, is discussed, it is assumed that a shift process takes up a 

time step ℎ. An integration scheme of 𝑁RK order is applied to calculate the dynamics. 

                                                                 

49 To state that the time complexity considering 𝑛 as its variable is 𝑂(𝑔(𝑛)) means that there exists a constant 𝐶 

and 𝐶 ∙ 𝑔(𝑛) is an upper bound of the time complexity [81, pp. 34-37]. 
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Table 5.1: Variables influencing the time complexity of solveHMP 

Variable Description 

𝑁TPBVP Number of the iterations to solve the TPBVP 

𝑁𝑝 Length of the prediction horizon 

𝑁ℬ Size of the admissible discrete control set 

𝑁SP =
ℎ

ℎSP
 

Number of the time steps with a length of  

ℎSP that a shift process takes 

𝑁RK = 4 Order of the RK integration scheme 

𝑁𝒢𝑡 Number of the intervals of the time discretization grid for a time step in 

the RK integration scheme 

𝑁while Number of the iterations for the “while” loop in Figure 5.3 to converge 

𝑁𝒖 Dimension of the continuous controls 

𝑁𝒙 Dimension of the continuous states 

𝑁𝒚 Dimension of the extended states consisting of 𝒙 and 𝝀 

 

 

 

The time complexity of solveHMP is the summary of five parts that are listed in Table 5.2. 

timemin𝑙 and timeminℋ are the time complexity of the minimization of the cost function and of the 

Hamiltonian, respectively. They will be elaborated in the next paragraph. It is assumed that the 

time complexity of all mathematical operations and logic operations cost the same complexity. In 

shootHMP, the admissible discrete control set is enumerated. (5.65) estimates the time complexity 

of determining the trajectories of 𝒙 and 𝝀 as well as 𝒖𝑞
∗  through minℋ for 𝜛 ≤ 3, i.e. the gear po-

sition does not change. (5.66) estimates the time complexity of the same procedure but for 𝜛 > 3, 

i.e. the gear position changes. After each time step, “Evaluate” takes places. It finds the smallest 

ℋ out of a vector of 𝑁ℬ elements. 

𝑁RK ∙ 𝑁𝒚 ∙ 𝑁𝒢𝑡 ∙ 𝐶RK calculates the complexity of the RK scheme. 𝐶 denotes a constant, which is 

used to summarize the number of the computation steps in a process that are independent on the 

variables in Table 5.1. The subscripts of 𝐶 indicate the process within which the operations are 

summarized. For instance, 𝐶RK is the constant for the RK integration scheme, whose value is esti-

mated to be 36 for calculating 𝒙̇ and 𝝀̇ at each step in the RK integration scheme. The time com-

plexity of searching in a look-up table grows linearly with the number of the points in its discreti-

zation grid, which is included in 𝐶𝜛≤3, 𝐶𝜛>3 and 𝐶Eva.  
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Table 5.2: Time complexity of each part in solveHMP 

Initialization: timemin𝑙 + 𝑁𝒖 ∙ 𝑁𝑝 ∙ 𝐶ini + 𝑁𝑝 ∙ (𝑁RK ∙ 𝑁𝒚 ∙ 𝑁𝒢𝑡 ∙ 𝐶RK) (5.64) 

shootHMP 

𝜛 ≤ 3: 𝑁TPBVP ∙ 𝑁𝑝 ∙ [timeminℋ + (𝑁RK ∙ 𝑁𝒚 ∙ 𝑁𝒢𝑡 ∙ 𝐶RK) + 𝐶𝜛≤3] (5.65) 

𝜛 > 3: 
𝑁TPBVP ∙ 𝑁𝑝 ∙ (𝑁ℬ − 1) ∙ 𝑁while 

∙ [timeminℋ +𝑁SP ∙ ((𝑁RK ∙ 𝑁𝒚 ∙ 𝑁𝒢𝑡 ∙ 𝐶RK) + 𝐶𝜛>3)] 
(5.66) 

Evaluate: 𝑁TPBVP ∙ 𝑁𝑝 ∙ (𝑁ℬ + 𝐶Eva) (5.67) 

Broyden method: (𝑁TPBVP − 1) ∙ (𝑁𝒙
2 + 𝑁𝒙) ∙ 𝐶Broyden (5.68) 

   

The values of timemin𝑙 and timeminℋ depend on what kind of problems they are and how they 

are solved. Without Lemma 1, both problems are treated as NLP problems, due to the nonlinear 

equality constraints. A broadly available solution method in commercial software, e.g. Matlab, is 

SQP. A SQP method was examined in [147], which showed that it takes no worse than 𝑂(𝜖−2) 

iterations to solve a constrained nonlinear problem to 𝜖 accuracy, where 𝜖 ∈ (0,1) is the accuracy 

of the first-order necessary conditions for optimality [148]. Given the complexity of quadratic pro-

gramming at each iteration to solve a quadratic subproblem is 𝑂(𝑛3), the complexity of the whole 

solution is approximately 𝑂(𝑛3𝜖−2), where 𝑛 is the number of the inputs. Please be aware, this is 

not a strict evaluation, since the approximation of the constraints has not been discussed. With 

Lemma 1, both problems are treated as convex optimization problems in a standard form, which 

can be solved by the interior-point method, an efficient method to solve convex optimization prob-

lems (see [63, pp. 561-620] for more information of the method). It was reported in [149] that 

the complexity of using it to solve a convex optimization problem to 𝜖 accuracy is 𝑂(𝑛3.5 log(1 𝜖⁄ )). 

The default value of 𝜖 in Matlab is 1×10-6 [150]. Given the small number of inputs of the optimi-

zation problem analysed in this Chapter, Lemma 1 reduces the complexity. Lemma 2 and Lemma 

3 modify the inequality constraints so that the feasible set of the inequality constraints becomes 

smaller, through which the interior-points method requires less iterations50 [63, pp. 592-594]. The 

                                                                 

50 Assume that the feasible set of the inequalities is contained in a Euclidean ball of radius 𝑅. The complexity is 
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reduction of timemin𝑙 and timeminℋ through Lemma 2 and Lemma 3 is less significant than Lemma 

1. 

The first two most dominant parts in Table 5.2 are those involving the minimization and the RK 

integration scheme. In big-O notation, their time complexities51 are 𝑂(𝑁TPBVP ∙ 𝑁𝑝 ∙ 𝑁ℬ ∙ 𝑁while ∙ 𝑛
3 ∙

𝜖−2) and 𝑂(𝑁TPBVP ∙ 𝑁𝑝 ∙ 𝑁ℬ ∙ 𝑁while ∙ 𝑁RK ∙ 𝑁𝒚 ∙ 𝑁𝒢𝑡), respectively. With Lemma 1, the former is re-

duced to 𝑂(𝑁TPBVP ∙ 𝑁𝑝 ∙ 𝑁ℬ ∙ 𝑁while ∙ 𝑛
3.5 ∙ log(1 𝜖⁄ )). 

𝑁TPBVP depends on the algorithm applied to solve the TPBVP and the initialization strategy. They 

are the Broyden method and the Bang-Bang controls inspired strategy. A theoretical analysis is 

difficult to perform. Their effects will be evaluated in a numerical simulation in Section 6.3.1. 

5.5 Summary 

This chapter has adopted the HMP and has developed a predictive EMS embedded with the HMP 

solution method. The developed predictive EMS is schematically illustrated in Figure 5.10, in 

which the major components for the algorithm are presented. The Broyden method has been ap-

plied for the first time for the solution of the HMP in the context of EMSs. The shooting process is 

innovatively initialized by a strategy inspired by Bang-Bang controls. Importantly, the instantane-

ous Hamiltonian has been mathematically analysed, which produces Lemma 1, 2 and 3. The be-

haviour of the predictive EMS is to be evaluated in Chapter 6. 

It should be pointed out that the algorithms in the predictive EMS are suitable to multidimen-

sional problems. On the other side, the works that used IMs that concern 1D problems—which are 

in most cases in the literature, as mentioned in Section 2.4.2 and Section 3.2.1.2—are difficult, if 

not impossible, to be extended to higher dimensional problems. 

The HMP solution method involves the minimization of the instantaneous Hamiltonian, a non-

linear function, at each time step. The foremost advantage of showing the minimization is a convex 

optimization problem is that the problem can be solved reliably and efficiently with the interior-

point method or other special methods for convex optimization [63, preface]. Furthermore, most 

of these efficient and available algorithms require a standard formulation. Unfortunately, the prob-

lem (5.33) turns out not to be a convex optimization problem, let along one in a standard form. 

Lemma 1 resolves the difficult situation with the prerequisite: the power losses of both EMs and 

both STs are convex in the direction of torque. The power losses in this thesis are the simulation 

data provided by the project partners. They fulfil the prerequisite (see Proof of Lemma 1). 

                                                                 
dependent on log𝑅. 

51 Big-O notations ignore constants and lower order terms. 
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Figure 5.10: Structure of the predictive EMS embedded with the HMP solution method, supple-

mented by Lemma1, 2 and 3. TPBVP solved by the Broyden method with the Bang-Bang con-

trols inspired initialization. 

The convexity of the power losses might not hold if, among other possibilities, measured power 

losses are used, due to measure errors etc. It can happen when either angular velocity or torque is 

close to zero. One possible way to use the Lemmas would be separating the optimization domain. 

The time complexity of the algorithm of the predictive EMS is analysed. It is noticed that Lemma 

1, 2 and 3 have reduced the worst-case complexity of the algorithm. They can be transformed to 

the proofs and the treatments for the optimization problems with similar settings in other applica-

tions and studies, even those that are not relevant to EMSs. 
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6 Simulation Results of the Predictive Energy 
Management Strategy 

A predictive EMS embedded with the HMP solution method is developed in Chapter 5. The time 

step ℎ is set to 1 s and the time step during shift processes ℎSP is set to 0.01 s. This chapter discusses 

the simulation results of the developed EMS. 

The first part introduces two reference EMSs: (a) EMS naive optimal, an EMS that minimizes 

instantaneous energy consumption but ignores shift processes and (b) EMS global optimal, a global 

optimal provided by the DP, given the speed profile a priori. The EMS global optimal determines 

the theoretical optimum for the HOCP, for which the predictive EMS strives. Note that both refer-

ence EMSs are identical, if the shift processes are neglected in evaluation, which is used in [13].  

The second part investigates the solution process of the predictive EMS. In particular, it sheds 

light on the process of solving HOCP through minimizing the instantaneous Hamiltonian. To show-

case the advantages of the HMP in the context of EMS, its solutions at several representative driv-

ing conditions are compared to those of EMS naive optimal. Furthermore, the iteration process is 

presented. The convergence behaviour of solveHMP with the Broyden method is compared to a 

commonly available Quasi-Newton method that requires little effort to implement. 

The third part shows the result of driving cycle simulation. The WLTC is chosen as the speed 

profile for the simulation, which is widely used as a standard driving cycle for evaluating EMSs. 

The predictive EMS is compared to the reference EMSs. Additionally, the predictive EMS is studied 

w.r.t. accuracy of predicted speed and length of the prediction horizon. 

6.1 Reference Energy Management Strategies 

Both reference EMSs are presented in the following subsections. 

6.1.1 EMS Naive Optimal 

A reference EMS minimizes the instantaneous cost function (5.7) subject to the constraints on the 

EM torques and the angular velocities (5.13)-(5.17), the equality constraint on the total output 

torque (4.16) and the dynamics of the continuous states (4.14)-(4.18). It assumes that a shift 

process takes place instantly without energy consumption or recuperation, which limits the dis-

crete state to 𝑞 ∈ {𝑞1, 𝑞2, 𝑞3}. With this setting, the EMS naive optimal has two DoFs and two inputs: 

the vehicle speed and the total output torque. Optimization is performed over the whole input 

space to obtain the look-up tables of the target gear positions and the EM torques. Figure 6.1 shows 

the look-up table of the target gear positions. 
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Figure 6.1: Target gear position look-up table 

6.1.2 EMS Global Optimal 

For a given driving cycle, the forward discrete DP52 is implemented to solve the HOCP (4.51) 

under the constraints (4.56)-(4.63). The length of time step is set to be 1 s. At each time step 𝑡[𝑘], 

the discrete control 𝜛[𝑘] is enumerated in the admissible discrete control space ℬ𝑞[𝑘] (see Table 

4.2). For the discrete control representing the fixed gear positions, 𝑢1,[𝑘] represents the EM1 torque 

at 𝑡[𝑘]. For the discrete control representing the shift processes, 𝑢1,[𝑘] represents the EM1 torque 

after the shift process in the new gear position, i.e.𝑇1,new in (4.42). The torques during the shift 

processes are predefined, as shown in Section 4.4.2. The admissible continuous space of 𝑢1,[𝑘], i.e. 

[𝑇1,min(𝜔1,[𝑘]), 𝑇1,max(𝜔1,[𝑘])], is discretized to generate a grid 𝒢𝑢1 of 1000 points, so that the incre-

ment on the grid is smaller than 0.1 Nm. 𝑢1,[𝑘] is enumerated on the discretization grid 𝒢𝑢1,[𝑘]. 𝑢2,[𝑘] 

can be determined according to 𝑢1,[𝑘], the gear position 𝐺 and the constraint (4.16). 

6.2 Solution Process of the Predictive EMS 

Given a combination of current speed and acceleration, the predicted speed profile in the predic-

tion horizon, 𝑁𝑝 = 10 in this subsection, are generated by predMC starting from 𝑡 = 0 s, as de-

scribed in Section 5.1. Several examples of representative driving conditions are presented in Fig-

ure 6.2, in which (a) and (b) are the vehicle operating points from WLTC to represent launch with 

small acceleration and deceleration at low speed, respectively. A speed profile of constant high 

acceleration is formed in Figure 6.2(c). They are chosen to demonstrate the properties of the HMP 

                                                                 

52 To solve an OCP with the discrete DP is to solve the Bellman equation (2.48)-(2.50). Due to its recursive 

nature, it is natural to perform the calculation in backwards time direction, i.e. in the order of 𝑡[𝑁𝑡], 𝑡[𝑁𝑡−1]… 

𝑡[0]. As a result, states are calculated with backwards integration. In the case of free terminal conditions but 

fixed initial conditions, e.g. the gear position is unknown at 𝑡[𝑁𝑡] but known at 𝑡[0], it is tricky to assign 

reasonable values for states at 𝑡[𝑁𝑡] to obtain the global optimal. To avoid such inconveniency, the HOCP in 

question is solved in forward time direction, which is equivalent to using backward discrete DP to solve the 

HOCP with reversed speed profile and switched boundary conditions. Since its equivalency, the Bellman 

equation for the forward DP is omitted. 
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solution process that reaches different solutions compared to the EMS naive optimal. 

 
(a) 

 
(b) 

 
(c) 

Figure 6.2: Predicted speed of individual solutions. (a) 𝒕 = 𝟓𝟏𝟐 s in the WLTC. (b) 𝒕 = 𝟑𝟕𝟔 s in 

the WLTC. (c) high speed and moderate acceleration. 

Given the predicted speed 𝑽 ≔ [𝑣pred,[0], 𝑣pred,[1], … , 𝑣pred,[𝑁𝑝]] , solveHMP, shown in Figure 5.4, 

solves the TPBVP transformed from the HOCP iteratively. At an iteration, shootHMP, shown in 

Figure 5.3, determines the discrete control sequence and the continuous control functions by min-

imizing the instantaneous Hamiltonian through the prediction horizon. The following subsections 

discuss this process. 

6.2.1 Minimizing the Instantaneous Hamiltonian 

This subsection discusses the difference between minimizing the instantaneous Hamiltonian and 

minimizing the instantaneous cost with the examples from Figure 6.2, and does minimizing the 

instantaneous Hamiltonian minimize the cost functional in the whole time interval. 

Launch with small acceleration 

Figure 6.3 presents such a process at the 1st second of an intermediate iteration of solveHMP 

solving the HOCP given the predicted speed profile in Figure 6.2(a). Starting with the neutral gear 

position, i.e. 𝑞(𝑡0,p) = 𝑞3, the powertrain can stay in the neutral or shift to the 1st or the 2nd gear 

position, i.e. the admissible discrete control set ℬ𝑞3 = {𝑞3, 𝑞8, 𝑞9}. Figure 6.3(a) shows the angular 

velocities of both EMs for each admissible discrete control. Since the ST1 is single-speed, the dis-

crete control does not change 𝜔1. 𝜔2 evolves differently according to the different discrete con-

trols. Due to low vehicle speed, the shift durations in 𝑞8 and 𝑞9 at this instance are short. Thereaf-

ter, 𝒖𝑞
∗ = (𝑇1,𝑞

∗ , 𝑇2,𝑞
∗ )

T
 are determined through minimizing ℋ𝑞 and are presented in Figure 6.3(b). 

As shown in Section 5.2.5, it is equivalent to minimizing the instantaneous cost with a fixed 𝑞. 

(5.19) determines the costates, which are illustrated in Figure 6.3(c). Though 𝜔1 evolves the same 

regardless of the discrete control, 𝜆1 evolves differently, due to the different torques. The cost 

function and the Hamiltonian as well as their cumulated values are presented in Figure 6.3(d) and 

(e). The shift processes of 𝑞8 and 𝑞9 consume energy and, therefore, 𝑙𝑞8 and 𝑙𝑞9 as well as their 
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cumulated values are higher than those of 𝑞3 in the first 0.2 second. However, the system con-

sumes less energy in the 1st and the 2nd gear position for the rest of the time, so that the cumulated 

cost of 𝑞3 at the end of 1st second is the highest among the three. An EMS that minimizes the 

instantaneous cost, i.e. the electric power, may it consider shift processes or not, chooses 𝑞8. Inter-

estingly, under the HMP, the predictive EMS chooses 𝑞3, since the resulting Hamiltonian of 𝑞3, i.e. 

ℋ𝑞3
= 𝑙 + 𝝀𝑞3

T ∙ 𝒇𝑞3 (see (5.18) in Section 5.2.2), is averagely and cumulatively the lowest. 

 
(a) 

 
(d) 

 
(b) 

 
(e) 

 
(c) 

 

Figure 6.3: The instantaneous Hamiltonian in the 1st second: (a) angular velocities, (b) tor-

ques, (c) costates, (d) cost function and (e) Hamiltonian. 
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(a) 

 
(c) 

 
(b) 

 
(d) 

 

 

 
(e) 

Figure 6.4: Comparison of the solution by minimizing the instantaneous cost, (a) and (b), to 

the one by minimizing the instantaneous Hamiltonian, (c) and (d). (a) and (c): states and 

costates. (b) and (d): continuous and discrete controls. (e) Deviation of cumulated cost. 

One might ask: is minimizing the instantaneous Hamiltonian beneficial? Figure 6.4 compares 

the solution of minimizing the instantaneous cost to the one generated by the HMP over the whole 

prediction horizon. Figure 6.4(a) shows the continuous states of the former solution. To achieve 

the lowest cost at each time step the system remains in 𝑞1, after it shifts from the neutral to the 1st 

gear position, i.e. 𝑞8 at the beginning of the time interval. The corresponding controls are pre-

sented in Figure 6.4(b). On the other hand, under the HMP, the system remains in 𝑞3 over the time 
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interval, as the discrete control sequence in Figure 6.4(d) shows. The state and the costate trajec-

tories are presented in Figure 6.4(d). solveHMP finds a solution, as the costates in Figure 6.4(c) 

evolve to zero and fulfil the transversality condition. Figure 6.4(e) compares the cumulated cost 

over the time interval. The blue curve represents the value of minimizing the instantaneous cost 

and the brown curve shows the deviation between both solutions. A negative deviation at 𝑡 = 10 s 

means that the solution by the HMP reduces cumulated cost over the whole time interval. The 

HMP manages to minimize the integral, though the cost during the time interval are not always 

the minimal, which is indicated by a positive deviation in Figure 6.4(e). 

It is worth mentioning that 𝝀 plays an important role during the process. Only when 𝝀∗(∙) fol-

lows its dynamics in (2.53) and meets the transversality condition in (2.55), the HMP locates a 

minimal for the HOCP53. Figure 6.5 shows the Hamiltonian in the 1st second with negative 

𝜆1(𝑡 = 0) and 𝜆2(𝑡 = 0) values, which are randomly initialized instead of using the initialization 

inspired by Bang-Bang control developed in 5.2.4. 𝒙𝑞(∙), 𝒖𝑞(∙) and 𝑙𝑞(∙) are the same as Figure 

6.3(a), (b) and (d). At this iteration, shootHMP chooses 𝑞8 for the 1st second, since ℋ𝑞8 is the 

smallest, which leads to the same controls as Figure 6.4(b). Section 6.2.2 will present the results 

of the iteration process of solveHMP, through which 𝝀∗(∙) is found. 

 
(a) 

 
(b) 

Figure 6.5: Hamiltonian given different costates in 1st second. (a) costates. (b) Hamiltonian. 

Deceleration at low speed 

For the predicted speed profile in Figure 6.2(c), the solutions generated by the EMS naive optimal 

and by the predicted EMS are presented in Figure 6.6. The system starts with the 1st gear position. 

Figure 6.6(b) shows that the EMS naive optimal requested 2 shifts, the 1st to the neutral gear 

position (𝑞6) and the neutral to the 1st gear position (𝑞8). On the other hand, the predicted EMS 

requests a constant gear position during the time interval, as Figure 6.6(d) shows. It has the vehicle 

consume 326 J less energy (3.5 %). 

                                                                 

53 See [16, pp. 184-189] and [16, pp. 228-236], if the reader wishes to understand the mathematical role of 

costates and Hamiltonian. 
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(a) 

 
(c) 

 
(b) 

 
(d) 

 

 
(e) 

Figure 6.6: Comparison of the solution by minimizing instantaneous cost, (a) and (b), to the 

one by minimizing instantaneous Hamiltonian, (c) and (d). (a) and (c): states and costates. (b) 

and (d): continuous and discrete controls. (e) Deviation of cumulated cost. 

Moderate acceleration at high speed 

The requested acceleration in the above mentioned two predicted speed profiles is within the range 

of the admissible output torque of the powertrain. The example shown in Figure 6.2(c) includes a 

combination of speed and acceleration outside that range. 

Starting with the 1st gear position, under the EMS naive optimal, the system shifts to the 2nd 

gear position (𝑞4) in the first second, as shown in Figure 6.7(a) and (b), for the combination  
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of speed and output torque enters the “2nd gear position” area of the look-up table in Figure 6.1. 

During the shift process, 𝑇1 is limited by its upper bound that lowers as 𝜔1 increases (see Figure B. 

1), and cannot compensate the change of 𝑇2 to accelerate the vehicle as requested. Consequently, 

controlled by the EMS naive optimal, the vehicle speed (blue curve in Figure 6.7(c)) lags after the 

shift process in the first second. In order to restore the vehicle speed, the acceleration is modified 

to a higher level, and the combination of speed and output torque moves upwards in the look-up 

 
(a) 

 
(d) 

 
(b) 

 
(e) 

 
(c) 

 
(f) 

Figure 6.7: Compare the solution by minimizing instantaneous cost, (a) and (b), to the one 

by minimizing instantaneous Hamiltonian, (d) and (e). (a) and (d): states and costates. (b) 

and (e): continuous and discrete controls. (c) deviation of vehicle speed. (f) deviation of cu-

mulated cost. 
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table in Figure 6.1. The 1st gear position is selected as the target gear. Same to the first shift process, 

the second shift process causes a speed lag. The EM1 continuous to provide torque until 𝜔1 reaches 

its upper bound (5.15). On the other hand, under the predictive EMS, the system stays in 𝑞1, as 

shown in Figure 6.7(d) and Figure 6.7(e). The HMP generates a solution with a higher vehicle 

speed that is closer to the reference speed. It consumes more energy, as shown in Figure 6.7(f). 

The EMS naive optimal does not consider the information of the system dynamics, which can 

cause consecutive shifts between two gear positions and worsen the drivability of the vehicle. 

6.2.2 Convergence of the Solution 

The algorithm solveHMP initializes the solution, evaluates the outputs of shootHMP iteratively 

through the Broyden method and determines the optimal control. 

For the solution process of the speed profile in Figure 6.2(a), Figure 6.8(a) shows the iterations 

of the error of the transversality condition on a logarithmic scale, in which the subscript denotes 

the index of elements in a vector. The absolute values |Φ1| and |Φ2| shrink to 2. 44 × 10−14 and 

0.63 × 10−14 with 7 iterations, respectively. The convergence behaviour for this solution is com-

parable to a fast 1-D method called “Pegasus” reported in [71] that finds the root of 𝑥3 + 1 = 0 

with an error of 10−14 magnitude with 9 iterations. Figure 6.8(b) shows the indexed iterations 

with the initial costates on the x- and y-axis. The z-axis shows the Euclidean norm of the error ‖𝚽‖ 

on a logarithmic scale. The first two guesses, marked green, are generated by genInitialCostate 

(see Section 5.2.4), and the rest is updated by the Broyden method in solveHMP. The norm of the 

error at the final iteration, marked red, reaches a magnitude of 10−14. 

 
(a) 

 
(b) 

Figure 6.8: Convergence behaviour for the speed profile in Figure 6.2(a). (a) The error of the 

transersality condition at each iteration. (b) The initial costates vs. the Euclidean norm of er-

rors at each iteration 

The error does not necessarily have to converge to a magnitude of 10−14. As described in 

solveHMP in Figure 5.4, the limit for convergence is positively correlated to the norm of 𝝀̂[0],1 and 

𝝀̂[0],2, i.e. the first two proposed costates. Figure 6.9 shows the iteration of errors of the solution 



 

 

6 Simulation Results of the Predictive Energy Management Strategy 89 

 

process for the speed profile in Figure 6.2(b). The error reaches a magnitude of 10−15 at the 10th 

iteration. Since the 6th iteration, the discrete and continuous control functions presented in Figure 

6.6(d) is found. At the 8th iteration, the error meets the convergence limit, i.e. ‖𝚽‖ < 𝜀. Figure 

6.10 shows the iteration of errors of the solution process for the speed profile in Figure 6.2(c). 

‖𝚽‖ reaches a magnitude of 10−11 at the 6th iteration. 

 

Figure 6.9: |𝚽𝟏| and |𝚽𝟐| of the solution process for the speed profile in Figure 6.2(b). 

 

Figure 6.10: |𝚽𝟏| and |𝚽𝟐| of the solution process for the speed profile in Figure 6.2(c). 

6.2.3 Convergence Behaviour Compared to SQP 

As mentioned in Section 2.4.1, Quasi-Newton methods are suitable for the TPBVP. SQP, one of 

Quasi-Newton methods, is available in various software, e.g. Matlab and Python. It is implemented 

in an EMS in Matlab with its standard optimization toolbox54. Figure 6.11 presents the structure 

of the EMS, in which the only difference is that 𝝀̂[0] in solveHMP (see Figure 5.4) is iteratively 

proposed by SQP instead of the Broyden method. The convergence behaviour of solveHMP with 

                                                                 

54 Solving the TPBVP is considered minimizing the error of the transversality condition (5.27), min
𝝀̂[0]

‖𝚽‖, with 

the SQP active-set algorithm proposed in [151, 152]. The minimization is initialized with point (0,0)T and 

executed with default setting in Matlab. 
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SQP is compared to the one developed in Chapter 5, i.e. solveHMP with the Broyden method. 

 

Figure 6.11: Structure of the predictive EMS embedded with HMP solution method, whose 

TPBVP solved by SQP. 

 

Figure 6.12: Comparison of the iterations of error 

For the same predicted speed profile as in Figure 6.2(a), convergence of the solution can be 

reached through solveHMP with SQP. Figure 6.12 compares the iterations of error of both algo-

rithms. The error of the transversality condition of the solutions proposed by solveHMP with SQP 

shrinks gradually and steadily. It meets the convergence limit, i.e. ‖𝚽‖ < 𝜀, in 25 iterations, which 

is slower and less accurate than solveHMP with the Broyden method. 
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6.3 Driving Cycle Simulation 

Driving cycle simulations with the WLTC (see Figure 5.2) are performed. The vehicle model follows 

the dynamics of the hybrid system described in Section 4.4. Its EMS is called once every 1 s. The 

length of the prediction horizon is 10 s and that of control horizon is 1 s. 

6.3.1 Iteration Statistics 

At each time point in the WLTC, predictiveEMS developed in Section 5 is carried out. Figure 6.13 

summarizes the iteration number, i.e. 𝑁TPBVP in Section 5.4, that each solution from solveHMP 

takes to converge. The solutions at standstill are discarded. With the Broyden method and the 

initialization developed in Section 5, 1429 out of 1575 solutions (90.6 %) require less than or 

equal to 7 iterations. The convergence behaviour in the WLTC remains unchanged with different 

value of coefficient 𝛽 in (5.8), since the speed calculated in the solveHMP is close to the con-

strained predicted speed. 𝛽 = 1 is chosen for the simulation study in the rest of this work. On the 

other hand, with SQP, the predictive EMS in Figure 6.11 requires at least 20 iterations to converge. 

 
(a) 

 
(b) 

Figure 6.13: Iteration numbers for solutions to converge. (a): solveHMP with the Broyden 

method. (b): solveHMP with the SQP. 

6.3.2 Comparison to EMS Naive Optimal 

This subsection compares the predictive EMS to the EMS naive optimal. The comparison focuses 

on the energy consumption and the shift count in the driving cycle. 

Overall evaluation 

Figure 6.14 compares the discrete state sequences of the EMS naive optimal, upper half, and the 

predictive EMS, lower half. Each discrete state is marked with a colour listed in the legends. In the 

WLTC, the reference EMS requests in total 123 shifts, while the predictive MPC requests in total 

45 shifts. The energy consumption of the EMS naive optimal in the WLTC driving cycle simulation 

is 11.55 kWh/100 km, while the value of the predictive EMS is 11.53 kWh/100 km. The predictive 
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EMS reduces 0.26 % energy consumption and 63.41 % shift count. 

Although the predictive EMS has reduced a large number of shifts successfully compared to the 

EMS naive optimal, 10 unnecessary shifting instances happen, at which the ST2 shifts between 

two gear positions within 2 seconds. They are caused by the change of the sign of requested accel-

eration, which is not reflected by the predicted speed profile. Figure 6.15 shows two examples. 

 
(a) 

 
(b) 

Figure 6.15: Predicted speed vs. real speed at (a) 663 s and (b) 797 s. 

 

Figure 6.14: Discrete state sequences of the EMS naive optimal and the predictive EMS 

 
(a) 

 
(b) 

Figure 6.16: Gear distribution of (a) the EMS naive optimal and (b) the predictive EMS. 
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Gear distribution and EM operating points 

Figure 6.16 compares the gear distribution of both EMSs in the WLTC. Based on Figure 6.14 and 

Figure 6.16, it is easy to notice that the ST2 primarily stays in the neutral gear position, when it is 

controlled by the predictive EMS. It only shifts to the 1st gear position under negative acceleration. 

The vehicle, under the control of the EMS naive optimal, shifts to the 2nd gear position at high 

speed and positive acceleration. Figure 6.17 shows the control and the resulting energy consump-

tion of both EMSs between 1560 s and 1580 s of WLTC, during which the ST2 appears in the 2nd 

gear position. Energy is consumed and is recuperated, when the ST2 shifts to the 2nd gear position 

and back to the neutral gear position in Figure 6.17(c), respectively. It consumes more energy 

compared to the predictive EMS, which is shown by a negative deviation in Figure 6.17(b). 

Figure 6.16(a) shows that, under the EMS naive optimal, the ST2 shifts to the 1st gear position, 

when either the absolute value of acceleration is higher than or equal to 1 m/s2 or the speed is 

close to zero. The predictive EMS, on the other hand, requests the same, when the acceleration is 

lower than or equal to -1 m/s2 or the speed is close to zero. Figure 6.18 summarizes the operating 

 
(a) 

 
(c) 

 
(b) 

 
(d) 

Figure 6.17: Control and energy consumption between 1560 s and 1580 s. (a) Speed and ac-

celeration. (b) Energy consumption and its deviation. (c) Torques and gear positions of the 

EMS naive optimal. (d) Torque and gear positions of the predictive EMS. 
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duration of both EMs at different operating points. On the X and Y axes, the power losses of EMs 

are illustrated. It can be noticed that, with the EMS naive optimal, the EM2 operates at the oper-

ating points with 20 Nm and -20 Nm longer than the case with the predictive EMS, which corre-

spond to the areas of 1st gear position above 1 m/s2 and below -1 m/s2 in Figure 6.16(a). 

 
(a) 

 
(c) 

 
(b) 

 
(d) 

Figure 6.18: Operating durration of both EMs. (a) and (b): the EM1 and the EM2 of the EMS na-

ive optimal. (c) and (d): the EM1 and the EM2 of the predictive EMS. 

Figure 6.19 shows the control and the resulting energy consumption of both EMSs between 255 

s and 295 s of WLTC, during which the ST2 appears in the 1st gear position. With the EMS naive 

optimal, The ST2 shifts back and forth between the neutral and the 1st gear positions, as shown in 

Figure 6.19(c). The energy saved in the 1st gear position and the recuperated energy does not 

compensate the energy consumed for shifting. 

6.3.3 Comparison to the EMS Global Optimal 

This subsection compares the predictive EMS to the EMS naive optimal. 

Overall evaluation 

Figure 6.20 compares the discrete state sequences of the EMS global optimal, upper half, and the 

predictive EMS, lower half. The sequences of both EMSs largely coincide with each other. Thanks 

to the information of the speed profile as a priori and the hybrid formulation including the shift 
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processes, the EMS global optimal only requests in total 27 shifts in WLTC, which is lower than 

that of the predictive EMS. The total energy consumption of the EMS global optimal in the WLTC 

driving cycle simulation is 11.51 kWh/100 km, while the value of the predictive EMS is 

11.52 kWh/100 km. The predictive EMS falls short by 0.018 kWh/100 km (0.18 %) compared to 

the global optimal. 

 
(a) 

 
(c) 

 
(b) 

 
(d) 

Figure 6.19: Control and energy consumption between 255 s and 295 s. (a) Speed and accel-

eration. (b) Energy consumption and its deviation. (c) Torques and gear positions of the 

EMS naive optimal. (d) Torque and gear positions of the predictive EMS. 

 

Figure 6.20: Discrete state sequences of the EMS global optimal and the predictive EMS. 
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Gear distribution 

After comparing the gear distribution of the EMS global optimal in Figure 6.21 and that of the 

predictive EMS in Figure 6.16(b), it can be noticed that the EMS global optimal requests the 1st 

gear position with acceleration larger than 1 m/s2, e.g. near 765 s, 960 s and 1160 s in Figure 6.20. 

 

Figure 6.21: Gear distribution of the EMS global optimal. 

Figure 6.22 shows the control and the resulting energy consumption of both EMSs between 

1150 s and 1170 s of the WLTC. With the EMS global optimal, the ST2 appears in the 1st gear 

position for ca. 8 s, as shown in Figure 6.22(c). The deviation in Figure 6.22(b) between 1153 s 

and 1161 s declines, which indicates that the vehicle consumes more energy in the 1st gear position 

(controlled by the EMS global optimal) than in the neutral gear position (controlled by the predic-

tive EMS). However, with the control shown in Figure 6.22(c), the EM2 recuperates much more 

energy at the shift from the 1st to the neutral gear position than it consumes at the shift from the 

neutral to the 1st gear position, since the former shift process has a larger angular velocity differ-

ence. The energy consumed and recuperated during both shift processes are compared against 

each other in Figure 6.23. As a result, the predictive EMS consumes more energy between 1150 s 

and 1170 s. The predictive EMS falls short in this case, due to its less accurate speed prediction. 

At 1153 s when the EMS global optimal requests an upshift based on the WLTC as a priori, a 

predicted speed profile below the real speed profile in the prediction horizon is generated for the 

predictive EMS, which is shown in Figure 6.24. The same situation happens at 765 s and 960 s. 
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6.3.4 Influence of the Prediction Accuracy 

Sections 6.3.2 and 6.3.3 have shown the negative influence of inaccurate prediction on the control 

with examples. To investigate the influence of the accuracy of the predicted speed profile, this 

 
(a) 

 
(c) 

 
(b) 

 
(d) 

Figure 6.22: Control and energy consumption between 1150 s and 1170 s. (a) Speed and ac-

celeration. (b) Energy consumption and its deviation. (c) Torques and gear positions of the 

EMS naive optimal. (d) Torque and gear positions of the predictive EMS. 

 

Figure 6.23: Energy consumed and recuper-

ated during shifts between 1150 s and 

1170 s. 

 

Figure 6.24: Predicted speed vs. real speed 

between 1153 s (0 s in the figure) and 1163 

s (10 s in the figure). 
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subsection replaces the MC predictor in the predictive EMS in Figure 5.10 with a zero-error pre-

diction model, as shown in Figure 6.25. At 𝑡[𝑗], the speed from the driving cycle are considered the 

predicted speed in the prediction horizon, as 

 [𝑣pred,[𝑗], 𝑣pred,[𝑗+1], … , 𝑣pred,[𝑗+𝑁𝑝]] = [𝑣cycle,[𝑗], 𝑣cycle,[𝑗+1], … , 𝑣cycle,[𝑗+𝑁𝑝]]. (6.1) 

 

Figure 6.25: Structure of the predictive EMS with zero-error prediction. 

The discrete state sequences of the EMS global optimal and the predictive EMS with the zero-

error prediction are compared in Figure 6.26. The unnecessary shifting instances between 600 s 

and 1000 s that are noticed in the lower part of Figure 6.14 and Figure 6.20 are absent. At 767 s 

and 1153 s, both EMSs request the same gear position, which was not the case for the predictive 

EMS, as discussed in Section 6.3.3. With zero-error prediction, the predictive EMS reduces energy 

consumption in WLTC compared to the one with the MC predictor. It falls short by 0.01 kWh/100 

km (0.10 %) compared to the EMS global optimal. 

 



 

 

6 Simulation Results of the Predictive Energy Management Strategy 99 

 

 

Figure 6.26: Discrete state sequences of the EMS global optimal and the predictive EMS with 

zero-error prediction 

6.3.5 Influence of the Length of the Prediction Horizon 

As mentioned in Chapter 3, the length of the prediction horizon 𝑁𝑝 influences the performance of 

a predictive EMS [37]. Figure 6.27 shows the WLTC simulation results of the predictive EMS with 

𝑁𝑝  growing from 1 till 30. The energy consumption decreases from 11.540 kWh/100 km to 

11.528 kWh/100 km, as the 𝑁𝑝 increases from 1 to 10. At the same time, the shift count is reduced 

from 101 to 45. Rising 𝑁𝑝 further reduces the energy consumption and the shift count until they 

saturate at the level of 11.525 kWh/100 km and 39, respectively. The predictive EMS with 𝑁𝑝 = 1 

is equivalent to minimizing the instantaneous energy consumption including the shift processes. 

 

Figure 6.27: Energy consumptions and shift counts of the predictive EMS with different pre-

diction horizon. 

Figure 6.28 summarizes the elapsed time of the driving cycle simulations of the predictive EMS 

with different 𝑁𝑝. 𝑁𝑝 = 1 is not included, since it requires no iteration. As analysed in Section 5.4, 



 

 

100 6 Simulation Results of the Predictive Energy Management Strategy 

 

the time complexity of solveHMP grows primarily linearly with the iteration number (𝑁TPBVP) and 

𝑁𝑝. The elapsed time grows almost linearly between 𝑁𝑝 = 2 and 𝑁𝑝 = 12 in Figure 6.28, since their 

iteration numbers of each solution change little. Their average values are presented in Figure 6.29. 

Between 𝑁𝑝 = 2 and 𝑁𝑝 = 12, the average iteration numbers are close to 6. As 𝑁𝑝 continues to 

increase, the elapsed time grows faster than linearly, since the average iteration number grows 

with 𝑁𝑝 in the form of polynomials, as Figure 6.29 shows. Figure 6.30 summarizes the iteration 

number that each solution from solveHMP with 𝑁𝑝 = 30 takes to converge. Averagely 10.2 itera-

tions are required, which is marked by a red line. 917 solutions require 5 iterations to converge, 

while there are 1429 solutions in the case of the predictive EMS with 𝑁𝑝 = 10, whose results are 

presented in Figure 6.13. 

 

Figure 6.28: WLTC Simulation elapsed time55 of the predictive EMS with different prediction 

horizon. 

 

Figure 6.29: Average iteration numbers of the predictive EMS with different prediction hori-

zon. 

 

                                                                 

55 The simulations are performed on a computer with Intel i5-8600K CPU with 3.60 GHz. 
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Figure 6.30: Iteration numbers for solutions in the predictive EMS to converge. 𝑵𝒑 = 𝟑𝟎.  

With the saturation of the predictive EMS with 𝑁𝑝 = 12~30 in Figure 6.27 in mind, it is only 

necessary to consider a 𝑁𝑝 smaller than 14. For a real-world application that requires the predictive 

EMS to response at a fast pace, 𝑁𝑝 is limited by the computational capacity of hardware. 

6.4 Summary 

In this chapter, the predictive EMS developed in Chapter 5 is investigated in a simulation environ-

ment from two perspectives: the solution process and the performance in the driving cycle simu-

lation. 

The solution processes for several representative driving conditions show how minimizing the 

instantaneous Hamiltonian leads to minimizing the cost functional. It also prevents consecutive 

shiftings between two gear positions that worsen the vehicle’s acceleration at high vehicle speed. 

The Broyden method with the Bang-Bang inspired initialization in solveHMP shows comparable 

convergence behaviour to the Pegasus method for a 1-D root finding example. It also shows obvi-

ous advantages, compared to applying the optimization tool box in Matlab to solve the 2-D TPBVP. 

The energy consumption and shift count in the WLTC simulation of the predictive EMS is com-

pared to those of the EMS naive optimal and the EMS global optimal, which are summarized in 

Figure 6.31. It is worth mentioning that the EMS naive optimal is a global optimal if shift processes 

of the vehicle model for evaluation are neglected, i.e. shifts happen instantly and shift processes 

consume or recuperate no energy. The metrics of the predictive EMS fall between the EMS naive 

optimal and the EMS global optimal. As the prediction horizon elongates, the performance of the 

predictive EMS approaches that of the EMS global optimal, until it meets a limit. Although not 

realistic, the limit can be exceeded by replacing the speed predictor to a zero-error predictor. Its 

performance represents the limit of pursuing a more accurate vehicle speed predictor for the pur-

pose of predictive EMS. 
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Figure 6.31: Energy consumptions and shift counts of all mentioned driving cycle simulation. 

The elapsed time for simulation is analysed. Figure 6.32 presents its relationship to the multi-

plication of 𝑁𝑝 and 𝑁̅TPBVP, the average iteration number of all solutions in a simulation. A sup-

porting dashed line is generated by linear regression. It shows that the computation duration grows 

almost linearly with 𝑁𝑝 ∙ 𝑁̅TPBVP, which provides evidence for the complexity analysis in Section 

5.4. The nonlinearity is caused by the less dominant parts in the algorithm analysed in Section 5.4 

as well as the different discrete state sequences in the simulations. 

 

Figure 6.32: WLTC Simulation elapsed time of the predictive EMS. 

It is observed that the EM1 propels primarily the vehicle through the WLTC. Furthermore, under 

the control of the predictive EMS, the ST2 stays away from the 2nd gear position. One reason is 

that Speed4E vehicle rarely drives with high speed and high acceleration under the WLTC. Figure 

6.33 presents the discrete state sequences of the predictive EMS and the EMS naive optimal in a 

driving cycle simulation whose speed profile comes from the real-world driving data collected on 

a test vehicle of the IMS. The speed predictor is based on a Radials Function Neural Network 

chosen out of the comparative study [135]. Figure 6.32 compares their gear distributions. With 

high speed and high acceleration, both positive and negative, the predictive EMS requests the 
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vehicle to shift into the 2nd gear position. The predictive EMS reduces 84 % of the shift count (from 

126, under the EMS naive optimal, to 20) in the driving cycle simulation. The energy consumption 

is reduced by 0.55 % (from 16.64 kWh/100 km to 16.55 kWh/100 km). However, it is still the EM1 

that primarily propels the vehicle the ST2 in the neutral gear position. This information can be 

used to optimize the powertrain (selecting EMs and gear ratios). 

 

Figure 6.33: Discrete state sequences of the predictive EMS and the EMS naive optimal. 

 
(a) 

 
(b) 

Figure 6.34: Gear distribution of (a) the EMS naive optimal and (b) the predictive EMS. 
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7 General Multi-Drive Multi-Speed Electric Vehicle 

This chapter extends the results from Chapter 4 and Chapter 5 to propose a unified framework for 

designing EMSs for a general multi-drive multi-speed BEV with M EMs that each connect with a 

ST, M ≥ 2, M ∈ ℕ. It can be imagined as the two-drive electric powertrain shown in Figure 3.1 

with more EMs and STs parallelly coupled. However, as mentioned in Section 1.1, the general 

multi-drive multi-speed electric powertrain is meant for vehicles in a general sense, but not neces-

sarily passenger cars. The continuous states of the system are the angular velocities 𝒙 ≔

(𝜔I,𝜔II, … , 𝜔M). The continuous controls are the EM torques 𝒖 ≔ (𝑇I, 𝑇II,… , 𝑇M). 

7.1 Hybrid System Formulation 

The general multi-drive multi-speed BEV is modelled in this part with the assumption that all STs 

are either single-speed or share topology with the ST2 in Speed4E powertrain. Different classes of 

multi-drive electric powertrains can be achieved with different complexity. In the first two follow-

ing subsections, all STs are multi-speed. Under such a setting, two different complexity levels can 

be realized through two assumptions. The first assumption for the lowest complexity: one ST shifts 

at a time. The second assumption for the highest complexity: As many as possible STs shift at the 

same time. The third subsection extends the model with the highest complexity. It is assumed that 

the number of multi-speed STs is smaller than M—the class that Speed4E powertrain belongs. 

7.1.1 One ST Shifts at a Time 

It is assumed that one ST shifts at a time. Based on ℍSpeed4E in Section 4.4, the M-drive multi-speed 

powertrain can be represented by the hybrid automaton in Figure 7.1, in which M sub-automata 

help to model M EMs with their respective STs. Each sub-automaton takes over the model from 

Figure 4.5, whose switching conditions and sub-states are omitted for simplicity. 

Importantly, the discrete state of the whole hybrid system is determined by a combination of 

the discrete states of all sub-automata, i.e. 

 𝝅 ≔ (𝑞I, 𝑞II,… 𝑞M), 

𝑞𝑛 ∈ 𝒬𝑛, 𝑛 ∈ Π, 

Π ≔ {I, II, … ,M}, 

𝒬𝑛 ≔ {𝑞𝑛,1, 𝑞𝑛,2, … , 𝑞𝑛,9, 𝑞𝑛,4,𝑎 , 𝑞𝑛,4,𝑏 … , 𝑞𝑛,9,𝑑}. 

(7.1) 

(7.2) 

(7.3) 

(7.4) 

𝑞𝑛 is the discrete state of 𝑛-th sub-automaton, which is determined by 𝜛𝑛, the discrete control in 

the 𝑛-th sub-automaton. The discrete set 𝒬𝑛 includes the discrete states and the sub-states of the 
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sub-automaton that are defined in the same way as in Section 4.4. The discrete set of the whole 

hybrid system is 𝒬 ≔ {𝒬I, 𝒬II,… , 𝒬M}. For compactness, the discrete states and the sub-states rep-

resenting the shift processes form a set 𝒬shift. For the 𝑛-th sub-automaton, there is a set 𝒬𝑛,shift. 

Roman numbers are used for indexing to differentiate 𝑞I and 𝑞1 in the hybrid system of Speed4E 

powertrain. They are also used for indexing entries in vectors. 

 

Figure 7.1: Hybrid automaton of a M-drive multi-speed powertrain with the first assumption. 

Table 7.1: Admissible discrete control set, controlled switching. 

𝑞𝑛 Admissible discrete control (ℬ𝑞𝑛) 

1 1 4 6 

2 2 5 7 

3 3 8 9 

  ∀ 𝑛′ ∈ Π, 𝑞𝑛′(𝑡
−) ≤ 3 

Suppose that the 𝑛-th ST performs shifts, 𝑞𝑛 changes to a discrete state representing shift pro-

cesses. Given the assumption that one ST shifts at a time, the rest 𝑞 Π\𝑛 remains at their last values. 

The prerequisite is that all sub-automata are at their discrete states representing fixed gear posi-

tions. More specifically, at a time point 𝑡, a controlled switching can happen, if and only if ∀ 𝑛 ∈

Π, 𝑞𝑛(𝑡
−) ≤ 3. For intuitive understanding, a controlled switching can be seen as the activation of 
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a sub-automaton. If the last activated sub-automaton is at a discrete state representing a fixed gear 

position (the red conditions outside the sub-automata in Figure 7.1), a controlled switching can 

activate a new sub-automaton (the blue arrows outside the sub-automata in Figure 7.1). Table 7.1 

defines the admissible control set for controlled switching of the 𝑛-th sub-automaton including the 

prerequisite for 𝜛𝑛(𝑡) ∈ {𝑞𝑛,4, 𝑞𝑛,5, … , 𝑞𝑛,9} in the red cell. The subscript 𝑛′  is for differentiation 

from 𝑛 in the table. Together with the admissible control set for autonomous switching from Table 

4.3, the admissible discrete control set ℬ𝑛 is formulated for the 𝑛-th sub-automaton. Note that ℬ𝑛 

evaluates the combination 𝝅 for the prerequisite of the controlled switching. 

At this stage, there can be multiple STs shifting at a time. To exclude this possibility, the sample 

space of 𝝅 is defined as Ω1 ≔ {(𝑞I, 𝑞II, … 𝑞M)|at most one 𝑞𝑛 ∈ 𝒬𝑛,shift, 𝑛 ∈ Π, Π ≔ {I, II, … ,M}}. The 

discrete control 𝜛𝑛 is determined by 𝝅 through ℬ𝑛. The discrete dynamics of the system is con-

strained by ℬI, ℬII, …ℬM and Ω1. The discrete transition function of the 𝑛-th sub-automaton is 

 𝑞𝑛(𝑡
+) = 𝜛𝑛(𝑡). (7.5) 

The dynamics of the hybrid system can be modelled similarly as in Section 4.4. The mathemat-

ical model is presented in Appendix C. The major difference is that the change of 𝑇𝑛 during a shift 

process is compensated by the torques of all EMs excluding the 𝑛-th EM. The value of each torque 

remains to be determined by the EMS, which can be considered an optimization problem. Addi-

tionally, the reduced inertia of the powertrain depends on the discrete states of all sub-automata. 

Similar to the HOCP in Section 4.5, the HOCP for the multi-drive multi-speed powertrain is 

(𝜛I
∗(∙),𝜛II

∗(∙),…𝜛M
∗(∙), 𝒖∗(∙)) = argmin

𝝅(∙)∈Ω1,𝜛𝑛(∙)∈ℬ𝑞𝑛(∙),𝒖(∙)∈𝓤(∙)
𝐽(𝝅(∙), 𝒙(∙), 𝒖(∙)) , 

𝐽(𝝅(∙), 𝒙(∙), 𝒖(∙)) = 𝑚(𝒙(𝑡𝑓,p)) +∫ 𝑙(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓

𝑡0

. 

𝑙(𝒙, 𝒖) = 𝒙T ∙ 𝒖 + ∑ 𝑃𝐿EM𝑛(𝜔𝑛 , 𝑢𝑛)

𝑛∈ Π

, 

𝑚(𝒙(𝑡𝑓)) = 𝛽‖𝒙(𝑡𝑓) − 𝒙𝑡𝑓‖
2

, 

𝒙𝑡𝑓 =
𝑣cycle(𝑡𝑓)

𝑟
∙ (𝑖I (𝑞I(𝑡𝑓)) , 𝑖II (𝑞II(𝑡𝑓)) , … , 𝑖M (𝑞M(𝑡𝑓)))

T

, 

(7.6) 

(7.7) 

(7.8) 

(7.9) 

(7.10) 

subject to 
𝑞𝑛(𝑡0) = 𝑞𝑛,0, 𝑛 ∈  Π, 

𝒙(𝑡0) = 𝒙0, 

𝒙(𝑡𝑓) = 𝒙𝑡𝑓 , 

(7.11) 

(7.12) 

(7.13)  
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𝑛 ∈  Π, 

 𝑢𝑛 ∈ [𝑇𝑛,min(𝜔𝑛), 𝑇𝑛,max(𝜔𝑛)], 𝑛 ∈  Π, 

𝜔𝑛 ∈ [𝜔𝑛,min, 𝜔𝑛,max], 𝑛 ∈  Π, 

𝑞𝑛 ∈ 𝒬𝑛 , 𝑛 ∈  Π, 

𝝅 ≔ (𝑞I, 𝑞II, … 𝑞M). 

  

(7.14) 

(7.15) 

(7.16) 

 (7.17) 

(7.18) 

 

The cost functional is optimized over M number of discrete state sequences and a continuous 

control function. At a time point when the prerequisite of controlled switching is fulfilled, in total 

of 3M discrete instances can happen considering 𝑛 ∈  Π and 𝜛𝑛 ∈ ℬ𝑞𝑛. 

7.1.2 As Many as Possible STs Shift at the Same Time 

The previous assumption can be loosened so that a M-drive multi-speed powertrain possesses more 

DoFs. It is assumed that at most M− 1 STs can shift at the same time. At least one EM propels the 

system during shift processes. 

 

Figure 7.2: Hybrid automaton of a multi-drive multi-speed powertrain with the second assump-

tion. 

Figure 7.2 shows the hybrid automaton with the just-mentioned assumption. Activation and 

prerequisite conditions are no longer clear enough to be illustrated. All variables and conditions 

of Section 7.1.1 are taken over but the sample space. All sub-automata activate according to their 

admissible control sets ℬI, ℬII, …ℬM and a new sample space Ω2. The admissible control sets pre-

vent any ST enters a shift process when other STs are shifting. To make sure that at most M− 1 

STs shift at a time, the sample space of 𝝅  is defined as Ω2 ≔ {(𝑞I, 𝑞II,… 𝑞M)|at least one 𝑞𝑛 ∈
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𝒬𝑛\𝒬𝑛,shift, 𝑛 ∈ Π, Π ≔ {I, II, … ,M}}. 

At a time point 𝑡, the indexes of the sub-automata in shift processes form a set Πshift. Those 

remain in their fixed gear positions form a set Π\Πshift, which can not be an empty set according 

to Ω2. The change of the torques in the sub-automata from Πshift is compensated by the torques in 

the sub-automata from Π\Πshift. The dynamics and the predefined control modelled for the system 

in Section 7.1.1 can be taken over. The necessary modification is presented in Appendix C. 

The HOCP in Section 7.1.1 is taken over with the change of the sample space from Ω1 to Ω2, 

 (𝜛I
∗(∙),𝜛II

∗(∙),…𝜛M
∗(∙), 𝒖∗(∙)) = argmin

𝝅(∙)∈Ω2,𝜛𝑛(∙)∈ℬ𝑞𝑛(∙),𝒖(∙)∈𝓤(∙)
𝐽(𝝅(∙), 𝒙(∙), 𝒖(∙)). (7.19) 

In total of M ∙ 3M−1 discrete instances can happen at a time point, when the prerequisite of con-

trolled switching is fulfilled. 

7.1.3 There are N multi-speed STs and N is smaller than M 

Under this assumption, there are M EMs and N STs, M ≥ 2, 1 ≤ N < M, M,N ∈ ℕ. The hybrid sys-

tem is formulated based on the one in Section 7.1.2. In total of N STs are allowed to shift at the 

same time, for there is at least one EM connected with a single-speed ST propelling the vehicle. 

Figure 7.3 shows the hybrid automaton with the just-mentioned assumption. 

 

Figure 7.3: Hybrid automaton of a multi-drive multi-speed powertrain with the third assump-

tion. 

Since N < M, the combination 𝝅 needs to be changed. 𝝅3 defines the discrete state of the whole 

system under the third assumption. It is defined as 
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 𝝅3 ≔ (𝑞I, 𝑞II, … 𝑞𝑁), 

𝑞𝑛 ∈ 𝒬𝑛, 𝑛 ∈ ΠN, 

ΠM ≔ {I, II, … ,M}, 

ΠN ≔ {I, II, … , N}, 

𝒬𝑛 ≔ {𝑞𝑛,1, 𝑞𝑛,2, … , 𝑞𝑛,9, 𝑞𝑛,4,𝑎 , 𝑞𝑛,4,𝑏 … , 𝑞𝑛,9,𝑑}. 

(7.20) 

(7.21) 

(7.22) 

(7.23) 

(7.24) 

The STs indexed by N+I~M are single-speed. All variables of Section 7.1.2 are taken over but the 

sample space. Replace Π in Table 7.1 by ΠN and take over Table 4.3 to obtain the admissible dis-

crete control sets. All sub-automata activate according to their admissible control sets ℬI, ℬII, …ℬN 

and a new sample space Ω3. The admissible control sets prevent any ST enters a shift process when 

other STs are shifting. At most N STs shift at a time, the sample space of 𝝅3 is defined as Ω3 ≔

{(𝑞I, 𝑞II, … 𝑞N)}. 

At a time point 𝑡, the indexes of the sub-automata in shift processes form a set ΠN,shift. Those 

remain in their fixed gear positions form a set ΠM\ΠN,shift, which can not be an empty set, since 

N < M. The change of the torques in the sub-automata from ΠN,shift is compensated by the torques 

in the sub-automata from ΠM\ΠN,shift. Take over the dynamics and the predefined control modelled 

for the system in Section 7.1.2 but replace Πshift and Π\Πshift with ΠN,shift and ΠM\ΠN,shift, respec-

tively, to obtain the dynamics and the predefined control for the hybrid model with the third as-

sumption. 

Similar to the HOCP in Section 7.1.1 the general HOCP with the third assumption is 

(𝜛I
∗(∙),𝜛II

∗(∙),…𝜛N
∗(∙),𝒖∗(∙)) = argmin

𝝅3(∙)∈Ω3,𝜛𝑛′(∙)∈ℬ𝑞𝑛′(∙)
,𝒖(∙)∈𝓤(∙),𝑛′∈ ΠN

𝐽(𝝅3(∙), 𝒙(∙), 𝒖(∙)) , 

𝐽(𝝅(∙), 𝒙(∙),𝒖(∙)) = 𝑚 (𝒙(𝑡𝑓,p)) +∫ 𝑙(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓

𝑡0

. 

𝑙(𝒙, 𝒖) = 𝒙T ∙ 𝒖 + ∑ 𝑃𝐿EM𝑛(𝜔𝑛, 𝑢𝑛)

𝑛∈ ΠM

, 

𝑚(𝒙(𝑡𝑓)) = 𝛽 ‖𝒙(𝑡𝑓) − 𝒙𝑡𝑓‖
2

, 

𝒙𝑡𝑓 =
𝑣cycle(𝑡𝑓)

𝑟
∙ (𝑖I (𝑞I(𝑡𝑓)) , 𝑖II (𝑞II(𝑡𝑓)) , … , 𝑖𝑁 (𝑞𝑁(𝑡𝑓)) , 𝑖𝑁+I, … , 𝑖M)

T

, 

(7.25) 

(7.26) 

(7.27) 

(7.28) 

(7.29) 

subject to 
𝑞𝑛(𝑡0) = 𝑞𝑛,0, 𝑛 ∈  ΠM, 

𝒙(𝑡0) = 𝒙0, 

𝒙(𝑡𝑓) = 𝒙𝑡𝑓 , 

(7.30) 

(7.31) 

(7.32)  
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𝑛 ∈  ΠM, 

 𝑢𝑛 ∈ [𝑇𝑛,min(𝜔𝑛), 𝑇𝑛,max(𝜔𝑛)], 𝑛 ∈  ΠM, 

𝜔𝑛 ∈ [𝜔𝑛,min, 𝜔𝑛,max], 𝑛 ∈  ΠM, 

𝑞𝑛 ∈ 𝒬𝑛 , 𝑛 ∈  ΠM, 

𝝅3 ≔ (𝑞I, 𝑞II, … 𝑞𝑁). 

 (7.33) 

(7.34) 

(7.35) 

(7.36) 

(7.37) 

Note the fixed gear ratios of the STs indexed by N+I~M in (7.29). The additional difference to 

the HOCPs (7.6) and (7.19) is that the discrete set in (7.25) is ΠN and in everywhere else is ΠM. 

In total of N ∙ 3N discrete instances can happen at a time point, when the prerequisite of controlled 

switching is fulfilled. 

Set N to 1 and M to 2, the hybrid system represents Speed4E powertrain. 

7.2 Hybrid Optimal Control of the General Multi-Drive Multi-
Speed Electric Vehicle 

The HOCP of Speed4E BEV is studied and a predictive EMS based on the HMP is developed for it. 

This subsection applies the HMP to the HOCPs of the general multi-drive multi-speed BEV under 

different assumptions whose hybrid systems formulated in Section 7.1. The HOCPs can be solved 

by the algorithms developed in Section 5.2 with optimality conditions produced in what follows. 

7.2.1 One ST Shifts at a Time 

In this subsection, all variables are defined according to Section 7.1.1. 

As mentioned in Section 7.1.1, a combination 𝝅 ≔ (𝑞I, 𝑞II, … 𝑞M) describes the discrete state of 

the whole system. Ω1 is the sample space of 𝝅. 𝑞𝑛, 𝑛 ∈ Π, denotes the discrete state of a sub-au-

tomaton that represents an EM and a ST, and there are in total M STs. For the HOCP (7.6), a 

costates vector 𝝀 ∈ ℝM, 𝝀 ≔ (𝜆I, 𝜆II, … , 𝜆M)
T is introduced to formulate the Hamiltonians. The dis-

crete controls 𝜛I, 𝜛II, …𝜛M change within their admissible sets ℬI, ℬII,… ℬM, respectively, and 𝝅 

changes within Ω1. This causes The Hamiltonians, the costates, the continuous states and the con-

tinuous controls indexed by 𝝅. The indexed Hamiltonians are defined as 

 ℋ𝝅(𝒙𝝅, 𝒖𝝅, 𝝀𝝅) = 𝑙(𝒙𝝅, 𝒖𝝅) + 𝝀𝝅
T  ∙ 𝒇𝝅(𝒙𝝅, 𝒖𝝅). (7.38) 

Based on the hybrid model in Section 7.1.1 and Appendix C, The 𝑛-th entry of 𝒇𝝅(𝒙𝝅, 𝒖𝝅) is 
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𝑓𝝅,𝑛(𝒙𝝅, 𝒖𝝅) =

{
 
 

 
 𝑏 (𝐺, 𝑣, 𝑝(𝐺, 𝑣, 𝑣̇pred))

𝑟
∙ 𝑖𝑛(𝑞𝑛) if 𝑞𝑛 ∈ 𝒬𝑛\{𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9},

𝑢𝝅,𝑛
ΘST𝑛,input

, if 𝑞𝑛 ∈ {𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9}.

 (7.39) 

𝑢𝝅,𝑛 denotes the 𝑛-th entry of 𝒖𝝅. The dynamics of the indexed costates in (7.38) are 

 
𝝀̇𝝅(𝑡)  = −

𝜕ℋ𝝅

𝜕𝒙
(𝒙𝝅

∗ , 𝒖𝝅
∗ , 𝝀𝝅), 

(7.40) 

whose 𝑛-th entry is 

 

𝜆̇𝝅,𝑛

=

{
 

 −𝑢𝝅,𝑛 −
𝜕𝑃𝐿𝐸𝑀𝑛
𝜕𝜔𝑛

(𝑥𝝅,𝑛, 𝑢𝝅,𝑛) − 𝜆𝝅,𝑛
𝜕𝑏

𝜕𝜔𝑛
(𝐺, 𝑣, 𝑇total), if 𝑞𝑛 ∈ 𝒬𝑛\{𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9},

−𝑢𝝅,𝑛 −
𝜕𝑃𝐿𝐸𝑀𝑛
𝜕𝜔𝑛

(𝑥𝝅,𝑛 , 𝑢𝝅,𝑛), if 𝑞𝑛 ∈ {𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9}.

 

 
(7.41) 

𝜕𝑏

𝜕𝜔𝑛
 is fully expressed in (C.6). 

Use an extended state 𝒚𝝅 ≔ (𝒙𝝅
T , 𝝀𝝅

T  )T to keep the notation compact, whose dynamics follow 

 

𝒚̇𝝅 = 𝚪𝝅(𝒚𝝅, 𝒖𝝅
∗ ) = (

𝒇𝝅(𝒙𝝅, 𝒖𝝅)

−
𝜕ℋ𝝅

𝜕𝒙
(𝒙𝝅

∗ , 𝒖𝝅
∗ , 𝝀𝝅)

). (7.42)  

The hybrid controls consist of the combination 𝜛I
∗, 𝜛II

∗, … ,𝜛M
∗ and 𝒖∗. Similar to (5.23), (5.24) 

and (5.25), they are determined by 

 𝒖𝝅
∗ = argmin

𝒖𝝅∈𝓤
ℋ𝝅(𝒙𝝅, 𝒖𝝅, 𝝀𝝅) . 

𝜛I
∗, 𝜛II

∗, … ,𝜛M
∗ = argmin

𝝅∈Ω1,𝜛𝑛∈ℬ𝑞𝑛 ,𝑛∈Π
ℋ𝝅(𝒙𝝅, 𝒖𝝅

∗ , 𝝀𝝅) , 

𝒖∗ = 𝒖𝜛I
∗,𝜛II

∗,…,𝜛M
∗ 

∗ . 

(7.43)  

(7.44) 

(7.45) 
 

The transversality condition is  
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 𝝀𝑞(𝑡𝑓)(𝑡𝑓) − 2𝛽 (𝒙(𝑡𝑓,p) − 𝒙𝑡𝑓,p) = 𝟎. (7.46)  

The HOCP (7.6) can be solved by the algorithm developed in Section 5.2 with the conditions 

(7.38)-(7.46) provided by the HMP. 

7.2.2 As Many as Possible STs Shift at the Same Time 

For the HOCP (7.19), the HMP provides the same conditions as in Section 7.2.1 but replace (7.44) 

with 

 𝜛I
∗, 𝜛II

∗, … ,𝜛M
∗ = argmin

𝝅∈Ω2,𝜛𝑛∈ℬ𝑞𝑛 ,𝑛∈Π
ℋ𝝅(𝒙𝝅, 𝒖𝝅

∗ , 𝝀𝝅), (7.47)  

where the sample space is changed from Ω1 to Ω2. 

7.2.3 There are N multi-speed STs and N is smaller than M 

The optimality conditions by the HMP for the HOCP (7.25) is largely same to those in Sections 

7.2.1 and 7.2.2. The necessary modification focuses on the discrete sets ΠM and ΠN. A costates 

vector 𝝀 ∈ ℝM, 𝝀 ≔ (𝜆I, 𝜆II, … , 𝜆M)
T is introduced to formulate the Hamiltonians. The discrete con-

trols 𝜛I, 𝜛II, …𝜛N change within their admissible sets ℬI, ℬII, …ℬN, respectively, and 𝝅3 changes 

within Ω3. This causes The Hamiltonians, the costates, the continuous states and the continuous 

controls indexed by 𝝅3. The indexed Hamiltonians are defined as 

 ℋ𝝅3(𝒙𝝅3 , 𝒖𝝅3 , 𝝀𝝅3) = 𝑙(𝒙𝝅3, 𝒖𝝅3) + 𝝀𝝅3
T  ∙ 𝒇𝝅3(𝒙𝝅3 , 𝒖𝝅3). (7.48) 

Based on the hybrid model in Section 7.1.3, The 𝑛-th entry of 𝒇𝝅3(𝒙𝝅3 , 𝒖𝝅3), 𝑛 ∈  ΠN, is 

 𝑓𝝅3,𝑛(𝒙𝝅3 , 𝒖𝝅3)

=

{
 
 

 
 𝑏 (𝐺, 𝑣, 𝑝(𝐺, 𝑣, 𝑣̇pred))

𝑟
∙ 𝑖𝑛(𝑞𝑛) if 𝑞𝑛 ∈ 𝒬𝑛\{𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9},

𝑢𝝅3,𝑛

ΘST𝑛,input
, if 𝑞𝑛 ∈ {𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9}.

 
(7.49) 

𝑢𝝅3,𝑛 denotes the 𝑛-th entry of 𝒖𝝅3. The 𝑛-th entry of 𝒇𝝅3(𝒙𝝅3 , 𝒖𝝅3), 𝑛 ∈ ΠM\ΠN, is the same to the 

one with the condition 𝑞𝑛 ∈ 𝒬𝑛\{𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9} in (7.49). 

The dynamics of the indexed costates in (7.48) are 
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𝝀̇𝝅3(𝑡)  = −

𝜕ℋ𝝅3

𝜕𝒙
(𝒙𝝅3

∗ , 𝒖𝝅3
∗ , 𝝀𝝅3), (7.50) 

whose 𝜋-th entry, 𝑛 ∈  ΠN, 𝜆̇𝝅3,𝑛 equals 

{
 

 −𝑢𝝅3,𝑛 −
𝜕𝑃𝐿𝐸𝑀𝑛
𝜕𝜔𝑛

(𝑥𝝅3,𝑛, 𝑢𝝅3,𝑛) − 𝜆𝝅3,𝑛
𝜕𝑏

𝜕𝜔𝑛
(𝐺, 𝑣, 𝑇total), if 𝑞𝑛 ∈ 𝒬𝑛\{𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9},

−𝑢𝝅3,𝑛 −
𝜕𝑃𝐿𝐸𝑀𝑛
𝜕𝜔𝑛

(𝑥𝝅3,𝑛 , 𝑢𝝅3,𝑛), if 𝑞𝑛 ∈ {𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9}.

 

 
(7.51) 

𝜕𝑏

𝜕𝜔𝑛
 is fully expressed in (C.6). The 𝑛-th entry of 𝝀̇𝝅3, 𝑛 ∈ ΠM\ΠN, is the same to the one with the 

condition 𝑞𝑛 ∈ 𝒬𝑛\{𝑞𝑛,𝑗,𝑐| 3 < 𝑗 ≤ 9} in (7.51). 

Use an extended state 𝒚𝝅3 ≔ (𝒙𝝅3
T , 𝝀𝝅3

T  )
T
 to keep the notation compact, whose dynamics follow 

 

𝒚̇𝝅3 = 𝚪𝝅3(𝒚𝝅3 , 𝒖𝝅3
∗ ) = (

𝒇𝝅3(𝒙𝝅3 , 𝒖𝝅3)

−
𝜕ℋ𝝅3

𝜕𝒙
(𝒙𝝅3

∗ , 𝒖𝝅3
∗ , 𝝀𝝅3)

). (7.52)  

The hybrid controls consist of the combination 𝜛I
∗, 𝜛II

∗, … ,𝜛N
∗ and 𝒖∗. Similar to (5.23), (5.24) 

and (5.25), they are determined by 

 𝒖𝝅
∗ = argmin

𝒖𝝅∈𝓤
ℋ𝝅(𝒙𝝅, 𝒖𝝅, 𝝀𝝅) . 

𝜛I
∗, 𝜛II

∗, … ,𝜛M
∗ = argmin

𝝅∈Ω3,𝜛𝑛∈ℬ𝑞𝑛 ,𝑛∈ΠN

ℋ𝝅(𝒙𝝅, 𝒖𝝅
∗ , 𝝀𝝅) , 

𝒖∗ = 𝒖𝜛I
∗,𝜛II

∗,…,𝜛N
∗ 

∗ . 

(7.53)  

(7.54) 

(7.55) 
 

The transversality condition is  

 𝝀𝑞(𝑡𝑓)(𝑡𝑓) − 2𝛽 (𝒙(𝑡𝑓,p) − 𝒙𝑡𝑓,p) = 𝟎, (7.56)  

The HOCP (7.6) can be solved by the algorithm developed in Section 5.2 with the conditions 

(7.48)-(7.56) provided by the HMP. 

Set N to 1 and M to 2, the optimality conditions from this subsection is identical to those of 

Speed4E powertrain in Section 5.2.2. 
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7.3 Summary 

A general multi-drive multi-speed electric powertrain is proposed. Its hybrid system formulation is 

presented. In the formulation, each EM is connected to a ST that is either single-speed or shares 

the same topology with the ST2 in Speed4E powertrain. By doing so, the methodology to model 

the shift processes is taken over. The mathematical models of the multi-drive multi-speed power-

train under two assumptions are separately presented. It is noticed that they share the majority of 

their hybrid system formulation. The lowest and the highest complexity caused by the different 

assumptions is expressed through the admissible discrete control sets and the sample space of the 

combination that defines the discrete state of the whole system. In the same way, the general 

multi-drive multi-speed electric powertrain with other complexity can be modelled. The HOCPs 

for the multi-drive multi-speed powertrain are presented. They are in nature under the same cat-

egory as the HOCP for Speed4E powertrain. 

The multi-drive multi-speed powertrain in Section 7.1 does not cover the powertrains that con-

sist of STs with different topologies to the ST2 of Speed4E powertrain. Though the difference is 

seemingly giant, the powertrains that are not explicitly included in Section 7.1 can be modelled in 

the same way as in Section 7.1, as long as the shift processes are modelled with the same method-

ology as in 4.4.2, i.e. simplifying the shift processes to be primarily time dependent. On the level 

of hybrid automata, the sub-automata in Figure 7.1 and Figure 7.2 are to be modified, but the 

switching conditions among sub-automata remain. The HOCPs in Section 7.1 remain. 

Lemma 1, 2 and 3 from Section 5.3 can be extended to higher dimensional problems obtained 

in Section 7.2. The corresponding problem is formulated as 

min
𝒖𝝅

𝑙(𝒙, 𝒖𝝅) , 

𝑙(𝒙, 𝒖𝝅) = 𝒙T ∙ 𝒖𝝅 + ∑ 𝑃𝐿EM𝑛(𝜔𝑛, 𝑢𝑛)

𝑛∈ Π

, 

(7.57) 

(7.58) 

subject to 𝒙̇𝝅 =
𝑏(𝑞, 𝑣, 𝑇total)

𝑟
∙ (𝑖I (𝑞I(𝑡𝑓)) , 𝑖II (𝑞II(𝑡𝑓)) , … , 𝑖M (𝑞M(𝑡𝑓)))

T

, 

𝑇total = ∑ 𝜙𝑛(𝜔𝑛 , 𝑢𝑛)

𝑛∈ Π

∙ 𝑖𝑛(𝑞𝑛), 

Π ≔ {I, II, … ,M}, 

 𝑢𝑛 ∈ [𝑇𝑛,min(𝜔𝑛), 𝑇𝑛,max(𝜔𝑛)], 𝑛 ∈  Π, 

𝜔𝑛 ∈ [𝜔𝑛,min, 𝜔𝑛,max], 𝑛 ∈  Π, 

𝝅 ≔ (𝑞I, 𝑞II, … 𝑞M), 

𝑞𝑛 ∈ {1,2}, 𝑛 ∈  Π. 

 (7.59) 

(7.60) 

(7.61) 

 (7.62) 

(7.63) 

(7.64) 

(*) 
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The HMP is applied to the HOCPs of the general multi-drive multi-speed BEV from Section 7.1. 

The difference between the optimality conditions of both HOCPs is the sample space of the com-

bination. A unified framework for modelling and optimal control of the general multi-drive multi-

speed electric powertrain takes shape based on the hybrid system formulation and the HOCP for-

mulation in Section 7.1 as well as the optimality conditions from the HMP in Section 7.2. 

The predictive EMS developed in Chapter 5 and both reference EMSs in Chapter 6 can be ap-

plied. Compared to the EMS naive optimal, it can be expected that the predictive EMS reduces the 

shift count and the energy consumption of a multi-drive multi-speed BEV, since the advantages of 

the predictive EMS over the EMS naive optimal is not Speed4E powertrain specific. 

Due to the lack of data, the HOCP of the general multi-drive multi-speed BEV is not numerically 

studied. 
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8 Multi-Criteria Operation Strategy Considering 
Service Life 

As Figure 6.18 shows, the vehicle is propelled mostly by the EM1 through the ST1 in the WLTC, 

may it be controlled by the predictive EMS, the EMS naive optimal or the EMS global optimal. One 

can imagine that the EM1 and the ST1 would reach their service lives earlier than the EM2 and 

the ST2, if they would be designed to reach the same service life under the WLTC. Such a hypo-

thetical case leads to two possible outcomes: 1) if certain parts in the EM1 or the ST1 that reach 

their service lives are not independently repairable or replaceable, the EM1 or the ST1 is discarded; 

2) if they are independently repaired or replaced, maintenance and re-calibration costs occur. Both 

outcomes are undesirable, which are addressed often during design processes [36, p. 279]. This 

chapter proposes a solution to avoid such a hypothetical case from an operation strategy point of 

view. With such a goal in mind, this chapter does not pursue innovative or comprehensive methods 

but conventional and proved in practice methods to characterize service life. 

Firstly, the relevant fundamentals surrounding the concept “service life” are introduced and 

discussed, which leads to a quantitative service life estimation model of Speed4E powertrain. Sec-

ondly, with the help of the service life estimation, the goal of avoiding the hypothetical case in the 

previous paragraph is translated to mathematical language and a multi-criteria operation strategy 

(MCOS) is formed. Thereafter, the influence of the controls on the service life is investigated. 

Lastly, the driving cycle simulation results of the developed MCOS are discussed. 

8.1 Service Life Estimation 

8.1.1 Introduction 

Service life is more precisely defined as 𝐵𝑥-service life, which indicates a service life 𝐵, within which 

𝑥 % of the products of a production batch fail [36, p. 59]. It may have a unit of duration, e.g. the 

service life of an electric motor in hour, or a unit of distance, e.g. the service life of a transmission 

in km. In some literatures, they are called lifetime and 𝐵𝑥-lifetime, respectively [153]. 𝐵𝑥-service 

life describes the failure and reliability characteristics of a product. Two core ideas are: Reliability 

is the probability that a product does not fail during a defined period of time under given functional 

and surrounding conditions [153, p. 21]; Failure rate is the complement of the reliability.  

Figure 8.1 qualitatively illustrates a typical bathtub curve of failure rates along service life. The 

bathtub curve can be divided into three regions: region 1 of early failures, region 2 of random 

failures and region 3 of wearout failures. In Region 1, the failure rate decreases, as the service life 

increases. Early failures are mostly caused by errors in assembly, production, materials or by design 

flaws. The failure rate remains constant in Region 2. Often, incorrect operation, maintenance and 
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dirt particles are the main causes for random failures. They are difficult to predict and happen with 

a low probability. The failure rate increases rapidly, as the service life increases and enters Region 

3. As mechanical parts fatigue and decayable materials age, a wearout failure takes place with an 

increasing probability. 

The actions taken to reduce failure rates of early failures and random failures must be taken 

into consideration in design processes. From a system design perspective, the improvements in 

Region 3 take place at the stage of construction dimensioning [36, p. 35]. Wearout failures are 

most interesting for design and reliability analysis, for 𝐵𝑥-service life is largely determined by their 

failure rates. They can be reduced substantially by taking special account of possible causes and 

designing the parts and the systems accordingly, which leads to service life calculation [153, p. 

635]. 

 

Figure 8.1: The bathtub curve 

The service life of a product depends on the service lives of its individual parts and their collab-

oration. For instance, a passenger car with a 5-speed transmission drives on a given driving cycle, 

during which different gears are engaged for different time. Figure 8.2 shows the proportion of 

time of all gears. To calculate the service life of the transmission in the example is a combined 

consideration of the service lives of the parts corresponding the power flow of each gear position. 

Other than time, loads and, hence, stresses on a part is also crucial to the service life calculation. 

They depend on its functionals and the surrounding conditions. For the transmission in the exam-

ple, the loads and stresses on each part depend on the driving cycle. Considered over time, indi-
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vidually variable load curves of all parts are obtained. They are compared against the parts’ re-

sistance to loads and stresses to obtain accumulated fatigue and service lives [36, p. 251]. 

 

Figure 8.2: Proportion of time that different gears are engaged, when the vehicle drives with 

an example driving cycle. 

8.1.2 Parts Selection for Service Life Estimation 

For electric powertrains, EMs and transmissions are prone to wearout failures. In order narrow 

down the subjects for service life estimation, their parts are analysed and divided into three cate-

gories, as shown in Table 8.1. A-parts are defined as critical to reliability and their service lives can 

be calculated corresponding reality. B-parts are defined as critical to reliability, but the service life 

is hard to be calculated with confidence. Often, these parts are loaded by friction, abrasion (syn-

chronizers and brushes), dirt and corrosion (seals). C-parts are neutral to risk and not considered 

in further discussion. Service life estimation focuses on A-parts. 

Table 8.1 Preselection of parts for fatigue estimation 

 A-parts B-parts C-parts 

 Prone to risk Prone to risk Neutral to risk 

 𝐵𝑥 -service life calcula-

tion possible 

𝐵𝑥- service life calcula-

tion impossible or does 

not reflect reality 

Mostly random and 

early failures 

Electric motor 

[154], [155] 

Winding insulation 

Bearing 

Brush (if exists) 

Rotor and end ring 

(asynchronous mo-

tors) 

 

Transmission 

[153, p. 99], 

[36, p. 647] 

Shaft 

Gear 

Bearing 

Synchronizer 

Seal 

Housing 

In the category “A-parts”, winding insulation is different from the rest for its main purpose. It 

protects winding from electrically shorting, contamination, mechanical and thermal stress [156, 

pp. 7-12]. The electrical endurance of insulation materials is affected by temperature and time in 
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such a way that obeys Arrhenius chemical rate equation, i.e. the thermal service life56 of insulation 

is halved for each increase of 10 °C57 in the exposure temperature [158, 159]. It is natural and 

essential, in the case of any electric powertrain, to take the cooling system of the electric motor 

into the consideration. The mathematical modelling of the complex thermal management system 

developed for Speed4E powertrain is, unfortunately, beyond the scope of online MCOS in this 

work. However, another work of the author [160] showed that a goal-oriented thermal manage-

ment control can not only reduce the energy consumption but also extend the thermal service lives 

of both EMs in Speed4E powertrain. 

The rest of the A-parts are designed either for operational fatigue strength or for endurance 

strength [36, pp. 294-296]. To design a part for operational fatigue strength is to have it designed 

to endure an expected load profile for a certain time of use [36, p. 250]. To design a part for 

endurance strength is to base the design on the maximum anticipated load [36, p. 279]. 

Shafts are often conservatively designed for endurance strength, for the typical shaft configura-

tion of vehicle transmissions is particularly unfavourable from the point of view of strength. The 

long distance between bearings causes large bending moments, and the contacting parts such as 

shoulders, grooves, collars, bearing seats etc. cause notches [36, p. 280]. As a result of conservative 

designs, shafts in transmissions are often found fatigue resistant, i.e. infinite service life, in service 

life estimation for normal expected load profile, as shown in a typical example in Table 8.2. There-

fore, shafts are not considered in the service life estimation in this work. 

The 𝐵1 service lives of the first stage gearset for tooth failure and pitting are listed in Table 8.2. 

                                                                 

56 In the literature [157], thermal service life is called thermal life and thermal lifetime. 

57 In actual testing, the increment often deviates from 10°C. 

Table 8.2. An typical example of calculated 𝑩𝟏 and 𝑩𝟏𝟎 service life of A-parts in a transmis-

sion [153, p. 102] 

Components Estimated service life 

Input shaft Fatigue resistant 

Output shaft Fatigue resistant 

Gear tooth failure: first stage gearset 𝐵1 service life: 70,000 to 120,000 cycles 

Gear tooth pitting: first stage gearset 𝐵1 service life: 500,000 cycles 

Rolling bearing 𝐵10 service life: 1,500,000 cycles to fatigue resistant 
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There are different types of failures for a part, and their failure rates and 𝐵𝑥-service lives are dif-

ferent. Rolling bearings, depending on the configuration, can operate with a 𝐵10 service life vary-

ing from 1,500,000 cycles to an infinite service life. Typical service lives of gears and bearings that 

are reasonably designed for a system are not decidedly separated, which suggests that both types 

of parts are necessary to be considered in service life estimation. 

In summary, gears and bearings are selected as the subjects of the service life estimation. During 

operation, the fatigue of these parts accumulates, as they withstand loads. The following elabo-

rates, how the fatigue and its accumulation are modelled. 

8.1.3 Mechanical Fatigue Calculation and Its Accumulation 

Gears and bearings are exposed to different types of failures, among which some are caused by 

fatigue and under the category of wearout failures, while others are not. 

8.1.3.1 Main Damages of Gears and Rolling Bearings 

Gear 

The service life of a gear is basically limited by four types of damages [36, pp. 239-243]: 1) tooth 

failure, 2) macropitting and micropitting, 3) hot scuffing and 4) cold scuffing. Both tooth failure 

and macropitting can lead to gear failure. Micropitting is surface pitting in a microscopic scale. It 

does not lead to gear failure but can increase noise emission. Hot scuffing and cold scuffing are 

related to lubrication condition and seldom occur in vehicle transmissions. They do not cause gear 

failure. For their seriousness and relevancy, tooth failure and macropitting are necessary to be 

considered in the service life estimation. Read [36, pp. 239-243] for more information. 

 

Figure 8.3: Typical damage examples. (left) Macropitting. (right) Tooth root breakage—tooth 

failure [161] 

Tooth failure is that the whole tooth or part of a tooth breaks off, which leads to gear failure. 

Figure 8.3 (right) shows an example of tooth root breakage, which will cause the whole tooth to 

break off. The tooth operates under pulsating load and the maximum bending stress occurs at the 

tooth root, which suggests that the fatigue at the tooth root, i.e. tooth root breakage, needs to be 



 

 

8 Multi-Criteria Operation Strategy Considering Service Life 121 

 

modelled to represent tooth failure [36, p. 242]. 

Damage to the tooth flank by pitting is indicated by the appearance of pin holes and extended 

tooth flank spalling, which is a symptom of material fatigue at the tooth flanks. See Figure 8.3 

(left) for an example. It is considered mostly caused by the stresses between the flanks of the 

pinion and the wheel during meshing. The fatigue on the tooth flanks is to be modelled. 

Rolling Bearing 

Loads on bearings in transmissions result primarily from the meshing forces of the gears mounted 

on the same shafts and preload forces with adjusted bearing arrangements [36, p. 423]. Rolling 

bearing damages can be divided into following categories: adhesive wear, abrasive wear, fatigue, 

corrosion, and further failures (electric erosion, plastic deformation etc.) [162]. Only fatigue is 

considered in the service life estimation, since adhesive wear, abrasive wear and corrosion are 

mainly caused by false installation, operation, and maintenance; methods to estimate the failures 

caused by electric erosion, plastic deformation etc. are out of the scope of the service life estimation 

for online MCOSs [163]. 

 

Fatigue occurs at surfaces of rolling elements and rings, due to cyclic stresses from rolling and 

sliding between rolling elements and rings. They cause microstructural alterations and lead to 

pitting and spalling on surfaces [164]. Figure 8.4 shows an example of the spalling on the inner 

ring caused by fatigue. 

Fatigue to be modelled in the service life estimation 

So far, tooth root breakage and macropitting (it is called “pitting” in what follows) are selected 

as the failures considered in the service life estimation for gears. It was stated in [36, p. 239] that 

gears for vehicle transmissions are now almost without exception designed so that tooth root breakage 

is eliminated, for it causes serious and immediate gear failure. It will be evaluated in Section 8.1.4 

to decide, if tooth root breakage remains in the service life estimation. Bearing fatigue is selected 

as the failure considered in the service life estimation for bearings. In a vehicle, gears and bearings 

Figure 8.4: Spalling on the inner ring of a rolling bearing [167]. 
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withstand loads caused by both positive and negative torques generated by its power source(s). 

For conventional vehicles, [165] and [166, pp. 110-111] suggested that loads and fatigue caused 

by negative torques are low enough to be neglectable in the service life estimation. Such a practice, 

however, loses its prerequisite in the case of BEVs, since they primarily use their EM(s) to recuper-

ate their kinetic energy while decelerating. In this case, loads and fatigue caused by positive and 

negative torques are comparable, which is verified later in Section 8.1.4. It is necessary to discuss 

the available methods to model fatigue caused by both positive and negative torques. 

• Tooth root breakage 

Bending stress is considered the only stress that is critical for modelling tooth root breakage 

[36, p. 243]. Bending stress on a tooth root is schematically illustrated in Figure 8.5. The 

bending stress caused by the normal force on the right flank (𝐹𝑛,right) is marked blue and the 

bending stress caused by 𝐹𝑛,left is marked red, both of which contribute to the tooth root 

breakage. It was suggested in [161] to consider the alternating loads on both flanks and the 

residual stresses in the tooth core to model the fatigue of the tooth root breakage. Addition-

ally, DIN 3990—part 6 suggested four methods: 

 

▪ Method FA: the fatigue is estimated with a damage characteristic curve, i.e. a S-N 

curve discussed in next subsection, based on calculation or experiment that con-

siders the frequency of the alternating loads. 

▪ Method FB: the fatigue is estimated with a S-N curve that is modified considering 

the frequency of the alternating loads. 

▪ Method FC: the loads caused by negative torques are added to the loads caused by 

positive torques with a factor of 0.7. The combined loads are used to estimate the 

total fatigue based on a S-N curve. 

Figure 8.5: Schematic of the bending stress on the tooth root. 



 

 

8 Multi-Criteria Operation Strategy Considering Service Life 123 

 

▪ Method FD: the loads caused by negative torques are multiplied with 0.7 and the 

resulting loads are used to estimate a partial fatigue based on a S-N curve. The 

partial fatigue is added to the fatigue that is estimated with the loads caused by 

negative torques based on a S-N curve. 

The method from [161] and the methods FA and FB are not applicable, since the complexity 

exceeds the scope of the service life estimation for MCOSs. The methods FC and FD were 

mostly applied to conventional vehicles, which decelerates majorly through brakes, while 

gears in transmissions only transmit small negative torques generated by engines. In this case, 

there is a decided distinction between the loads caused by the positive and the negative tor-

ques, which is not the case for BEVs. For the purpose of conservative estimation, the method 

FC is adopted but with a conservative factor of 1.0 for the loads caused by negative torques. 

• Tooth flank pitting 

Pitting is caused by slip/roll stresses on flank surfaces and incipient cracks due to high shear 

stresses in the area below surfaces [36, p. 239]. The schematic of the stresses on the surface 

is shown in Figure 8.6. It is assumed none interference between the slip/roll stresses on both 

flanks, as well as between the shear stresses below both flanks. The loads caused by positive 

torques and negative torques are, therefore, separately calculated and the resulting fatigues 

are separately accumulated. 

 

Figure 8.6: Schematic of the Hertzian stress on the tooth flanks 

• Bearing fatigue failure 

The theory for assessing material deformation in rolling bearings is adopted from [167], 

which assumes that cracks are caused by the maximum orthogonal shear stresses initiated in 

the risk volume illustrated in Figure 8.7. Under the assumption from [167], for a standard 

bearing configuration, i.e. two bearings mounted on a shaft, the assessment of stresses, risk 

volume and resulting fatigue is simplified to be free from the directions of torques. The loads 
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caused by positive and negative torques are linearly accumulated. 

After analysis, tooth flank pitting and rolling bearing fatigue are chosen to be the subjects of the 

service life estimation. The fatigues caused by positive and negative torques on the former are 

separately accumulated and those on the latter are linearly accumulated. 

8.1.3.2 Fatigue Estimation 

To estimate the fatigue resulting in a certain kind of failure is to compare the load causing the 

fatigue to the resistance of the load, i.e. load capacity. It is standard to be modelled as a S-N curve, 

i.e. a Stress-Life Cycle curve. It is a stress-controlled Wöhler curve, which describes the load capac-

ity of a component. It is attained through experiments58 to reflect the relationship between the 

cyclic stress amplitude and the permissible cycle number under the cyclic stress [168, pp. 21-25]. 

Figure 8.8 shows the typical shape of S-N curves on double logarithmic scales. The curves of dif-

ferent failure rates are marked with different colours, among which the one of 𝐵10-service life is 

                                                                 

58 A S-N curve is determined through a single-stage test under the specifications defined by DIN 50100. 
Figure 8.8: S-N curves of different 𝑩𝒙-service life of an example part for a certain failure. Figure 

modified from the one from [32, p. 254]. 

Figure 8.7: Risk volume of rolling bearing fatigue suggested by [113]. Figure taken from [114]. 
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mostly used for gears and bearings. The permissible cycle number 𝑁𝑖 of 𝐵𝑥-service life can be read 

from a curve for a given stress amplitude 𝜎𝑖. Three zones can be identified: 

• Short-time strength, permissible cycles up to ca. 101~103 cycles: also called low cycle fatigue 

domain. Fatigue in this zone is caused by irreversible plastic deformations in materials due 

to high stress [153, p. 321, 169]. 

• Fatigue strength, permissible cycles up to the cycle number at fatigue limit 𝑁𝐷 = 106~107: 

also called high cycle fatigue domain. In this zone, the S-N curve can be simplified as a straight 

line in double logarithmic coordinates, as 

 
𝑁𝑖 = 𝑁D ∙ (

𝜎𝑖
𝜎D
)
−𝑘

, (8.1) 

where 𝜎𝐷 is the fatigue limit stress amplitude and 𝑘 is the gradient of the straight line in dou-

ble logarithmic coordinates [36, p. 254].  

• Endurance strength, the stress amplitude is smaller than 𝜎D: no failure is expected in this zone 

for a wide range of materials, e.g. ferritic steels. Some materials, e.g. austenitic steels, do not 

show a distinct endurance strength [153, p. 321]. 

A part is ideally designed in such a way that the expected operational stresses do not fall into 

the short-time strength zone and avoid the endurance strength zone, avoiding short expected ser-

vice life and over dimensional design, respectively. S-N curves are often simplified to be horizontal 

on double logarithmic scales in the short-time strength and the endurance strength zones.  

• Tooth root breakage 

DIN 3990—part 3 provides the standard method to calculate S-N curves of 𝐵10 service life 

of tooth root breakage. See [36, pp. 243-245] for a detailed explanation. See Appendix E for 

the calculated S-N curves in this thesis. 

The effective bending stress 𝜎F characterizes the local stress of a tooth root. According to 

DIN 3990, 𝜎F can be determined by considering 𝐹tn, the tangential component of the normal 

force, and various parameters, 

 
𝜎F =

𝐹tn
𝑏 ∙ 𝑚𝑛

∙ 𝑍Fa ∙ 𝑍Sa ∙ 𝑍ε ∙ 𝑍β ∙ 𝐾A ∙ 𝐾V ∙ 𝐾α ∙ 𝐾β, (8.2) 

where the parameters are defined in Table 8.3. 

• Tooth flank pitting 

DIN 3990—part 2 provides the standard method to calculate S-N curves of 𝐵10 service life 
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off tooth flank pitting. See [36, pp. 245-246] for a detailed explanation. See Appendix E for 

the calculated S-N curves in this thesis. 

 

Hertzian stress 𝜎H characterizes slip/roll stresses on flank surfaces According to DIN 3990, 

it can be determined by considering the nominal force on the tooth flank 𝐹n and various pa-

rameters, 

 

𝜎H = 𝑍B/D ∙ 𝑍H ∙ 𝑍E ∙ 𝑍ε ∙ 𝑍β ∙ √
𝐹n(𝑖 + 1)

𝑑1 ∙ 𝑏 ∙ 𝑖
∙ 𝐾A ∙ 𝐾V ∙ 𝐾α ∙ 𝐾β, (8.3) 

where the parameters are defined in Table 8.3. 

Table 8.3. Parameters to calculate 𝝈𝐇 

Parameter Meaning Source 

𝑍B/D pinion/wheel contact factor DIN 3990—Part 2, Pages 8 

𝑍H zone factor DIN 3990—Part 2, Page 6 

𝑍E elasticity factor DIN 3990—Part 2, Page 8 

𝑍ε contact ratio DIN 3990—Part 3 for 𝜎F and Part 2 for 

𝜎H 

𝑍β helical overlap DIN 3990— Part 3 for 𝜎F and Part 2 for 

𝜎H 

𝑑1 Pitch circle diameter of the pinion gearset design 

𝑏 contact face width gearset design 

𝑚𝑛 standard module gearset design 

𝑖 gear ratio gearset design 

𝐾A application factor DIN 3990—Part 1, Page 55 

𝐾V dynamic factor DIN 3990—Part 1, Page 16-17 

𝐾α transverse factor DIN 3990—Part 1, Page 45 

𝐾β longitudinal load distribution fac-

tor for surface stress 

DIN 3990—Part 1, Page 19 
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• Bearing fatigue failure 

DIN ISO 281 provides the standard method to calculate 𝐵10 service lives of rolling bearings 

directly. 𝑁, the permissible cycle number under an equivalent dynamic load 𝐿, is 

 
𝑁 = (

𝐶

𝐿
)
𝑘

, 

𝐿 = 𝑋 ∙ 𝐹radial + 𝑌 ∙ 𝐹axial, 

(8.4) 

(8.5) 

where the variables and the parameters are defined in Table 8.4. 

Table 8.4. Parameters to calculate 𝑵 

Parameter Meaning Source 

𝐶 basic dynamic load rating in N Bearing catalogues 

𝐿 equivalent dynamic load in N calculation 

𝑘 service life exponent DIN ISO 281. Bearing type dependent 

𝑋 radial factor DIN ISO 281. 𝐹𝑟 and 𝐹𝑎 dependent 

𝐹radial radial load in N calculation 

𝑌 axial factor DIN ISO 281. 𝐹𝑟 and 𝐹𝑎 dependent 

𝐹axial axial load in N calculation 

   

8.1.3.3 Fatigue Accumulation 

The fatigue accumulation hypothesis describes, how the fatigues caused by cyclic stresses inte-

grate, whose foundation is Miner’s rule [170]. It assumes that the absorbed work during operation 

causes fatigue and the proportion of the already absorbed work 𝑤 out of the permissible work to 

absorb 𝑊 measures the fatigue. Its proportion is equal to the one of the cycle number of a cyclic 

stresses with constant amplitude 𝑛 to the permissible cycle number 𝑁. Under such an assump-

tion59, every load cycle causes a constant fatigue, which accumulates linearly. Furthermore, the 

                                                                 

59 Methods with the assumption of nonlinear accumulation showed high accuracy (see the review 

article [171]). However, they were targeted at specific use cases and demand high computation 

resources [166, p. 26], which makes them unfavourable for the service life estimation in MCOSs. 
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accumulated fatigue 𝐷 caused by cyclic stresses with 𝑗 amount of stress amplitudes, i.e. a load 

profile, can be summed up as 

 

𝐷 =
𝑤1
𝑊
+
𝑤2
𝑊
+⋯+

𝑤𝑗

𝑊
=
𝑛1
𝑁1
+
𝑛2
𝑁2
+⋯+

𝑛𝑗

𝑁𝑗
=∑

𝑛𝑖
𝑁𝑖

𝑗

𝑖=1

, (8.6) 

where 𝑖 indexes the stress amplitude. The part in Figure 8.8 has operated under 𝜎𝑖 and 𝜎𝑗 for 𝑛𝑖 

and 𝑛𝑗 cycles, respectively. 𝐷 is the sum of the fractions of the areas with the width of 𝑛𝑖 and 𝑛𝑗 

out of the areas with the width of 𝑁𝑖 and 𝑁𝑗. In continuous time, 𝐷 can be determined by 

 
𝐷 = ∫

𝑛(𝑡)

𝑁(𝜎(𝑡))
𝑑𝑡

𝑡𝑓

𝑡0

. (8.7) 

A failure is expected, when 𝐷 reaches 1 [170, 172]. In reality, a failure often occurs with a 

calculated fatigue smaller than 1. In order to use (8.6) to perform an accurate prediction, the 

knowledge of the total fatigue, when an actual failure happens, is necessary [36, p. 258]. 

With a simplified S-N curve that is horizontal in endurance strength zone, the fatigues caused 

by the stresses under the fatigue limit stress can be ignored, since an infinite service life would be 

expected. However, it contradicts the results reported in [173, 174], which stated that, in a mixed 

load profile, stresses under the fatigue limit stress cause fatigue. Therefore, Miner’s rule, together 

with a simplified S-N curve, is yet incomplete for the service life estimation. 

Several hypotheses were developed to address this issue, e.g. Miner’s rule without endurance 

strength [168, p. 285], Miner’s rule modified by Haibach (Miner Haibach hypothesis) [175], 

Miner’s rule modified by Liu and Zenner [176]. They carry over the linear accumulation assump-

tion, but use a modified S-N curve (see [153, pp. 327-329] for a review).  

Miner Haibach hypothesis considers the slope of S-N curve on double logarithmic scales in the 

endurance strength zone to be 2𝑘 − 1. It is adopted for the fatigue accumulation in this work, since 

it is supported by the experiments, especially in the automotive industry [36, p. 260, 153, p. 328]. 

8.1.4 Speed4E Powertrain Service Life Estimation 

In the rest of this Chapter, “service life”, “fatigue” and “S-N curve” are meant for those relate to 

𝐵10 service life. 

The bearing and the gearset configuration are schematically illustrated in Figure 8.9. All bear-

ings are labelled in Figure 8.9(a) and their types are listed in Table E. 2 in Appendix E. All gears 

are labelled in Figure 8.9(b) and their meaning are listed in Table 8.5. 
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Table 8.5: The Gears in Speed4E powertrain 

Gear label Description Gear label Description 

G1.S1.SG ST1 sun gear G2.S2.1P ST2 stage 2 1st gear pinion 

G1.S1.PG ST1 planet gear G2.S2.1W ST2 stage 2 1st wheel 

G1.S1.RG ST1 ring gear G2.S2.2P ST2 stage 2 2nd gear pinion 

G1.S2.P ST1 stage 2 pinion G2.S2.2W ST2 stage 2 2nd wheel 

G1.S2.W ST1 stage 2 wheel G2.S3. P ST2 stage 3 pinion 

G2.S1.P ST2 stage 1 pinion G2.S3.W ST2 stage 3 wheel 

G2.S1.W ST2 stage 1 wheel   

 

 

   

B1.1.1 and B1.1.2 support the shaft of the EM1 on which G1.S1.SG is mounted. Three planet 

gears (G1.S1.PG) on three needle bearings (B1.2.1~3) are mounted on the planetary carrier. The 

ring gear (G1.S1.RG) is fixed on the housing. The planetary carrier and the pinion are supported 

by B1.3.1 and B1.3.2. B2.1.1 and B2.1.2 support the shaft of the EM2, which is connected to the 

input shaft of ST2 with a shaft coupling. B2.1.3 and B2.1.4 support the input shaft of the ST2 on 

which G2.S1.P is mounted. The shaft coupling is considered a torque transferring part. Therefore, 

B2.1.3 and B2.1.4 are assumed to withstand all loads on the input shaft of the ST2. G2.S1.W, 

G2.S2.1P and G2.S2.2P are mounted on the counter shaft that is supported by B2.2.1 and B2.2.2. 

G2.S2.1W, G2.S2.2W and G2.S3.P are mounted on the output shaft that is supported by B2.3.1 

and B2.3.2. G.FD.W is the wheel that is coupled with G1.S2.P and G2.S3.P that are supported by 

Figure 8.9: Bearing and gearset configuration of Speed4E powertrain. 



 

 

130 8 Multi-Criteria Operation Strategy Considering Service Life 

 

B3.1.1 and B3.1.2, respectively. They are part of the final drive and differential. The parameters 

of the gears and the bearings are listed in Appendix E. 

Based on the Miner Haibach hypothesis described in Subsection 8.1.3.3, the modified S-N curves 

of G1.S1.SG and B1.1.1 are determined and shown in Figure 8.10. 

 
(a) 

 
(b) 

 
(c) 

Figure 8.10: Modified S-N Curves of (a) B1.1.1, (b) G1.S1.SG pitting and (c) G1.S1.SG tooth 

root breakage. 

For a gear, 𝜎F and 𝜎H are calculated based on (8.2) and (8.3), respectively, in which the normal 

force 𝐹n and its tangential component 𝐹tn are determined by analysing the meshing force that is 

schematically illustrated in Figure 8.11(a). With the geometry of the gear, namely helix angle 𝛼, 

pressure angle 𝛽 and pitch diameter, 𝐹n can be decomposed into the transverse force 𝐹t, the radial 

force 𝐹r and the axial force 𝐹a (see Figure 8.11(b)). 𝐹t is obtained through the torque 𝑇in and the 

pitch diameter, which tells that 𝐹n ∝ 𝑇in and 𝐹tn ∝ 𝑇in. Express 𝐹tn as a function of 𝑇in and combine 

all parameters from (8.2) and the geometry of the gear (see Table E. 3) to obtain a coefficient 𝑐𝐹. 

the relationship between 𝜎F and 𝑇in is 

 𝜎F = 𝑐F ∙ 𝑇in. (8.8) 

Express 𝐹n as a function of 𝑇in and combine all parameters from (8.3) and the geometry of the 

gear (see Table E. 3) to obtain a coefficient 𝑐H. The relationship between 𝜎H and 𝑇in is 

 

Figure 8.11: Schematic of meshing force 
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 𝜎H = 𝑐H ∙ √𝑇in.  (8.9) 

Forces and torques on bearings need to balance meshing forces of the gears. An example is 

schematically illustrated in Figure 8.12. The resulting 𝐹y on a bearing is its axial load and the com-

position of the resulting 𝐹x and 𝐹z is its radial load in (8.4). Express 𝐹a and 𝐹r as two functions of 

𝑇in and combine all parameters of the gears on the shaft supported by the bearings in question and 

the spatial locations of all parts (see Table E. 3 and Table E. 4) to obtain a coefficient 𝑐B, the 

relationship between the equivalent dynamic load 𝐿 and 𝑇in is 

 𝐿 = 𝑐B ∙ 𝑇in. (8.10) 

With the service life model presented so far, Figure 8.13 summarizes the accumulated fatigue 

(blue bars) and the corresponding service lives (orange squares) of the bearings and the gears in 

Speed4E powertrain on a logarithmic scale. The vehicle drives in the WLTC under the control of 

the predictive EMS. Figure 8.13(a), (b) and (c) present the values of bearing fatigue, tooth root 

breakage and tooth flank pitting, respectively. In Figure 8.13(b), “pos” and “neg” represent the 

tooth flank that transmit positive and negative torques, respectively. 

In Figure 8.13(a), the accumulated fatigue of B1.1.1 is negligible, since the radial forces on the 

teeth of G1.S1.SG, the sun gear in the ST1, are balanced and B1.1.2, a fixed bearing, undertakes 

axial load (see Table E. 2 and Table 8.5 for information of the bearings and the gears). In Figure 

8.13(b), the accumulated fatigue of several gears is so small that their service lives exceed the 

range of the diagram. The values of G2.S2.2P are absent in Figure 8.13(b) and (c), since the ST2 

has not engaged in the 2nd gear position in the driving cycle. After comparing Figure 8.13(b) and 

(c), it can be noticed that the gear service lives w.r.t tooth root breakage are multiple orders of 

magnitude larger than those w.r.t tooth flank pitting. The simulation result matches the gear de-

sign practice mentioned in Section 8.1.3.1 that tooth root breakage is almost eliminated in modern 

gear design, and it is the tooth flank pitting that is critical to gear service life. Tooth root breakage 

is not further discussed in this chapter. On the other hand, it can be noticed that the service lives of 

the bearings are multiple orders of magnitude smaller than those of the gears on the same shafts. 

 

 Figure 8.12: An example of forces on bearings 
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The service lives of the bearings limit the powertrain service life of Speed4E powertrain. 

B1.1.2 and B2.1.3 have the lowest service life among the bearings in the sub-powertrain 1 

(SPT1) and the sub-powertrain 2 (SPT2), respectively. A SPT consists of its corresponding EM and 

ST. G1.S1.SG and G2.S1.P have the lowest service life among the gears in the SPT1 and the SPT2, 

respectively. The load spectra of both bearings and the stress spectra of both gears are shown in 

Figure 8.14 orange bars, while their modified S-N curves are shown as the blue curves. 

 
(a) 

 
(b) 

 
(b) 

Figure 8.13: Accumulated fatigue after a WLTC and corresponding service lives of the bear-

ings and gears in Speed4E powertrain. (a): Bearing fatigue. (b): Tooth root breakage. (c) 

Tooth flank pitting. 
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(a) 

 
(e) 

 
(b) 

 
(f) 

 
(c) 

 
(g) 

 
(d) 

 
(h) 

Figure 8.14: Load and stress spectra under the WLTC of (a) B1.1.2, (b) G1.S1.SG breakage, 

(c) G1.S1.SG pos pitting, (d) G1.S1.SG neg pitting, (e) B2.1.3, (f)  G2.S1.P breakage,  (g) 

G2.S1.P pos pitting, and (h) G2.S1.P neg pitting. 
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It is worth mentioning that the service life of B1.1.2 is the shortest among the bearings of the 

SPT1, regardless of speed profiles and controls, since they do not change the relationship between 

the bearing loads and 𝑇1. For the same reason, the service life of B2.1.3 is the shortest among the 

bearings of the SPT2. The accumulated fatigue regarding bearings of both SPTs (𝐷B,SPT) is 

 
𝐷B,SPT1 = min{𝐷B1𝑥} = 𝐷B1.1.2 , B1𝑥 ∈ {B1.1.1, B1.1.2,… , B1.3.2}, 

𝐷B,SPT2 = min{𝐷B2𝑥} = 𝐷B2.1.3 , B2𝑥 ∈ {B2.1.3, B2.1.4,… , B2.3.2}. 

(8.11) 

(8.12) 

For the gears, though the relationship between 𝜎H and EM torque in (8.3) is nonlinear, they are 

positively correlated. As a result, the service life of G1.S1.SG remains the shortest among the gears 

in the SPT1, and the service life of G2.S1.P remains the shortest among the gears in the SPT2. It 

is affected by gear selection, whether the service life of G2.S2.1P is longer than that of G2.S2.2P. 

The accumulated fatigue regarding gears of both SPTs (𝐷G,SPT) are 

 
𝐷G,SPT1 = min{𝐷G1𝑥} = 𝐷G1.S1.SG , G1𝑥 ∈ {G1. S1. SG, G1. S1. PG,… , G1. S2. P}, 

𝐷G,SPT2 = min{𝐷G2𝑥} = 𝐷G2.S1.P . G2𝑥 ∈ {G2. S1. P, G2. S2. P, … , G2. S3. P}. 

(8.13) 

(8.14) 

In what follows, only B1.1.2 and B2.1.3 are discussed in terms of bearings, and G1.S1.SG and 

G2.S1.P in terms of gears. The fatigue of other parts are presented in Appendix H, when necessary. 

The service life (distance) 𝑆𝐿 in km is calculated by 

 𝑆𝐿 =
𝐷𝑖𝑠𝑡

𝐷
, 

(8.15) 

where 𝐷𝑖𝑠𝑡 denotes the distance that a vehicle travels, while the part operates under the load pro-

file. In the case of the parts listed in Figure 8.13, 𝐷𝑖𝑠𝑡 equals the distance of the WLTC. The service 

life of the powertrain is limited by the part with the shortest service life, i.e. 

 𝑆𝐿PT = min{𝑆𝐿G,SPT1, 𝑆𝐿G,SPT2, 𝑆𝐿B,SPT1, 𝑆𝐿B,SPT2}. (8.16) 

8.2 Development of the Multi-Criteria Operation Strategy 

As mentioned in Section 8.1.1, the service life of a powertrain depends on the service lives of its 

parts. The service life of Speed4E powertrain under the WLTC equals the one of B1.1.2, the bearing 

supporting the input shaft of the ST1, since it has the lowest service life in the SPT1 and in the 

powertrain (see Figure 8.13(a)). When its value is reached, B2.1.3, the bearing supporting the 

input shaft of the ST2 with the least service life in the SPT2, has only fatigued for less than 1 %. 

The goal of the MCOS is to increase the shortest service life in the powertrain, through which the 



 

 

8 Multi-Criteria Operation Strategy Considering Service Life 135 

 

powertrain service life is extended. It ought to have the load spectrum of B1.1.2 in Figure 8.14(a) to 

shrink and that of B2.1.3 in Figure 8.14(c) to expand. As a result, the deviation decreases and the 

powertrain service life is extended. Meanwhile, the energy consumption can undesirably increase, 

which causes a trade-off. As shown Section 8.1.4, the bearing service lives limit the Speed4E 

powertrain service life, which makes the MCOS considering the service lives of the bearings the 

focus. The one for gears are provided for the applications where the gears are the bottlenecks. 

8.2.1 Formulation of the Multi-Criteria HOCP  

The multi-criteria HOCP takes over the one in (5.5) with a reformulated cost functional that en-

codes the goal of the MCOS. The original cost functional is 

 𝐽(𝑞(∙), 𝒙(∙), 𝒖(∙)) = 𝑚(𝒙(𝑡𝑓,p)) + ∫ 𝑙(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓,p

𝑡0,p

, 

𝑙(𝒙, 𝒖) = 𝒙T ∙ 𝒖 + 𝑃𝐿EM1(𝜔1, 𝑢1) + 𝑃𝐿EM2(𝜔2, 𝑢2), 

𝑚(𝒙(𝑡𝑓,p)) = 𝛽 ‖𝒙(𝑡𝑓,p) − 𝒙𝑡𝑓,p‖
2

, 

𝒙𝑡𝑓,p =
𝑣pred(𝑡𝑓,p)

𝑟
∙ (𝑖1, 𝑖2 (𝑞(𝑡𝑓,p)))

T

, 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

which considers solely energy consumption. To align with the minimization nature of the HOCP, 

the MCOS considers reducing fatigues instead of maximizing service life. 𝐽multi, the cost functional 

of the multi-criteria HOCP, defined as 

 𝐽multi = 𝑚(𝒙(𝑡𝑓,p)) + ∫ 𝑙(𝒙(𝑡),𝒖(𝑡))𝑑𝑡
𝑡𝑓,p

𝑡0,p

+ 𝛾 ∙ 𝐽fatigue, (8.17) 

is to be minimized, where 𝐽fatigue denotes the fatigue cost functional and 𝛾 is the fatigue coefficient. 

8.2.1.1 Fatigue Cost Functional for Bearings 

𝐽fatigue can be either endpoint or integral functional. Three options are available: 

• Option 1: Minimize the deviation between 𝐷B,SPT1 and 𝐷B,SPT2, as in 

 𝐽fatigue = ‖𝐷B,SPT1 − 𝐷B,SPT2‖
2
, 

𝐷B,SPT1 = ∫ 𝑑B,SPT1(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓,p

𝑡0,p

, 

𝑑B,ST1(𝒙(𝑡), 𝒖(𝑡)) =
𝜔1

2𝜋 ∙ 𝑁B1.1.2(𝑃B1.1.2(𝑢1))
=

𝜔1
2𝜋 ∙ 𝑁B1.1.2(𝑐B1.1.2 ∙ |𝑢1|)

, 

(8.18) 

(8.19) 

(8.20) 
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 𝐷B,SPT2 = ∫ 𝑑B,SPT2(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓,p

𝑡0,p

, 

𝑑B,ST2(𝒙(𝑡), 𝒖(𝑡)) =
𝜔2

2𝜋 ∙ 𝑁B2.1.3(𝑃B2.1.3(𝑢2))
=

𝜔2
2𝜋 ∙ 𝑁B2.1.3(𝑐B2.1.3 ∙ |𝑢2|)

, 

(8.21) 

(8.22) 

where 𝑑 denotes the fatigue rate function, whose integral is fatigue. 𝑐B1.1.2 and 𝑐B2.1.3 are the 

constant coefficients described in (8.10) for B1.1.2 and B2.1.3. 𝑁B1.1.2 and 𝑁B2.1.3 represent 

the functions that determine the permissible cycle numbers through (8.1). Since the fatigue 

caused by the positive and negative torques are linearly accumulated, the absolute value of 

the torques are used. It was reported in [37] that minimizing the deviation of fatigue reduced 

the largest fatigue until 𝛾 reached a certain threshold, beyond which the deviation was fur-

ther reduced but not the fatigue. 

• Option 2: Minimize the average value of 𝐷B,SPT1 and 𝐷B,SPT2, as in 

 𝐽fatigue =
𝐷B,SPT1 +𝐷B,SPT2

2
. (8.23) 

Due to the exponential correlation of (8.4), the average value depends hugely on the larger 

accumulated fatigue. Therefore, the larger accumulated fatigue decreases together with the 

average value, which aligns with the goal. 

• Option 3: Minimize the larger one of 𝐷B,SPT1 and 𝐷B,SPT2, as in 

 𝐽fatigue = max{𝐷B,SPT1, 𝐷B,SPT2}. (8.24) 

Option 3 is equivalent to the goal. 

Option 2 can be implemented either as an endpoint functional or as an integral functional, while 

Option 3 needs to be implemented as an endpoint functional, due to the max{∙} operation. Though 

the HOCPs with both kinds of functional are theoretically solvable, a new state vector 𝒙multi ≔

(𝜔1, 𝜔2, 𝐷B,SPT1, 𝐷B,SPT2)
T
 is mandatory in the case of an endpoint functional. Consequently, the 

dimension of the new costates is four and a 4-D TPBVP needs to be solved. 

The crux of the choice is the convergence of the numerical solutions. Recall that the convergence 

of the HMP is determined by the transversality condition of the HOCP that is a function of the 

states at the final time. With Option 2 as an integral functional, there are 
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The transversality condition is a function of angular velocities, while the time derivatives of the 

costates are the sum of the original ones in (5.19) and 𝛾 ∙
𝜕𝑙fatigue

𝜕𝒙𝑞
. Large 𝛾 can cause extreme diffi-

culty for convergence. 

On the other hand, with Option 2 as an endpoint functional and a 4-D states 𝒙multi, there are 

 𝐽multi = 𝑚multi (𝒙multi(𝑡𝑓,p)) + ∫ 𝑙(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓,p

𝑡0,p

, 

𝑚multi (𝒙(𝑡𝑓)) = 𝛽‖𝒙(𝑡𝑓,p) − 𝒙𝑡𝑓,p‖
2

+ 𝛾 ∙
𝐷B,SPT1 + 𝐷B,SPT2

2
. 

(8.29) 

(8.30) 

Note that 𝒙 ≔ (𝜔1, 𝜔2)
T. The indexed Hamiltonian of the HOCP with 𝐽multi is 

 ℋmulti,𝑞(𝒙multi, 𝒖, 𝝀multi,𝑞) = 𝝀multi,𝑞
T ∙ 𝒙̇multi + 𝑙(𝒙, 𝒖) 

= 𝜆multi,1,𝑞 ∙ 𝜔̇1 + 𝜆multi,2,𝑞 ∙ 𝜔̇2 + 𝜆multi,3,𝑞

∙ 𝑑B,SPT1(𝜔1, 𝑢1) + 𝜆multi,4,𝑞 ∙ 𝑑B,SPT2(𝜔2, 𝑢2) + 𝑙(𝒙, 𝒖) 

= ℋ𝑞(𝒙,𝒖, 𝝀𝑞)  + 𝜆multi,3,𝑞 ∙ 𝑑B,SPT1(𝜔1, 𝑢1)

+ 𝜆multi,4,𝑞 ∙ 𝑑B,SPT2(𝜔2, 𝑢2), 

(8.31) 

 

where ℋ𝑞(𝒙, 𝒖, 𝝀𝑞) and 𝝀𝑞 = (𝜆1,𝑞 , 𝜆2,𝑞)
T
 are the indexed Hamiltonian and the costates of the orig-

inal HOCP described in Section 5.2.2. 𝝀multi,𝑞 denotes the indexed costates of the HOCP with 𝐽multi, 

whose time derivatives are 

 𝝀̇multi,𝑞(𝑡)  = (𝜆̇multi,1,𝑞, 𝜆̇multi,2,𝑞 , 𝜆̇multi,3,𝑞, 𝜆̇multi,4,𝑞)
T
 

= −
𝜕ℋmulti,𝑞

𝜕𝒙𝑞
(𝒙multi

∗ , 𝒖∗, 𝝀multi,𝑞), 

𝜆̇multi,1,𝑞 = 𝜆̇1,𝑞, 

(8.32) 

 
(8.33)  

 𝐽fatigue = ∫ 𝑙fatigue(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓,p

𝑡0,p

, 

𝑙fatigue(𝒙(𝑡), 𝒖(𝑡)) =
𝑑B,SPT1(𝒙(𝑡),𝒖(𝑡)) + 𝑑B,SPT2(𝒙(𝑡), 𝒖(𝑡))

2
, 

𝐽multi = 𝑚(𝒙(𝑡𝑓,p)) +∫ 𝑙(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓

𝑡0

+ 𝛾 ∙ 𝐽fatigue 

= 𝑚(𝒙(𝑡𝑓,p)) +∫ [𝑙(𝒙(𝑡), 𝒖(𝑡)) + 𝛾 ∙ 𝑙fatigue]𝑑𝑡
𝑡𝑓

𝑡0

. 

(8.25) 

(8.26) 

(8.27) 

(8.28) 
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 𝜆̇multi,2,𝑞 = 𝜆̇2,𝑞 , 

𝜆̇multi,3,𝑞 = 0, 

𝜆̇multi,4,𝑞 = 0. 

(8.34) 

(8.35) 

(8.36) 

𝜆multi,3,𝑞(∙) and 𝜆multi,4,𝑞(∙) are two horizontal lines. Their values can be determined by the trans-

versality condition, which is 

 𝝀multi,𝑞(𝑡𝑓)  = ∇𝒙multi𝑚multi (𝒙multi(𝑡𝑓)). 
(8.37) 

The first two entries of 𝝀multi,𝑞(𝑡𝑓) are the same to 𝝀𝑞(𝑡𝑓) . The third and the fourth entries are 

 𝜆multi,3,𝑞  (𝑡𝑓)  =
𝛾

2
, 

𝜆multi,4,𝑞  (𝑡𝑓)  =
𝛾

2
, 

(8.38) 

(8.39) 

which indicates that 

 𝜆multi,3,𝑞 (∙)  =
𝛾

2
, 

𝜆multi,4,𝑞 (∙)  =
𝛾

2
. 

(8.40) 

(8.41) 

Replace 𝜆multi,3,𝑞 and 𝜆multi,3,𝑞 in (8.31) to obtain 

ℋmulti,𝑞(𝒙, 𝒖, 𝝀multi,𝑞) = ℋ𝑞(𝒙, 𝒖, 𝝀𝑞) +
𝛾

2
∙ 𝑑B,SPT1(𝜔1, 𝑢1) +

𝛾

2
∙ 𝑑B,SPT2(𝜔1, 𝑢1). (8.42) 

In summary, the differential equation system with 𝒙multi and 𝝀multi is equivalent to the one with 

𝒙 and 𝝀. The transversality condition is the same to the original predictive EMS, which is free from 

𝛾. The instantaneous Hamiltonian is changed to ℋmulti,𝑞. Option 2 as an endpoint functional is 

preferable to that of an integral functional. 

The max{∙} operation makes the HOCP with Option 3 more difficult to be solved. Only under 

the assumption that 𝐷B,SPT1(𝑡𝑓) = 𝐷B,SPT2(𝑡𝑓) is guaranteed, the HOCP can be shown to be equiv-

alent to Option 2 as an endpoint functional (See Appendix F). The assumption can be interpreted 

as the MCOS “wishes” to bring 𝐷B,SPT1 and 𝐷B,SPT2 to the same value. 

8.2.1.2 Fatigue Cost Functional for Gears 

Replace 𝐽fatigue in (8.30) with 𝐽fatigue
′ , the fatigue cost functional for gears, 
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𝐽fatigue
′ =

𝐷G,SPT1 + 𝐷G,SPT2
2

=
∫𝑑G,SPT1𝑑𝑡 + ∫𝑑G,SPT2𝑑𝑡

2
, 

𝑑G,SPT1(𝒙(𝑡), 𝒖(𝑡)) =
𝜔1

2𝜋 ∙ 𝑁G1.S1.SG (𝜎H,G1.S1.SG(𝑢1))
=

𝜔1

2𝜋 ∙ 𝑁G1.S1.SG(𝑐H,G1.S1.SG ∙ √𝑢1)
, 

𝑑G,SPT2(𝒙(𝑡), 𝒖(𝑡)) =
𝜔2

2𝜋 ∙ 𝑁G2.S1.P (𝜎H,G2.S1.P(𝑢1))
=

𝜔2

2𝜋 ∙ 𝑁G2.S1.P(𝑐H,G2.S1.P ∙ √𝑢2)
, 

(8.43) 

(8.44) 

(8.45) 

where 𝑐H,G1.S1.SG and 𝑐H,G2.S1.P are the constant coefficients described in (8.8) for G1.S1.SG and 

G2.S1.P. 𝑁G1.S1.SG and 𝑁G2.S1.P represent the functions that determine the permissible cycle num-

bers of given Hertzian stress through (8.4) and (8.5). 

8.2.2 Solution of the HOCP for the Multi-Criteria Operation Strategy 

The HOCP with the fatigue cost functional for bearings is firstly discussed. The HOCP with 𝐽multi 

from (8.29) and (8.30) is solved by the algorithms in Chapter 5. The instantaneous Hamiltonian 

to be minimized is changed to ℋmulti,𝑞 in (8.42). It is in nature a predictive MCOS. However, since 

the predictive aspect is less relevant to this chapter, the word “predictive” is omitted. 

In the case of the HOCP with the fatigue cost functional for gears, replace 𝑑B,SPT1 and 𝑑B,SPT2 in 

(8.42) with 𝑑G,SPT1 and 𝑑G,SPT2, respectively. 

8.3 Effect of Energy Management Strategies on Service Life 

Before evaluating the MCOS developed in Section 8.2 in a driving cycle simulation, it is necessary 

to have a clear view on how a MCOS influence the service lives of the parts. More specifically, how 

do the torques of both EMs, the gear positions and the shift processes influence the fatigue rate 

function of different parts? 

8.3.1 Torques and Gear Positions 

Express 𝜔 as a function of the vehicle speed, i.e. 𝜔 = 𝑣 ∙
𝑖

𝑟
, and move 𝑣 to the left side of (8.20), 

(8.21) (8.22), (8.44) and (8.45) to obtain 
𝑑

𝑣
, fatigue rate over vehicle speed. For instance, there is 

It evaluates how fast a part fatigues w.r.t. the torques. 

As a MCOS changes 𝑇1 and 𝑇2, 
𝑑

𝑣
 of G1.S1.SG, G2.S1.P, B1.1.2 and B2.1.3 change. Figure 8.15 

 𝑑B,SPT1
𝑣

=
𝑖1

2𝜋𝑟 ∙ 𝑁B1.1.2(𝑐B1.1.2 ∙ |𝑢1|)
. 

(8.46) 
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presents the influence of the torques on 
𝑑

𝑣
, while the powertrain outputs in total 1000 Nm torque 

and the ST2 is in the 1st gear position. In each diagram, the x-axis and the y-axis are the torques, 

and the z-axis is 
𝑑

𝑣
 in a logarithmic scale. The z-axes in Figure 8.15(a) and (b) share the same range 

for a better comparison between the gears and the bearings in question. The z-axis in Figure 

8.15(c) is in a smaller range to show a detailed view of 
𝑑

𝑣
 of the bearings. 𝑇1 and 𝑇2 are constrained 

by the inequality constraints, (5.13) and (5.14), as well as the equality constraint, (4.16). The 

admissible control space of (𝑇1, 𝑇2) (see Section 5.3.1) forms a black curve in each diagram. Note 

that 𝑑G ∝ 𝑇
𝑘

2 , 𝑇 ≥ 0, 𝑘 > 20 and 𝑑B ∝ |𝑇|
𝑘 , 𝑘 ≥ 3 are convex, in which 𝑘 is the service exponent of 

the part in question. The curves in Figure 8.15 seem concave, due to their logarithmic scales. 

In Figure 8.15(a), the solid curves and the dashed curves represent the tooth flank “pos” and 

“neg”, respectively. Clearly, either flank fatigues, only when it transmits torques. When total output 

torque is positive, Lemma 2 and Lemma 3 have shown that the minimal of the power consumption 

 
(a) 

 
(b) 

 

 
(c) 

Figure 8.15: Fatigue rate over angular velocity of (a): gears, (b): bearings and (c): bearings 

zoom in. The total output torque is 1000 Nm. The ST2 in the 1st gear position. 
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almost60 falls out of the range where 𝑇1 ∙ 𝑇2 < 0. Following the same procedure, it can be proved 

by contradiction that the minimals of the average fatigue rate over vehicle speed, i.e. 

0.5 (
𝑑G,1(𝑇1)

𝑣
+

𝑑G,2(𝑇2)

𝑣
) , and the minimal of the highest fatigue rate over vehicle speed, i.e. 

max{
𝑑G,1(𝑇1)

𝑣
,
𝑑G,2(𝑇2)

𝑣
 }, fall out of this range61. The proofs are omitted, since they are repetitions of 

the proof for Lemma 2. Intuitively, in the range that 𝑇1 ∙ 𝑇2 < 0, both functions in question are 

larger than at the closest point where 𝑇1 ∙ 𝑇2 = 0. 

As (𝑇1, 𝑇2) moves from the point that 𝑇1 = 0 to the point that 𝑇2 = 0  in Figure 8.15(a), 
𝑑G

𝑣
 of 

G1.S1.SG pos increases and that of G2.S1.P pos decreases. The minimal of the function 

max{
𝑑G,1(𝑇1)

𝑣
,
𝑑G,2(𝑇2)

𝑣
 } is at the point where 

𝑑G,1(𝑇1)

𝑣
=

𝑑G,2(𝑇2)

𝑣
, which can verified by the observation in 

Figure 8.16, which presents max{
𝑑G,1(𝑇1)

𝑣
,
𝑑G,2(𝑇2)

𝑣
 } and 0.5 (

𝑑G,1(𝑇1)

𝑣
+

𝑑G,2(𝑇2)

𝑣
) in the admissible con-

trol space. Furthermore, by observation, the minimals of both functions fall at the same point. 

 

Figure 8.16: The average and the larger values of 
𝒅

𝒗
 of G1.S1.SG pos and G2.S1.P pos. The total 

output torque is 1000 Nm. The ST2 in the 1st gear position. 

With a rising 𝛾, the MCOS with the fatigue cost functional for gears shifts the torques towards 

the point where 
𝑑1(𝑇1)

𝑣
=

𝑑2(𝑇2)

𝑣
, assuming the discrete control unchanged. 

As shown in Figure 8.15(b), 
𝑑B

𝑣
 of B1.1.2 and B2.1.3 are significantly larger than those of the 

                                                                 

60 When the total output torque in a small range, it can happen that 𝑇1 ∙ 𝑇2 < 0. See Section 5.3.2. 

61 Prove by contradiction: Suppose for the purpose of contradiction that a point (𝑇1, 𝑇2) with 𝑇1 ∙ 𝑇2 < 0 mini-

mizes max {
𝑑1

𝑣
,
𝑑2

𝑣
}. Show that, with a small increment of the negative torque towards zero, the new point 

finds a smaller max {
𝑑1

𝑣
,
𝑑2

𝑣
}. Same can be done for 0.5 (

𝑑1

𝑣
+
𝑑2

𝑣
). 
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gears just mentioned. The change rate of the logarithmic value of 
𝑑B,1(𝑇1)

𝑣
 jumps at 𝑇1 ≈ −8 Nm and 

𝑇1 ≈ 8 Nm in Figure 8.15(c). The dynamic loads of B1.1.2 corresponding these torque values are 

the fatigue limit loads. The same situation happens to B2.1.3, whose fatigue limit loads correspond 

to 𝑇2 ≈ ±9 Nm. It can be verified by Figure 8.14(a) and (c). On the other hand, when transmitting 

the admissible torque, all gears in Speed4E powertrain operate in their endurance strength zone. 

Therefore, the derivative of the logarithmic value of 
𝑑G,1(𝑇1)

𝑣
 and 

𝑑G,2(𝑇2)

𝑣
 are continuous. 

The discussion w.r.t. the minimal of the average and the larger value of 
𝑑G

𝑣
 can be carried over. 

A similar result is obtained: The minimal of both functions of B1.1.2 and B2.1.3 falls at a point 

(𝑇1, 𝑇2) that satisfies 
𝑑B,1(𝑇1)

𝑣
=

𝑑B,2(𝑇2)

𝑣
, which can be verified by the observation in Figure 8.17, a 

counterpart of Figure 8.16. Please be aware that 
𝑑B,1(𝑇1)

𝑣
=

𝑑B,2(𝑇2)

𝑣
 and 

𝑑G,1(𝑇1)

𝑣
=

𝑑G,2(𝑇2)

𝑣
 are not satis-

fied simultaneously. With a rising 𝛾, the MCOS with the fatigue cost functional for bearings shifts 

the torques towards the point where 
𝑑1(𝑇1)

𝑣
=

𝑑2(𝑇2)

𝑣
, assuming the discrete control unchanged. 

 

Figure 8.18 presents the influence of the torques on 
𝑑

𝑣
. The total output torque is 1000 Nm and 

the ST2 is in the 2nd gear position. All settings are the same as in Figure 8.15. Since 𝑖2 changes to 

the value in the 2nd gear position, the admissible control space (the black curve) changes. Under 

the equality constraint (4.16), fix 𝑇1 and the output torque, the EM2 needs to provide more torque 

when 𝐺 = 2  than 𝐺 = 1 . Consequently, 
𝑑G,2(𝑇2)

𝑣
 increases. Recall that the minimal of 

max{
𝑑G,1(𝑇1)

𝑣
,
𝑑G,2(𝑇2)

𝑣
 } and 0.5 (

𝑑G,1(𝑇1)

𝑣
+

𝑑G,2(𝑇2)

𝑣
) are at the point where 

𝑑G,1(𝑇1)

𝑣
=

𝑑G,2(𝑇2)

𝑣
. The increase 

of 
𝑑G,2(𝑇2)

𝑣
 cause both minimals to rise, which can be verified by the observation of Figure 8.19(a) 

and (b), the counterparts of Figure 8.16 and Figure 8.17, respectively. 

Figure 8.17: The average and the larger values of 
𝒅

𝒗
 of B1.1.2 and B2.1.3. The total output 

torque is 1000 Nm. The ST2 in the 1st gear position. 



 

 

8 Multi-Criteria Operation Strategy Considering Service Life 143 

 

 
(a) 

 
(b) 

 

 
(c) 

Figure 8.18: Fatigue rate over angular velocity of (a): gears, (b): bearings and (c): bearings 

zoom in. The total output torque is 1000 Nm. The ST2 in the 2nd gear position. 

 
(a) 

 
(b) 

Figure 8.19: The average and the larger values of 
𝒅

𝒗
. (a): G1.S1.SG pos and G2.S1.P pos. (b): 

B1.1.2 and B2.1.3. 
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8.3.2 Shift Processes 

Two different operation strategies generate two different discrete state sequences for a simple 

speed profile in Figure 8.20. To show the influence of shift processes on service life, the accumu-

lated fatigue between 𝑡 = 12 s and 𝑡 = 18 s is compared against each other. 

 

Figure 8.20: Two discrete state sequences. 

 
(a) 

 
(c) 

 
(b) 

 
(d) 

Figure 8.21: The continuous controls, the gear position and the continuous states between 

12 s and 18 s. (a) and (b): the strategy 1. (c) and (d): the strategy 2. 
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Figure 8.21 compares the torques, the gear positions and the EM angular velocities of both 

strategies between 𝑡 = 12 s and 𝑡 = 18 s. After 3 seconds of constant speed, the vehicle starts to 

decelerate at 𝑡 = 15 s. Figure 8.21(a) and (b) show the operation of both EMs with the ST2 stays 

in its 1st gear position. Figure 8.21(c) shows that, with the strategy 2, the EM2 generates its mini-

mal torque and its maximal torque during the shift processes at 𝑡 = 12 s and 𝑡 = 15 s, respectively, 

to change 𝜔2 to its target values in the target gear positions in the respective shift processes (see 

Section 4.4.2 for the shift processes). Figure 8.21(d) shows the corresponding angular velocities. 

The Hertzian stresses on G1.S1.SG and G2.S1.P—the solid curves for the tooth flanks “pos”, and 

the dashed curves for the tooth flanks “neg” —as well as the resulting accumulated fatigue between 

𝑡 = 12 s and 𝑡 = 18 s are presented in Figure 8.22. All y-axes are in logarithmic scale. Note that 

the accumulated fatigue of the gears in Figure 8.22(b) and (d) is associated with different axes 

according to their colours. The curves of Hertzian stresses in Figure 8.22(a) and (c) reflect the 

torques in Figure 8.21(a) and (c). Most noticeably, the Hertzian stress spikes on G2.S1.P pos and 

G2.S1.P neg in Figure 8.22(c) caused far severer fatigue compared to the milder Hertzian stresses: 

The accumulated fatigue in Figure 8.22(b) is hardly noticeable; The accumulated fatigue of 

G2.S1.P pos hardly changes after the jump at 𝑡 = 15 s. It is caused by the negative exponent with 

a large magnitude in (8.1) for the permissible cycle numbers of gears and, consequently, a large 

 
(a) 

 
(c) 

 
(b) 

 
(d) 

Figure 8.22: The Hertzian stresses on the gears and the resulting fatigue between 12 s and 

18 s. (a) and (b): the strategy 1. (c) and (d): the strategy 2. 
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exponent is implicit in (8.44) for the fatigue rate. For the same reason, G1.S1.SG neg fatigues 

between 15 s and 16 s more than between 16 s and 18 s in Figure 8.22(d). However, it fatigues 

multiple orders of magnitude less than G2.S1.P. 

The dynamic loads on B1.1.2 and B2.1.3 as well as the resulting accumulated fatigue between 

𝑡 = 12 s and 𝑡 = 18 s are presented in Figure 8.23. All y-axes are in logarithmic scale. Comparing 

Figure 8.23(c) and (d), the load spikes cause jumps in accumulated fatigue. However, their ratios 

to the accumulated fatigue caused by the milder loads, e.g. those between 15 s and 18s, are much 

less than the ratios of the accumulated fatigue caused by the stress spikes to that caused by the 

milder stresses in the case of the gears. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 8.23: The dynamic loads on the bearings and the resulting fatigue between 12 s and 

18 s. (a) and (b): the strategy 1. (c) and (d): the strategy 2. 

8.4 Driving Cycle Simulation 

The MCOS is to be evaluated in the WLTC driving cycle simulation as described in Section 6.3. 

More specifically, the results of a set of driving cycle simulations of the MCOS with different 𝛾 in 

(8.29) are examined, since it indicates how much the MCOS “wishes” to reduce the average accu-

mulated fatigue so that the service life of the powertrain is extended. The predictive horizon of the 

MCOS is set to 12, based on the results of the predictive EMS with different predictive horizon in 
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Section 6.3.5. 

It is noteworthy that the multi-criteria HOCP with the speed profile as a priori can also be solved 

by the DP to obtain a global optimal solution. Such a reference MCOS has been investigated in the 

previous work of the author [37]. Thanks to the known speed profile, it outperformed a MCOS in 

the form of Option 1 in Section 8.2.1.1. Similar comparison is omitted in this chapter. 

For compactness, “energy consumption”, “accumulated fatigue” and “service life” in the follow-

ing subsections refer to their values subject to the WLTC without explicitly stating it. 

The results from Figure 8.13 and Section 8.3.1 have shown that the service life of Speed4E 

powertrain is limited by those of the bearings, i.e. 𝑆𝐿PT = min{𝑆𝐿B,SPT1, 𝑆𝐿B,SPT2}. The following 

subsections focus on the MCOS with the fatigue cost functional for bearings. The results of the 

counterpart for gears from Section 8.2.1.2 are presented in Appendix H. The main difference is 

that it does not manage to extend the powertrain service life as far as the one for the bearings, 

since the gear service life is not the bottleneck for the powertrain service life. 

8.4.1 Overall Evaluation 

Figure 8.24 presents the values of the sampled 𝛾 for the evaluation on a logarithmic scale with the 

index of 𝛾 as the x-axis (See Appendix G for the exact values). The indexed 𝛾 is used as the fatigue 

coefficient in the MCOS with the same index. It can be noticed that less amount of 𝛾 are sampled, 

when 𝛾 < 1010 or 𝛾 ≥ 1012. In either case, 𝛾 ∙ 𝐽fatigue is either so much larger or so much smaller 

than ∫ 𝑙𝑑𝑡 that the minimization of (8.17) is unsensitive to 𝛾. 

Figure 8.25 summarizes the vehicle energy consumption and the average accumulated fatigue 

of a set of WLTC driving cycle simulations. Note that the average accumulated fatigue is the fatigue 

cost functional. Each circle represents an indexed simulation with an indexed MCOS. For instance, 

the circle under the annotation “𝛾33” shows that, under the control of the MCOS with 𝛾33, the 

Figure 8.24: The values of 𝜸 sampled for the simulation study 
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vehicle consumes energy at a rate of 12.46 kWh/100 km, while the average value of the accumu-

lated fatigues of the SPT1 and the SPT2 regarding bearings is ca. 10-5. 

As 𝛾 increases in Figure 8.25, the vehicle consumes more energy, while the average accumulated 

fatigue declines. Due to the sensitivity of the HOCP to 𝛾 that has been discussed earlier, plenty of 

the data points assemble in the range of 𝛾 ∈ [𝛾1, 𝛾20] ∪ [𝛾40, 𝛾50], notwithstanding the larger expo-

nentially increment of 𝛾. In the case of 𝛾 ≥ 𝛾47 , the average accumulated fatigue saturates at 

4.23×10-6. Between 𝛾49 and 𝛾55, both the energy consumption and the average accumulated fa-

tigue remain unchanged. They are equivalent to the result of a predictive operation strategy con-

sidering solely service life. 

Figure 8.26 shows the powertrain service life, i.e. min{𝑆𝐿B,SPT1, 𝑆𝐿B,SPT2}, of the same set of sim-

ulations on a logarithmic scale. Through increasing 𝛾 and, consequently, minimizing the average 

accumulated fatigue, the powertrain service life extends. The design of the multi-criteria functional 

realizes the goal of the MCOS. The MCOS with 𝛾49 in Figure 8.26 is equivalent to a predictive 

operation strategy considering solely service life. Compared to the predictive EMS (equivalent to 

the MCOS with 𝛾1 ), it consumes 22.12 % more energy (from 11.52 kWh/100 km to 

14.08 kWh/100 km) but extends the powertrain service life by more than 9 times (from 

4.10×105 km to 4.24×106 km). It is noticed that log
𝑆𝐿PT

1 km
62 increases almost linearly with a slope 

of 76.75 
1

 kWh/100 km
 before 𝛾31, while the slope changes to 1.25 

1

 kWh/100 km
 between 𝛾31 and 𝛾50. At 

the elbow point 𝛾31 , the vehicle consumes 5.72 % more energy (from 11.52 kWh/100 km to 

12.19 kWh/100 km) but extends the powertrain service life by more than three times (from 

                                                                 

62 The argument of a transcendental function, e.g. a logarithmic function, should be dimensionless. 

 

Figure 8.25: The simulation results of the MCOS with the indexed 𝜸: Average accumulated 

fatigue vs. Energy consumption. 



 

 

8 Multi-Criteria Operation Strategy Considering Service Life 149 

 

4.10×105 km to 1.80×106 km), compared to the predictive EMS. 

8.4.2 A Closer Look at the Bearings 

Figure 8.27 presents the accumulated fatigue of B1.1.2 (the blue curve with circles) and B2.1.3 

(the red curve with circles) on a logarithmic scale. They determine 𝐷B,SPT1 and 𝐷B,SPT2, as discussed 

in Section 8.1.4. In the range of 𝛾 ∈ [𝛾1, 𝛾12], the data points of B1.1.2 nearly coincide, due to the 

unsensitivity discussed earlier. So do the data points of B2.1.3. When 𝛾 ≥ 𝛾13, log
𝐷B1.1.2

1 km
 decreases 

gradually. On the other hand, 𝐷B2.1.3 doubles, and log
𝐷B2.1.3

1 km
 increases by 1, as 𝛾 rises to 𝛾14, while 

the energy consumption changes little to none. This will be discussed together with the gears in 

Section 8.4.3. As 𝛾 rises further, log
𝐷B2.1.3

1 km
 changes with a derivative w.r.t. energy consumption that 

 

Figure 8.26: The simulation results of the MCOS with the indexed 𝜸: Powertrain service life 

vs. Energy consumption. 

Figure 8.27: The simulation results of the MCOS with the indexed 𝜸: Bearing accumulated fa-

tigue vs. Energy consumption 
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decreases gradually from a positive to a negative value. 𝐷B2.1.3 reaches its maximum at 𝛾29. With 

𝛾 ≥ 𝛾47, 𝐷B2.1.3 remains almost unchanged, while the energy consumption increases slowly. 

 

Figure 8.28 presents the service lives of B1.1.2 (the red curve with circles) and B2.1.3 (the blue 

curve with circles). They determine 𝑆𝐿B,SPT1 and 𝑆𝐿B,SPT2, as discussed in Section 8.1.4. The image 

of the curves in Figure 8.28 are the mirror images of those in Figure 8.27 over a horizontal line, 

since 𝑆𝐿 ∝
1

𝐷
 by (8.15) and both y-axes are in logarithmic scale. The curve of the powertrain service 

life in Figure 8.26 is the combination of the curve 𝑆𝐿B1.1.2 when 𝛾 ∈ [𝛾1, 𝛾31] and 𝑆𝐿B2.1.3 when 𝛾 ∈

(𝛾31, 𝛾50], which causes two different slopes in Figure 8.26. 

Figure 8.29 summarizes the gear distribution under the MCOS with 𝛾1, 𝛾31 and 𝛾55. Figure 8.30 

summarizes the operating duration of both EMs. 

As 𝛾 changes from 𝛾1 to 𝛾31, the ST2 operates in the 1nd gear position in a larger area compared 

to the neutral gear position (see Figure 8.29(a) and (b)), since the MCOS has the SPT2 take over 

part of the loads. Compare Figure 8.30(b) to Figure 8.30(a): With 𝛾𝟑𝟏, the EM1 operates only in 

the range of 𝑇1 ∈ [−20,20]. On the other hand, the EM2 provides the necessary torques, as 𝑇1 re-

duces (see Figure 8.30(e)). As a result, most noticeably, the loads with a dynamic load of 2100 N 

do not appear in the load spectrum of B1.1.2 in Figure 8.31(b), while the load spectrum of B2.1.3 

expands at different levels of dynamic load, e.g. 2500 N and 2100 N. 

Figure 8.28: The simulation results of the MCOS with the indexed 𝜸: Bearing service life vs. En-

ergy consumption. 
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Figure 8.29(c) shows that the ST2 stays only in the 1nd gear position, unless the vehicle speed is 

close to zero and the acceleration is small. Through avoiding shifts, with 𝛾55, the MCOS has the 

EM2 hardly operate with its maximum or minimum torques (see Figure 8.30(f)). Furthermore, the 

MCOS has both SPTs divide the loads as even as possible. Compare Figure 8.30(c) to Figure 

8.30(b): With 𝛾55, the EM1 operates only in the range of 𝑇1 ∈ [−10,10]; The operating duration at 

the points with small torques rises. On the other hand, the area of operating points of the EM2 

narrows in the direction of torque and elongates in the direction of rotational speed (see Figure 

8.30(f)), and the operating duration at the area with small torques rises. 

The load spectra of B1.1.2 and B2.1.3 change accordingly (see Figure 8.31). The change of the 

load spectra from 𝛾1 to 𝛾31 clearly follows the change of the operating duration of both EMs dis-

cussed earlier. To understand the change of the load spectra from 𝛾31 to 𝛾55, the load spectra with 

𝛾37 are provided additionally in Figure 8.31(c) and (g). As 𝛾 increases, the MCOS requires both 

EMs divide the total output torques more evenly so that the average accumulated fatigue can be 

further reduced. As a result, there are less instances that either EM provides a major part of the 

output torque and the other EM complements it. The bars of large dynamic loads in Figure 8.31(c) 

and (g), therefore, narrow, in compared to Figure 8.31(b) and (f). For instance, those of 1500 N 

 
(a) 

 
(c) 

 
(b) 

 

Figure 8.29: Gear distribution of the predictive MCOS with (a) 𝜸𝟏, (b) 𝜸𝟑𝟏 and (c) 𝜸𝟓𝟓, respec-

tively. 
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and 1300 N of B1.1.2 as well as those of 2500 N and 2100 N of B2.1.3. At the same time, the rest 

of the bars widen. These changes further develop until the load spectra fall in the state as shown 

in Figure 8.31(d)and (h). Another reason is related to the shift processes, which will be discussed 

together with the gears in Section 8.4.4. 

See Appendix H for the accumulated fatigue and the service lives of all bearings and gears at 

𝛾31 and 𝛾55. 

 
(a): 𝛾1 

 
(d): 𝛾1 

 
(b): 𝛾31 

 
(e): 𝛾31 

 
(c): 𝛾55 

 
(f): 𝛾55 

Figure 8.30: Operating duration of both EMs with different 𝜸: (a), (b) and (c): the EM1. (d), 

(e) and (f): the EM2. 
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(a): 𝛾1 

 
(e): 𝛾1 

 
(b): 𝛾31 

 
(f) : 𝛾31 

 
(c) : 𝛾37 

 
(g) : 𝛾37 

 
(d) : 𝛾55 

 
(h) : 𝛾55 

Figure 8.31: Load spectra of B1.1.2 (left side) and B2.1.3 (right side) with different 𝜸. 
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8.4.3 A Closer Look at the Gears 

As 𝛾 increases, the gears fatigue differently. Figure 8.32 presents the service life of G1.S1.SG, i.e. 

𝑆𝐿G1.S1.SG (the blue curves), and that of G2.S2.P, i.e. 𝑆𝐿G2.S1.P (the red curves), on a logarithmic 

scale, where the circles represent the tooth flanks “pos” and the diamonds represent the tooth 

flanks “neg”. 𝑆𝐿G2.S1.P drops to the level of 𝑆𝐿G1.S1.SG at 𝛾18, while the similar situation happens with 

the bearings at 𝛾31, for the fatigue of the gears is more sensitive to the torques, which has been 

discussed in Section 8.3. As 𝛾 further increases, 𝑆𝐿G2.S1.P decreases until 𝛾29 and rises thereafter. 

The service lives of both gears saturate after 𝛾 reaches 𝛾46. Between 𝛾46 and 𝛾55, the energy con-

sumption increases slowly. The relationship between the service life curves and the accumulated 

fatigue curves has been discussed in 8.4.2. See Figure H. 3 in Appendix H for the accumulated 

fatigue of the gears. 

 

Figure 8.32: The simulation results of the MCOS with the indexed 𝜸: Gear service life vs. En-

ergy consumption. 

Most noticeably, after 𝛾43, 𝑆𝐿G2.S1.P increases drastically until saturation at 𝛾46. This is mainly 

caused by the change of the shift count from 42 at 𝛾43 to 5 at 𝛾45. The shift counts out of all driving 

cycle simulations are summarized in Figure 8.33. The positive correlation between the accumu-

lated fatigue of G2. S1. P and the shift count in the driving cycle is presented in Figure 8.34, where 

the y-axis is in a logarithmic scale. The data points in terms of 𝐷G2.S1.P pos are omitted, since they 

mostly coincide with 𝐷G2.S1.P neg until 𝛾45 in Figure 8.32.  
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Figure 8.33: Shift counts of all driving cycle simulations. 

 

Figure 8.34: The simulation results of the MCOS with the indexed 𝜸: Gear accumulated fatigue 

vs. Shift count. 

The drastic change of 𝑆𝐿G2.S1.P from 𝛾43 to 𝛾45 is caused not only by the shift count but also by 

the vehicle speed when the shifts happen. Comparing the gear distribution with 𝛾43 to that with 

𝛾45 (Figure 8.35(a) and (b)), it can be noticed that the shift processes with 𝛾45 only take place with 

vehicle speed either close to zero or slightly larger than zero, while those with 𝛾43 take place with 

larger vehicle speed. With lower vehicle speed, the EM2 accelerates and decelerates for extremely 

short period with its maximal and minimal torque, and the EM2 angular velocities during these 

processes are low. The fatigue rates in these cases integrate to low values. It is verified by the stress 

spectra of 𝑆𝐿G2.S1.P neg with 𝛾43 and 𝛾45 in Figure 8.36—Note that Figure 8.36(b) is slightly shifted 

to show the bar with 1050 N·mm-2. 

Figure 8.34 shows that, as 𝛾  changes from 𝛾45  to 𝛾46 , the shift count does not change, but 

𝐷G2.S1.P neg does. Comparing the gear distribution with 𝛾45 to that with 𝛾46 (Figure 8.35(b) and 

(c)), it can be noticed that the shift processes from the 2nd gear position to the neutral gear position 

in Figure 8.35(b) cease to happen. Consequently, G2.S2.P neg is free from the stresses caused by 
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the negative torque spikes at the beginning of these shift processes. It is verified by the disappear-

ance of the narrow bar with 962 N·mm-2 in Figure 8.36(c). However, the MCOS with 𝛾46 still re-

quests the shift processes from the neutral gear position to the 1st gear position. 𝑆𝐿G2.S1.P pos stays 

at the same level, as 𝛾 changes from 𝛾45 to 𝛾46. 

 
(a) 

 
(b) 

 

 
(c) 

Figure 8.35: Gear distribution of the MCOS with (a) 𝜸𝟒𝟑, (b) 𝜸𝟒𝟓 and (c) 𝜸𝟒𝟔. 

On the other end of the 𝛾 index, as the shift count rises from 43 at 𝛾13 to 61 at 𝛾14, 𝑆𝐿B2.1.3 in 

Figure 8.28 and 𝑆𝐿G2.S1.P neg in Figure 8.32 halve. The change of 𝑆𝐿B2.1.3 is more obvious, for Figure 

8.27 is in a smaller scale. They are caused mainly by the torque spikes during the shift processes, 

which can be verified by the widening of the bars with 962 N·mm-2 in Figure 8.36(d) and (e), as 

well as those with 2100 N in Figure 8.37(a) and (b). 

As 𝛾 rises from 𝛾38 to 𝛾40, 𝑆𝐿G1.S1.SG neg rises above 𝑆𝐿G1.S1.SG pos, since the operating duration of 

the EM1 with negative torque reduces, which can be observed by comparing Figure 8.38(a) and 

(b). Due to the logarithmic scale in Figure 8.32, the change of 𝑆𝐿G2.S1.P neg is unnoticeable, though 

the EM2 provides the negative torque that compensates for the reduced negative torque of the 

EM1. 
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(a): 𝛾43 

 
(b) : 𝛾45 

 

 

 
(c) : 𝛾46 

 
(d) : 𝛾13 

 
(e) : 𝛾14 

Figure 8.36: Stress spectra of G2.S1.P neg with different 𝜸. 

 
(a) : 𝛾13 

 
(b) : 𝛾14 

Figure 8.37: Load spectra of B2.1.3 with different 𝜸. 
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(a) : 𝛾38 

 
(b) : 𝛾40 

Figure 8.38: Operating duration of the EM1 with different 𝜸. 

8.4.4 Evaluation Summary 

At 𝛾1, the parts in the SPT1 fatigue more severely, since it is mostly the EM1 that propels the 

vehicle, and the ST2 stays mainly in the neutral gear position. As 𝛾 increases, the MCOS seeks 

lower average accumulated fatigue in the prediction horizon. The MCOS requests, firstly, the ST2 

to shift out of the neutral gear position more often. It, secondly, reduces 𝑇1 and increases 𝑇2. Due 

to the exponential nature of the fatigue (see Sections 8.1.3, 8.2.1, and 8.3), the average value of 

𝐷B1.1.2 and 𝐷B2.1.3 decreases, notwithstanding the rise of 𝐷B2.1.3. The shift count in the WLTC rises 

until the level near 𝛾31 (see Figure 8.33), with which 𝐷B1.1.2 and 𝐷B2.1.3 are closest to each other in 

Figure 8.25. 

As 𝛾 rises further, 𝐷B2.1.3 is larger than 𝐷B1.1.2 (see Figure 8.25). The MCOS further reduces the 

average value of the accumulated fatigue primarily through reducing 𝐷B2.1.3, which is sensitive to 

the torque spikes in the shift processes (see Section 8.3.2). Therefore, less shifts are requested and 

the shift count in Figure 8.33 decreases after 𝛾31. At the same time, the torques of the EM1 and 

the EM2 are arranged in such a way that 𝐷B1.1.2, 𝐷B2.1.3, and their average value decrease (see the 

discussion of the load spectra change from the state with 𝛾31 through 𝛾37 to 𝛾55 in Figure 8.31). 

8.5 Summary 

This chapter explores MCOSs considering both energy consumption and powertrain service life. It 

addresses the issue that EMSs can cause more heavily loaded parts to be the service life bottleneck 

of a powertrain. In some unwanted cases, the value of the bottleneck can be several orders of 

magnitude smaller than the service lives of other parts. 

The MCOS in question requires a service life estimation model. With the requirements for online 

MCOSs and the characteristics of electric powertrains in mind, the subjects of the service life esti-

mation are narrowed down to bearing fatigue failure, gear tooth root breakage and gear tooth 
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flank pitting. The method for calculating accumulated fatigue is determined. Under their respective 

assumptions, bearing fatigue caused by positive and negative torques is simplified to be accumu-

lated linearly; gear fatigue of tooth flank pitting caused by positive and negative torques is sepa-

rately accumulated; and gear fatigue of tooth root breakage caused by positive and negative tor-

ques is accumulated with a conservative factor 1.0. The simulative evaluation on Speed4E power-

train in Section 8.1.4 supports the statement in [36, p. 239] that tooth root breakage in modern 

vehicle transmission is reduced to the minimal63 through modern design processes, and pitting 

limit is critical. Therefore, tooth root breakage is excluded from the MCOS.  

The formulation of the multi-criteria functional in the MCOS is cautiously discussed. The proce-

dure is, arguably, necessary and recommended for all optimal control problems and optimization 

problems, especially those in application. The fatigue cost functional is decided to be the average 

accumulated fatigue as an endpoint functional. The differential equation system of the multi-cri-

teria HOCP is shown to be reducible in such a way that the original formulation can be carried 

over with only modification of the instantaneous Hamiltonian. 

The algorithms developed in Chapter 5 are applied as the solver of the MCOS, which shows the 

versatility of the algorithms. 

Speed4E powertrain is used as an example for the formulation of the MCOS as well as its eval-

uation. As the fatigue coefficient in the cost functional increases, the MCOS has both SPTs share 

the loads more evenly. As a result, the powertrain service life extends, while the vehicle consumes 

more energy. The load spectra and the operating duration of both EMs are investigated to interpret 

and reason of the results. Interestingly, the MCOS requests firstly more shifts and later reduces 

shifts during the WLTC, as the fatigue coefficient increases. Due to the exponential nature in the 

mathematical expression of the fatigue phenomena, the MCOS have both EMs avoid the situation 

that either one provides a major part of the output torque. 

The rise of the shift count is, frankly, undesirable but inevitable in the case of Speed4E power-

train. The predictive EMS has the ST2 mostly in its neutral gear position. As the fatigue coefficient 

rises yet not large enough to make 𝛾 ∙ 𝐽fatigue overweigh ∫ 𝑙𝑑𝑡 in (8.17) by orders of magnitude, the 

MCOS has the ST2 shifts out of the neutral gear position at a certain portion of the time so that 

the fatigue cost functional is reduced and the energy consumption is not totally sacrificed. The 

larger the fatigue coefficient, the larger the portion of the time. If the MCOS is applied on other 

powertrains, the shift count does not necessarily rise. It depends on powertrain parameters, e.g. 

EM parameters, gear ratios, parameters of gears and bearings. 

The MCOS can be applied with an adaptive fatigue coefficient. For the one with the fatigue cost 

                                                                 

63 The original reference used the word “eliminate”. 
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functional for bearings, the adaptive fatigue coefficient can be formulated as 

 log 𝛾 = exponent0 + exponentslope(log(max{0, 𝐷B,SPT1
flag

})

+ log(max{0, 𝐷B,SPT2
−flag

})), 

flag = {
1, 𝐷B,SPT1 < 𝐷B,SPT2,

−1, 𝐷B,SPT1 ≥ 𝐷B,SPT2.
 

(8.47) 

 

(8.48) 

 

They tell that 𝛾 grows exponentially as both fatigue distance from each other. exponent0 is the 

exponent when 𝐷B,SPT1 and 𝐷B,SPT2 are identical. exponentslope describes how fast 𝛾 changes as the 

difference between both fatigue changes. 𝐷B,SPT1 and 𝐷B,SPT2 can be evaluated every thousand kil-

ometres or hundred days. The results of energy consumption and powertrain service life of such 

an adaptive MCOS moves along the curve in Figure 8.26, as 𝛾  changes. exponent0  and 

exponentslope can be parameterized for some performance measure with methods such as Bayesian 

Optimization. 
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9 Conclusion and Outlooks 

Before concluding the results, it is worth recapping the background and the main contents. 

BEVs are the main solution to the future EU regulation of zero emission passenger cars. It has 

been a focus of both academia and industry to extend their range. One of the main approaches is 

to reduce their energy consumption. Recent studies have shown that the two-drive topology and 

the multi-speed topology help to do so. It is natural to combine both concepts and to design a two-

drive multi-speed topology for BEVs. Due to its more than one DoF, an EMS is necessary to exploit 

the potential of such a topology for reducing total energy consumption. On the other hand, a multi-

speed topology brings a discrete variable, i.e. gear positions. Shift processes are involved in EMSs. 

They are mostly assumed neglectable. [25] and [33] have pointed out that such a practice can 

cause frequent shifting. 

This thesis is initiated by developing an online EMS for a two-drive multi-speed BEV (Speed4E). 

With its continuous and discrete dynamics in mind, to design an EMS is categorized as an HOCP. 

For the purpose of online operation, an MPC framework is adopted. Speed4E powertrain is formu-

lated as a hybrid system that considers its shift processes. The HMP is applied and the algorithms 

for the whole solution process are developed. The predictive EMS embedded with the HMP takes 

shape. The minimization of the instantaneous Hamiltonian is mathematically examined, and Lem-

mas 1, 2 and 3 are produced. The time complexity of the algorithms is analysed. In the WLTC 

driving cycle simulation, the predictive EMS outperforms the EMS naive optimal w.r.t. energy con-

sumption, reduced by 0.26 %, and shift count, reduced by 63.41 %. Due to its online characteristic, 

the predictive EMS falls short of the EMS global optimal mildly. The durations of the driving cycle 

simulations support the results of the time complexity analysis. 

Through managing power flows, EMSs influence load profiles of parts and components in a 

powertrain and, therefore, their service lives. As the service life of a powertrain is limited by its 

part with the shortest service life, it is undesirable to have its parts and components loaded in such 

way that their service lives is several orders of magnitude apart. 

A MCOS is developed in this thesis. Through more evenly dividing loads between the SPT1 and 

the SPT2, the MCOS extends the powertrain service life. It carries over the same algorithms devel-

oped for the predictive EMS embedded with the HMP solution. Tooth flank pitting and bearing 

fatigue are considered in the service life estimation model. The bottleneck of Speed4E powertrain 

w.r.t. service life in the WLTC is B1.1.2. With an increasing fatigue coefficient, the MCOS extends 

the service lives of all parts in the SPT1—B1.1.2 belongs to the SPT1—and, therefore, the service 

life of Speed4E powertrain. On the other hand, the service lives of all parts in the SPT2 reduced, 

and the vehicle consumes more energy. 

Multi-drive multi-speed electric powertrains are natural further development of two-drive multi-
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speed electric powertrains. It seems incomplete to stop with developing EMSs for the latter. 

The hybrid system formulation of Speed4E powertrain is generalized to accommodate multi-

drive multi-speed electric powertrains. A general multi-drive multi-speed electric powertrain is 

proposed. The hybrid system formulation for different operation complexity and the corresponding 

HOCPs are presented. 

The detailed discussion of the results can be found in the summary sections in their correspond-

ing chapters. In what follows, a summary and conclusions on the contribution of this thesis as well 

as an outlook on future works are provided. 

Conclusion 

This thesis explores EMSs for two-drive multi-speed BEVs “vertically” and “horizontally”. 

The “vertical” results are those relate to the two most important attributes of an online EMS: 1) 

how good can its performance measure be, i.e. how low can energy consumption be? 2) how fast 

can it compute? They are developed and evaluated with Speed4E BEV as an example. 

The popular assumption of neglectable shift processes is examined. It is discarded in this thesis 

based on two reasons: 1) An EMS normally generates controls of torques and gear positions with 

a frequency of at least 1 Hz. The shift durations of most common transmissions in today’s market 

are too long to be ignored; 2) The EMSs with the assumption cause so high shift count that impair 

drivability (see Sections 1.1 and 3.3 for the reasons, respectively). Through considering shift pro-

cesses, the hybrid system model from this thesis captures the dynamics of a powertrain more 

properly. It provides a new perspective to model two-drive multi-speed electric powertrains. 

The HMP is adopted as the solution method in the predictive EMS for its accuracy and low time 

complexity. The idea of Bang-Bang controls inspires a novel initialization strategy for the solution. 

It helps the algorithms in this thesis to overcome the shortcoming of IMs in term of initialization, 

and its time complexity is low. Such an initialization strategy for IMs in the context of EMSs is 

unseen in the literature. The Broyden method is adopted to find the solution of the 2-D TPBVP that 

is transformed from the HOCP by the HMP. It is worth mentioning that the hybrid system is mod-

elled in such a way that excludes state jumps and, therefore, relieves the solver from the require-

ment of predefined shift sequences that is found in the literature (see Section 3.2.3). Furthermore, 

the algorithms for the whole solution process are suitable for multidimensional problems, while 

most works on EMSs in the literature focused on 1-D problems and their methods are difficult to 

be extrapolated into multidimensional problems, if possible at all (see Sections 3.2.1.2 and 

3.2.2.1). As a result, it holds promises for applying the solver to other HOCPs with the same setting. 

A more proper model and an accurate solution method in the MPC framework contribute to the 
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first attribute. Compared to an optimal EMS that ignores shift processes, i.e. the EMS naive opti-

mal, the predictive EMS reduces energy consumption both in the WLTC and in a real-world driving 

data based driving cycle simulations. At the same time, the predictive EMS reduces the shift counts 

significantly in both cases. A predictive EMS embedded with the HMP is novel. 

The hybrid system model together with the shift processes has increased the complexity of the 

HOCP and, frankly, raised the time complexity of the algorithms. To mitigate the effect, the con-

tinuous control function during the shift processes are modelled mainly time dependent. Further-

more, the Bang-Bang controls inspired initialization and the Broyden method contribute to the 

second attribute. They as a whole outperform SQP w.r.t. the iteration number for solving TPBVPs. 

SQP is chosen as the bench mark for its wide availability. Most importantly, the minimization of 

power consumption is mathematically analysed. With the prerequisite of convex power losses w.r.t. 

torques, the minimization is proved to be equivalent to a convex optimization in a standard form. 

Additionally, the optimization domain is proved to be reducible. The Lemmas produced by the 

proofs reduce the time complexity of the algorithm of the predictive EMS. They can be transformed 

to the proofs and the treatments for the optimization problems with similar settings in other ap-

plications and studies, even those that are not relevant to EMSs. These Lemmas are, as far as the 

author knows, unseen in the literature. 

The convexity of the power losses w.r.t. torques might not hold, e.g. when either angular velocity 

or torque is close to zero. One alternative to apply the Lemmas is to separate the optimization 

domain. By doing so, only the minimization in a small optimization domain needs to be solved as 

an NLP problem. Furthermore, if the nonconvexity only occurs in a small enough domain, e.g. 

when the torque is between -0.01 Nm and 0.01 Nm, and the minimal increment of the torque set 

points in application is beyond that range, the nonconvexity can be ignored. 

As mentioned in Section 3.2.2.1 and verified in Section 6.3.4, an accurate vehicle speed predic-

tor helps a predictive EMS to reduce energy consumption. Developing and training a deep NN 

model for the purpose of speed prediction has gained traction in academia. This thesis chooses to 

use a statistical mode for that purpose and to focus on other components in a predictive EMS. The 

reason is twofold: 1) The model and the solution method relate more directly to EMSs. A proper 

model benefits all EMSs for two-drive multi-speed BEVs. The solution method, the developed al-

gorithms and the mathematical analysis benefit all problems that can be formulated with a similar 

setting as the HOCP in the thesis; 2) Theoretical analysis and empirical rigor of contemporary 

machine learning, especially deep learning, is a matter of debate in recent years [177]. It is out of 

the scope of this thesis to develop a state-of-the-art NN model systematically to predict vehicle 

speed. 

The “horizontal” results are those relate to broadening the scope of the thesis in two aspects: 1) 

to generalize and to extend the hybrid system formulation and the EMS developed in this thesis; 
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2) to incorporate a neglected perspective, i.e. powertrain service life in a MCOS. 

Based on the hybrid system of Speed4E powertrain, the general multi-drive multi-speed electric 

powertrain is modelled for the first time. Specifically, the general multi-drive powertrain has M 

EMs, M ≥ 2, M ∈ ℕ. Each EM is connected with either a single-speed or a multi-speed ST with the 

same topology as the ST2 of Speed4E powertrain. The model does not cover all multi-speed trans-

mission topologies. However, the hybrid automaton (the model structure) and the switching con-

ditions among sub-automata—a sub-automaton represents a ST—remain, as long as the discrete 

states representing shift processes are modified according to other types of shift processes. One 

has to change the sub-automata, if n-speed STs are considered, n ≥ 3, n ∈ ℕ. 

The HOCP for the general multi-drive multi-speed powertrain is proposed for the first time, 

which can be solved by the algorithms developed for the predictive EMS with the optimality con-

ditions by the HMP provided in Section 7.2. 

The hybrid system and the HOCP of the general multi-drive multi-speed powertrain provides a 

unified framework for modelling and designing EMSs for a multi-drive multi-speed powertrain. It 

is noteworthy that the complexity of the general multi-drive multi-speed powertrain is encoded in 

the hybrid system, the HOCP and the optimality condition mainly through the admissible discrete 

control sets and the sample space of the combination of the discrete state of the whole system. It 

is showcased, how to achieve different operation complexity through modifying them. This under-

lines the adjective “unified”. It is not mandatory to apply the algorithms developed in this thesis. 

Notwithstanding the time complexity growing exponentially with M, the DP can solve the proposed 

HOCP. 

Due to the lack of powertrain data, the general multi-drive multi-speed powertrain is not eval-

uated in simulation environment in this thesis. 

With the previous work [37] in mind, this thesis is the second to propose a MCOS considering 

powertrain service life. With the exponential nature of fatigue w.r.t. torques in mind, the MCOS 

can extend the powertrain service life by several times, but sacrifices energy consumption by at 

most less than one quarter, compared to the predictive EMS. 

A service life estimation model that follows DIN 3990 and DIN ISO 281 is developed for the 

MCOS. The simulation study in Section 8.1.4 shows that, for BEVs, loads and fatigue caused by 

positive and negative torques are comparable. Therefore, operational fatigue strength under alter-

nating loads is essential to service life estimation of electric powertrains, while it is suggested to 

be neglectable in the case of powertrains of convectional vehicles (see Section 8.1.3.1). Fatigue 

caused by alternating loads is modelled under the assumptions summarized in Section 8.5. With 

more refined models, fatigue caused by alternating loads can be more accurately determined. 

The influence of the torques and the shift processes on the service life is investigated in Section 
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8.3. Due to the exponential nature of fatigue rate w.r.t. torques, the torque spikes during the shift 

processes cause the relevant parts to fatigue noticeably. A similar situation can be expected, if one 

evaluates a powertrain in which some parts withstand a high load for a short period of time in 

shift processes or other transient processes. 

The multi-criteria HOCP is systematically formulated, for which different formulations are eval-

uated. This procedure is nontrivial. EMSs with whatever solution methods stress numerical con-

vergence, which can be compromised by extra coefficients and functionals/functions introduced 

by multi-criteria cost functionals/functions. For better convergence, the fatigue cost functional is 

decided to be in the form of an endpoint functional, unlike the common practice of MCOSs that 

adds a second cost function multiplying a coefficient. It is worth mentioning that formulation and 

its benefits are individual to problems. It is not recommended to incorporate a second cost func-

tional in the form of an endpoint functional blindly but to follow the same train of thought for 

evaluation and analysis. 

Outlooks 

The predictive EMS can be improved by a more accurate vehicle speed predictor. It can be achieved 

through not only deploying an advanced NN model but also incorporating holistic information into 

the inputs of the predictor, such as route information and information from smart city internet of 

things networks. It is worth researching, how sensitively prediction accuracy influences the perfor-

mance of a predictive EMS. Furthermore, studies on efforts for building a vehicle speed predictor 

vs. its benefit to the performance in both quantitative and qualitative ways can be helpful for out-

lining future research focuses of predictive EMSs. 

At the current stage, the HMP under the category IMs is identified as the suitable solution 

method for the predictive EMS. There is always room for improvement in convergence rate and 

accuracy. One can improve the algorithms listed in Chapter 5. Other solution methods can be more 

suitable when their relevant algorithms evolve. One can also research on other solution methods 

and produce Lemmas under which other solution methods compute with lower time complexity 

for the purpose of EMSs, just like Lemmas 1,2 and 3 in this thesis. 

To avoiding frequent shifting, it is a common practice in engineering to define a minimal wait 

time between shifts. One can include this aspect in a comparative study. 

The predictive EMS with the HMP solution method can be flashed into a control unit. Hardware-

in-the-Loop can be used to verify the simulation study in this thesis, which provides value in engi-

neering. 

Fatigue of electric powertrains can be more accurately calculated with the help of experiments 

and more accurate modelling methods, especially those for determining fatigue caused by alter-

nating loads. EM thermal lifetime can be incorporated in the service life estimation model with the 
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help of a model of the closed loop dynamics of the thermal management system. On the other 

hand, if lower accuracy can be tolerated, one can assume that the temperatures of both EMs remain 

unchanged in a short prediction horizon. Such an assumption is not sound at all for offline EMSs 

solving a multi-criteria HOCP with a lengthy speed profile. 

An adaptive MCOS like the one proposed in Section 8.5 is worth researching. 

The predictive EMS and the MCOS developed in this thesis can be integrated in design processes 

for future powertrains. Design parameters of EMs and STs can be optimized iteratively based on 

driving cycle simulations. The results of the MCOS can be considered during construction dimen-

sioning. 

Studies on ownership costs of powertrains can be performed to evaluate the benefit of the ser-

vice life extension. Construction dimensioning can even be less conservative, if the MCOS helps to 

extend the powertrain service life to an acceptable extent. Such an approach is less attractive for 

passenger cars, for their consumers are sensitive to energy consumption. It might be attractive for 

heavy-duty vehicles, whose owners value ownership costs more, if the approach is proved to reduce 

ownership costs. 

A unified framework to model the general multi-drive multi-speed powertrain and to design its 

EMS provides plenty of room for research. It can be used to build an automatic optimization tool 

for electric powertrain topology optimization and component design. It can be used to build an 

automatic EMS generation tool. 
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Appendix A The Parameters of Speed4E Power-

train and the vehicle 

The reduced rotational inertia about the rotational axis of the wheels are 

 𝐼red = 𝐼red,PT1 + 𝐼red,PT2 + 4 ∙ 𝐼Wheel. (A.1) 

The rotational inertia of the sub-powertrain 1 (PT1), EM1 and the ST1 combined, about the rota-

tional axis of the wheels can be calculated by 

 𝐼red,PT1 = (𝐼EM1 + 𝐼Sun + 𝐼InputShaft) ∙ 𝑖1
2 + (𝐼Carrier + 𝐼SplineShaft + 𝐼PinoinFD)

∙ 𝑖1,2
2 ∙ 𝑖𝐹𝐷

2 . 
(A.2) 

The rotational inertia of the sub-powertrain 2 (PT2), EM2 and the ST2 combined, about the rota-

tional axis of the wheels is gear position dependent, which can be calculated by 

𝐼red,PT2

=

{
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

 

(𝐼EM2 + 𝐼PinionS1 + 𝐼InputShaft) ∙ 𝑖2
2(𝐺) 

+(𝐼WheelS1 + 𝐼PinionS2G1 + 𝐼PinionS2G2 +
𝐼WheelS2G2

𝑖2,2
2 + 𝐼CounterShaft) ∙

𝑖2
2(𝐺)

𝑖2,1
2   

+(𝐼WheelS2G1 + 𝐼PinionS3 + 𝐼SS + 𝐼OutputShaft) ∙ 𝑖2,3
2 ∙ 𝑖𝐹𝐷

2 , 

 

(𝐼EM2 + 𝐼PinionS1 + 𝐼InputShaft) ∙ 𝑖2
2(𝐺) 

+(𝐼WheelS1 + 𝐼PinionS2G1 + 𝐼PinionS2G2 +
𝐼WheelS2G2

𝑖2,2
2 + 𝐼CounterShaft) ∙

𝑖2
2(𝐺)

𝑖2,2
2   

+(𝐼WheelS2G1 + 𝐼PinionS3 + 𝐼SS + 𝐼OutputShaft) ∙ 𝑖2,3
2 ∙ 𝑖𝐹𝐷

2 , 

 

(𝐼PinionS3 + 𝐼SS + 𝐼OutputShaft) ∙ 𝑖2,3
2 ∙ 𝑖𝐹𝐷

2 , 

 
 

 

 

 

𝐺 = 1, 

 

 

 

𝐺 = 2, 

 

 

 

𝐺 = 3. 

(A.3) 

The rotational inertias of the components in Speed4E powertrain are listed in Table A. 1.  
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Table A. 1: Rotational inertia of the components in Speed4E powertrain 

Component Symbol Value Unit 

Rotor of the EM1 𝐼EM1 371.1×10-6 kg·m² 

Sun gear of the ST1 𝐼Sun 9×10-6 kg·m² 

Input shaft (EM1 to sun 

gear) 

𝐼InputShaft 25×10-6 kg·m² 

Carrier of ST1 𝐼Carrier 2700×10-6 kg·m² 

Spline shaft (carrier to FD) 𝐼SplineShaft 3730×10-6 m/s2 

Pinion of the gear set with 

the ratio 𝑖1,2 

𝐼PinoinFD 480×10-6 kg/m3 

Rotor of the EM2 𝐼EM2 371.1×10-6 kg·m² 

Pinion of gear set stage 1 𝐼PinionS1 35×10-6 kg·m² 

Wheel of gear set stage 1 𝐼WheelS1 14660×10-6 kg·m² 

Counter shaft 𝐼CounterShaft 134×10-6 kg·m² 

Pinion of gear set stage 2 

in 1st gear 

𝐼PinionS2G1 418×10-6 kg·m² 

Wheel of gear set stage 2 

in 1st gear 

𝐼WheelS2G1 67500×10-6 kg·m² 

Pinion of gear set stage 2 

in 2nd gear 

𝐼PinionS2G2 3065×10-6 kg·m² 

Wheel of gear set stage 2 

in 2nd gear 

𝐼WheelS2G2 25600×10-6 kg·m² 

Output shaft 𝐼OutputShaft 1052×10-6 kg·m² 

shift sleeve 𝐼SS 15×10-6 kg·m² 

Wheel 𝐼Wheel 4.2 kg·m² 

    

The parameters for calculation of longitudinal dynamics are listed in the following table. 
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Table A. 2: Parameters of longitudinal dynamics  

Parameter Symbol Value Unit 

Vehicle mass 𝑚 1320 kg 

Fronted area 𝐴f 2.38 m² 

Aerodynamic coefficiency 𝑐aero 0.294 - 

Rolling coefficient 𝑐roll Velocity dependent function - 

Acceleration of gravity 𝑔 9.8 m/s2 

Density of air 𝜌air 1.2 kg/m3 

    

The vehicle parameters are provided by the BMW Group. The parameters of the parts in the 

powertrain are provided by the Gear Research Center (FZG) from Technical University Munich 

and the Institute for Drive Systems and Power Electronics from Leibniz University Hannover. 
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Appendix B Speed4E Powertrain Power Losses 

 
(a) 

 
(b) 

 

 

 
(c) 

Figure B. 1: Power loss maps of (a) the ST1, (b) the ST2 in the 1st gear position and (c) the ST2 

in the 2nd gear position. 

The power losses of both STs, shown in Figure B. 1, are provided by the Gear Research Center, 

Technical University Munich. The power losses of both EMs, shown in Figure B. 2, are provided by 

the Institute for Drive Systems and Power Electronics, Leibniz University. The results of both LEs, 

shown in Figure B. 2, are provided by both the Institute for Drive Systems and Power Electronics, 

Leibniz University Hannover and the Lenze SE. The maximal and minimal torques are marked by 

black curves. 
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(a) 

 
(c) 

 
(b) 

 
(d) 

Figure B. 2: Power loss maps of (a) the EM1, (b) the LE1, (c) the EM2 and (d) the LE2. 
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Appendix C Dynamics of a M-Drive Multi-Speed 

Powertrain 

Longitudinal Dynamics 

Suppose a BEV is propelled by a powertrain with M EMs that are connect to M STs. A discrete set 

Its longitudinal acceleration can be determined by 

 

𝑣̇ = 𝑏(𝐺, 𝑣, 𝑇total) =

𝑇total
𝑟

− 𝑐roll(𝑣) ∙ 𝑚𝑎𝑠𝑠 ∙ 𝑔 − 0.5 ∙ 𝑐a ∙ 𝜌air ∙ 𝐴f ∙ 𝑣
2

𝑚𝑎𝑠𝑠𝑒𝑞(G)
. (C.1) 

The total output torque is provided by all EMs 

 𝑇total =∑𝑇ST𝑛 ∙ 𝑖𝑛
𝑛∈Π

, 

𝑇ST𝑛 = 𝜙𝑛(𝜔𝑛 , 𝑇𝑛) = 𝑇𝑛 −
𝑃𝐿ST𝑛(𝜔𝑛 , 𝑇𝑛)

𝜔𝑛
, 

Π ≔ {I, II, … ,M}. 

 (C.2)  

(C.3) 

 (C.4) 
 

The derivative of the angular velocity over itself of an EM can be determined by 

 𝜕𝜔̇𝑛
𝜕𝜔𝑛

=
𝜕𝑏

𝜕𝜔𝑛
(𝐺, 𝑣, 𝑇total)  (C.5) 

Note that 𝑣 is related to 𝜔𝑛, and, with (C.8) and (C.9) in mind, 𝑇total is related to 𝜔𝑛. There is 

 𝜕𝜔̇𝑛
𝜕𝜔𝑛

=
𝜕𝑏

𝜕𝜔𝑛
(𝐺, 𝑣, 𝑇total) 

=
𝜕𝑣

𝜕𝜔𝑛
∙
𝜕𝑏

𝜕𝑣
(𝐺, 𝑣, 𝑇total) +

𝜕𝜙𝑛
𝜕𝜔𝑛

∙
𝜕𝑇total
𝜕𝜙𝑛

∙
𝜕𝑏

𝜕𝑇total
(𝐺, 𝑣, 𝑇total) 

= −
𝑖𝑛

𝑟𝑚𝑒𝑞(G𝑛)
∙ (

𝑖𝑛
𝑟𝜔𝑛

2

𝜕𝑃𝐿𝑆𝑇𝑛
𝜕𝜔𝑛

(𝜔𝑛 , 𝑢𝑛) +
𝑟

𝑖𝑛
(
d𝑐r
d𝑣

(𝑣) ∙ 𝑚 ∙ 𝑔 + 𝑐a𝜌𝐴f𝑣)). 
 (C.6) 

Necessary modifications to model the hybrid system with the first assump-

tion Section 7.1.1 

It is assumed that one ST shifts at a time. 
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An additional discrete variable 𝑛 ∈ Π,Π ≔ {I, II, … ,M}, is introduced to index the sub-automata. 

Let 𝐺𝜋 represents the gear position of the ST to which the 𝑛-th sub-automaton corresponds. The 

function to calculate the effective torque for each ST is 𝜙𝑛,𝐺𝑛. The function to calculate the input 

torque based on the effective torque is 𝜙𝑛,𝐺𝑛
′ . The gear ratio of the 𝑛-th ST at 𝐺𝑛 gear position is 

𝑖𝑛(𝐺𝑛) . The angular velocities and the torques of the EMs form the continuous states 

𝒙 ≔ (𝜔I, 𝜔II,… ,𝜔M)
T and the continuous controls (𝑇I, 𝑇II, … , 𝑇M)

T, respectively. 

The reduced inertia 𝐼red in (4.5) is dependent on the gear position of each ST. They are encoded 

in a combination 𝑮 ≔ (𝐺I, 𝐺II, …𝐺M). 

In the 𝜋 sub-automaton, a discrete set 𝒬𝑛 ≔ {𝑞𝑛,1, 𝑞𝑛,2, … , 𝑞𝑛,9, 𝑞𝑛,4,𝑎 , 𝑞𝑛,4,𝑏 … , 𝑞𝑛,9,𝑑} includes the 

discrete states and the sub-states of the sub-automaton that are defined in the same way as in 

Section 4.4. 𝜛𝑛 denotes the discrete control in the 𝑛-th sub-automaton. Table 4.2 and Table 4.3 

are taken over to formulate ℬ𝑛, the admissible discrete control set in the 𝜋 sub-automaton, in 

which 𝑞 is replaced by 𝑞𝑛. The manifolds 𝑀𝑛 are defined in the same way as in Section 4.4.2. The 

dynamics of the 𝑛-th sub-automaton are defined in the same way as in Section 4.4.1 and Section 

4.4.2. 

Discrete states 𝒒𝑛,1, 𝒒𝑛,2 and 𝒒𝑛,3 

All STs stay in their fixed gear positions. Therefore, there is ∀ 𝑛 ∈ Π, 𝑞𝑛 = 𝐺𝑛. The indexed system 

dynamics can be derived in a similar way to (4.14) from (4.6) as 

 𝒙̇𝑞 = 𝒇𝑞(𝒙, 𝑇total) 

=
𝑏(𝑮, 𝑣, 𝑇total)

𝑟
∙ (𝑖𝐺I , 𝑖𝐺II , … , 𝑖𝐺M)

T
, ∀ 𝑡 ∈ [𝑡0,𝑞𝜋 , 𝑡𝑓,𝑞𝜋], 

𝑮 = (𝐺I, 𝐺II, …𝐺M), 

𝑇total = ∑ 𝑖𝐺𝑛 ∙ 𝜙𝑛,𝐺𝑛(𝜔𝑛, 𝑇𝑛)

𝑛∈ Π

, 

𝑣 =
𝜔I
𝑖𝐺I
∙ 𝑟, 

𝒙(𝑡0,𝑞𝑛) = 𝒙0,𝑞𝑛 , 

 

(C.7) 

(C.8) 

(C.9) 

(C.10) 

(C.11) 

where 𝑡0,𝑞𝑛 and 𝑡𝑓,𝑞𝑛 denote the start and end time of 𝑞𝑛; the initial state 𝒙0,𝑞𝑛 is given. 

Discrete states 𝒒𝑛,4, 𝒒𝑛,5, … , 𝒒𝑛,9: the 𝑛-th ST performs a shift 

“Balance” and “Decrease” phases 

As discussed in Section 4.3, the duration of the “Balance” phase is the smaller one between the 

duration for 𝑇𝑛  to reach zero (𝜏𝑛,Fade ) and the duration for the rest to reach its maximum 
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(𝜏Π\𝑛,Fade). \ denotes “exclude”. They are determined by 

 
𝜏Π\𝑛,Fade =

1

𝑇𝑆Bal
∙ (𝑇outMax,Π\𝑛(𝑡0,𝜋,𝑗) − 𝑇out,Π\𝑛(𝑡0,𝜋,𝑗)), 

𝑇outMax,Π\𝜋(𝑡) = ∑ 𝑖𝑛′(𝑞𝑛′) ∙ 𝜙𝑛′,𝐺𝑛′ (𝜔𝑛
′(𝑡), 𝑇𝑛′,max(𝜔𝑛′))

𝑛′∈ Π\𝑛

, 

𝑇out,Π\𝑛(𝑡) = ∑ 𝑖𝑛′(𝑞𝑛′) ∙ 𝜙𝑛′,𝐺𝑛′(𝜔𝑛
′(𝑡), 𝑇𝑛′(𝑡))

𝑛′∈ Π\𝑛

, 

𝜏𝑛,Fade =
(𝑇𝑛(𝑡0,𝑞𝑛)) ∙ 𝑖𝑛 (𝑞𝑛(𝑡0,𝑛,𝑗

− ))

𝑇𝑆Bal
, 

𝜏Bal = min(𝜏Π\𝑛,Fade, 𝜏𝑛,Fade), 

(C.12) 

 (C.13) 

(C.14) 

(C.15) 

(C.16) 

where 𝑇out,Π\𝑛 denotes the output torque provided by all EMs excluding the 𝑛-th EM. 𝑇outMax,Π\𝑛 

denotes the maximum value of 𝑇out,Π\𝑛. By (C.12),  

 (C.13) and (C.14), all EMs excluding the 𝑛-th EM ramp up their torques in such a way that they 

reach their maximal torques at the same time. Since all STs other than the 𝑛 ST are in fixed-gear 

position, given the assumption that one ST shifts at a time, 𝑖𝑛′(𝑞𝑛′) that appears in the following 

texts is the gear ratio of the 𝑛′-th ST. 𝑇𝑆Bal denotes the rate of the change of output torque on the 

wheels in the “Balance” phase; 𝑡0,𝑛,𝑗 the time point when 𝑞𝑛 enters 𝑞𝑛,𝑗. 

A “Decrease” phase takes place, if ∃ 𝑛′ ∈ Π\𝑛, 𝑇𝑛′ reaches its maximum before 𝑇𝑛 reaches zero. The 

duration of the “Decrease” phase is 

 

𝜏Decr = {

𝑇𝑛(𝑡0,𝑛,𝑗 + 𝜏Bal) ∙ 𝑖𝑛 (𝑞𝑛(𝑡0,𝑛,𝑗
− ))

𝑇𝑆Decr
, 𝜏Bal < 𝜏𝑛,Fade

0, 𝜏Bal = 𝜏𝑛,Fade

, 

𝜏𝑎 = 𝜏Bal + 𝜏Decr, 

 (C.17) 

 (C.18) 

where 𝑇𝑆Decr denotes the slope of the change of output torque on the wheels in the “Decrease” 

phase. If the duration of the “Balance” phase equals 𝜏𝑛,Fade, the “Decrease” phase does not take 

place, which means 𝜏Decr equals zero. The duration of the sub-state 𝑞𝑛,𝑗,𝑎 (𝜏𝑎) is the sum of the 

duration of the “Balance” and “Decrease” phases. In this sub-state, the torque variables in 𝒖 are 

determined by 
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𝑇out,Π\𝑛 = {
𝑇out,Π\𝑛(𝑡0,𝑞𝑛) + 𝑇𝑆Bal ∙ (𝑡 − 𝑡0,𝑛,𝑗), 𝑡 ∈ (𝑡0,𝑛,𝑗 , 𝑡0,𝑛,𝑗 + 𝜏Bal],

𝑇outMax,Π\𝑛(𝑡0,𝑛,𝑗 + 𝜏Bal), 𝑡 ∈ (𝑡0,𝑛,𝑗 + 𝜏Bal, 𝑡0,𝑛,𝑗 + 𝜏𝑎],
 

𝑇𝑆Bal = ∑ 𝑇𝑆Bal,𝑛′

𝑛′∈ Π\𝑛

 

𝑇𝑆Bal,𝑛′ =
𝑖𝑛′(𝑞𝑛′) ∙ [𝑇𝑛′,max(𝜔𝑛′) − 𝜙𝑛′,𝐺𝑛′(

𝜔𝑛′(𝑡0,𝑛,𝑗), 𝑇𝑛′(𝑡0,𝑛,𝑗))]

𝑇outMax,Π\𝑛(𝑡0,𝑛,𝑗) − 𝑇out,Π\𝑛(𝑡0,𝑛,𝑗)
∙ 𝑇𝑆Bal, 𝑛′ ∈  Π\𝑛 

(C.19) 

(C.20) 

 

𝑇𝑛′ = {
𝑇𝑛′(𝑡0,𝑞𝜋) +

𝑇𝑆Bal,𝑛′

𝑖𝑛′(𝑞𝑛′)
∙ (𝑡 − 𝑡0,𝜋,𝑗), 𝑡 ∈ (𝑡0,𝑛,𝑗 , 𝑡0,𝑛,𝑗 + 𝜏Bal],

𝑇𝑛′,max(𝜔𝑛′), 𝑡 ∈ (𝑡0,𝑛,𝑗 + 𝜏Bal, 𝑡0,𝑛,𝑗 + 𝜏𝑎],

 (C.21) 

𝑇𝑛 =

{
 
 

 
 

𝜙𝑛,𝐺𝑛
′ (𝜔𝑛 ,

𝑇total − 𝑇out,Π\𝑛(𝑡)

𝑖𝑛 (𝑞(𝑡0,𝑛,𝑗
− ))

) , 𝑡 ∈ (𝑡0,𝑛,𝑗 , 𝑡0,𝑛,𝑗 + 𝜏Bal],

𝑇𝑛(𝑡0,𝑛,𝑗 + 𝜏Bal) −
𝑇𝑆Decr

𝑖𝑛 (𝑞(𝑡0,𝑛,𝑗
− ))

∙ (𝑡 − 𝑡0,𝑛,𝑗 − 𝜏Bal), 𝑡 ∈ (𝑡0,𝑛,𝑗 + 𝜏Bal, 𝑡0,𝑛,𝑗 + 𝜏𝑎],

 (C.22) 

where 𝑇𝑛′, one of the torque of the EMs other than 𝑛-th EM, fades to its maximum with a slope 

dependent on 𝑇𝑆Bal,𝑛′, while 𝑇𝑛 fades to zero firstly in accordance to the rising of the other EMs 

and secondly dependent on 𝑇𝑆Decr, if necessary. 𝑇𝑆Bal,𝑛′ is a part of 𝑇𝑆Bal, where the proportion is 

dependent on the deviation of 𝑇𝑛′ to 𝑇𝑛′,max. Since the DC is not disengaged, (C.7)-(C.9) hold with 

 𝑮 = (𝐺I, 𝐺II, …𝐺M), 𝐺𝑛 = 𝑞(𝑡0,𝑛,𝑗
− ), 𝑡 ∈ (𝑡0,𝑛,𝑗 , 𝑡0,𝑛,𝑗 + 𝜏𝑎]. (C.23) 

An autonomous transition from state 𝑞𝑛,𝑗,𝑎 to 𝑞𝑛,𝑗,𝑏 happens, when the time-dependent switching 

manifold 𝑀𝑎𝑏(𝑡) = 0, which is defined as 

 𝑀𝑎𝑏(𝑡) = 𝑡 − 𝑡0,𝑛,𝑗 − 𝜏𝑎. (C.24)  

First “Synchronize” and “Disengage” phases 

In 𝑞𝜋,𝑗,𝑏, the first “Synchronize” phase takes place, followed by the “Disengage” phase. Both phases 

are assumed to last for constant time, as discussed in Section 4.3. The duration of this sub-state 

(𝜏𝑏) and the torques are 
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 𝜏𝑏 = 𝜏syn1 + 𝜏Disengage 

𝑇out,Π\𝑛 = 𝑇total − 𝜙𝑛,𝑞(𝑡0,𝑛,𝑗
− )

(𝜔𝑛, 0) ∙ 𝑖𝑛 (𝑞𝑛(𝑡0,𝑛,𝑗
− )) , 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑏 , 𝑡0,𝑛,𝑗,𝑏 + 𝜏𝑏], 

𝑇total = 𝑝(𝑮, 𝑣, 𝑣̇) 

𝑇𝑛 = 0, 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑏 , 𝑡0,𝑛,𝑗,𝑏 + 𝜏𝑏], 

(C.25) 

(C.26) 

(C.27) 

(C.28) 

where the rest EMs propel the vehicle, also compensating the drag torque of ST. The requested 

output torque is determined by 𝑝(∙) based on (4.6), in which 𝑮 determines 𝐼red. The value of each 

torque remains to be determined by the EMS, which can be considered an optimization problem. 

𝑡0,𝜋,𝑗,𝑏 is the time point when the sub-state 𝑞𝜋,𝑗,𝑏 is activated. Since the DC is not disengaged, (C.7)-

(C.9) hold with 

 𝑮 = (𝐺I, 𝐺II, …𝐺M), 𝐺𝑛 = 𝑞(𝑡0,𝑛,𝑗
− ), 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑏 , 𝑡0,𝑛,𝑗,𝑏 + 𝜏𝑏]. (C.29)  

An autonomous transition from sub-state 𝑞𝑛,𝑗,𝑏 to 𝑞𝑛,𝑗,𝑐 happens, when the time-dependent switch-

ing manifold 𝑀𝑏𝑐(𝑡) = 0, which is defined as 

 𝑀𝑏𝑐(𝑡) = 𝑡 − 𝑡0,𝑛,𝑗,𝑏 − 𝜏𝑏. (C.30) 

Second “Synchronize” and “Engage” phases 

In 𝑞𝜋,𝑗,𝑐, the second “Synchronize” phase with a duration 𝜏syn2 takes place, followed by the “En-

gage” phase with constant duration, as discussed in Section 4.3. 𝜏syn2 depends on the vehicle speed 

and the shift process 𝑞𝑛,𝑗. It includes a) the duration for EM2 to accelerate 𝜏acc, negative accelera-

tion in this case, and b) the duration of the APC 𝜏APC. The duration of this sub-state (𝜏𝑐) and the 

torques are 

 
𝜏𝑐 = 𝜏acc + 𝜏APC + 𝜏Engage = 𝜏syn2,𝑞𝑛,𝑗(𝑣) + 𝜏Engage 

𝑇out,Π\𝑛 = min(𝑇outMax,Π\𝑛 , 𝑇total) , 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑐, 𝑡0,𝑛,𝑗,𝑐 + 𝜏𝑐], 

𝑇total = 𝑝(𝑮, 𝑣, 𝑣̇), 

𝑇𝑛 = 0, 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑐, 𝑡0,𝑛,𝑗,𝑐 + 𝜏𝑐], 

𝐺𝑛 = 3, 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑐 , 𝑡0,𝑛,𝑗,𝑐 + 𝜏𝑐], 

(C.31)  

(C.32)  

(C.33)  

(C.34)  

(C.35)  
 

where the gear position is neutral, since the DC is disengaged. The dynamics follow 
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𝑥̇𝑛′ =

𝑏(𝑮, 𝑣, 𝑇out,Π\𝑛)

𝑟
∙ 𝑖𝑛′(𝑞𝑛′), 𝑛′ ∈  Π\𝑛, ∀ 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑐, 𝑡0,𝑛,𝑗,𝑐 + 𝜏𝑐], 

𝑥̇𝑛 =
𝑇2

𝐼𝑛,input
, ∀ 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑐 , 𝑡0,𝑛,𝑗,𝑐 + 𝜏𝑐], 

𝑣 =
𝜔𝑛′

𝑖𝑛′(𝑞𝑛′)
∙ 𝑟, 𝑛′ ∈  Π\𝑛, 

𝑇𝑛 = {
𝑇𝑛,min, 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑐, 𝑡0,𝑛,𝑗,𝑐 + 𝜏acc],

0, 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑐 + 𝜏acc, 𝑡0,𝑛,𝑗,𝑐 + 𝜏𝑐]
, 

𝜏acc =
(
𝑣
𝑟
∙ 𝑖𝑛 (𝜛𝑞𝑛,𝑗,𝑑) − 𝜔𝑛(𝑡0,𝑛,𝑗,𝑐)) 𝐼ST2,input

𝑇𝑛
, 

 

(C.36) 

(C.37) 

(C.38) 

(C.39) 

 

(C.40) 

where 𝐼𝜋,input is the rotational inertia around 𝜋 EM rotor axis including the rotor of 𝜋 EM, the first 

stage and the second stage of the 𝜋 ST. For 𝑞𝑛,𝑗 ∈ {𝑞𝑛,4, 𝑞𝑛,5, … , 𝑞𝑛,9}, 𝜛𝑞𝑛,𝑗,𝑑 is equivalent to the tar-

get gear position. All torques other than 𝑇𝑛 remain to be determined by the EMS. 

An autonomous transition from the sub-state 𝑞𝑛,𝑗,𝑐  to 𝑞𝑛,𝑗,𝑑  happens, when the time-dependent 

switching manifold 𝑀𝑐𝑑(𝑡) = 0, which is defined as 

 𝑀𝑐𝑑(𝑡) = 𝑡 − 𝑡0,𝑛,𝑗,𝑐 − 𝜏𝑐. (C.41)  

“Increase” and second “Balance” phases 

In 𝑞𝑛,𝑗,𝑑 , 𝑇out,Π\𝑛, 𝑇𝑛′ and 𝑇𝑛 fade to 𝑇outNew,Π\𝑛, 𝑇𝑛′,new and 𝑇𝑛,new, respectively, which are deter-

mined by the EMS for the new gear position. Similar to the sub-state 𝑞𝑛,𝑗,𝑎, both “Balance” and 

“Increase” phases might take place. Their durations are determined by 

 
𝜏Π\𝑛,Fade =

𝑇out,Π\𝑛(𝑡0,𝜋,𝑗,𝑑) − 𝑇outNew,Π\𝑛

𝑇𝑆Bal
, 

𝜏𝑛,Fade =
(𝑇𝑛,new − 𝑇𝑛(𝑡0,𝑛,𝑗,𝑑)) ∙ 𝑖𝑛 (𝜛𝑞𝑛,𝑗)

𝑇𝑆Bal
, 

𝜏Bal = min(𝜏Π\𝑛,Fade, 𝜏𝑛,Fade) , 

𝜏Incr = {

(𝑇𝑛,new − 𝑇𝑛(𝑡0,𝑛,𝑗,𝑑 + 𝜏Bal)) ∙ 𝑖𝑛 (𝜛𝑞𝑛,𝑗,𝑑)

𝑇𝑆Incr
, 𝜏Bal < 𝜏𝑛,Fade,

0, 𝜏Bal = 𝜏𝑛,Fade,

 

𝜏𝑑 = 𝜏Bal + 𝜏Incr, 

(C.42) 

 

(C.43) 

 

(C.44) 

(C.45) 

(C.46) 

where 𝜛𝑞𝑛,𝑗,𝑑 is equivalent to the target gear, which is defined by the autonomous admissible con-

trol set. In this sub-state, the torques are determined by 
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𝑇𝑆Bal,𝑛′ =
𝑖𝑛′(𝑞𝑛′) ∙ [𝑇𝑛′,new − 𝜙𝑛′,𝐺𝑛′(𝜔𝑛

′(𝑡0,𝑛,𝑗), 𝑇𝑛′(𝑡0,𝑛,𝑗))]

𝑇outNew,Π\𝑛 − 𝑇out,Π\𝑛(𝑡0,𝑛,𝑗,𝑑)
∙ 𝑇𝑆Bal, 𝑛′ ∈  Π\𝑛 (C.47) 

𝑇𝑛′ = {
𝑇𝑛′(𝑡0,𝑛,𝑗,𝑑) +

𝑇𝑆Bal,𝑛′

𝑖𝑛′(𝑞𝑛′)
∙ (𝑡 − 𝑡0,𝑛,𝑗,𝑑), 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑑 , 𝑡0,𝑛,𝑗,𝑑 + 𝜏Bal],

𝑇𝑛′,new, 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑑 + 𝜏Bal, 𝑡0,𝑛,𝑗,𝑑 + 𝜏𝑑],

 (C.48) 

𝑇𝑛

=

{
 
 

 
 

𝜙𝜋,𝐺𝑛
′ (𝜔𝑛 ,

𝑇total − 𝑇out,Π\𝑛(𝑡)

𝑖𝑛 (𝜛𝑞𝑛,𝑗,𝑑)
) , 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑑, 𝑡0,𝑛,𝑗,𝑑 + 𝜏Bal],

𝑇𝑛(𝑡0,𝑛,𝑗,𝑑 + 𝜏Bal) +
𝑇𝑆Incr

𝑖𝑛 (𝜛𝑞𝑛,𝑗)
∙ (𝑡 − 𝑡0,𝑛,𝑗,𝑑 − 𝜏Bal), 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑑 + 𝜏Bal, 𝑡0,𝑛,𝑗,𝑑 + 𝜏𝑑].

 
(C.49) 

Since the DC of the new gear position is engaged, (C.7)-(C.9) hold with 

 𝐺 = 𝜛𝑞𝑛,𝑗,𝑑 , 𝑡 ∈ (𝑡0,𝑛,𝑗,𝑑, 𝑡0,𝑛,𝑗,𝑑 + 𝜏𝑑]. (C.50)  

An autonomous transition from the sub-state 𝑞𝑛,𝑗,𝑑 the next discrete state 𝜛𝑞𝑛,𝑗,𝑑 happens, when the 

time-dependent switching manifold 𝑀𝑗𝜛𝑞𝑛,𝑗,𝑑
(𝑡) = 0, which is defined as 

 𝑀𝑗𝜛𝑞𝑛,𝑗,𝑑
(𝑡) = 𝑡 − 𝑡0,𝑛,𝑗,𝑑 − 𝜏𝑑. (C.51)  

Shift process in other categories 

In the case of 𝑇total ≤ 0 , replace 𝑇𝑛′,max  with 𝑇𝑛′,min  in (C.12), (C.13), (C.20) and (C.21). 

𝑇outMax,Π\𝑛  is consequently 𝑇outMin,Π\𝑛  In the case of 𝜔𝑛,target > 𝜔𝑛 , replace 𝑇𝑛,min  with 𝑇𝑛,max  in 

(C.39). 

Necessary modifications to model the hybrid system with the second as-

sumption in Section 7.1.2 

It is assumed that at most M− 1 STs can shift at the same time. 

Further restriction is applied to the system: the controlled switching of all sub-automata take place 

at the same time. More specifically, at a time point 𝑡, ∀ 𝑛 ∈ Π, 𝜛𝑛(𝑡) can be different to 𝜛𝑛(𝑡
−), if 
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and only if 𝑞𝑛(𝑡
−) ≤ 3. 

At a time point 𝑡, the indexes of the sub-automata that are in a shift process form a set Πshift. Those 

that remain in their fixed gear positions form a set Π\Πshift. The first strategy to control the shift 

processes is to have each phase in a shift process of all sub-automata in Πshift finish at the same 

time. For a sub-automaton 𝜋 that enters a shift process, the dynamics and the predefined control 

in (C.7)-(C.51) hold but with the following changes: 

• The set Π\𝑛 is replaced by Π\Πshift. 

• Since all the phases in the shift processes are aligned, the time point during a shift process 

can be expressed by the time variable of any sub-automaton. 

• 𝑇𝑛 is not directly determined. An example in “Balance” and “Decrease” phases, i.e. subscript 

“a”, is shown: 

The duration was calculated by (C.12)-(C.18). They are changed to 

 
𝜏Π\Πshift,Fade =

1

𝑇𝑆Bal
∙ (𝑇outMaxΠ\Πshift(𝑡0,𝑛,𝑗) − 𝑇out,Π\Πshift(𝑡0,𝑛,𝑗)) , 

𝑇outMax,Π\Πshift(𝑡) = ∑ 𝑖𝑛′(𝑞𝑛′) ∙ 𝜙𝑛′,𝐺𝑛′ (𝜔𝑛
′(𝑡), 𝑇𝑛′,max(𝜔𝑛′))

𝑛′∈ Π\𝑛

, 

𝑇out,Π\Πshift(𝑡) = ∑ 𝑖𝑛′(𝑞𝑛′) ∙ 𝜙𝑛′,𝐺𝑛′(𝜔𝑛
′(𝑡), 𝑇𝑛′(𝑡))

𝑛′∈ Π\𝑛

, 

𝜏Πshift,Fade =
1

𝑇𝑆Bal
∙ (𝑇out,Πshift(𝑡0,𝑛,𝑗

− ) − 𝑇outZero,Πshift(𝑡0,𝑛,𝑗
− )) , 

𝑇outZero,Πshift(𝑡) = ∑ 𝑖𝑛(𝑞𝑛(𝑡)) ∙ 𝜙𝑛,𝐺𝑛(𝜔𝑛(𝑡), 0)

𝑛∈ Πshift

, 

𝑇out,Πshift(𝑡) = ∑ 𝑖𝑛(𝑞𝑛(𝑡)) ∙ 𝜙𝑛,𝐺𝑛(𝜔𝑛(𝑡), 𝑇𝑛(𝑡))

𝑛∈ Πshift

 

𝜏Bal = min(𝜏Π\Πshift,Fade, 𝜏Πshift,Fade), 

𝜏Decr = {

𝑇out,Πshift(𝑡0,𝑛,𝑗 + 𝜏Bal)

𝑇𝑆Decr
, 𝜏Bal < 𝜏𝑛,Fade

0, 𝜏Bal = 𝜏𝑛,Fade

, 

𝜏𝑎 = 𝜏Bal + 𝜏Decr, 

(C.52) 

(C.53) 

(C.54) 

(C.55) 

(C.56) 

(C.57) 

(C.58) 

 

(C.59) 

(C.60) 

The torques 𝑇𝑛′ , 𝑛
′ ∈  Π\Πshift are determined in the same way as in (C.19)-(C.22). The tor-

ques 𝑇𝑛 , 𝑛 ∈  Πshift are determined 
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𝑇out,Πshift

= {
𝑇total − 𝑇out,Π\Πshift(𝑡), 𝑡 ∈ (𝑡0,𝑛,𝑗 , 𝑡0,𝑛,𝑗 + 𝜏Bal],

𝑇out,Πshift(𝑡0,𝑛,𝑗 + 𝜏Bal) − 𝑇𝑆Decr ∙ (𝑡 − 𝑡0,𝑛,𝑗 − 𝜏Bal), 𝑡 ∈ (𝑡0,𝑛,𝑗 + 𝜏Bal, 𝑡0,𝑛,𝑗 + 𝜏𝑎],
 

 

(C.61) 

 

𝑇𝐹𝑎𝑐𝑡𝑜𝑟Bal,𝑛 =
𝑖𝑛 (𝑞𝑛(𝑡0,𝑛,𝑗

− )) ∙ 𝜙𝑛,𝐺𝑛(𝜔𝑛(𝑡0,𝑛,𝑗), 𝑇𝑛(𝑡0,𝑛,𝑗))

𝑇out,Πshift(𝑡0,𝑛,𝑗
− ) − 𝑇outZero,Πshift(𝑡0,𝑛,𝑗

− )
, 𝑛 ∈  Πshift 

𝑇𝑛 = 𝜙𝑛,𝐺𝑛
′ (𝜔𝑛, 𝑇𝐹𝑎𝑐𝑡𝑜𝑟Bal,𝑛 ∙ 𝑇out,Πshift), 

 

(C.62) 

(C.63) 

where 𝑇𝐹𝑎𝑐𝑡𝑜𝑟Bal,𝑛 is a factor that considers the deviation between 𝑇𝑛 and 0. By doing so, the 

sub-states 𝑞𝑛,𝑗,𝑎 , 𝑛 ∈  Πshift, 𝑗 ∈  {4,5,6,7} of all sub-automaton in Πshift end at the same time. 

• The duration of the second “Synchronize” and “Engage” phases, i.e. subscript “c”, is the high-

est value of the all sub-automata in Πshift: 

 𝜏𝑐 = max{𝜏syn2,𝑞𝑛,𝑗} + 𝜏Engage, 𝑛 ∈  Πshift. (C.64) 

The strategy to control the shift processes can also be changed. For instance, 𝑇𝑛 , 𝑛 ∈  Πshift , 

changes individually with a factor. (C.61) remains. (C.62) and (C.63) are replaced by the equa-

tions that have 𝑇𝜋 changes with a slope of 
𝑇𝑆Bal

𝑁Πshift
, where 𝑁Πshift is the size of Πshift. The duration of 

“Synchronize” and “Engage” phases is individually decided, after which 𝑇𝑛 changes with individual 

slope. 𝑇out,Π\Πshift compensates the change of 𝑇out,Πshift. The formulation is omitted. 
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Appendix D Cost Function Minimization 

Minimization of the cost function is formulated as 

 min
𝒖𝑞

𝑙(𝒙, 𝒖𝑞) , 

𝑙(𝒙, 𝒖) = 𝒙T ∙ 𝒖 + 𝑃𝐿𝐸𝑀1(𝜔1, 𝑢1) + 𝑃𝐿𝐸𝑀2(𝜔2, 𝑢2), 

(D.1) 

(5.7) 

subject to 𝑢1 ∈ [𝑇1,min(𝜔1), 𝑇1,max(𝜔1)], 

𝑢2 ∈ [𝑇2,min(𝜔2), 𝑇2,max(𝜔2)], 

𝒙̇𝑞 = 𝒇𝑞(𝒙, 𝑇total) 

=
𝑏(𝑞, 𝑣, 𝑇total)

𝑟
∙ (

𝑖1
𝑖2(𝑞)

) , 

𝑇total = 𝜙1(𝜔1, 𝑢1) ∙ 𝑖1 + 𝜙2,𝑞(𝜔2, 𝑢2) ∙ 𝑖2(𝑞) 

𝑞 ∈ {1,2}, 

(5.13) 

(5.14)  

(4.14) 

(4.15) 

(4.16) 

 (*) 

where in (*) only 𝑞1 and 𝑞2 are considered, since the torques are determined by (4.7)-(4.9) in 

neutral gear position and the continuous controls are predefined during a shift process (𝑞 ∈

𝒬\{𝑞1, 𝑞2, 𝑞3}). The minimization is subject to the inequality constraints (5.8) and (5.9) as well as 

the equality constraint (4.16). (5.15) and (5.16) are not considered, since 𝒙 and 𝑞 are given. 

Equivalent convex optimization 

Lemma 1: the problem (D.1) is equivalent to a convex optimization problem in a standard form. 

Proof of Lemma 1: 

Firstly, the power losses are examined. For studies of EMS, power losses are often considered 

quadratic polynomial with two variables (angular velocity and torque), in which the parameters 

of the 2nd degree terms are positive [26]. In such settings, the power loss is convex. In this work, 

the power losses are modelled as look-up tables based on the simulation results. The power losses 

of both EMs and both STs at different angular velocities are illustrated in Figure D. 1, which are a 

clearer view of the contour plots Figure B. 1: in Appendix B. By observation, 𝑃𝐿𝑆𝑇 and 𝑃𝐿𝐸𝑀 are 

convex functions in the direction of torque 𝑇. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure D. 1: Power loss at different angular velocities of (a) ST1, (b) EM1, (c) ST2 and (d) 

EM2 

Secondly, change of variables of the optimization problem: 

The function 𝜙:ℝ2  →  ℝ in (4.16) is more rigidly defined as 

 
𝑇𝑆𝑇 = 𝜙(𝜔, 𝑇) = 𝑇 −

𝑃𝐿𝑆𝑇(𝜔, 𝑇)

𝜔
, 𝑇 ∈ 𝒯(𝜔), 

𝒯(𝜔) = {𝑇 ∈ ℝ | 𝑇𝑚𝑖𝑛(𝜔) ≤ 𝑇 ≤ 𝑇𝑚𝑎𝑥(𝜔)}. 

(D.2) 

(D.3) 

Since the angular velocity 𝜔 is given for the optimization problem, the function is rewritten as 

𝜙𝜔: ℝ →  ℝ 

 
𝑇𝑆𝑇 = 𝜙𝜔(𝑇) = 𝑇 −

𝑃𝐿𝑆𝑇(𝜔, 𝑇)

𝜔
, 𝑇 ∈ 𝒯𝜔, 

𝒯𝜔 = {𝑇 ∈ ℝ | 𝑇𝑚𝑖𝑛(𝜔) ≤ 𝑇 ≤ 𝑇𝑚𝑎𝑥(𝜔)}, 

(D.4) 

(D.5) 

where domain 𝒯𝜔 is bounded by the maximum and the minimum torque of the EM depending on 

its angular velocity. 𝒯𝜔 , a continuous 1-D line, is a convex set. In this domain, 𝜙𝜔 is concave, as 
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𝑃𝐿𝑆𝑇 is convex. By definition of concavity, ∀ 𝑐 ∈ [0,1], ∀ 𝑇𝑎 , 𝑇𝑏 ∈ 𝒯𝜔, the following holds 

 𝜙𝜔(𝑐 ∙ 𝑇𝑎 + (1 − 𝑐) ∙ 𝑇𝑏) ≥ 𝑐 ∙ 𝜙𝜔(𝑇𝑎) + (1 − 𝑐) ∙ 𝜙𝜔(𝑇𝑏). (D.6) 

Figure D. 2(a) and (b) show the output of 𝜙𝜔 of ST1 and ST2at first gear, i.e. 𝜙𝜔,1 and 𝜙𝜔,2,𝑞1, at 

different 𝜔, which can be observed to be monotonic. The inverse function 𝜙𝜔
−1 therefore exists. 

The domain of 𝜙𝜔
−1 is the range of 𝜙𝜔 

 𝐝𝐨𝐦𝜙𝜔
−1 = {𝜙𝜔(𝑇) | 𝑇 ∈ 𝒯𝜔}, (D.7) 

which is continuous and bounded by 𝜙𝜔(sup𝒯(𝜔)) and 𝜙𝜔(inf 𝒯(𝜔)) on ℝ. “sup” and “inf” repre-

sent supremum and infimum. (D.7) is a convex set.  

 
(a) 

 
(b) 

Figure D. 2: Effective torques of the ST1 (a) and the ST2 in 1st gear (b) at different angular 

velocities 

∀ 𝑐 ∈ [0,1], ∀ 𝑇𝑚, 𝑇𝑛 ∈ [𝜙𝜔(inf 𝒯(𝜔)), 𝜙𝜔(sup𝒯(𝜔))], two real numbers 𝛼 and 𝛽 are defined as 

 𝛼 = 𝜙𝜔
−1(𝑐 ∙ 𝑇𝑚 + (1 − 𝑐) ∙ 𝑇𝑛), 

𝛽 = 𝑐 ∙ 𝜙𝜔
−1(𝑇𝑚) + (1 − 𝑐) ∙ 𝜙𝜔

−1(𝑇𝑛), 

(D.8) 

(D.9) 

which still belong to 𝒯(𝜔). Place 𝛼 in 𝜙𝜔 

 𝜙𝜔(𝛼) = 𝑐 ∙ 𝑇𝑚 + (1 − 𝑐) ∙ 𝑇𝑛 

= 𝑐 ∙ 𝜙𝜔(𝜙𝜔
−1(𝑇𝑚)) + (1 − 𝑐) ∙ 𝜙𝜔(𝜙𝜔

−1(𝑇𝑛)). 
(D.10)  

By the inequality from (D.6) 

 𝜙𝜔(𝛼) ≤ 𝜙𝜔(𝑐 ∙ 𝜙𝜔
−1(𝑇𝑚) + (1 − 𝑐) ∙ 𝜙𝜔

−1(𝑇𝑛)) = 𝜙𝜔(𝛽). (D.11)  
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Since 𝜙 strictly increases, there is 𝛼 ≤ 𝛽, i.e. 

 𝜙𝜔
−1(𝑐 ∙ 𝑇𝑚 + (1 − 𝑐) ∙ 𝑇𝑛) ≤ 𝑐 ∙ 𝜙𝜔

−1(𝑇𝑚) + (1 − 𝑐) ∙ 𝜙𝜔
−1(𝑇𝑛), (D.12)  

∀ 𝑐 ∈ [0,1], ∀ 𝑇𝑚, 𝑇𝑛 ∈ 𝒯𝑆𝑇(𝜔). 𝜙𝜔
−1 is therefore a convex function. 

Use 𝜙𝜔
−1(𝑇𝑆𝑇) to substitute 𝑇1 and 𝑇2 (𝒖 ≔ (𝑇1, 𝑇2)) in (5.7) and the cost function is transformed to 

 𝑙𝒙,𝑞 (𝜙1,𝜔1
−1 (𝑇ST1), 𝜙2,𝜔2,𝑞

−1 (𝑇ST2))

= 𝜔1 ∙ 𝜙1,𝜔1
−1 (𝑇ST1) + 𝜔2 ∙ 𝜙2,𝜔2,𝑞

−1 (𝑇ST2)

+ 𝑃𝐿EM1 (𝜔1, 𝜙1,𝜔1
−1 (𝑇ST1)) + 𝑃𝐿EM2 (𝜔2, 𝜙2,𝜔2,𝑞

−1 (𝑇ST2)), 

(D.13)  

whose minimization is 

 min
(𝑇ST1,𝑇ST2)

T
𝑙𝒙,𝑞 (𝜙1,𝜔1

−1 (𝑇ST1), 𝜙2,𝜔2,𝑞
−1 (𝑇ST2)), (D.14) 

subject to 𝑇ST1 ∈ {𝜙ST1,𝜔1(𝑇) | 𝑇 ∈ 𝒯EM1,𝜔1}, 

𝑇ST2 ∈ {𝜙ST2,𝜔2(𝑇) | 𝑇 ∈ 𝒯EM2,𝜔2}, 

𝒙̇𝑞 = 𝒇𝑞(𝒙,𝑇total) 

=
𝑏(𝑞, 𝑣, 𝑇total)

𝑟
∙ (

𝑖1
𝑖2(𝑞)

) , 

𝑇total = 𝑇ST1 ∙ 𝑖1 + 𝑇ST2 ∙ 𝑖2(𝑞), 

𝑞 ∈ {1,2}, 

(D.15) 

 (D.16) 

(D.17)  

(D.18) 

(4.7) 

 (*) 

where 𝒙 and 𝑞 are subscripted in (D.13) and (D.14) to avoid confusion, since the cost function is 

optimized w.r.t. torques. The last two terms in (D.13) are convex functions, since they are function 

composition of convex functions. (D.13) as a whole is a convex function, since it’s a sum of convex 

functions with non-negative weights. Same as the reasoning for (D.7), (D.15) and (D.16) are con-

vex sets. (4.7) is an affine function. Therefore, (D.14) is a convex optimization in standard form 

[63, pp. 136-137]. 

Lastly, the equivalency. The control 𝒖𝑞 in (D.1) and the effective torques (𝑇ST1, 𝑇ST2)
T are one-to-

one, since 𝜙ST1,𝜔1  and 𝜙ST2,𝜔2  are monotonic. If (𝑇ST1
∗ , 𝑇ST2

∗ )T  solves (D.14), 

(𝜙ST1,𝜔1
−1 (𝑇ST1

∗ ), 𝜙ST2,𝜔2
−1 (𝑇ST2

∗ ))
T

 solves (D.1). The original problem (D.1) is therefore equivalent to 

the problem (D.14) by change of variables [63, pp. 130-131]. 

∎ 

Remark: To obtain the function 𝜙′(𝜔, 𝑇ST)introduced at (4.7)-(4.11), firstly perform 𝜙𝜔
−1(𝑇ST) on 

the discretized 𝜔, then perform interpolation. 



 

 

Appendix D  185 

 

Upper and lower bounds of the torques 

 

Figure D. 3: Torque range divided into several zones 

Lemma 2: Suppose (𝑻𝐒𝐓𝟏
∗ , 𝑻𝐒𝐓𝟐

∗ )𝐓 solves (D.14) and (𝒖𝟏
∗ , 𝒖𝟐

∗ )𝐓 = (𝝓𝐒𝐓𝟏,𝝎𝟏
−𝟏 (𝑻𝐒𝐓𝟏

∗ ),𝝓𝐒𝐓𝟐,𝝎𝟐
−𝟏 (𝑻𝐒𝐓𝟐

∗ ))
𝐓

is 

the equivalent solution to (D.1). Following inequality holds 

 

{
 
 

 
 
𝑢1
∗ ∈ [0, 𝑇1,max(𝜔1)],

𝑢2
∗ ∈ [0, 𝑇2,max(𝜔2)],

 𝑇total ≥ 𝑇inf,max,

𝑢1
∗ ∈ [𝑇1,min(𝜔1), 0],

𝑢2
∗ ∈ [𝑇2,max(𝜔2), 0],

 𝑇total < 𝑇zero,

 

{
  
 

  
 𝑇ST1

∗ ∈ [𝜙𝜔1,ST1(0),𝜙𝜔1,ST1 (𝑇1,max(𝜔1))] ,

𝑇ST2
∗ ∈ [𝜙𝜔2,ST2,𝑞(0), 𝜙𝜔2,ST2,𝑞 (𝑇2,max(𝜔2))] ,

 𝑇total ≥ 𝑇total,inf,max,

𝑇ST1
∗ ∈ [𝜙𝜔1,ST1 (𝑇1,min(𝜔1)) , 𝜙𝜔1,ST1(0)] ,

𝑇ST2
∗ ∈ [𝜙𝜔2,ST2,𝑞 (𝑇2,max(𝜔2)) , 𝜙𝜔2,ST2,𝑞(0)] ,

 𝑇total < 𝑇zero.

 

(D.19) 

 

 

 

(D.20) 
 

Proof of Lemma 2: 

(D.20) is the mapping of (D.19) through 𝜙ST1,𝜔1 and 𝜙ST2,𝜔2,𝑞. It’s necessary to only prove (D.19). 

(𝑇total, 𝑢1
∗) and (𝑇total, 𝑢2

∗) are not in “Zone II” or “Zone IV” at the same time, since it contradicts the 

equality constraint (4.16). 
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If Lemma 2 holds, both points (𝑇total, 𝑢1
∗) and (𝑇total, 𝑢2

∗) fall in either “Zone I” or “Zone III”, which 

is proved by contradiction in what follows. 

Step I: consider the 𝑇total ≥ 𝑇inf,max. Assume 𝑢1
∗ ≥ 0, i.e. “Zone I”, and 𝑢2

∗ < 0, i.e. “Zone IV”. Choose 

a 𝑢1 ∈ [0, 𝑢1
∗) in such a way that 𝑢2 = 0 can be determined by (4.16). Choose a small increment 

𝛿𝑢1 > 0 in such a way that 𝑢1 + 𝛿𝑢1 < 𝑢1
∗ . The equality constraint (4.16) determines the new 

torque of EM2 corresponding to 𝑢1 + 𝛿𝑢1 and it is denoted as 𝑢2 − 𝛿𝑢2, 𝛿𝑢2 > 0. As (4.16) is not 

affine, (𝑢1 + 𝛿𝑢1, 𝑢2 − 𝛿𝑢2)
T does not lie on the line segment between (𝑢1, 𝑢2)

T and (𝑢1
∗, 𝑢2

∗)T. 

 The functions 𝜙𝜔1,ST1  and 𝜙𝜔2,ST2,𝑞  map (𝑢1, 𝑢2)
T , (𝑢1 + 𝛿𝑢1, 𝑢2 − 𝛿𝑢2)

T  and (𝑢1
∗ , 𝑢2

∗)T  to 

(𝑇ST1, 𝑇ST2)
T , ( 𝑇ST1 + 𝛿𝑇ST1, 𝑇ST2 − 𝛿𝑇ST2)

T  and (𝑇ST1
∗ , 𝑇ST2

∗ )T , respectively, where 𝛿𝑇ST1 > 0  and 

𝛿𝑇ST2 > 0. (𝑇ST1, 𝑇ST2)
T, ( 𝑇ST1 + 𝛿𝑇ST1, 𝑇ST2 − 𝛿𝑇ST2)

T and (𝑇ST1
∗ , 𝑇ST2

∗ )T all satisfy the affine equal-

ity constraint (4.7), which indicates that ( 𝑇ST1 + 𝛿𝑇ST1, 𝑇ST2 − 𝛿𝑇ST2)
T lies on the line segment be-

tween (𝑇ST1, 𝑇ST2)
T and (𝑇ST1

∗ , 𝑇ST2
∗ )T. Since (D.13) is a convex function, 

 𝑙𝒙,𝑞 (𝜙1,𝜔1
−1 (𝑇ST1), 𝜙2,𝜔2,𝑞

−1 (𝑇ST2)) ≥  𝑙𝒙,𝑞(𝜙1,𝜔1
−1 (𝑇ST1 + 𝛿𝑇ST1), 𝜙2,𝜔2,𝑞

−1 (𝑇ST2 −

𝛿𝑇ST2) ). 
(D.21) 

Substitute (𝑇ST1, 𝑇ST2)
T with (𝑢1, 𝑢2)

T 

 𝑙𝒙,𝑞(𝑢1, 𝑢2) ≥  𝑙𝒙,𝑞(𝑢1 + 𝛿𝑢1, 𝑢2 − 𝛿𝑢2). (D.22) 

Consider the deviation between the left- and right-hand sides of (D.22) 

 𝑙𝒙,𝑞(𝑢1 + 𝛿𝑢1, 𝑢2 − 𝛿𝑢2) − 𝑙𝒙,𝑞(𝑢1, 𝑢2) ≤ 0, 

𝜔1 ∙ 𝛿𝑢1 − 𝜔2 ∙ 𝛿𝑢2 + 𝑃𝐿EM1(𝜔1, 𝑢1 + 𝛿𝑢1) − 𝑃𝐿EM1(𝜔1, 𝑢1)

+ 𝑃𝐿EM2(𝜔2, 𝑢2 − 𝛿𝑢2) − 𝑃𝐿EM2(𝜔2, 𝑢2) ≤ 0, 

(D.23) 

(D.24) 

subject to 

 𝑇total = 𝜙1,𝜔1(𝑢1) ∙ 𝑖1 + 𝜙2,𝜔2,𝑞(𝑢2) ∙ 𝑖2 

= 𝜙1,𝜔1(𝑢1 + 𝛿𝑢1) ∙ 𝑖1 + 𝜙2,𝜔2,𝑞(𝑢2 − 𝛿𝑢2) ∙ 𝑖2. 
(D.25) 

Since 𝑇total ≥ 𝑇total,inf,max and 𝑢2 = 0, there is 𝑢1 ≥ 𝑇1,inf, where 
𝜕𝑃𝐿EM1

𝜕𝑢1
(𝜔1, 𝑢1) > 0, by observation 

of Figure D. 1(c). By observation of Figure D. 1(b), 
𝜕𝑃𝐿EM2

𝜕𝑢2
(𝜔2, 𝑢2) < 0, for 𝑢2 = 0 and 𝛿𝑢2 > 0. 

Therefore, 
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 𝑃𝐿EM1(𝜔1, 𝑢1 + 𝛿𝑢1) − 𝑃𝐿EM1(𝜔1, 𝑢1) > 0, 𝑢1 ≥ 𝑇1,inf and 𝛿𝑢1 > 0, 

𝑃𝐿EM2(𝜔2, 𝑢2 − 𝛿𝑢2) − 𝑃𝐿EM2(𝜔2, 𝑢2) > 0, 𝑢2 = 0 and 𝛿𝑢2 > 0. 

(D.26) 

(D.27) 

Furthermore, by observation of Figure D. 2(a) and (b), 
𝜕𝑃𝐿𝑆𝑇1

𝜕𝑢1
(𝜔1, 𝑢1) > 0, for 𝑇1 ≥ 𝑇1,inf , and 

𝜕𝑃𝐿𝑆𝑇2

𝜕𝑢2
(𝜔2, 𝑢2) < 0, for 𝑢2 < 0. Based on (D.4) and the convexity of the power losses, there are 

𝑑𝜙1,𝜔1

𝑑𝑢1
< 1, for 𝑢1 ≥ 𝑇1,inf > 𝑇1,ST1,inf, and 

𝑑𝜙2,𝜔2,𝑞

𝑑𝑢2
> 1, for 𝑢2 < 0 < 𝑇2,ST2,inf (see the beginning of 

this proof). Rearrange (D.25) to get 

 
0 = 𝜙1,𝜔1(𝑢1 + 𝛿𝑢1) − 𝜙1,𝜔1(𝑢1) +

𝑖2(𝑞)

𝑖1
∙ (𝜙2,𝜔2,𝑞(𝑢2 − 𝛿𝑢2) − 𝜙2,𝜔2,𝑞(𝑢2))

=
𝑑𝜙1,𝜔1(𝑢1)

𝑑𝑢1
∙ 𝛿𝑢1 −

𝑖2(𝑞)

𝑖1
∙
𝑑𝜙2,𝜔2,𝑞(𝑢2)

𝑑𝑢2
∙ 𝛿𝑢2

< 𝛿𝑢1 −
𝑖2(𝑞)

𝑖1
∙ 𝛿𝑢2 =

1

𝜔1
∙ (𝜔1 ∙ 𝛿𝑢1 − 𝜔2 ∙ 𝛿𝑢2). 

(D.28) 

Considering (D.26)-(D.28), the left-hand side of the inequality (D.24) is greater than zero. This 

gives a contradiction to (D.24) stemmed from the convexity. Therefore, the situation that 𝑢1
∗ ≥ 0 

and 𝑢2
∗ < 0 does not exist, if 𝑇total ≥ 𝑇inf,max. 

Step II: still consider the case that 𝑇total ≥ 𝑇total,inf,max. Assume 𝑢1
∗ < 0, i.e. “Zone IV” and 𝑢2

∗ ≥ 0, 

i.e. “Zone I”. Choose 𝑢1 = 0 and 0 < 𝑢2 < 𝑢2
∗ can be determined by (4.16). Choose a small incre-

ment 𝛿𝑢1 > 0 , so that 𝑢1
∗ < 𝑢1 − 𝛿𝑢1 < 0 . The equality constraint (4.16) determines the new 

torque of EM2 corresponding to 𝑢1 − 𝛿𝑢1 and it is denoted as 𝑢2 + 𝛿𝑢2, 𝛿𝑢2 > 0. As (4.16) is not 

affine, (𝑢1 − 𝛿𝑢1, 𝑢2 + 𝛿𝑢2)
T does not lie on the line segment between (𝑢1, 𝑢2)

T and (𝑢1
∗, 𝑢2

∗)T. 

The functions 𝜙𝜔1,ST1  and 𝜙𝜔2,ST2,𝑞  map (𝑢1, 𝑢2)
T , (𝑢1 − 𝛿𝑢1, 𝑢2 + 𝛿𝑢2)

T  and (𝑢1
∗ , 𝑢2

∗)T  to 

(𝑇ST1, 𝑇ST2)
T , ( 𝑇ST1 − 𝛿𝑇ST1, 𝑇ST2 + 𝛿𝑇ST2)

T , where 𝛿𝑇ST1 > 0 and 𝛿𝑇ST2 > 0, and (𝑇ST1
∗ , 𝑇ST2

∗ )T  re-

spectively, which all satisfy (4.7). The point ( 𝑇ST1 − 𝛿𝑇ST1, 𝑇ST2 + 𝛿𝑇ST2)
T lies on the line segment 

between (𝑇ST1, 𝑇ST2)
T and (𝑇ST1

∗ , 𝑇ST2
∗ )T. Since (D.13) is a convex function, 

 𝑙𝒙,𝑞 (𝜙1,𝜔1
−1 (𝑇ST1), 𝜙2,𝜔2,𝑞

−1 (𝑇ST2)) ≥  𝑙𝒙,𝑞(𝜙1,𝜔1
−1 (𝑇ST1 − 𝛿𝑇ST1), 𝜙2,𝜔2,𝑞

−1 (𝑇ST2 +

𝛿𝑇ST2) ). 
(D.29) 

A contradiction can be found by considering the deviation of the left and right sides of (D.29) and 

following the rest of Step I. Therefore, the situation that 𝑢1
∗ < 0 and 𝑢2

∗ ≥ 0 does not exist, if 

𝑇total ≥ 𝑇inf,max. Together with the conclusion from Step I, the following holds 
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𝑢1
∗ ∈ [0, 𝑇1,max(𝜔1)],

𝑢2
∗ ∈ [0, 𝑇2,max(𝜔2)],

𝑇total ≥ 𝑇inf,max. (D.30) 

Repeat Step I and II to prove Lemma 2 by contradictions for the case that 𝑇total < 𝑇zero. 

∎ 

The torque of EM1 providing a total output torque of 𝑇total,inf,max is determined by 

 
𝑇1,inf,max = 𝜙1,𝜔1

−1 (
𝑇total,inf,max − 𝜙2,𝜔2,𝑞(0) ∙ 𝑖2(𝑞)

𝑖1
), (D.31) 

while that of EM2 is similarly determined by 

 
𝑇2,inf,max = 𝜙2,𝜔2,𝑞

−1 (
𝑇total,inf,max − 𝜙1,𝜔1(0) ∙ 𝑖1

𝑖2(𝑞)
). (D.32) 

Lemma 3: Suppose (𝑇ST1
∗ , 𝑇ST2

∗ )T  solves (D.14) and (𝑢1
∗ , 𝑢2

∗)T = (𝜙1,𝜔1
−1 (𝑇ST1

∗ ),𝜙2,𝜔2
−1 (𝑇ST2

∗ ))
T

is the 

equivalent solution to (D.1). Following inequality holds 

𝑢1
∗ ∈ [𝜙1,𝜔1

−1 (
𝑇total − 𝜙2,𝜔2,𝑞(𝑇2,inf,max) ∙ 𝑖2(𝑞)

𝑖1
) , 𝑇1,inf,max] ,

𝑢2
∗ ∈ [𝜙2,𝜔2,𝑞

−1 (
𝑇total −𝜙1,𝜔1(𝑇1,inf,max) ∙ 𝑖1

𝑖2(𝑞)
) , 𝑇2,inf,max] ,

𝑇zero ≤ 𝑇total < 𝑇total,inf,max, 

𝑇ST1
∗ ∈ [

𝑇total −𝜙2,𝜔2,𝑞(𝑇2,inf,max) ∙ 𝑖2(𝑞)

𝑖1
, 𝜙1,𝜔1(𝑇1,inf,max)] ,

𝑇ST2
∗ ∈ [

𝑇total − 𝜙1,𝜔1(𝑇1,inf,max) ∙ 𝑖1

𝑖2(𝑞)
, 𝜙2,𝜔2,𝑞

−1 (𝑇2,inf,max)] ,

𝑇zero ≤ 𝑇total < 𝑇total,inf,max. 

(D.33) 

 

(D.34) 

Proof of Lemma 3: 

Step I: Assume 𝑢1
∗ > 𝑇1,inf,max. By doing so, (4.16) determines 𝑢2

∗ < 0 (torque of the EM2). Choose 

a small increment 𝛿𝑢1 > 0 in such a way that 𝑢1
∗ − 𝛿𝑢1 > 𝑇1,inf,max. The equality constraint (4.16) 

determines the new torque of EM2 corresponding to 𝑢1
∗ − 𝛿𝑢1 and is denoted as 𝑢2

∗ + 𝛿𝑢2, 𝛿𝑢2 > 0, 

which satisfies 𝑢2
∗ + 𝛿𝑢2 < 0. By optimality, 

 𝑙𝒙,𝑞((𝑢1 − 𝛿𝑢1, 𝑢2 + 𝛿𝑢2)
T) ≥  𝑙𝒙,𝑞((𝑢1

∗, 𝑢2
∗)T). (D.35) 
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Consider the deviation between the left and right sides of (D.35) and follow the steps in the proof 

of Lemma 2, this gives a contradiction. Therefore, 𝑢1
∗ ≤ 𝑇1,inf,max. Because of the equality constraint 

(4.16), 𝑢2
∗ ≥ 𝜙2,𝜔2,𝑞

−1 (
𝑇total−𝜙1,𝜔1(𝑇1,inf,max)∙𝑖1

𝑖2(𝑞)
). 

Step II: Assume 𝑢2
∗ > 𝑇2,inf,max. By doing so, (4.16) determines 𝑢1

∗ < 0. Carry on the rest of Step I, 

a contradiction can be found. Therefore, 𝑢2
∗ ≤ 𝑢2,inf,max, which gives the lower bound for 𝑢1

∗ ≥

𝜙1,𝜔1
−1 (

𝑇total−𝜙𝜔2,ST2,𝑞(𝑇2,inf,max)∙𝑖2(𝑞)

𝑖1
). 

Step III: Show the range is not empty. The deviation between the upper and lower bounds is 

 
𝑇1,inf,max − 𝜙1,𝜔1

−1 (
𝑇total − 𝜙2,𝜔2,𝑞(𝑇2,inf,max) ∙ 𝑖2(𝑞)

𝑖1
). (D.36) 

Since 𝜙 is monotonic, (D.36) is bigger than zero if 

 
𝜙1,𝜔1(𝑇1,inf,max) >

𝑇total −𝜙2,𝜔2,𝑞(𝑇2,inf,max) ∙ 𝑖2(𝑞)

𝑖1
, (D.37) 

which is true, since 

𝜙1,𝜔1(𝑇1,inf,max) ∙ 𝑖1 + 𝜙2,𝜔2,𝑞(𝑇2,inf,max) ∙ 𝑖2(𝑞) − 𝑇total

𝑖1
>
𝑇total,inf,max − 𝑇total

𝑖1
> 0. (D.38) 

Therefore, the range [𝜙1,𝜔1
−1 (

𝑇total−𝜙2,𝜔2,𝑞(𝑇2,inf,max)∙𝑖2(𝑞)

𝑖1
) , 𝑇1,inf,max] is not empty. Same can be done 

for the range [𝜙2,𝜔2,𝑞
−1 (

𝑇total−𝜙1,𝜔1(𝑇1,inf,max)∙𝑖1

𝑖2(𝑞)
) , 𝑇2,inf,max]. 

∎ 
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Appendix E The Bearings and Gears in Speed4E 

Powertrain 

Tooth flank pitting 

The calculated S-N curve is defined by two points: 1) the boundary stress 𝜎HG, i.e. the stress under 

which the fatigue strength zone starts, and the boundary cycle number 𝑁HG; 2) the fatigue limit 

stress 𝜎HD and the fatigue limit cycle number 𝑁HD. 𝜎HG is determined by 

 𝜎HG = 𝜎HD ∙ 𝑍NT ∙ 𝑍L ∙ 𝑍R ∙ 𝑍V ∙ 𝑍W ∙ 𝑍X, (9.39) 

where the parameters are defined in the following table. 

Table E. 1 Parameters to calculate 𝝈𝐇𝐆 

Parameter Meaning Source 

𝑁HG boundary cycle number DIN 3990—Part 2, Pages 12-13 

𝜎HD fatigue limit stress DIN 3990—Part 5, Pages 3 

𝑁HD fatigue limit cycle number DIN 3990—Part 5, Pages 3 

𝑍NT service life factor DIN 3990—Part 2, Pages 11–12 

𝑍L lubricant factor DIN 3990—Part 2, Page 13 

𝑍R roughness factor DIN 3990—Part 2, Page 15 

𝑍V velocity factor DIN 3990—Part 2, Page 14 

𝑍W material mating factor DIN 3990—Part 2, Page 16 

𝑍X size factor for surface stress DIN 3990—Part 2, Page 1 

   

Table E. 2: Bearings used in Speed4E powertrain 

Bearing type Bearing label 

Hybrid bearing64 B1.1.1, B1.1.2, B2.1.1, B2.1.2, B2.1.3, B2.1.4 

Needle bearing B1.2.1, B1.2.2, B1.2.3 

                                                                 

64 Ceramic rolling elements and steel rings. They are essential for applications with high rotational frequency. 
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Cylinder bearing B2.2.1, B2.3.1 

Deep groove bearing B1.3.1, B1.3.2, B2.2.2, B2.3.2, B3.1.1, B3.1.2 

  

Table E. 3: Parameters of the gears in Speed4E powertrain. 

 G1.S1.SG G1.S1.PG G1.S1.RG G1.S2.P G1.S2.W 

Number of teeth 25 62 149 24 91 

Gear width in mm 17 17 17 38 38 

Helix angle in ° 25.65 25.65 25.65 23 23 

Pressure angle in ° 17 17 17 20 20 

Base diameter in mm 27.577 68.39 164.357 53.341 202.253 

Pitch diameter in mm 32.1 74.07 172.2 63.4 224.182 

 G2.S1.P G2.S1.W G2.S2.1P G2.S2.1W G2.S2.2P 

Number of teeth 19 76 24 74 34 

Gear width in mm 22 22 28 28 27 

Helix angle in ° 30 30 30 30 30 

Pressure angle in ° 17.5 17.5 17.5 17.5 17.5 

Base diameter in mm 32.985 141.939 58.383 164.599 136.942 

Pitch diameter in mm 40.75 143.1 62.8 177.5 150.25 

 G2.S2.2W G2.S3.P G2.S3.W 

Number of teeth 59 31 91 

Gear width in mm 27 38 38 

Helix angle in ° 30 23 23 

Pressure angle in ° 17.5 20 20 

Base diameter in mm 78.916 70.092 202.253 

Pitch diameter in mm 90.5 79.8 224.182 
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Table E. 4: Parameters of the bearings in Speed4E powertrain 

 B1.1.1 B1.1.2 B1.2.x B1.3.1 B1.3.2 B2.1.1 B2.1.2 

Basic dynamic 

load rating in N 

13700 14400 22000 18500 35500 13700 14400 

Basic static 

load rating in N 

5600 6400 32000 16100 19100 5600 6400 

Fatigue limit load in N 455 520 5700 890 1290 455 520 

Service life exponent 3 3 10/3 3 3 3 3 

 B2.1.3 B2.1.4 B2.2.1 B2.2.2 B2.3.1 B2.3.2 

Basic dynamic 

load rating in N 

13700 14400 26500 35500 86000 35500 

Basic static 

load rating in N 

5600 6400 11500 19100 75000 19100 

Fatigue limit load in N 455 520 790 1290 13200 1290 

Service life exponent 3 3 3 3 10/3 3 

 B3.1.1 B3.1.2 

Basic dynamic 

load rating in N 

65000 65000 

Basic static 

load rating in N 

21000 21000 

Fatigue limit load in N 1070 1070 

Service life exponent 3 3 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

Figure E. 1 Modified S-N Curves of tooth root breakage. (a) G1.S1.SG, (b) G1.S1.PG, (c) 

G1.S1.RG, (d) G1.S2.P, (e) G2.S1.P, (f) G2.S2.1P, (g) G2.S2.2P, (h) G2.S3.P and (i) G.FD.W. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

Figure E. 2 Modified S-N Curves of tooth flank pitting. (a) G1.S1.SG, (b) G1.S1.PG, (c) 

G1.S1.RG, (d) G1.S2.P, (e) G2.S1.P, (f) G2.S2.1P, (g) G2.S2.2P, (h) G2.S3.P and (i) G.FD.W. 
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Appendix F Multi-Criteria HOCP with Option 3 

The continuous states for the HOCP with Option 3 in (8.24) are 𝒙 ≔ (𝜔1, 𝜔2, 𝐷B,SPT1, 𝐷B,SPT2)
T
. 

Note that the definition of 𝒙 is only valid in this appendix. The rest of the variables follow the 

original HOCP in Section 5.2.2. The multi-criteria cost functional with Option 3 is formulated as 

 𝐽multi = 𝑚multi (𝒙(𝑡𝑓)) +∫ 𝑙(𝒙(𝑡), 𝒖(𝑡))𝑑𝑡
𝑡𝑓

𝑡0

, 

𝑚multi (𝒙(𝑡𝑓)) = 𝛽 ‖(𝜔1(𝑡𝑓),𝜔2(𝑡𝑓))
T

− (𝜔1,𝑡𝑓 , 𝜔2,𝑡𝑓)
T

‖
2

+ 𝛾

∙ max{𝐷B,SPT1, 𝐷B,SPT2}. 

(F.1) 

(F.2) 

The indexed Hamiltonian of the HOCP with 𝐽multi is 

 ℋmulti,𝑞(𝒙,𝒖, 𝝀multi,𝑞) = 𝝀multi,𝑞
T ∙ 𝒙̇ + 𝑙((𝜔1, 𝜔2)

T, 𝒖) 

= 𝜆multi,1,𝑞 ∙ 𝜔̇1 + 𝜆multi,2,𝑞 ∙ 𝜔̇2 + 𝜆multi,3,𝑞 ∙ 𝑑B,SPT1

+ 𝜆multi,4,𝑞 ∙ 𝑑B,SPT2 + 𝑙((𝜔1,𝜔2)
T, 𝒖) 

= ℋ𝑞(𝒙, 𝒖, 𝝀𝑞)  + 𝜆multi,3,𝑞 ∙ 𝑑B,SPT1(𝜔1, 𝑢1) + 𝜆multi,4,𝑞

∙ 𝑑B,SPT2(𝜔2, 𝑢2), 

(F.3) 

where ℋ𝑞(𝒙, 𝒖, 𝝀𝑞) and 𝝀𝑞 = (𝜆1,𝑞 , 𝜆2,𝑞)
T
 are the indexed Hamiltonian and the costates of the orig-

inal HOCP described in Section 5.2.2. See Section 8.2.1.1 for the definition of the function 𝑑. 

𝝀multi,𝑞 denotes the indexed costates of the HOCP with 𝐽multi, whose dynamics are 

 𝝀̇multi,𝑞(𝑡)  = (𝜆̇multi,1,𝑞, 𝜆̇multi,2,𝑞 , 𝜆̇multi,3,𝑞, 𝜆̇multi,4,𝑞)
T
 

= −
𝜕ℋmulti,𝑞

𝜕𝒙𝑞
(𝒙∗, 𝒖∗, 𝝀multi,𝑞), 

𝜆̇multi,1,𝑞 = 𝜆̇1,𝑞, 

𝜆̇multi,2,𝑞 = 𝜆̇2,𝑞 , 

𝜆̇multi,3,𝑞 = 0, 

𝜆̇multi,4,𝑞 = 0. 

(F.4) 

(F.5) 

(F.6) 

(F.7) 

(F.8) 

(F.9) 

𝜆multi,3,𝑞(∙) and 𝜆multi,4,𝑞(∙) are two horizontal lines. Their value can be determined by the transver-

sality condition, which is 

 𝝀multi,𝑞(𝑡𝑓)  = ∇𝒙𝑚multi (𝒙(𝑡𝑓)). 
(F.10) 

The first two entries of 𝝀multi,𝑞(𝑡𝑓) are the same as discussed in Section 4.5. The third and fourth 
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ones are 

 
𝜆multi,3,𝑞  (𝑡𝑓)  = 𝛾 ∙

𝜕

𝜕𝐷B,SPT1
max{𝐷B,SPT1(𝑡𝑓), 𝐷B,SPT2(𝑡𝑓)}

= {
0, 𝐷B,SPT1(𝑡𝑓) < 𝐷B,SPT2(𝑡𝑓),

𝛾, 𝐷B,SPT1(𝑡𝑓) ≥ 𝐷B,SPT2(𝑡𝑓),
 

𝜆multi,4,𝑞  (𝑡𝑓)  = 𝛾 ∙
𝜕

𝜕𝐷B,SPT2
max{𝐷B,SPT1(𝑡𝑓), 𝐷B,SPT2(𝑡𝑓)}

= {
𝛾, 𝐷B,SPT1(𝑡𝑓) ≤ 𝐷B,SPT2(𝑡𝑓),

0, 𝐷B,SPT1(𝑡𝑓) > 𝐷B,SPT2(𝑡𝑓),
 

 

(F.11) 

 

(F.12) 

which indicates that 

 
𝜆multi,3,𝑞 (∙)  = {

0, 𝐷B,SPT1(𝑡𝑓) < 𝐷B,SPT2(𝑡𝑓),

𝛾, 𝐷B,SPT1(𝑡𝑓) ≥ 𝐷B,SPT2(𝑡𝑓),
 

𝜆multi,4,𝑞 (∙)  = {
𝛾, 𝐷B,SPT1(𝑡𝑓) ≤ 𝐷B,SPT2(𝑡𝑓),

0, 𝐷B,SPT1(𝑡𝑓) > 𝐷B,SPT2(𝑡𝑓).
 

(F.13) 

(F.14) 

Importantly, 𝐷B,SPT1 and 𝐷B,SPT2 at 𝑡𝑓 are unknown. 

Replace 𝜆multi,3,𝑞 and 𝜆multi,3,𝑞 in (F.3) to obtain 

ℋmulti,𝑞(𝒙, 𝒖, 𝝀multi,𝑞)

= {

ℋ𝑞(𝒙,𝒖, 𝝀𝑞)  + 𝛾 ∙ 𝑑B,SPT2(𝜔2, 𝑢2), 𝐷B,SPT1(𝑡𝑓) < 𝐷B,SPT2(𝑡𝑓),

ℋ𝑞(𝒙, 𝒖, 𝝀𝑞) + 𝛾 ∙ 𝑑B,SPT1(𝜔1, 𝑢1) + 𝛾 ∙ 𝑑B,SPT2(𝜔1, 𝑢1), 𝐷B,SPT1(𝑡𝑓) = 𝐷B,SPT2(𝑡𝑓),

ℋ𝑞(𝒙, 𝒖, 𝝀𝑞) + 𝛾 ∙ 𝑑B,SPT1(𝜔1, 𝑢1), 𝐷B,SPT1(𝑡𝑓) > 𝐷B,SPT2(𝑡𝑓).

 

 

 

(F.15) 

The condition depends on the states at 𝑡𝑓, which are unknown in 𝑡 ∈ [𝑡0, 𝑡𝑓). There is no evidence 

to show that 𝐷B,SPT1(𝑡𝑓) = 𝐷B,SPT2(𝑡𝑓) and, therefore, one of the condition 1 and 3 has to be ran-

domly chosen without any confidence to initialize the costates in (F.13) and (F.14) and determine 

the formulation of the Hamiltonian in (F.15). The minimization of the instantaneous Hamiltonian 

only considers either 𝑑B,SPT1  or 𝑑B,SPT2 , which causes the relation between 𝐷B,SPT1(𝑡𝑓)  and 

𝐷B,SPT2(𝑡𝑓) inevitably contrary to the condition considered for the Hamiltonian. A convergence is 

difficult to reach, if ever possible. One possible work-around is to assume that 𝐷B,SPT1(𝑡𝑓) =

𝐷B,SPT2(𝑡𝑓) for all cases, which makes (F.15) equivalent to the multi-criteria cost functional with 

Option 2 in Section 8.2.1.1. 
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Appendix G Fatigue Coefficient 

Table G. 1 Values of the fatigue coefficients in MCOS with the fatigue cost functional for bear-

ings. 

𝛾1 𝛾2 𝛾3 𝛾4 𝛾5 𝛾6 𝛾7 𝛾8 𝛾9 𝛾10 

101 102 103 104 105 105.5 106 106.5 107 107.5 

𝛾11 𝛾12 𝛾13 𝛾14 𝛾15 𝛾16 𝛾17 𝛾18 𝛾19 𝛾20 

108 108.5 109 109.5 109.6 109.7 109.8 109.9 1010 1010.1 

𝛾21 𝛾22 𝛾23 𝛾24 𝛾25 𝛾26 𝛾27 𝛾28 𝛾29 𝛾30 

1010.2 1010.3 1010.4 1010.5 1010.6 1010.7 1010.8 1010.9 1011 1011.1 

𝛾31 𝛾32 𝛾33 𝛾34 𝛾35 𝛾36 𝛾37 𝛾38 𝛾39 𝛾40 

1011.2 1011.3 1011.4 1011.5 1011.6 1011.65 1011.7 1011.75 1011.8 1011.85 

𝛾41 𝛾42 𝛾43 𝛾44 𝛾45 𝛾46 𝛾47 𝛾48 𝛾49 𝛾50 

1011.9 1011.95 1012 1013 1013.5 1014 1014.5 1015 1015.5 1016 

𝛾51 𝛾52 𝛾53 𝛾54 𝛾55      

1016.5 1017 1018 1019 1020      
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Appendix H Accumulated Fatigue and Service Life 

Supplementary Results for the MCOS with the Fatigue Cost Functional for Bearings 

 
(a) 

 
(a) 

 
(b) 

Figure H. 1: Accumulated fatigue after a WLTC and corresponding service lives of the parts 

in Speed4E powertrain, controlled by the MCOS with 𝜸𝟑𝟏. (a): Bearing fatigue. (b): Tooth 

root breakage. (c) Tooth flank pitting. 
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(a) 

 
(b) 

 
(b) 

Figure H. 2:   Accumulated fatigue after a WLTC and corresponding service lives of the parts 

in Speed4E powertrain , controlled by the MCOS with 𝜸𝟓𝟓. (a): Bearing fatigue. (b): Tooth 

root breakage. (c) Tooth flank pitting. 
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Figure H. 3: The simulation results of the MCOS with the indexed 𝜸: Gear accumulated fatigue 

vs. Energy consumption. 

Results for the MCOS with the Fatigue Cost Functional for Gears 

The MCOS with the fatigue cost functional for bearings has been discussed in length in Sections 

8.3 and 8.4. The same analysing approach can be applied to its counterpart for gears. This part 

does not reiterate the similar outcomes but points out the difference. 

Figure H. 4 presents the values of the sampled 𝛾 for the evaluation on a logarithmic scale with the 

index of 𝛾 as the x-axis. The indexed 𝛾 is used as the fatigue coefficient in the MCOS with the same 

index. See 8.4.1 for the reason of different sampling density. 

 

Figure H. 4: The values of 𝜸 sampled for the simulation study 

Figure H. 5 summarizes the vehicle energy consumption and the gear service lives of a set of 

WLTC driving cycle simulations. presents the service life of G1.S1.SG, i.e. 𝑆𝐿G1.S1.SG  (the blue 

curves), and that of G2.S2.P, i.e. 𝑆𝐿G2.S1.P (the red curves), on a logarithmic scale, where the circles 

represent the tooth flanks “pos” and the diamonds represent the tooth flanks “neg”. As 𝛾 increases 
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starting from 𝛾1, 𝑆𝐿G2.S1.P starts to decrease and reach it minimal at 𝛾18, after which it rises gradu-

ally. At the other end of the index 𝛾, 𝑆𝐿G2.S1.P rises drastically, for the same reason discussed in 

Section 8.4.3. From one end to the other end of 𝛾, the gear service life considering both gears and 

both “pos” and “neg” extends by more than two orders of magnitude (from 3.18×109 km to 

1.16×1012 km). Similar results have been achieved by the MCOS with the fatigue cost functional 

for bearings presented in Section 8.4.3. At the same time, 20.67 % more energy is consumed. It 

has extended the powertrain service life to 3.27×106 km, which is limited by the shortest bearing 

service life presented in Figure H. 6. 

 

Figure H. 5: The simulation results of the MCOS with the indexed 𝜸: Gear service life vs. En-

ergy consumption. 

 

Figure H. 6: The simulation results of the MCOS with the indexed 𝜸: Bearing service life vs. En-

ergy consumption. 
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