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Abstract

The classical non-holomorphic Eisenstein series Epar
p (z, s) on the upper half-plane H is associated

to a parabolic fixed point p of a Fuchsian subgroup Γ ⊆ PSL2(R) of the first kind. Hyperbolic
and elliptic analogues of Epar

p (z, s) were also studied, namely non-holomorphic Eisenstein series
which are associated to a pair of hyperbolic fixed points of Γ or a point in the upper half-plane,
respectively. In particular, von Pippich derived Kronecker limit type formulas for elliptic Eisen-
stein series on the upper half-plane.
In the present thesis we consider hyperbolic and elliptic Eisenstein series in the n-dimensional
hyperbolic upper half-space Hn for a discrete group Γ of orientation-preserving isometries of Hn

which has finite hyperbolic volume. Here we realize these isometries as certain matrices with en-
tries in the Clifford numbers. We define the hyperbolic Eisenstein series Ehyp

(Q1,Q2)
(P, s) associated

to a pair (Q1, Q2) of hyperbolic fixed points of Γ and the elliptic Eisenstein series Eell
Q (P, s) asso-

ciated to a point Q ∈ Hn. First we prove the absolute and locally uniform convergence of these
series for s ∈ C with Re(s) > n− 1. Then we derive some other basic properties of Ehyp

(Q1,Q2)
(P, s)

and Eell
Q (P, s) like Γ-invariance, smoothness and certain differential equations that are satisfied by

these Eisenstein series.
We establish the meromorphic continuations of the hyperbolic Eisenstein series Ehyp

(Q1,Q2)
(P, s) and

the elliptic Eisenstein series Eell
Q (P, s) in s to the whole complex plane. For that we employ the re-

lations between these Eisenstein series and the so-called hyperbolic kernel function Khyp(P,Q, s),
which is meromorphically continued to all s ∈ C by means of its spectral expansion. In this way we
also establish the meromorphic continuation of Ehyp

(Q1,Q2)
(P, s) via its spectral expansion, and fur-

ther obtain the meromorphic continuation of Eell
Q (P, s) by expressing it in terms of Khyp(P,Q, s).

Moreover, we determine the possible poles of Ehyp
(Q1,Q2)

(P, s) and Eell
Q (P, s).

Using the aforementioned meromorphic continuations, we investigate the behaviour of the hyper-
bolic Eisenstein series Ehyp

(Q1,Q2)
(P, s) and the elliptic Eisenstein series Eell

Q (P, s) at the point s = 0

via their Laurent expansions. We determine the first two terms in the Laurent expansions of
Ehyp

(Q1,Q2)
(P, s) and Eell

Q (P, s) at s = 0 for arbitrary n and Γ. Eventually, we refine the Laurent

expansion of Ehyp
(Q1,Q2)

(P, s) for n = 2, Γ = PSL2(Z) and n = 3, Γ = PSL2(Z[i]), as well as the Lau-

rent expansion of Eell
Q (P, s) for n = 3, Γ = PSL2(Z[i]), and obtain Kronecker limit type formulas

in these specific cases.
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Zusammenfassung

Die klassische nicht-holomorphe Eisensteinreihe Epar
p (z, s) auf der oberen Halbebene H ist as-

soziiert zu einem parabolischen Fixpunkt p einer Fuchsschen Gruppe Γ ⊆ PSL2(R) erster Art.
Hyperbolische und elliptische Analoga von Epar

p (z, s) wurden ebenfalls untersucht; diese sind nicht-
holomorphe Eisensteinreihen, die zu einem Paar hyperbolischer Fixpunkte von Γ bzw. einem Punkt
in der oberen Halbebene assoziiert sind. Insbesondere bewies von Pippich Kroneckersche Grenz-
formeln für elliptische Eisensteinreihen auf der oberen Halbebene.
In der vorliegenden Arbeit betrachten wir hyperbolische und elliptische Eisensteinreihen im n-
dimensionalen hyperbolischen oberen Halbraum Hn für eine diskrete Gruppe Γ orientierungserhal-
tender Isometrien von Hn, die endliches hyperbolisches Volumen besitzt. Hierbei realisieren wir
diese Isometrien durch bestimmte Matrizen mit Einträgen in den Clifford-Zahlen. Wir definieren
die hyperbolische Eisensteinreihe Ehyp

(Q1,Q2)
(P, s), die zu einem Paar (Q1, Q2) hyperbolischer Fix-

punkte von Γ assoziiert ist, und die elliptische Eisensteinreihe Eell
Q (P, s), die zu einem Punkt

Q ∈ Hn assoziiert ist. Zunächst beweisen wir die absolute und lokal gleichmäßige Konvergenz
dieser Reihen für s ∈ C mit Re(s) > n − 1. Anschließend zeigen wir einige weitere grundlegende

Eigenschaften von Ehyp
(Q1,Q2)

(P, s) und Eell
Q (P, s) wie Γ-Invarianz, Glattheit und bestimmte Differ-

entialgleichungen, welche diese Eisensteinreihen erfüllen.
Wir etablieren die meromorphen Fortsetzungen der hyperbolischen Eisensteinreihe Ehyp

(Q1,Q2)
(P, s)

und der elliptischen Eisensteinreihe Eell
Q (P, s) in s auf die gesamte komplexe Ebene. Dazu nutzen

wir die Relationen zwischen diesen Eisensteinreihen und der sogenannten hyperbolischen Kernfunk-
tion Khyp(P,Q, s), die mit Hilfe ihrer Spektralentwicklung in alle s ∈ C meromorph fortgesetzt

wird. Auf diese Weise etablieren wir auch die meromorphe Fortsetzung von Ehyp
(Q1,Q2)

(P, s) über

ihre Spektralentwicklung, und erhalten außerdem die meromorphe Fortsetzung von Eell
Q (P, s), in-

dem wir sie in Termen von Khyp(P,Q, s) ausdrücken. Ferner bestimmen wir die möglichen Pole

von Ehyp
(Q1,Q2)

(P, s) und Eell
Q (P, s).

Unter Verwendung der oben genannten meromorphen Fortsetzungen untersuchen wir das Verhal-
ten der hyperbolischen Eisensteinreihe Ehyp

(Q1,Q2)
(P, s) und der elliptischen Eisensteinreihe Eell

Q (P, s)

im Punkt s = 0 mittels ihrer Laurent-Entwicklungen. Wir bestimmen die ersten beiden Terme
in den Laurent-Entwicklungen von Ehyp

(Q1,Q2)
(P, s) und Eell

Q (P, s) um s = 0 für beliebige n und Γ.

Schließlich verfeinern wir die Laurent-Entwicklung von Ehyp
(Q1,Q2)

(P, s) für n = 2, Γ = PSL2(Z) und

n = 3, Γ = PSL2(Z[i]), sowie die Laurent-Entwicklung von Eell
Q (P, s) für n = 3, Γ = PSL2(Z[i]),

und erhalten Kroneckersche Grenzformeln in diesen konkreten Fällen.
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Introduction

This thesis deals with the study of certain complex-valued functions on the n-dimensional hyper-
bolic space, called hyperbolic and elliptic Eisenstein series. These functions generalize the known
parabolic, hyperbolic and elliptic Eisenstein series on the complex upper half-plane. In the in-
troduction we give a motivation for considering these Eisenstein series, present a summary of our
main results and outline the structure of this work.

Non-holomorphic Eisenstein series on the upper half-plane

Classically, in the theory of automorphic functions on the upper half-planeH = {z ∈ C | Im(z) > 0}
the non-holomorphic Eisenstein series associated to the cusp∞ of the modular group Γ = PSL2(Z)
is for z = x+ iy ∈ H and s ∈ C with Re(s) > 1 given by

Epar
∞ (z, s) =

∑

γ∈Γ∞\Γ
Im(γz)s =

1

2

∑

(c,d)∈Z2,
gcd(c,d)=1

ys

|cz + d|2s ,

where Γ∞ denotes the stabilizer of ∞ in Γ and γz = (az + b) (cz + d)−1 for γ =

(
a b
c d

)
∈ Γ.

This series converges absolutely and locally uniformly for z ∈ H and s ∈ C with Re(s) > 1. The
function Epar

∞ (z, s) is invariant in z under the action of Γ, i.e. Epar
∞ (γz, s) = Epar

∞ (z, s) for any
γ ∈ Γ, and an eigenfunction of the hyperbolic Laplace operator

∆H = −y2
(
∂2

∂x2
+

∂2

∂y2

)

on H with eigenvalue s(1 − s). Moreover, it is holomorphic in s for Re(s) > 1, and has a mero-
morphic continuation in s to the whole complex plane with a simple pole at s = 1. The famous
Kronecker limit formula gives the Laurent expansion of Epar

∞ (z, s) at this pole, stating that

Epar
∞ (z, s) =

3

π
· 1

s− 1
− 1

2π
log
(
|∆(z)| Im(z)6

)
+

6− 72 ζ ′(−1)− 6 log(4π)

π
+O(s− 1), (0.1)

where ∆(z) = (E4(z)
3 − E6(z)

2)/1728 is the unique normalized cusp form of weight 12 for Γ and

Ek(z) =
1

2

∑

(c,d)∈Z2,
gcd(c,d)=1

1

(cz + d)k
(k = 4, 6)

denotes the holomorphic Eisenstein series of weight k. From the functional equation of Epar
∞ (z, s),

relating its values for s and 1− s, one derives the Laurent expansion

Epar
∞ (z, s) = 1 + log

(
|∆(z)|1/6 Im(z)

)
· s+O(s2) (0.2)

at s = 0. Since Epar
∞ (z, s) is harmonic with respect to ∆H exactly for s = 0 and s = 1, it is natural

to study its behaviour at these two points.
More generally, for a cusp (parabolic fixed point) p of a Fuchsian subgroup Γ ⊆ PSL2(R) of the

1



Introduction

first kind there is an associated non-holomorphic Eisenstein series, which for z ∈ H and s ∈ C

with Re(s) > 1 is given by

Epar
p (z, s) =

∑

γ∈Γp\Γ
Im(σ−1

p γz)s.

Here Γp is the stabilizer of p in Γ and σp ∈ PSL2(R) is a so-called parabolic scaling matrix of
p, satisfying σp∞ = p. We call Epar

p (z, s) the parabolic Eisenstein series associated to the cusp
(parabolic fixed point) p. Again, the series converges absolutely and locally uniformly for z ∈ H

and s ∈ C with Re(s) > 1. Also the parabolic Eisenstein series Epar
p (z, s) is invariant in z under

the action of Γ and an eigenfunction of ∆H with eigenvalue s(1 − s). It is holomorphic in s for
Re(s) > 1, and admits a meromorphic continuation to all s ∈ C (see, e.g., [Kub73], [Iwa02]).

In 1979, Kudla and Millson introduced hyperbolic analogues of parabolic Eisenstein series, namely
non-holomorphic Eisenstein series associated to a pair of hyperbolic fixed points of a Fuchsian
subgroup of the first kind (see [KM79]). While Kudla’s and Millson’s functions are 1-forms, scalar-
valued hyperbolic Eisenstein series twisted with modular symbols were later studied in [Ris04], and
von Pippich considered scalar-valued hyperbolic Eisenstein series associated to a pair of hyperbolic
fixed points of a general Fuchsian subgroup Γ ⊆ PSL2(R) of the first kind in her Diploma thesis
[Pip05] (see also [JKP10]). More precisely, given a pair (h1, h2) of hyperbolic fixed points of Γ with
stabilizer Γ(h1,h2), for z ∈ H and s ∈ C with Re(s) > 1 the hyperbolic Eisenstein series associated
to (h1, h2) is given by

Ehyp
(h1,h2)

(z, s) =
∑

γ∈Γ(h1,h2)\Γ
cosh(dH(γz,L(h1,h2)))

−s,

where L(h1,h2) denotes the unique geodesic in H connecting h1 and h2 and dH(γz,L(h1,h2)) is the
hyperbolic distance between γz and L(h1,h2) in the upper half-plane. As in the parabolic case,

the series defining Ehyp
(h1,h2)

(z, s) converges absolutely and locally uniformly for z ∈ H and s ∈ C

with Re(s) > 1. The hyperbolic Eisenstein series Ehyp
(h1,h2)

(z, s) is smooth and invariant in z under

the action of Γ and a holomorphic function in s for Re(s) > 1. Though Ehyp
(h1,h2)

(z, s) is not an

eigenfunction of the hyperbolic Laplace operator, it satisfies the shift equation

∆HE
hyp
(h1,h2)

(z, s) = s(1− s)Ehyp
(h1,h2)

(z, s) + s2Ehyp
(h1,h2)

(z, s+ 2),

thus, it is harmonic at the point s = 0. In [JKP10] the authors established the meromorphic

continuation of Ehyp
(h1,h2)

(z, s) to all s ∈ C and showed that it has a double zero at s = 0.

Elliptic analogues of the above non-holomorphic Eisenstein series were introduced by Jorgenson
and Kramer in their unpublished work [JK04] (see also [JK11]). These are called elliptic Eisenstein
series and associated to elliptic fixed points or arbitrary points in H. Kramer’s student von Pippich
comprehensively studied elliptic Eisenstein series for an arbitrary Fuchsian subgroup Γ ⊆ PSL2(R)
of the first kind in her PhD thesis [Pip10]. Given a point w ∈ H with stabilizer subgroup Γw, for
z ∈ H with z 6= γw for any γ ∈ Γ and s ∈ C with Re(s) > 1 the elliptic Eisenstein series associated
to w is given by

Eell
w (z, s) =

∑

γ∈Γw\Γ
sinh(dH(γz, w))

−s.

The series converges absolutely and locally uniformly for z ∈ H with z 6= γw for any γ ∈ Γ and
s ∈ C with Re(s) > 1. The elliptic Eisenstein series Eell

w (z, s) has a singularity in z at every
Γ-translate of the point w. It is smooth and invariant in z under the action of Γ, wherever it is
defined, and holomorphic in s for Re(s) > 1. Moreover, Eell

w (z, s) satisfies the differential shift
equation

∆HE
ell
w (z, s) = s(1− s)Eell

w (z, s)− s2Eell
w (z, s+ 2),

2



The n-dimensional hyperbolic space and the group PSL2(Cn−1)

which makes it plausible to study its meromorphic continuation to the harmonic point s = 0. This
was also done by von Pippich who proved in [Pip10] (see also [Pip16]) that the elliptic Eisenstein
series Eell

w (z, s) has a meromorphic continuation to all s ∈ C, and gave its Laurent expansion at
s = 0. For the specific group Γ = PSL2(Z) and its elliptic fixed points i and ρ = exp

(
2πi
3

)
she

further determined the Kronecker limit type formulas

Eell
i (z, s) = − log

(
|E6(z)| |∆(z)|−1/2

)
· s+O(s2),

Eell
ρ (z, s) = − log

(
|E4(z)| |∆(z)|−1/3

)
· s+O(s2).

In [Pip16], von Pippich also studied the relation of Eell
w (z, s) to the automorphic Green’s function.

The goal of this thesis is to generalize the above hyperbolic and elliptic Eisenstein series for
higher dimensional hyperbolic spaces. We define hyperbolic and elliptic Eisenstein series in the
n-dimensional hyperbolic upper half-space Hn for any n ≥ 2, give some of their basic proper-
ties, establish their meromorphic continuations to the whole complex plane and investigate their
behaviour at the point s = 0.

The n-dimensional hyperbolic space and the group PSL2(Cn−1)

For n ∈ N, n ≥ 2, the upper half-space model of the n-dimensional hyperbolic space (hyperbolic
n-space) is the set

Hn = {P = (x0, . . . , xn−1) ∈ Rn | xn−1 > 0}.
Its boundary is {P = (x0, . . . , xn−1) ∈ Rn | xn−1 = 0} ∼= Rn−1 together with the point ∞ and we

write R̂n−1 = Rn−1 ∪ {∞}. In the coordinates x0, . . . , xn−1 the hyperbolic line element on Hn is
given by

ds2Hn =
dx20 + · · ·+ dx2n−1

x2n−1

.

Then the hyperbolic distance of P,Q ∈ Hn derived from ds2Hn is denoted by dHn(P,Q) and the hy-
perbolic volume element on Hn by µHn(P ). Moreover, the hyperbolic Laplace operator associated
with ds2Hn is given by

∆Hn = −x2n−1

(
∂2

∂x20
+ · · ·+ ∂2

∂x2n−1

)
+ (n− 2)xn−1

∂

∂xn−1
.

For n = 2 this yields again the upper half-plane

H2 = H = {(x, y) ∈ R2 | y > 0} ∼= {z = x+ iy ∈ C | y > 0},

while for n = 3 we obtain the upper half-space model

H3 = {(x, y, r) ∈ R3 | r > 0} ∼= {P = z + jr | z ∈ C, r ∈ R, r > 0}

of hyperbolic 3-space.

The Möbius transformations of Hn∪ R̂n−1 can be realized as a certain group of 2×2-matrices with
entries in the Clifford numbers. This approach was first used in 1902 by Vahlen (see [Vah02]),
later rediscovered and improved by Maass (see [Maa49]) and also used by Ahlfors (see [Ahl85a],
[Ahl86]). For n ∈ N we define the Clifford numbers Cn as the associative algebra over R generated
by elements i1, . . . , in−1, satisfying the relations i2k = −1 for k = 1, . . . , n− 1 and ikil = −ilik for
k, l = 1, . . . , n− 1 with k 6= l. Any a ∈ Cn can be uniquely written in the form a =

∑
I aI I, where

aI ∈ R, the sum runs over all products I = iν1 · · · iνk
with 1 ≤ ν1 < · · · < νk ≤ n − 1 and the

empty product I = ∅ is interpreted as 1. We equip Cn with the square norm, so for a =
∑

I aI I

3



Introduction

we have |a|2 =
∑

I a
2
I .

We define three involutions of Cn: the map ′ : a 7→ a′, which replaces ik by −ik (k = 1, . . . , n− 1),
the map ∗ : a 7→ a∗, which reverses the order of the factors in each product I = iν1

· · · iνk
, and the

map − : a 7→ a = (a′)∗, which is the composition of the previous two.
An element x ∈ Cn of the form x = x0 + x1i1 + · · ·+ xn−1in−1 with x0, . . . , xn−1 ∈ R is called a
vector. The subspace Vn ⊆ Cn of all vectors can naturally be identified with Rn which enables us
to regard Rn as a subspace of Cn. Any x ∈ Vn \ {0} is multiplicatively invertible, so the non-zero
vectors generate a multiplicative group Γn, called the Clifford group. Then any a ∈ Γn has the
multiplicative inverse a−1 = a/|a|2.

The set

SL2(Cn) =

{(
a b
c d

) ∣∣∣∣∣ a, b, c, d ∈ Γn ∪ {0}, ab∗, cd∗ ∈ Vn, ad∗ − bc∗ = 1

}

of matrices whose entries are certain Clifford numbers is a group under matrix multiplication, and
we can consider the quotient group PSL2(Cn) = SL2(Cn)/{±I}. In the simplest cases n = 1, 2 we
rediscover the well-known groups PSL2(C1) = PSL2(R) and PSL2(C2) = PSL2(C).
Now let n ∈ N with n ≥ 2. Using the identification of Rn−1 and Vn−1, the group PSL2(Cn−1) acts

on R̂n−1 via the formula
(
γ =

(
a b
c d

)
, P

)
7→ γP = (aP + b) (cP + d)−1, (0.3)

where for P =∞ we define γ∞ := ac−1 if c 6= 0, and γ∞ :=∞ if c = 0, and in the case cP +d = 0
and aP+b 6= 0 we set γP :=∞. In this way the right-hand side of (0.3) is always well-defined. The
group PSL2(Cn−1) is isomorphic to the group of orientation-preserving Möbius transformations

of R̂n−1. Further, it acts doubly transitively on R̂n−1, i.e. for any P,Q,R, S ∈ R̂n−1 with P 6= Q
and R 6= S there exists γ ∈ PSL2(Cn−1) such that γP = R and γQ = S.

Taking into account that PSL2(Cn−1) ⊆ PSL2(Cn) and that R̂n−1 can be viewed as a subspace

of R̂n, the action of PSL2(Cn−1) naturally extends to R̂n via (0.3) and PSL2(Cn−1) also acts on

the hyperbolic space Hn ⊆ R̂n. The group PSL2(Cn−1) is isomorphic to the group of orientation-
preserving Möbius transformations of Hn. It acts transitively on Hn, i.e. for any P,Q ∈ Hn there
exists γ ∈ PSL2(Cn−1) such that γP = Q. The hyperbolic line element ds2Hn , the hyperbolic
distance dHn(P,Q), the hyperbolic Laplace operator ∆Hn and the hyperbolic volume element
µHn(P ) are all invariant under the action of PSL2(Cn−1).

To consider an analogue of Fuchsian subgroups of the first kind in PSL2(Cn−1), we endow it with
a topology, and a subgroup Γ ⊆ PSL2(Cn−1) is called discrete if the induced topology on Γ is
discrete. This is the case if and only if Γ acts discontinuously on Hn, i.e. for any compact subset
K ⊆ Hn there are only finitely many γ ∈ Γ with γ(K) ∩K 6= ∅. If Γ ⊆ PSL2(Cn−1) is a discrete
subgroup, then for any P ∈ Hn the stabilizer subgroup ΓP = {γ ∈ Γ | γP = P} is finite and the
orbit ΓP = {γP | γ ∈ Γ} is a discrete subset of Hn.
For a discrete subgroup Γ ⊆ PSL2(Cn−1) the set Γ\Hn = {ΓP | P ∈ Hn} of orbits can be iden-
tified with a fundamental domain FΓ, i.e. a non-empty, connected, open subset of Hn such that
distinct points of FΓ are not equivalent with respect to Γ and every orbit ΓP contains a point in
the closure FΓ. Every discrete subgroup admits a fundamental domain which is not unique, but
all fundamental domains FΓ for Γ have the same hyperbolic volume, called the volume vol(Γ\Hn)
of Γ\Hn, respectively of Γ. We call Γ cofinite if vol(Γ\Hn) <∞.
In the following we consider discrete and cofinite subgroups of PSL2(Cn−1) which generalize Fuch-
sian subgroups Γ ⊆ PSL2(R) of the first kind and for which we will define Eisenstein series in
Hn. Important examples are the well-known modular group PSL2(Z) ⊆ PSL2(R) for n = 2, and
PSL2(Z[i]) ⊆ PSL2(C) in the case n = 3.
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Elements of PSL2(Cn−1) are classified in terms of the number and the location of their fixed points

in Hn ∪ R̂n−1 as follows: A matrix γ ∈ PSL2(Cn−1), γ 6= I, is called parabolic if it has exactly

one fixed point in R̂n−1 and no fixed points in Hn, loxodromic if it has exactly two fixed points in
R̂n−1 and no fixed points in Hn, and elliptic if it has a (not necessarily unique) fixed point in Hn.
Moreover, a loxodromic element is called hyperbolic if it is conjugate in PSL2(Cn−1) to a matrix

of the form

(
λ 0
0 λ−1

)
with λ ∈ R \ {0,±1}. This classification of an element is invariant under

conjugation in PSL2(Cn−1) and depends only on its conjugacy class.

A point P ∈ Hn ∪ R̂n−1 is called a parabolic, hyperbolic, elliptic or loxodromic fixed point of a
discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1) if it is a fixed point of a parabolic, hyperbolic,
elliptic or loxodromic element of Γ, respectively.

Parabolic Eisenstein series in Hn and spectral expansion

Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. An automorphic function with respect
to Γ is a function f : Hn → C which satisfies f(γP ) = f(P ) for any γ ∈ Γ and P ∈ Hn. It is a
well-defined function on the quotient Γ\Hn. Together with the addition and scalar multiplication
of functions the automorphic functions with respect to Γ form a complex vector space A(Γ\Hn).
The inner product of f1, f2 ∈ A(Γ\Hn) is defined by

〈f1, f2〉 =
∫

Γ\Hn

f1(P ) f2(P ) µHn(P ),

provided that the integral exists. The µHn -measurable functions f ∈ A(Γ\Hn) with 〈f, f〉 < ∞
together with the inner product 〈·, ·〉 form a complex Hilbert space L2(Γ\Hn).

An important example of an automorphic function in Hn is the parabolic Eisenstein series asso-
ciated to a cusp of Γ. We call a parabolic fixed point η of a discrete subgroup Γ ⊆ PSL2(Cn−1)
a cusp of Γ if its stabilizer subgroup Γη = {γ ∈ Γ | γη = η} contains a free abelian subgroup of
rank n− 1. By CΓ we denote a complete set of Γ-inequivalent cusps of Γ and we set cΓ = |CΓ|. If
Γ is also cofinite, every parabolic fixed point is a cusp and the number cΓ is finite.
Let ηj ∈ CΓ (j ∈ {1, . . . , cΓ}) and σηj

∈ PSL2(Cn−1) be an element which satisfies σηj
∞ = ηj and

a certain normalization condition. Then for P ∈ Hn and s ∈ C with Re(s) > n− 1 we define the
parabolic Eisenstein series Epar

ηj
(P, s) associated to the cusp ηj ∈ CΓ by

Epar
ηj

(P, s) =
∑

γ∈Γηj
\Γ
xn−1(σ

−1
ηj
γP )s,

where xn−1(σ
−1
ηj
γP ) is the xn−1-coordinate of σ

−1
ηj
γP . This series converges absolutely and locally

uniformly for P ∈ Hn and s ∈ C with Re(s) > n− 1. The parabolic Eisenstein series Epar
ηj

(P, s) is
an automorphic function with respect to Γ and an eigenfunction of ∆Hn with eigenvalue s(n−1−s).
It admits a meromorphic continuation in s to the whole complex plane which has no poles with
Re(s) = n−1

2 and only finitely many poles with Re(s) > n−1
2 ; these are located in the real interval

(n−1
2 , n− 1] and are simple. For all these properties we refer to [CS80].

The spectrum of the hyperbolic Laplace operator ∆Hn on L2(Γ\Hn) consists of discrete and contin-
uous spectrum. We enumerate the eigenvalues of the discrete spectrum by 0 = λ0 < λ1 ≤ λ2 ≤ . . .
and write λj =

(
n−1
2

)2
+ r2j = sj(n− 1− sj), i.e. sj = n−1

2 + irj with rj ≥ 0 or rj ∈
[
−i n−1

2 , 0
)
.

Further, we choose an orthonormal basis {ψj(P ) | j ∈ N0} of the eigenfunctions for the discrete
eigenvalues, where each ψj(P ) is an eigenfunction for λj , and the eigenfunction associated to
λ0 = 0 is given by ψ0(P ) = vol(Γ\Hn)−1/2. The eigenvalues of the continuous spectrum are of

the form λ =
(
n−1
2

)2
+ t2 = s(n − 1 − s), i.e. s = n−1

2 + it with t ∈ R, and the corresponding

eigenfunctions are the parabolic Eisenstein series Epar
ηk

(
P, n−1

2 + it
)
(k = 1, . . . , cΓ).
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In this setting, referring to [CS80] and [Söd12], every f ∈ L2(Γ\Hn) admits a spectral expansion
of the form

f(P ) =

∞∑

j=0

aj ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk

Epar
ηk

(
P,
n− 1

2
+ it

)
dt, (0.4)

where the coefficients are given by aj = 〈f, ψj〉 and

at,ηk
=

∫

Γ\Hn

f(Q)Epar
ηk

(
Q,

n− 1

2
+ it

)
µHn(Q),

and the series (0.4) converges in the L2(Γ\Hn)-norm. If k0 =
⌊
n
4

⌋
+1 and f ∈ C2k0(Hn)∩L2(Γ\Hn)

such that ∆l
Hnf ∈ L2(Γ\Hn) for l = 0, . . . , k0, then the spectral expansion of f converges absolutely

and uniformly on compact subsets of Hn and equation (0.4) holds true as a pointwise relation.

Hyperbolic and elliptic Eisenstein series in hyperbolic n-space

After these preliminaries we give an overview of our results about hyperbolic and elliptic Eisenstein
series in Hn in the next few sections.

Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. By HΓ we denote a complete set
of Γ-inequivalent pairs of hyperbolic fixed points of Γ. For (Q1, Q2) ∈ HΓ there is an element
σ(Q1,Q2) ∈ PSL2(Cn−1) with σ(Q1,Q2)0 = Q1 and σ(Q1,Q2)∞ = Q2, called a hyperbolic scaling

matrix of (Q1, Q2). Let Γ(Q1,Q2) =
{
γ ∈ Γ

∣∣ γQ1 = Q1, γQ2 = Q2

}
denote the stabilizer subgroup

of (Q1, Q2) in Γ, then its subset

Γhyp
(Q1,Q2)

=
{
γ ∈ Γ(Q1,Q2)

∣∣ γ = I or γ is hyperbolic
}

is an infinite cyclic group, which we call the hyperbolic stabilizer subgroup of (Q1, Q2) in Γ. More
precisely, there exists µ ∈ R, µ > 1, such that

Γhyp
(Q1,Q2)

=

{
σ(Q1,Q2)

(
µm 0
0 µ−m

)
σ−1
(Q1,Q2)

∣∣∣∣∣ m ∈ Z

}
/{±I}.

We write L(Q1,Q2) for the unique geodesic in Hn connecting Q1, Q2 ∈ R̂n−1. Its image under the

natural projection πΓhyp
(Q1,Q2)

: Hn → Γhyp
(Q1,Q2)

\Hn is a closed geodesic in Γhyp
(Q1,Q2)

\Hn which we

denote by L(Q1,Q2), and we write l(Q1,Q2) for its hyperbolic length.
Then for P ∈ Hn and s ∈ C with Re(s) > n − 1 we define the hyperbolic Eisenstein series

Ehyp
(Q1,Q2)

(P, s) associated to the pair (Q1, Q2) ∈ HΓ of hyperbolic fixed points by

Ehyp
(Q1,Q2)

(P, s) =
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cosh(dHn(γP,L(Q1,Q2)))
−s. (0.5)

Here we remark that Eisenstein series in H3 associated to a hyperbolic or loxodromic element of
a discrete and cofinite subgroup Γ ⊆ PSL2(C) were considered in [Iri19b], while Eisenstein series
in Hn which are associated to an involution and also called ”hyperbolic Eisenstein series” were
defined in [Iri19a].
We prove in Lemma 4.1.4 that the series (0.5) converges absolutely and locally uniformly for
P ∈ Hn and s ∈ C with Re(s) > n− 1. In the proof we first assume that Q1 = 0 and Q2 =∞ and

we fix P ∈ Hn. Choosing the representatives such that 1 ≤ |γP | < µ2 for any γ ∈ Γhyp
(0,∞)\Γ, we

get the bound ∣∣∣Ehyp
(0,∞)(P, s)

∣∣∣ ≤
∑

γ∈Γhyp
(0,∞)

\Γ

xn−1(γP )
σ,
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where σ = Re(s). Subsequently, using a result about eigenfunctions of PSL2(Cn−1)-invariant
integral operators, we bound the last series as

∑

γ∈Γhyp
(0,∞)

\Γ

xn−1(γP )
σ ≤ 1

|Λ(P )|
∑

γ∈Γhyp
(0,∞)

\Γ

∫

Bε(P )(γP )

xn−1(Q)σ µHn(Q) ≤ 2n−1 µ2σ

|Λ(P )| (σ − n+ 1)
,

where Λ(P ) ∈ C and Bε(P )(γP ) is the open hyperbolic ball with center γP and sufficiently small
radius ε(P ) > 0, with Λ(P ) and ε(P ) depending on P . From this we obtain the absolute and

locally uniform convergence of Ehyp
(0,∞)(P, s) for s ∈ C with Re(s) > n− 1. Eventually, if K ⊆ Hn

is a compact subset, the constants Λ(P ) and ε(P ) can be chosen uniformly for all P ∈ K.
If (Q1, Q2) ∈ HΓ is an arbitrary pair of hyperbolic fixed points, then the discrete and cofinite
subgroup σ−1

(Q1,Q2)
Γσ(Q1,Q2) ⊆ PSL2(Cn−1) has the hyperbolic fixed points 0 and ∞, and the

hyperbolic Eisenstein series for Γ and (Q1, Q2) can be written in terms of the hyperbolic Eisenstein
series for σ−1

(Q1,Q2)
Γσ(Q1,Q2) and (0,∞). In this way, the absolute and locally uniform convergence

of Ehyp
(Q1,Q2)

(P, s) follows from the specific case Q1 = 0, Q2 =∞.

We easily see from its definition that the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) is invariant in

P under the action of Γ. Moreover, from the proof of its convergence we conclude that for s ∈ C

with Re(s) > n− 1 it is bounded on Γ\Hn and an element of L2(Γ\Hn).
In Lemma 4.1.7 we show that for P = (x0, . . . , xn−1) ∈ Hn and s ∈ C with Re(s) > n − 1 the

hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) is infinitely often continuously differentiable with respect

to x0, . . . , xn−1. To that aim, for fixed γ ∈ Γhyp
(Q1,Q2)

\Γ we write gγ(P ) = cosh(dHn(γP,L(Q1,Q2)))

in terms of the coordinates x0, . . . , xn−1 and see that gγ(P )
−s is infinitely often continuously

differentiable with respect to them. Hence, for any multi-index α ∈ Nn
0 the derivative

∂|α|

∂Pα
gγ(P )

−s (0.6)

exists and is continuous, and we are left to prove that the respective series of partial derivatives
summed over all γ ∈ Γhyp

(Q1,Q2)
\Γ converges absolutely and uniformly on compact subsets K ⊆ Hn,

provided that Re(s) > n − 1. This is done by proving in several steps that for any α ∈ Nn
0 and

γ ∈ Γhyp
(Q1,Q2)

\Γ the derivative (0.6) can be majorized on K by a finite sum of summands of the

form |p(s)| · C(K) · gγ(P )−σ, where σ = Re(s), p ∈ Z[X] and C(K) > 0 is a constant depending
only on K. Then the desired absolute and uniform convergence on K follows from the convergence
of the series (0.5), provided that Re(s) > n− 1.

Though Ehyp
(Q1,Q2)

(P, s) is no eigenfunction of the hyperbolic Laplace operator ∆Hn , it still fulfils

the shift equation

∆Hn Ehyp
(Q1,Q2)

(P, s) = s(n− 1− s)Ehyp
(Q1,Q2)

(P, s) + s2Ehyp
(Q1,Q2)

(P, s+ 2), (0.7)

which is proven in Lemma 4.1.8 using so-called hyperbolic coordinates.

Now let Q ∈ Hn be a point with stabilizer subgroup ΓQ, then for P ∈ Hn with P 6= γQ for any
γ ∈ Γ and s ∈ C with Re(s) > n− 1 we define the elliptic Eisenstein series Eell

Q (P, s) associated to
Q by

Eell
Q (P, s) =

∑

γ∈ΓQ\Γ
sinh(dHn(γP,Q))−s. (0.8)

In Lemma 4.2.4 we prove that the series (0.8) converges absolutely and locally uniformly for
P ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with Re(s) > n− 1. For that we first fix P ∈ Hn

with P 6= γQ for any γ ∈ Γ and majorize the elliptic Eisenstein series as

∣∣Eell
Q (P, s)

∣∣ ≤ C1(P )
−σ

∑

γ∈ΓQ\Γ
exp(−σ dHn(γP,Q)),
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where σ = Re(s) and C1(P ) > 0 is a constant depending only on P . Then we show that for r ∈ R,
r > 0, the counting function N ell

Q (r;P ) = |{γ ∈ ΓQ\Γ | dHn(γP,Q) < r}| satisfies the estimate

N ell
Q (r;P ) ≤ C2(P ) · exp((n− 1) r), where the constant C2(P ) > 0 depends only on P . From this

we infer that

∑

γ∈ΓQ\Γ
exp(−σ dHn(γP,Q)) = lim

R→∞

∫ R

0

exp(−σr) dN ell
Q (r;P ) ≤ σ C2(P )

σ − n+ 1
,

which gives us the absolute and locally uniform convergence for s ∈ C with Re(s) > n−1. Finally,
for a compact subset K ⊆ Hn not containing any Γ-translate of Q the constants C1(P ) and C2(P )
can be chosen uniformly for all P ∈ K.

The proof of its convergence implies that for P ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C

with Re(s) > n − 1 the elliptic Eisenstein series Eell
Q (P, s) is bounded as P → ηj , where ηj ∈ CΓ

(j = 1, . . . , cΓ) is a cusp of Γ. It is directly seen from its definition that Eell
Q (P, s) is invariant

in P under the action of Γ. Following the same idea as for the hyperbolic Eisenstein series, we
further find in Lemma 4.3.8 that for P = (x0, . . . , xn−1) ∈ Hn with P 6= γQ for any γ ∈ Γ and
s ∈ C with Re(s) > n − 1 the elliptic Eisenstein series Eell

Q (P, s) is infinitely often continuously
differentiable with respect to x0, . . . , xn−1. It also satisfies a shift equation under the hyperbolic
Laplace operator, namely

∆Hn Eell
Q (P, s) = s(n− 1− s)Eell

Q (P, s) + s(n− 2− s)Eell
Q (P, s+ 2),

which we verify in Lemma 4.2.8 using so-called elliptic coordinates centered at Q.

For P,Q ∈ Hn and s ∈ C with Re(s) > n− 1 we additionally define the hyperbolic kernel function
Khyp(P,Q, s) by

Khyp(P,Q, s) =
∑

γ∈Γ

cosh(dHn(γP,Q))−s. (0.9)

The series (0.9) converges absolutely and locally uniformly for P,Q ∈ Hn and s ∈ C with Re(s) >
n− 1. Immediately by definition the hyperbolic kernel function Khyp(P,Q, s) is symmetric in the
variables P and Q and invariant under the action of Γ in both P and Q. Moreover, we find that
Khyp(P,Q, s), as a function in P , is bounded on Γ\Hn and an element of L2(Γ\Hn). Also the
hyperbolic kernel function Khyp(P,Q, s) is infinitely often continuously differentiable with respect
to the coordinates of P = (x0, . . . , xn−1) ∈ Hn. Under the hyperbolic Laplace operator ∆Hn with
respect to P we find the shift equation

∆Hn Khyp(P,Q, s) = s(n− 1− s)Khyp(P,Q, s) + s(s+ 1)Khyp(P,Q, s+ 2). (0.10)

We see in the next section how both hyperbolic and elliptic Eisenstein series can be expressed in
terms of Khyp(P,Q, s).

Spectral expansions and meromorphic continuations

In order to establish the meromorphic continuations of hyperbolic and elliptic Eisenstein series
in s to the whole complex plane, we first compute the spectral expansions of Khyp(P,Q, s) and

Ehyp
(Q1,Q2)

(P, s). This is done similarly to the case n = 2 (see [Pip10] and [JKP10]).

Using Khyp(P,Q, s) ∈ C∞(Hn)∩L2(Γ\Hn) and the differential equation (0.10), we see in Theorem
5.1.1 that for P,Q ∈ Hn and s ∈ C with Re(s) > n− 1 the hyperbolic kernel function admits the
spectral expansion

Khyp(P,Q, s) =

∞∑

j=0

aj,Q(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt, (0.11)
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which converges absolutely and locally uniformly, and we compute the coefficients as

aj,Q(s) =
2s−1 π

n−1
2

Γ(s)
Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)
ψj(Q),

at,ηk,Q(s) =
2s−1 π

n−1
2

Γ(s)
Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)
Epar

ηk

(
Q,

n− 1

2
− it

)
.

Afterwards, in Proposition 5.2.1 we show that for P ∈ Hn and s ∈ C with Re(s) > n − 1

the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) can be written as a line integral of the hyperbolic

kernel function Khyp(P,Q, s) along the closed geodesic L(Q1,Q2) as

Ehyp
(Q1,Q2)

(P, s) =
21−s Γ(s)

Γ
(
s
2

)2
∫

L(Q1,Q2)

Khyp(P,Q, s) dsHn(Q). (0.12)

This formula generalizes the respective result of [JPS16] for n = 2. We first compute the above
integral over Khyp(P,Q, s) for the hyperbolic fixed points Q1 = 0, Q2 =∞, where we can identify
the closed geodesic L(0,∞) with the subset

{
(0, . . . , 0, xn−1) ∈ Hn | xn−1 ∈

[
1, exp(l(0,∞))

)}

of Hn, and then deduce the identity (0.12) for general (Q1, Q2) ∈ HΓ.

Making use of Ehyp
(Q1,Q2)

(P, s) ∈ C∞(Hn) ∩ L2(Γ\Hn) and the differential equation (0.7), we show

in Theorem 5.2.2 that for P ∈ Hn and s ∈ C with Re(s) > n− 1 the hyperbolic Eisenstein series
admits the spectral expansion

Ehyp
(Q1,Q2)

(P, s) =

∞∑

j=0

bj(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt, (0.13)

which converges absolutely and locally uniformly. Substituting the spectral expansion ofKhyp(P,Q, s)
into (0.12) gives us the coefficients

bj(s) =
π

n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)∫

L(Q1,Q2)

ψj(Q) dsHn(Q),

bt,ηk
(s) =

π
n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)∫

L(Q1,Q2)

Epar
ηk

(
Q,

n− 1

2
− it

)
dsHn(Q).

Using the spectral expansion (0.11), we prove in Theorem 6.1.1 that the hyperbolic kernel function
Khyp(P,Q, s) admits a meromorphic continuation in s to the whole complex plane. In the proof
we first establish the meromorphic continuation of the series in (0.11) arising from the discrete
spectrum. The explicit formula for the coefficient aj,Q(s) gives its meromorphic continuation to
the whole complex plane. Using Stirling’s asymptotic formula for the gamma function and the
bound

sup
P∈Hn

|ψj(P )| = O
(
r
n/2
j

)
(rj →∞)

for the eigenfunction ψj(P ), for any j ∈ N0 with rj ≥ 0 we get

|aj,Q(s)ψj(P )| = O
(
r
Re(s)+n−1

2
j exp

(
−π rj

2

))
(rj →∞)

with an implied constant depending on s. Since by a result of Lax and Phillips (see [LP82]) there
exist only finitely many j ∈ N0 with rj ∈

[
−i n−1

2 , 0
)
, the infinite series over j in (0.11) converges

absolutely and locally uniformly for all s ∈ C and defines a holomorphic function away from the
poles of aj,Q(s).
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Afterwards, for a cusp ηk ∈ CΓ (k = 1, . . . , cΓ) we establish the meromorphic continuation of the
integral

1

4π

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt, (0.14)

which arises from the continuous spectrum and is holomorphic in the half-plane Re(s) > n−1
2 .

In a first step we use the residue theorem to establish its meromorphic continuation to the strip
n−1
2 − ε < Re(s) < n−1

2 + ε for some sufficiently small ε > 0. Using the residue theorem for
a second time, we then obtain the meromorphic continuation of the integral (0.14) to the strip
n−1
2 −2 < Re(s) < n−1

2 , which is essentially given by the integral itself, together with two additional
summands involving the parabolic Eisenstein series associated to ηk. These two steps together
provide the meromorphic continuation of (0.14) to the strip n−1

2 − 2 < Re(s) ≤ n−1
2 . Continuing

the two-step process sketched above, we inductively derive the meromorphic continuation of the
integral (0.14) to the strip n−1

2 − 2(m + 1) < Re(s) ≤ n−1
2 − 2m for any m ∈ N0, which gives us

the meromorphic continuation of the continuous part of the spectral expansion (0.11) in s to the
whole complex plane.
By analyzing the continued function we additionally see in Theorem 6.1.1 that the possible poles

of the function Γ(s) Γ
(
s− n−1

2

)−1
Khyp(P,Q, s) are located at the following points:

(i) s = n−1
2 ± irj−2N , where j,N ∈ N0 and λj = sj(n−1− sj) =

(
n−1
2

)2
+ r2j is the eigenvalue

of the eigenfunction ψj(P ).

(ii) s = n − 1 − ρ − 2N , where N ∈ N0 and w = ρ is a pole of the parabolic Eisenstein series
Epar

ηk
(P,w) for some k ∈ {1, . . . , cΓ} with ρ ∈

(
n−1
2 , n− 1

]
.

(iii) s = ρ− 2N , where N ∈ N0 and w = ρ is a pole of the parabolic Eisenstein series Epar
ηk

(P,w)

for some k ∈ {1, . . . , cΓ} with Re(ρ) < n−1
2 .

We also compute the residues at the poles of type (i). Further, in Corollary 6.1.3 we obtain that
the hyperbolic kernel function Khyp(P,Q, s) admits a simple pole at s = n− 1 with residue

Ress=n−1K
hyp(P,Q, s) =

2πn/2

vol(Γ\Hn) Γ
(
n
2

) .

Proceeding as for the hyperbolic kernel function, we then establish the meromorphic continua-
tion of the hyperbolic Eisenstein series Ehyp

(Q1,Q2)
(P, s) in s to the whole complex plane via its

spectral expansion (0.13) in Theorem 6.2.1. We see that also the possible poles of the function

Γ
(
s
2

)2
Γ
(
s− n−1

2

)−1
Ehyp

(Q1,Q2)
(P, s) are located at the points of types (i), (ii) and (iii) above, and

we compute the residues at the poles of type (i). In particular, we conclude in Corollary 6.2.3 that

Ehyp
(Q1,Q2)

(P, s) admits a simple pole at s = n− 1 with residue

Ress=n−1E
hyp
(Q1,Q2)

(P, s) =
2 l(Q1,Q2) π

n−1
2

vol(Γ\Hn) Γ
(
n−1
2

) .

To derive the meromorphic continuation of the elliptic Eisenstein series Eell
Q (P, s), we follow the

idea given in [Pip10] and first show in Proposition 6.3.1 that for P,Q ∈ Hn with P 6= γQ for any
γ ∈ Γ and s ∈ C with Re(s) > n−1 it has a representation as an infinite sum of shifted hyperbolic
kernel functions as

Eell
Q (P, s) =

1

|ΓQ|
∞∑

k=0

(
s
2

)
k

k!
Khyp(P,Q, s+ 2k), (0.15)

where
(
s
2

)
k
= Γ

(
s
2 + k

)
Γ
(
s
2

)−1
denotes the Pochhammer symbol. After proving that the series

on the right-hand side of (0.15) converges absolutely and locally uniformly, the assertion follows
by inserting the definition of Khyp(P,Q, s) and changing the order of summation.
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Using (0.15), we obtain in Theorem 6.3.2 the meromorphic continuation of Eell
Q (P, s) in s to the

whole complex plane. For m ∈ N0 we write the elliptic Eisenstein series as

Eell
Q (P, s) =

1

|ΓQ|
m∑

l=0

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) +

1

|ΓQ|
∞∑

l=m+1

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l), (0.16)

and show that the infinite sum in (0.16) converges absolutely and locally uniformly on the half-
plane Hm = {s ∈ C | Re(s) > n− 1− 2(m+ 1)}. Together with the meromorphic continuation of
Khyp(P,Q, s+ 2l) (l = 0, . . . ,m) this gives us the meromorphic continuation of the elliptic Eisen-
stein series Eell

Q (P, s) to the half-plane Hm and, as m ∈ N0 can be chosen arbitrarily, to the whole

complex plane. Moreover, we show that the possible poles of the function Γ
(
s− n−1

2

)−1
Eell

Q (P, s)

are again located at the points of types (i), (ii) and (iii). Especially, we find that Eell
Q (P, s) admits

a simple pole at s = n− 1 with residue

Ress=n−1E
ell
Q (P, s) =

2πn/2

|ΓQ| vol(Γ\Hn) Γ
(
n
2

) ,

which is proven in Corollary 6.3.4.

Kronecker limit formulas

The formula for the meromorphic continuation of the hyperbolic Eisenstein series to s = 0 and
the knowledge of the coefficients bj(s) and bt,ηk

(s) enable us to determine a Laurent expansion of

Ehyp
(Q1,Q2)

(P, s) at this point, which depends on the dimension of Hn. In Proposition 7.1.2 we prove

that for n ≡ 0 mod 2 the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) admits a Laurent expansion

at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− 2π
n−1
2

Γ
(
s
2

)2
bn−1

4 c∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)

·
cΓ∑

k=1

Epar
ηk

(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

=

(
l(Q1,Q2) π

n−1
2 Γ

(
1−n
2

)

2 vol(Γ\Hn)
+

2∑

l=1

Gn,(Q1,Q2),l(P )

)
· s

+

(
l(Q1,Q2) π

n−1
2 Γ

(
1−n
2

) (
γ + ψ(0)

(
1−n
2

))

4 vol(Γ\Hn)
+

4∑

l=1

Hn,(Q1,Q2),l(P )

)
· s2 +O(s3), (0.17)

where Gn,(Q1,Q2),l(P ) (l = 1, 2) and Hn,(Q1,Q2),l(P ) (l = 1, 2, 3, 4) are Γ-invariant functions which
are given explicitly in the proof.
For n ≡ 3 mod 4 we obtain a similar Laurent expansion, which is stated in Proposition 7.1.4 and,
in contrast to (0.17), starts with a constant term. An almost identical formula holds in the case
n ≡ 1 mod 4 (see Proposition 7.1.6), where in the proof we have to take into consideration that
the point s = 0 lies on the line Re(s) = n−1

2 − 2 · n−1
4 with n−1

4 ∈ N.

Considering the case n = 2, in Proposition 7.2.2 we first give a Laurent expansion at s = 0 of
the hyperbolic Eisenstein series on H for a general Fuchsian subgroup Γ ⊆ PSL2(R) of the first
kind. After that we treat the specific case of the modular group Γ = PSL2(Z). Using the Laurent
expansions (0.1) and (0.2) of the parabolic Eisenstein series Epar

∞ (z, s), in Theorem 7.2.4 we find

11



Introduction

a Kronecker limit formula for the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(z, s) for PSL2(Z), namely

Ehyp
(Q1,Q2)

(z, s) =

(
1

2

∫

L(Q1,Q2)

log
(
|∆(z)| |∆(w)| Im(z)6 Im(w)6

)
dsH(w)

+3 l(Q1,Q2)

(
24 ζ ′(−1) + log(8π2)− 1

)
+

4∑

l=3

H2,(Q1,Q2),l(z)

)
· s2 +O(s3).

For n = 3 we derive a Laurent expansion at s = 0 of the hyperbolic Eisenstein series in H3 for
a general discrete and cofinite subgroup Γ ⊆ PSL2(C) in Proposition 7.3.2. Then we consider
the specific group Γ = PSL2(Z[i]). Employing the results from chapter 8 of [EGM13] and a
functional equation for the parabolic Eisenstein series Epar

∞ (P, s) associated to the only cusp ∞ of
PSL2(Z[i]), we find the Laurent expansions of Epar

∞ (P, s) at the points s = 2 and s = 0. With these

expansions we prove a Kronecker limit formula for the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s)

for PSL2(Z[i]) in Theorem 7.3.6. Precisely, we have

Ehyp
(Q1,Q2)

(P, s) = −3 l(Q1,Q2) π
3

8 ζQ(i)(2)

+

(
π3

8 ζQ(i)(2)

∫

L(Q1,Q2)

log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
dsH3(Q)− l(Q1,Q2) π CQ(i)

2

− l(Q1,Q2) π
3

8 ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
+ 2 (1− γ + log(2)) +

ζ ′
Q(i)(2)

ζQ(i)(2)

))
· s+O(s2), (0.18)

where r(P ) is the r-coordinate of P ∈ H3, ζQ(i)(s) denotes the Dedekind zeta function of the
imaginary quadratic field Q(i), CQ(i) ∈ C is a constant, ηQ(i) : H

3 → R is a function which satisfies

ηQ(i)(δP ) = ||cP + d||2 ηQ(i)(P ) for any δ =

(
a b
c d

)
∈ Γ, and γ denotes the Euler-Mascheroni

constant.

Moreover, we use the decomposition (0.16) of the elliptic Eisenstein series, the formula for the
meromorphic continuation of the hyperbolic kernel function to s = 0 and the knowledge of the
coefficients aj,Q(s) and at,ηk,Q(s) to compute a Laurent expansion of Eell

Q (P, s) at this point, which
again depends on the dimension of the hyperbolic space. For n ≡ 0 mod 2 we show in Proposition
8.1.2 that the elliptic Eisenstein series Eell

Q (P, s) admits a Laurent expansion at s = 0 of the form

Eell
Q (P, s)− 1

|ΓQ|

n
2 −1∑

l=0

2s+2l π
n−1
2

(
s
2

)
l

l! Γ(s+ 2l)

bn−1
4 c∑

l′=l

(−1)l′−l

(l′ − l)! Γ
(
s− n− 1

2
+ l + l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l′)Epar
ηk

(P, s+ 2l′)

=
π

n−1
2 Γ

(
1−n
2

)

|ΓQ| vol(Γ\Hn)
+

1

|ΓQ|
2∑

m=1

Gn,Q,m(P ) +
1

|ΓQ|

n
2 −1∑

l=1

2∑

m=1

Gn,Q,l,m(P )

+

(
π

n−1
2 Γ

(
1−n
2

) (
γ + log(4) + ψ(0)

(
1−n
2

))

2 |ΓQ| vol(Γ\Hn)
+

1

|ΓQ|
5∑

m=1

Hn,Q,m(P )

+

n
2 −1∑

l=1

4l−1 π
n−1
2 (l − 1)! Γ

(
1−n
2 + l

)

l (2l − 1)! |ΓQ| vol(Γ\Hn)
+

1

|ΓQ|

n
2 −1∑

l=1

4∑

m=1

Hn,Q,l,m(P )


 · s+O(s2), (0.19)

whereGn,Q,m(P ) (m = 1, 2), Gn,Q,l,m(P )
(
l = 1, . . . , n2 − 1, m = 1, 2

)
,Hn,Q,m(P ) (m = 1, 2, 3, 4, 5)

and Hn,Q,l,m(P )
(
l = 1, . . . , n2 − 1, m = 1, 2, 3, 4

)
are Γ-invariant functions which are given explic-

itly in the proof.
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In Proposition 8.1.4 we obtain a similar Laurent expansion for n ≡ 3 mod 4, but which starts
with the s−1-term. In the case n ≡ 1 mod 4 there is an analogous formula (see Proposition 8.1.6),
where in the proof we have to pay attention that n−1

4 ∈ N holds true.

Making use of (0.19) with n = 2, in Proposition 8.2.2 we rediscover the Laurent expansion at
s = 0 of the elliptic Eisenstein series on H for a general Fuchsian subgroup Γ ⊆ PSL2(R) of the
first kind which was established in [Pip10].
As for the hyperbolic Eisenstein series, we then consider the case n = 3. In Proposition 8.3.2 we
first obtain a Laurent expansion at s = 0 of the elliptic Eisenstein series in H3 for a general discrete
and cofinite subgroup Γ ⊆ PSL2(C). Then we let Γ = PSL2(Z[i]) and use the Laurent expansions
of the parabolic Eisenstein series Epar

∞ (P, s) at s = 2 and s = 0 to derive a Kronecker limit formula
for the elliptic Eisenstein series Eell

Q (P, s) for PSL2(Z[i]) in Theorem 8.3.3. It is given by

Eell
Q (P, s) = − 3π3

4 |ΓQ| ζQ(i)(2)
· 1
s
+

π3

4 |ΓQ| ζQ(i)(2)
log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
− π CQ(i)

|ΓQ|

− π3

4 |ΓQ| ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
− 2 (1 + γ) + log(32) +

ζ ′
Q(i)(2)

ζQ(i)(2)

)
+O(s), (0.20)

where ζQ(i)(s), CQ(i), ηQ(i) and γ are as in (0.18).

It is possible to establish Kronecker limit formulas similar to (0.18) and (0.20) also for hyperbolic
and elliptic Eisenstein series in H3 for Γ = PSL2(OK), where K is an imaginary quadratic field
with ring of integers OK and class number 1. However, in this thesis we do not address this task
and leave it for future research.

Outline of this thesis

We quickly describe the outline of this work. In the chapters 1, 2 and 3 we fix definitions and
notations that we employ during the thesis and recall known results. Subsequently, we present
and prove our results about hyperbolic and elliptic Eisenstein series in n-dimensional hyperbolic
space in the chapters 4, 5, 6, 7 and 8.

In chapter 1 we introduce the n-dimensional hyperbolic space. We briefly present some of the most
common models for it, especially the upper half-space model Hn, and further define hyperbolic
and elliptic coordinates in Hn.
Then we turn to the Möbius transformations of hyperbolic n-space in chapter 2. To that aim we
first consider the Clifford numbers Cn and a few of their elementary properties. We introduce
two certain groups GL2(Cn), SL2(Cn) of matrices with entries in the Clifford numbers and ex-

plain how these groups act on Hn+1 ∪ R̂n via Möbius transformations. Afterwards, we consider
an analogue of Fuchsian subgroups Γ ⊆ PSL2(R) of the first kind, namely discrete and cofinite
subgroups of PSL2(Cn−1). We establish the classification of elements of PSL2(Cn−1) as parabolic,
hyperbolic, elliptic and loxodromic. Finally, we treat fixed points of parabolic, hyperbolic and el-
liptic elements and their respective stabilizer subgroups in PSL2(Cn−1) and a discrete and cofinite
subgroup Γ ⊆ PSL2(Cn−1).
Chapter 3 collects several topics and results needed later in this thesis. First we determine the
radial eigenfunctions of the hyperbolic Laplace operator ∆Hn in elliptic coordinates. Then we
look at PSL2(Cn−1)-invariant integral operators and eigenfunctions of these operators. After that
we introduce the notion of automorphic functions in Hn and consider the definition and basic
properties of parabolic Eisenstein series in Hn. At the end of the chapter we establish the spectral
expansion of a square-integrable automorphic function.
In chapter 4 we introduce the main objects of this thesis. We define the hyperbolic Eisenstein
series Ehyp

(Q1,Q2)
(P, s) associated to a pair (Q1, Q2) of hyperbolic fixed points of a discrete and

13
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cofinite subgroup Γ ⊆ PSL2(Cn−1) and investigate its basic properties. Subsequently, we do the
same for the elliptic Eisenstein series Eell

Q (P, s) associated to a point Q ∈ Hn and a discrete and
cofinite subgroup Γ ⊆ PSL2(Cn−1). These functions generalize the known hyperbolic and elliptic
Eisenstein series on the upper half-plane H. Further, we introduce and study the hyperbolic kernel
function Khyp(P,Q, s) which is closely related to hyperbolic and elliptic Eisenstein series.
Chapter 5 deals with the computation of some spectral expansions. First we determine the spectral
expansion of the hyperbolic kernel function. After that we prove a representation of the hyperbolic
Eisenstein series Ehyp

(Q1,Q2)
(P, s) as a certain integral of Khyp(P,Q, s) which enables us to derive

the spectral expansion of Ehyp
(Q1,Q2)

(P, s).

In chapter 6 we use the results from the previous chapter to establish the meromorphic continu-
ations of hyperbolic and elliptic Eisenstein series in s to the whole complex plane and determine
the possible poles. Using their spectral expansions, we obtain the meromorphic continuations of
the hyperbolic kernel function Khyp(P,Q, s) and the hyperbolic Eisenstein series Ehyp

(Q1,Q2)
(P, s) to

all s ∈ C. Afterwards, we also derive the meromorphic continuation of the elliptic Eisenstein series
Eell

Q (P, s) to all s ∈ C by expressing it in terms of the hyperbolic kernel function.
The aim of chapter 7 is to find an analogue of the Kronecker limit formula for the hyperbolic
Eisenstein series Ehyp

(Q1,Q2)
(P, s) in Hn. For arbitrary dimension n and an arbitrary discrete and

cofinite subgroup Γ ⊆ PSL2(Cn−1) we first compute the first two terms in the Laurent expansion

of Ehyp
(Q1,Q2)

(P, s) at the point s = 0. Then we consider the specific examples n = 2, Γ = PSL2(Z)

and n = 3, Γ = PSL2(Z[i]), and derive a formula of Kronecker limit type for Ehyp
(Q1,Q2)

(P, s) in both

of these cases.
Finally, in chapter 8 we look for an analogue of the Kronecker limit formula also for the ellip-
tic Eisenstein series Eell

Q (P, s). We determine the first two terms in the Laurent expansion of

Eell
Q (P, s) at the point s = 0 for arbitrary dimension n and an arbitrary discrete and cofinite

subgroup Γ ⊆ PSL2(Cn−1). Subsequently, we recall von Pippich’s results about Kronecker limit
formulas for the elliptic Eisenstein series in the specific case n = 2, Γ = PSL2(Z), and then prove
a formula of Kronecker limit type for Eell

Q (P, s) in the case n = 3, Γ = PSL2(Z[i]).

Notations

We fix a few general notations that we will use during the course of this thesis.

• N = {1, 2, 3, . . . } denotes the natural numbers.

• N0 = {0, 1, 2, . . . } denotes the natural numbers with zero.

• Z denotes the integers.

• Q denotes the rational numbers.

• R denotes the real numbers.

• C denotes the complex numbers.

• Re(z) and Im(z) denote the real part and the imaginary part of z ∈ C, respectively.

• log(x) denotes the natural logarithm of x ∈ R, x > 0.

•

√
z = z1/2 denotes the principal branch of the square root of a complex number z ∈ C, so

that arg(
√
z) ∈

(
−π

2 ,
π
2

]
.

• Log(z) denotes the principal branch of the complex logarithm of z ∈ C \ {0}, so that
Im(Log(z)) ∈ (−π, π]. Then we have Log(z) = log(z) for z ∈ R, z > 0.
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1. Hyperbolic n-space

In this first chapter we introduce the n-dimensional hyperbolic space (or short: hyperbolic n-space)
which is a central object in this thesis. We start with a short presentation of the most common
models for the n-dimensional hyperbolic space. In the second section we define different types of
coordinates for points in the upper half-space model Hn of the hyperbolic n-space.

1.1. The n-dimensional hyperbolic space

The n-dimensional hyperbolic space is the unique simply connected, n-dimensional, complete
Riemannian manifold of constant sectional curvature −1. There are several possible realizations of
this space, each of them suitable for the study of different aspects of hyperbolic space. All of these
models are isometric to each other. In this section we present the three most common realizations.
Throughout the section let n ∈ N with n ≥ 2.

1.1.1. The upper half-space model

During the course of this thesis we will solely work with the upper half-space model which realizes
hyperbolic n-space as the upper half of the vector space Rn.

Definition 1.1.1. The upper half-space model Hn of hyperbolic n-space is the set

Hn = {P = (x0, . . . , xn−1) ∈ Rn | xn−1 > 0}.

So the space Hn consists of all points with n components and real entries whose last entry is
strictly positive. Its boundary ∂Hn is given by

{P = (x0, . . . , xn−1) ∈ Rn | xn−1 = 0} ∼= Rn−1,

together with the point ∞, i.e. ∂Hn = Rn−1 ∪ {∞}.

Notation 1.1.2. For the boundary ∂Hn we introduce the notation

R̂n−1 := Rn−1 ∪ {∞}.

The usual Euclidean norm on Rn naturally induces a norm on Hn. For P = (x0, . . . , xn−1) ∈ Hn

it is given by

|P | =
√
x20 + · · ·+ x2n−1.

In the rectangular coordinates P = (x0, . . . , xn−1) the hyperbolic line element ds2Hn on Hn is given
by

ds2Hn =
dx20 + · · ·+ dx2n−1

x2n−1

=
|dP |2
x2n−1

. (1.1)

Then the hyperbolic distance dHn(P,Q) from P ∈ Hn to Q ∈ Hn derived from ds2Hn is given by

dHn(P,Q) = inf
γ

(∫

γ

ds2Hn

)1/2

, (1.2)

where the infimum is taken over all continuous paths γ : [0, 1]→ Hn with γ(0) = P and γ(1) = Q.
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For P = (x0, . . . , xn−1) ∈ Hn and Q = (y0, . . . , yn−1) ∈ Hn the hyperbolic distance satisfies the
identity

cosh(dHn(P,Q)) = 1 +
|P −Q|2

2xn−1 yn−1
= 1 +

(x0 − y0)2 + · · ·+ (xn−1 − yn−1)
2

2xn−1 yn−1

=
(x0 − y0)2 + · · ·+ (xn−2 − yn−2)

2 + x2n−1 + y2n−1

2xn−1 yn−1
. (1.3)

The hyperbolic Laplace operator ∆Hn , also called Laplace-Beltrami operator, associated with the
hyperbolic line element ds2Hn , is given by

∆Hn = −x2n−1

(
∂2

∂x20
+ · · ·+ ∂2

∂x2n−1

)
+ (n− 2)xn−1

∂

∂xn−1
. (1.4)

Moreover, the hyperbolic volume element µHn(P ) on Hn with respect to the rectangular coordinates
P = (x0, . . . , xn−1) is given by

µHn(P ) =
dx0 · · · dxn−1

xnn−1

. (1.5)

The geodesics in Hn are the half-circles and lines which are orthogonal to the boundary ∂Hn.

Example 1.1.3.

(a) For n = 2 we write H2 =: H which is the well-known upper half-plane

H = {(x, y) ∈ R2 | y > 0} ∼= {z = x+ iy ∈ C | y > 0}.

We usually write z ∈ H in the form z = x + iy with x, y ∈ R, y > 0. For the norm |z| of
z = x + iy ∈ H we then have |z| =

√
x2 + y2. In the coordinates x, y the hyperbolic line

element ds2H on H is given by

ds2H =
dx2 + dy2

y2
.

The hyperbolic Laplace operator ∆H derived from ds2H and the hyperbolic volume element
µH(z) on H are given by

∆H = −y2
(
∂2

∂x2
+

∂2

∂y2

)
, µH(z) =

dx dy

y2
,

respectively. For the hyperbolic distance dH(z, w) from z ∈ H to w ∈ H we have the formulas

dH(z, w) = log

( |z − w|+ |z − w|
|z − w| − |z − w|

)
(1.6)

(see e.g. [Bea12], p. 130) and

cosh(dH(z, w)) = 1 +
|z − w|2

2 Im(z) Im(w)
=

(Re(z)− Re(w))2 + Im(z)2 + Im(w)2

2 Im(z) Im(w)
. (1.7)

(b) For n = 3 we obtain the upper half-space model

H3 = {(x, y, r) ∈ R3 | r > 0} ∼= {P = z + jr | z ∈ C, r ∈ R, r > 0}
∼= {P = x+ iy + jr | x, y, r ∈ R, r > 0}

of hyperbolic 3-space which is a subset of the quaternions R[i, j, k] with the standard basis
{1, i, j, k}. The norm |P | of P = z + jr = x+ iy + jr ∈ H3 is given by

|P | =
√
|z|2 + r2 =

√
x2 + y2 + r2.
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1.1. The n-dimensional hyperbolic space

In the coordinates x, y, r the hyperbolic line element ds2
H3 , the hyperbolic Laplace operator

∆H3 and the hyperbolic volume element µH3(P ) are given by

ds2H3 =
dx2 + dy2 + dr2

r2
, ∆H3 = −r2

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂r2

)
+r

∂

∂r
, µH3(P ) =

dx dy dr

r3
,

respectively. The hyperbolic distance dH3(P,Q) from P = z1+jr1 ∈ H3 to Q = z2+jr2 ∈ H3

satisfies

cosh(dH3(P,Q)) = 1 +
|P −Q|2
2 r1 r2

=
|z1 − z2|2 + r21 + r22

2 r1 r2
.

1.1.2. The unit ball model

Another model for the n-dimensional hyperbolic space is the realization as the interior of the unit
ball in Rn.

Definition 1.1.4. The unit ball model Bn of hyperbolic n-space is the set

Bn = {P = (x0, . . . , xn−1) ∈ Rn | |P | < 1}.
The boundary ∂Bn is given by

∂Bn = Sn−1 = {P = (x0, . . . , xn−1) ∈ Rn | |P | = 1},
which is the unit sphere in Rn.

Definition 1.1.5. A point P ∈ ∂Bn is called a point at infinity.

In the rectangular coordinates P = (x0, . . . , xn−1) the hyperbolic line element ds2Bnon Bn is given
by

ds2Bn =
4 (dx20 + · · ·+ dx2n−1)

(1− (x20 + · · ·+ x2n−1))
2
=

4 |dP |2
(1− |P |2)2 .

Then the hyperbolic distance dBn(P,Q) from P ∈ Bn to Q ∈ Bn obtained from ds2Bn is given by

dBn(P,Q) = inf
γ

(∫

γ

ds2Bn

)1/2

,

where the infimum is taken over all continuous paths γ : [0, 1]→ Bn with γ(0) = P and γ(1) = Q.

For P = (x0, . . . , xn−1) ∈ Bn and Q = (y0, . . . , yn−1) ∈ Bn the hyperbolic distance can be written
as

cosh(dBn(P,Q)) = 1 +
2 |P −Q|2

(1− |P |2) (1− |Q|2)

= 1 +
2
(
(x0 − y0)2 + · · ·+ (xn−1 − yn−1)

2
)

(
1− (x20 + · · ·+ x2n−1)

) (
1− (y20 + · · ·+ y2n−1)

) .

The hyperbolic Laplace operator ∆Bn derived from the hyperbolic line element ds2Bn is given by

∆Bn =− (1− |P |2)2
4

(
∂2

∂x20
+ · · ·+ ∂2

∂x2n−1

)
− (n− 2)

1− |P |2
2

(
x0

∂

∂x0
+ · · ·+ xn−1

∂

∂xn−1

)

=−
(
1− (x20 + · · ·+ x2n−1)

)2

4

(
∂2

∂x20
+ · · ·+ ∂2

∂x2n−1

)

− (n− 2)
1− (x20 + · · ·+ x2n−1)

2

(
x0

∂

∂x0
+ · · ·+ xn−1

∂

∂xn−1

)
,

and the hyperbolic volume element µBn(P ) on Bn with respect to the rectangular coordinates
P = (x0, . . . , xn−1) is given by

µBn(P ) =
2n dx0 · · · dxn−1

(1− |P |2)n =
2n dx0 · · · dxn−1

(1− (x20 + · · ·+ x2n−1))
n
.
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1. Hyperbolic n-space

1.1.3. The hyperboloid model

The hyperboloid model realizes hyperbolic n-space as the positive sheet of a two-sheeted hyper-
boloid in Rn+1.

Definition 1.1.6. For P = (x0, . . . , xn) ∈ Rn+1 and Q = (y0, . . . , yn) ∈ Rn+1 the Lorentzian
inner product P ◦Q is defined by

P ◦Q = −x0y0 + x1y1 + · · ·+ xnyn.

The space Rn+1 together with the Lorentzian inner product is called Lorentzian (n+1)-space and
is denoted by R1,n.

In Lorentzian (n + 1)-space also imaginary lengths are possible. The sphere of unit imaginary
radius

Fn = {P ∈ Rn+1 | P ◦ P = −1}
is a hyperboloid with two sheets, hence it is not connected. This issue is solved by discarding one
of the sheets.

Definition 1.1.7. The hyperboloid model Fn
+ of hyperbolic n-space is defined as the positive sheet

of Fn, i.e. as the set

Fn
+ = {P = (x0, . . . , xn) ∈ Rn+1 | P ◦ P = −1, x0 > 0}.

In the rectangular coordinates P = (x0, . . . , xn) the hyperbolic line element ds2Fn
+
on Fn

+ is given

by
ds2Fn

+
= −dx20 + dx21 + · · ·+ dx2n.

The hyperbolic distance dFn
+
(P,Q) from P ∈ Fn

+ to Q ∈ Fn
+ derived from ds2Fn

+
is given by

dFn
+
(P,Q) = inf

γ

(∫

γ

ds2Fn
+

)1/2

,

where the infimum is taken over all continuous paths γ : [0, 1]→ Fn
+ with γ(0) = P and γ(1) = Q.

If P = (x0, . . . , xn) ∈ Fn
+ and Q = (y0, . . . , yn) ∈ Fn

+, the hyperbolic distance satisfies the formula

cosh(dFn
+
(P,Q)) = −P ◦Q = x0y0 − x1y1 − · · · − xnyn

with the Lorentzian inner product ◦ as in Definition 1.1.6.

The hyperbolic Laplace operator ∆Fn
+
associated with the hyperbolic line element ds2Fn

+
is given by

∆Fn
+
=

∂2

∂x20
− ∂2

∂x21
− · · · − ∂2

∂x2n
,

while the hyperbolic volume element µFn
+
(P ) on Fn

+ with respect to the rectangular coordinates

P = (x0, . . . , xn) is given by
µFn

+
(P ) = dx1 · · · dxn.

1.2. Coordinates in Hn

During this thesis we will mainly work in the rectangular coordinates P = (x0, . . . , xn−1) of the
upper half-space Hn. However, for some computations it will be more convenient to employ some
other coordinate system. We now introduce two different coordinates for points in Hn, namely the
so-called hyperbolic and elliptic coordinates, that will be useful in further chapters. Throughout
the section let n ∈ N with n ≥ 2.
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1.2. Coordinates in Hn

1.2.1. Hyperbolic coordinates

For fixed r > 0 the set Sn−1
Hn,r := {P ∈ Hn | |P | = r} of points in Hn with norm r is the upper

half of a Euclidean (n− 1)-sphere with center 0 and radius r. Thus, any point P ∈ Hn is uniquely
determined by its norm and (n − 1)-many angles describing the location of P on the half-sphere
Sn−1
Hn,r. For these angles we can take the usual n-dimensional polar coordinates which leads to the

definition of the following coordinates.

Definition 1.2.1.

(a) For n = 2 and z = (x, y) = x+ iy ∈ H we have

x = eu cos(θ), y = eu sin(θ),

where the hyperbolic coordinates u = u(z) ∈ R and θ = θ(z) ∈ (0, π) are given by

u(z) := log(|z|) = log
(√

x2 + y2
)
,

θ(z) := ](z, positive x-axis) = arccos

(
x√

x2 + y2

)
.

(b) For n ≥ 3 and P = (x0, . . . , xn−1) ∈ Hn we have

x0 = eu cos(θ1)
n−1∏

j=2

sin(θj), x1 = eu
n−1∏

j=1

sin(θj), xk = eu cos(θk)
n−1∏

j=k+1

sin(θj)

for k = 2, . . . , n − 1, where the hyperbolic coordinates u = u(P ) ∈ R, θ1 = θ1(P ) ∈ [0, 2π),
θk = θk(P ) ∈ [0, π] (k = 2, . . . , n− 2) and θn−1 = θn−1(P ) ∈ [0, π2 ) are given by

u(P ) := log(|P |) = log

(√
x20 + · · ·+ x2n−1

)
,

θ1(P ) := ](projection of P on the x0-x1-plane, positive x0-axis)

=





arccos

(
x0√
x2
0+x2

1

)
, x1 ≥ 0,

2π − arccos

(
x0√
x2
0+x2

1

)
, x1 < 0,

θk(P ) := ](P, positive xk-axis) = arccos


 xk√

x20 + · · ·+ x2n−1


 (k = 2, . . . , n− 1).

Remark 1.2.2. As the unique geodesic in Hn through P = (x0, . . . , xn−1) ∈ Hn and the ”north
pole” (0, . . . , 0, |P |) of the half-sphere Sn−1

Hn,|P | is perpendicular to the xn−1-axis, the hyperbolic

distance from P to (0, . . . , 0, |P |) is equal to the hyperbolic distance from P to the positive xn−1-
axis. Using formula (1.3), for n ≥ 3 its hyperbolic cosine can be expressed in terms of the angle
θn−1(P ) of the hyperbolic coordinates as

cosh(dHn(P, (0, . . . , 0, |P |))) = x20 + · · ·+ x2n−1 + |P |2
2xn−1 |P |

=
2|P |2

2xn−1 |P |
=
|P |
xn−1

=
1

cos(θn−1(P ))
,

whereas in the case n = 2 we have

cosh(dH(z, (0, |z|))) = cosh(dH(z, i|z|)) =
x2 + y2 + |z|2

2 y |z| =
2|z|2
2 y |z| =

|z|
y

=
1

sin(θ(z))
.

Through these relations, for n ≥ 3 it is possible to replace the coordinate θn−1(P ) in Definition
1.2.1 (b) by v(P ) := dHn(P, (0, . . . , 0, |P |)), while for n = 2 one can replace the coordinate θ(z) by
v(z) := dH(z, i|z|).
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1. Hyperbolic n-space

As an example we determine the hyperbolic line element ds2H, the hyperbolic volume element µH(z)
and the hyperbolic Laplace operator ∆H in terms of the hyperbolic coordinates u, θ on the upper
half-plane H. The case n ≥ 3 is then considered in the subsequent lemma.

Example 1.2.3. For z = (x, y) = x+ iy ∈ H we have

x = eu cos(θ), y = eu sin(θ)

with the hyperbolic coordinates

u(z) = log
(√

x2 + y2
)
, θ(z) = arccos

(
x√

x2 + y2

)
.

Computing

dx =
∂x

∂u
du+

∂x

∂θ
dθ = eu cos(θ) du− eu sin(θ) dθ,

dy =
∂y

∂u
du+

∂y

∂θ
dθ = eu sin(θ) du+ eu cos(θ) dθ,

we get

dx2 = e2u cos(θ)2 du2 − 2e2u cos(θ) sin(θ) du dθ + e2u sin(θ)2 dθ2,

dy2 = e2u sin(θ)2 du2 + 2e2u cos(θ) sin(θ) du dθ + e2u cos(θ)2 dθ2.

Thus, in hyperbolic coordinates the hyperbolic line element is given by

ds2H =
dx2 + dy2

y2
=
e2u (cos(θ)2 + sin(θ)2) du2 + e2u (sin(θ)2 + cos(θ)2) dθ2

e2u sin(θ)2

=
e2u du2 + e2u dθ2

e2u sin(θ)2
=
du2 + dθ2

sin(θ)2
.

From this we easily obtain the volume element

µH(z) =

√
1

sin(θ)2
· 1

sin(θ)2
du dθ =

du dθ

sin(θ)2
.

Finally, we can derive the hyperbolic Laplace operator as

∆H = − sin(θ)2
(
∂

∂u

(
sin(θ)2

sin(θ)2
∂

∂u

)
+

∂

∂θ

(
sin(θ)2

sin(θ)2
∂

∂θ

))
= − sin(θ)2

(
∂2

∂u2
+

∂2

∂θ2

)
.

Lemma 1.2.4. Let n ≥ 3. In terms of the hyperbolic coordinates the following assertions hold
true.

(a) The hyperbolic line element ds2Hn has the form

ds2Hn =
1

cos(θn−1)2
du2 +

n−2∑

k=1




n−2∏

j=k+1

sin(θj)
2


 tan(θn−1)

2 dθ2k +
1

cos(θn−1)2
dθ2n−1.

(b) The hyperbolic volume element µHn(P ) has the form

µHn(P ) =

∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n
du dθ1 · · · dθn−1.

20



1.2. Coordinates in Hn

(c) The hyperbolic Laplace operator ∆Hn has the form

∆Hn = − cos(θn−1)
2 ∂2

∂u2
−

n−2∑

k=1

1(∏n−2
j=k+1 sin(θj)

2
)
tan(θn−1)2

∂2

∂θ2k
− cos(θn−1)

2 ∂2

∂θ2n−1

−
n−2∑

k=2

(k − 1) cos(θn−1)
2

(∏n−1
j=k+1 sin(θj)

2
)
tan(θk)

∂

∂θk
− n− 2

tan(θn−1)

∂

∂θn−1
.

Proof.

(a) We compute

dx0 =
∂x0
∂u

du+

n−1∑

l=1

∂x0
∂θl

dθl = eu cos(θ1)

(
n−1∏

j=2

sin(θj)

)
du− eu

(
n−1∏

j=1

sin(θj)

)
dθ1

+

n−1∑

l=2

eu cos(θ1) cos(θl)

(
n−1∏

j=2,
j 6=l

sin(θj)

)
dθl,

dx1 =
∂x1
∂u

du+

n−1∑

l=1

∂x1
∂θl

dθl = eu

(
n−1∏

j=1

sin(θj)

)
du+ eu cos(θ1)

(
n−1∏

j=2

sin(θj)

)
dθ1

+

n−1∑

l=2

eu sin(θ1) cos(θl)

(
n−1∏

j=2,
j 6=l

sin(θj)

)
dθl

and

dxk =
∂xk
∂u

du+

n−1∑

l=1

∂xk
∂θl

dθl =
∂xk
∂u

du+

n−1∑

l=k

∂xk
∂θl

dθl

= eu cos(θk)

(
n−1∏

j=k+1

sin(θj)

)
du− eu

(
n−1∏

j=k

sin(θj)

)
dθk

+
n−1∑

l=k+1

eu cos(θk) cos(θl)

(
n−1∏

j=k+1,
j 6=l

sin(θj)

)
dθl

for k = 2, . . . , n− 1. Squaring dx0, . . . , dxn−1, we obtain

dx20 = e2u cos(θ1)
2

(
n−1∏

j=2

sin(θj)
2

)
du2 + e2u

(
n−1∏

j=1

sin(θj)
2

)
dθ21

+
n−1∑

l=2

e2u cos(θ1)
2 cos(θl)

2

(
n−1∏

j=2,
j 6=l

sin(θj)
2

)
dθ2l − 2e2u cos(θ1) sin(θ1)

(
n−1∏

j=2

sin(θj)
2

)
du dθ1

+

n−1∑

l=2

2e2u cos(θ1)
2 cos(θl) sin(θl)

(
n−1∏

j=2,
j 6=l

sin(θj)
2

)
du dθl

−
n−1∑

l=2

2e2u cos(θ1) sin(θ1) cos(θl) sin(θl)

(
n−1∏

j=2,
j 6=l

sin(θj)
2

)
dθ1 dθl

+

n−1∑

l1,l2=2,
l1<l2

2e2u cos(θ1)
2 cos(θl1) sin(θl1) cos(θl2) sin(θl2)

(
n−1∏

j=2,
j 6=l1, j 6=l2

sin(θj)
2

)
dθl1 dθl2 ,
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1. Hyperbolic n-space

dx21 = e2u

(
n−1∏

j=1

sin(θj)
2

)
du2 + e2u cos(θ1)

2

(
n−1∏

j=2

sin(θj)
2

)
dθ21

+

n−1∑

l=2

e2u sin(θ1)
2 cos(θl)

2

(
n−1∏

j=2,
j 6=l

sin(θj)
2

)
dθ2l + 2e2u cos(θ1) sin(θ1)

(
n−1∏

j=2

sin(θj)
2

)
du dθ1

+

n−1∑

l=2

2e2u sin(θ1)
2 cos(θl) sin(θl)

(
n−1∏

j=2,
j 6=l

sin(θj)
2

)
du dθl

+

n−1∑

l=2

2e2u cos(θ1) sin(θ1) cos(θl) sin(θl)

(
n−1∏

j=2,
j 6=l

sin(θj)
2

)
dθ1 dθl

+

n−1∑

l1,l2=2,
l1<l2

2e2u sin(θ1)
2 cos(θl1) sin(θl1) cos(θl2) sin(θl2)

(
n−1∏

j=2,
j 6=l1, j 6=l2

sin(θj)
2

)
dθl1 dθl2

and

dx2k = e2u cos(θk)
2

(
n−1∏

j=k+1

sin(θj)
2

)
du2 + e2u

(
n−1∏

j=k

sin(θj)
2

)
dθ2k

+
n−1∑

l=k+1

e2u cos(θk)
2 cos(θl)

2

(
n−1∏

j=k+1,
j 6=l

sin(θj)
2

)
dθ2l − 2e2u cos(θk) sin(θk)

(
n−1∏

j=k+1

sin(θj)
2

)
du dθk

+
n−1∑

l=k+1

2e2u cos(θk)
2 cos(θl) sin(θl)

(
n−1∏

j=k+1,
j 6=l

sin(θj)
2

)
du dθl

−
n−1∑

l=k+1

2e2u cos(θk) sin(θk) cos(θl) sin(θl)

(
n−1∏

j=k+1,
j 6=l

sin(θj)
2

)
dθk dθl

+

n−1∑

l1,l2=k+1,
l1<l2

2e2u cos(θk)
2 cos(θl1) sin(θl1) cos(θl2) sin(θl2)

(
n−1∏

j=k+1,
j 6=l1, j 6=l2

sin(θj)
2

)
dθl1 dθl2

for k = 2, . . . , n − 1. Making use of the identity cos(θj)
2 + sin(θj)

2 = 1 (j = 1, . . . , n − 1)
multiple times, a tedious but straightforward addition gives us

dx20 + dx21 +

n−1∑

k=2

dx2k = e2u du2 +

n−2∑

k=1

e2u




n−1∏

j=k+1

sin(θj)
2


 dθ2k + e2u dθ2n−1.

We end up with the hyperbolic line element

ds2Hn =
dx20 + · · ·+ dx2n−1

x2n−1

=
e2u du2 +

∑n−2
k=1 e

2u
(∏n−1

j=k+1 sin(θj)
2
)
dθ2k + e2u dθ2n−1

e2u cos(θn−1)2

=
1

cos(θn−1)2
du2 +

n−2∑

k=1




n−2∏

j=k+1

sin(θj)
2


 tan(θn−1)

2 dθ2k +
1

cos(θn−1)2
dθ2n−1.
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1.2. Coordinates in Hn

(b) Using part (a), we obtain for the hyperbolic volume element that

µHn(P ) =

√√√√√ 1

cos(θn−1)2
·
n−2∏

k=1






n−2∏

j=k+1

sin(θj)2


 tan(θn−1)2


 · 1

cos(θn−1)2
du dθ1 · · · dθn−1

=

√(∏n−2
j=2 sin(θj)2(j−1)

)
tan(θn−1)2(n−2)

cos(θn−1)2
du dθ1 · · · dθn−1

=

(∏n−2
j=2 sin(θj)

j−1
)
tan(θn−1)

n−2

cos(θn−1)2
du dθ1 · · · dθn−1

=

∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n
du dθ1 · · · dθn−1.

(c) The hyperbolic Laplace operator derived from the hyperbolic line element ds2Hn is now given
by

∆Hn = − cos(θn−1)
n

∏n−1
j=2 sin(θj)j−1

∂

∂u




(∏n−1
j=2 sin(θj)

j−1
)
cos(θn−1)

2

cos(θn−1)n
∂

∂u




− cos(θn−1)
n

∏n−1
j=2 sin(θj)j−1

n−2∑

k=1

∂

∂θk




∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n
(∏n−2

j=k+1 sin(θj)
2
)
tan(θn−1)2

∂

∂θk




− cos(θn−1)
n

∏n−1
j=2 sin(θj)j−1

∂

∂θn−1




(∏n−1
j=2 sin(θj)

j−1
)
cos(θn−1)

2

cos(θn−1)n
∂

∂θn−1




= − cos(θn−1)
2 ∂2

∂u2
−

n−2∑

k=1

1(∏n−2
j=k+1 sin(θj)

2
)
tan(θn−1)2

∂2

∂θ2k
− cos(θn−1)

2 ∂2

∂θ2n−1

− cos(θn−1)
n

∏n−1
j=2 sin(θj)j−1

n−2∑

k=1

∂

∂θk




∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n
(∏n−2

j=k+1 sin(θj)
2
)
tan(θn−1)2


 ∂

∂θk

− cos(θn−1)
n

∏n−1
j=2 sin(θj)j−1

∂

∂θn−1

(∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n−2

)
∂

∂θn−1
. (1.8)

Computing the partial derivatives

∂

∂θ1




∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n
(∏n−2

j=2 sin(θj)2
)
tan(θn−1)2


 = 0,

∂

∂θk




∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n
(∏n−2

j=k+1 sin(θj)
2
)
tan(θn−1)2




=
∂

∂θk




(∏k
j=2 sin(θj)

j−1
)(∏n−2

j=k+1 sin(θj)
j−3
)
sin(θn−1)

n−4

cos(θn−1)n−2




=

(∏k−1
j=2 sin(θj)

j−1
)
(k − 1) sin(θk)

k−2 cos(θk)
(∏n−1

j=k+1 sin(θj)
j−3
)

cos(θn−1)n−2

23



1. Hyperbolic n-space

for k = 2, . . . , n− 2, and

∂

∂θn−1

(∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n−2

)
=

∂

∂θn−1




n−2∏

j=2

sin(θj)
j−1 tan(θn−1)

n−2




=
(n− 2)

∏n−2
j=2 sin(θj)

j−1 tan(θn−1)
n−3

cos(θn−1)2
,

we obtain

− cos(θn−1)
n

∏n−1
j=2 sin(θj)j−1

∂

∂θ1




∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n
(∏n−2

j=2 sin(θj)2
)
tan(θn−1)2


 = 0,

− cos(θn−1)
n

∏n−1
j=2 sin(θj)j−1

∂

∂θk




∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n
(∏n−2

j=k+1 sin(θj)
2
)
tan(θn−1)2




= − cos(θn−1)
2 (k − 1) cos(θk)

sin(θk)
(∏n−1

j=k+1 sin(θj)
2
) = − (k − 1) cos(θn−1)

2

(∏n−1
j=k+1 sin(θj)

2
)
tan(θk)

for k = 2, . . . , n− 2, and

− cos(θn−1)
n

∏n−1
j=2 sin(θj)j−1

∂

∂θn−1

(∏n−1
j=2 sin(θj)

j−1

cos(θn−1)n−2

)

= − (n− 2) cos(θn−1)
n−2 tan(θn−1)

n−3

sin(θn−1)n−2
= − n− 2

tan(θn−1)
.

Inserting these identities into formula (1.8) yields the desired result

∆Hn = − cos(θn−1)
2 ∂2

∂u2
−

n−2∑

k=1

1(∏n−2
j=k+1 sin(θj)

2
)
tan(θn−1)2

∂2

∂θ2k
− cos(θn−1)

2 ∂2

∂θ2n−1

−
n−2∑

k=2

(k − 1) cos(θn−1)
2

(∏n−1
j=k+1 sin(θj)

2
)
tan(θk)

∂

∂θk
− n− 2

tan(θn−1)

∂

∂θn−1
.

1.2.2. Elliptic coordinates

Let Q ∈ Hn be fixed. Then for fixed r > 0 the set {P ∈ Hn | dHn(P,Q) = r} of points in Hn with
the hyperbolic distance r to Q is a hyperbolic (n− 1)-sphere with center Q and radius r. It is also
a Euclidean sphere, though with different center and radius. Thus, any point P ∈ Hn is uniquely
determined by its hyperbolic distance to Q and some vector which describes the location of P on
that sphere. This gives rise to define the following coordinates.

Definition 1.2.5. Let Q ∈ Hn be fixed. For P ∈ Hn we define the elliptic coordinates %Q =
%Q(P ) ∈ [0,∞), ζQ = ζQ(P ) ∈ Sn−1 centered at Q, where

%Q(P ) := dHn(P,Q)

and ζQ(P ) denotes the unit vector at Q that is tangent to the unique geodesic in Hn through Q
and P . By the usual identificiation of the unit tangent space at Q and the unit sphere Sn−1 we
write ζQ(P ) ∈ Sn−1.
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1.2. Coordinates in Hn

In the literature the coordinates from Definition 1.2.5 are often called geodesic polar coordinates.

Remark 1.2.6. The location of P ∈ Hn on the hyperbolic sphere of radius dHn(P,Q) around Q
can also be uniquely described by (n−1)-many angles ϑQ,1(P ), . . . , ϑQ,n−1(P ). Hence, it is possible
to replace the coordinate ζQ(P ) in Definition 1.2.5 by the coordinates ϑQ,1(P ), . . . , ϑQ,n−1(P ).

Example 1.2.7. For n = 2 and z = (x, y) = x + iy ∈ H we can define the elliptic coordinates
% = %(z), ϑ = ϑ(z) centered at i ∈ H as

%(z) = dH(z, i), ϑ(z) = ](L, Tz),

where L denotes the positive y-axis in H and Tz is the tangent at the unique geodesic in H through
i and z at the point i. These coordinates are connected to the rectangular x-y-coordinates via the
relations

x =
sinh(%) sin(ϑ)

cosh(%) + sinh(%) cos(ϑ)
, y =

1

cosh(%) + sinh(%) cos(ϑ)

(see, e.g., [Pip05]). In the elliptic coordinates %, ϑ the hyperbolic line element ds2H, the hyperbolic
volume element µH(z) and the hyperbolic Laplace operator ∆H are of the form

ds2H = d%2 + sinh(%)2 dϑ2,

µH(z) = sinh(%) d% dϑ,

∆H = − ∂2

∂%2
− 1

tanh(%)

∂

∂%
− 1

sinh(%)2
∂2

∂ϑ2
.

The hyperbolic line element, the hyperbolic volume element and the hyperbolic Laplace operator
in terms of the elliptic coordinates centered at Q ∈ Hn are given in the following lemma. These
formulas follow from results about polar coordinates on Riemannian manifolds, since the elliptic
coordinates centered at Q are obtained from polar coordinates on the tangent space at Q. We
omit the details here.

Lemma 1.2.8. Let Q ∈ Hn be fixed. In terms of the elliptic coordinates centered at Q the following
assertions hold true.

(a) The hyperbolic line element ds2Hn has the form

ds2Hn = d%2Q + sinh(%Q)
2 |dζQ|2,

where |dζQ|2 denotes the line element on the unit sphere Sn−1.

(b) The hyperbolic volume element µHn(P ) has the form

µHn(P ) = sinh(%Q)
n−1 d%Q dνn−1(ζQ),

where dνn−1(ζQ) denotes the volume element on the unit sphere Sn−1.

(c) The hyperbolic Laplace operator ∆Hn has the form

∆Hn = − ∂2

∂%2Q
− (n− 1)

1

tanh(%Q)

∂

∂%Q
− 1

sinh(%Q)2
∆Sn−1 ,

where ∆Sn−1 denotes the Laplace operator on the unit sphere Sn−1.
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2. Groups acting on hyperbolic n-space

After the introduction of hyperbolic n-space we now turn to the groups that act on this space
via Möbius transformations; these are certain groups of Clifford matrices. In the first section we
present Clifford numbers and the Clifford group and some of their basic properties. We define two
groups GL2(Cn), SL2(Cn) of matrices whose entries are certain Clifford numbers in the second
section. Afterwards, we explain how these groups act on the upper half-space Hn+1 and its
boundary R̂n via Möbius transformations in the third section, and give important properties
of this action. In the fourth section we consider discrete, cofinite subgroups Γ ⊆ PSL2(Cn−1)
which generalize the classical Fuchsian subgroups Γ ⊆ PSL2(R) of the first kind. In the chapter’s
fifth section we establish the notion of parabolic, hyperbolic, elliptic and loxodromic elements of
PSL2(Cn−1), while we treat their fixed points in Hn∪R̂n−1 and the respective stabilizer subgroups
in the sixth section. The notations used in this final section will be employed in the later chapters
to define three different types of Eisenstein series in Hn.

2.1. Clifford numbers

There are several different ways to treat the theory of Möbius transformations in Hn∪R̂n−1. While
it is possible to express the orientation-preserving Möbius transformations in terms of the group
PSO(n, 1), we follow another approach involving matrices with certain Clifford numbers as entries.
It was first used in 1902 by Vahlen in [Vah02] and later rediscovered by Maass in [Maa49]. Before
we consider these matrices, we introduce Clifford numbers and some basic properties that we will
require later. We omit most of the proofs here. Throughout this section we let n ∈ N.

Definition 2.1.1. We define the Clifford algebra Cn as the associative algebra over R generated
by n− 1 elements i1, . . . , in−1, satisfying the relations

(i) i2k = −1 for k = 1, . . . , n− 1,

(ii) ikil = −ilik for k, l = 1, . . . , n− 1 with k 6= l.

Sometimes it might be convenient to introduce the additional generating element i0 := 1. The
elements of Cn are called Clifford numbers.

It is immediately clear by definition that Cn is a subalgebra of Cn+1 for any n ∈ N. We note that
condition (ii) in Definition 2.1.1 implies that multiplication in Cn is not commutative for n ≥ 3.

Remark 2.1.2. Most authors define the Clifford algebra as being generated by n elements
i1, . . . , in instead of i1, i2, . . . , in−1. However, Definition 2.1.1 is in line with the definition in
[Ahl85a] and [Söd12]. Moreover, it will suit our setting better in that a certain group of matrices
with entries in Cn−1 (instead of entries in Cn−2) will act on the n-dimensional hyperbolic space
Hn, and that the space Vn of vectors of Cn (see Definition 2.1.8) can be identified with Rn (instead
of Rn+1).

Remark 2.1.3. An element a ∈ Cn can be uniquely written in the form a =
∑

I aI I, where
aI ∈ R and the summation runs over all products I = iν1

· · · iνk
with 1 ≤ ν1 < · · · < νk ≤ n − 1.

The empty product I = ∅ is also permitted and interpreted as the real number 1. Hence, Cn is a
real vector space of dimension 2n−1.

Definition 2.1.4. Let a =
∑

I aI I ∈ Cn. The coefficient a∅ of the empty product is called the
real part of a and denoted by Re(a). The sum

∑
I 6=∅ aI I of all other terms is called the imaginary

part of a and is denoted by Im(a).
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2. Groups acting on hyperbolic n-space

Definition 2.1.5. We equip the space Cn with the square norm, i.e. for a =
∑

I aI I ∈ Cn we
have |a|2 =

∑
I a

2
I .

In terms of the real and the imaginary part we can write |a|2 = Re(a)2 + |Im(a)|2 for the norm of
a ∈ Cn.

Definition 2.1.6.

(a) The degree of a product I = iν1 · · · iνk
is the number k.

(b) The degree of an element a =
∑

I aI I ∈ Cn is the highest occurring degree of a product I
with aI 6= 0.

(c) An element a =
∑

I aI I ∈ Cn is called homogeneous if all products I with aI 6= 0 have the
same degree.

Example 2.1.7. As an example we consider the Clifford algebra in the simplest cases n = 1, 2, 3.

(a) For n = 1 the Clifford algebra C1 can simply be identified with the real numbers R.

(b) In the case n = 2 we obtain the real associative algebra generated by the element i := i1
with i2 = −1, so C2 can be identified with the complex numbers C.

(c) For n = 3 we can identify C3 with the quaternion algebra H, where the basic quaternions
i, j, k are represented by i1, i2 and i1i2.

Though the full Clifford algebra itself is a vector space, we use the term ”vector” only for specific
elements of Cn.

Definition 2.1.8. An element x ∈ Cn of the form x = x0 + x1i1 + · · · + xn−1in−1, where
x0, . . . , xn−1 ∈ R, is called vector. The subspace of Cn consisting of all vectors is denoted by Vn.

It is immediately seen that Vn is an n-dimensional real vector space which can naturally be
identified with Rn via

x0 + x1i1 + · · ·+ xn−1in−1 ∈ Vn ←→ (x0, x1, . . . , xn−1) ∈ Rn.

In section 2.3 we will use this identification to interpret Rn as a subspace of Cn.

The square of a vector x = x0 + xii1 + · · ·+ xn−1in−1 ∈ Vn is again a vector, since

(xkik)(xlil) + (xlil)(xkik) = xkxlikil + xkxlilik = xkxlikil − xkxlikil = 0

holds true for k, l = 1, . . . , n− 1 with k 6= l. In particular, we have the formula

x2 = Re(x)2 + 2Re(x) Im(x)− |Im(x)|2.

The same is true for any power xk with k ∈ N and for any polynomial in x with real coefficients.
An interesting property is that this carries over even to fractional powers. For instance, any x ∈ Vn
with Im(x) 6= 0 has the two vector square roots

√
x = ±

(√
|x|+Re(x)

2
+

Im(x)

|Im(x)|

√
|x| − Re(x)

2

)
∈ Vn

(see, e.g., formula (1.3) in [Ahl86]). Further, we note that any x0 ∈ R with x0 ≥ 0 has its usual
two real square roots in Vn, whereas for n ≥ 3 any x0 ∈ R with x0 < 0 has infinitely many square
roots in Vn, namely all y ∈ Vn with Re(y) = 0 and |y|2 = |Im(y)|2 = −x0.

Similar to complex conjugation, we have three commonly used involutions, respectively conjuga-
tions, in Cn which are introduced in the next definition.
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2.1. Clifford numbers

Definition 2.1.9. We define the following functions from Cn to Cn:

(a) Let ′ : Cn → Cn be the map which replaces ik by −ik (k = 1, . . . , n − 1). It is called the
main involution or main conjugation, and a′ := ′(a) is called the main conjugate of a.

(b) Let ∗ : Cn → Cn be the map which reverses the order of the factors in each product
I = iν1

· · · iνk
. It is called the reverse involution or reverse conjugation, and a∗ := ∗(a) is

called the reverse conjugate of a.

(c) Let − : Cn → Cn be the map which combines the previous two, i.e. for a ∈ Cn we set
a := (a′)∗ = (a∗)′. It is called the complex involution or complex conjugation, and a := −(a)
is called the complex conjugate of a.

Clearly, all of these maps are involutions of Cn. The involution
′ defines an algebra automorphism

of Cn, i.e. we have (a+ b)′ = a′ + b′ and (ab)′ = a′b′ for any a, b ∈ Cn. The other two involutions
∗ and − are anti-automorphisms of Cn, i.e. we have (a + b)∗ = a∗ + b∗ and (ab)∗ = b∗a∗, as well
as a+ b = a + b and ab = ba for any a, b ∈ Cn. Moreover, for any product I = iν1 · · · iνk

with
1 ≤ ν1 < · · · < νk ≤ n− 1 we simply have

I ′ = (−1)k I, I∗ = (−1)k(k−1)/2 I, I = (−1)k(k+1)/2 I.

For x ∈ Vn it is obvious that x∗ = x, and therefore x = x′. Further, a straightforward computation
yields the identity xx = xx = |x|2 for any x ∈ Vn. So any non-zero vector is multiplicatively
invertible in Cn with inverse x−1 = x/|x|2 ∈ Vn. Since products of invertible elements are again
invertible, the non-zero vectors in Cn generate a group with respect to multiplication.

Definition 2.1.10. The multiplicative group that consists of all products of elements of Vn \ {0}
is called the Clifford group and is denoted by Γn.

Example 2.1.11. For n = 1, 2, 3 we have Γ1 = R× = R\{0}, Γ2 = C× = C\{0} and Γ3 = H\{0}
for the quaternion algebra H. In the remaining cases, i.e. if n ≥ 4, the Clifford group Γn is a proper
subset of Cn\{0}. This means that there are Clifford numbers that cannot be written as a product
of vectors.

In [Ahl85a], Ahlfors proved the following properties for elements of the Clifford group.

Proposition 2.1.12. For any a, b ∈ Γn the following assertions hold true.

(a) aa = aa = |a|2.

(b) |ab| = |a| |b|.

By applying the main involution ′, part (a) of the proposition also shows that a′a∗ = a∗a′ = |a|2
for any a ∈ Γn. Moreover, it yields that, in analogy to vectors, there is a simple formula for the
inverse of an element of the Clifford group.

Corollary 2.1.13. Any a ∈ Γn has the multiplicative inverse a−1 = a/|a|2.

It is easy to see that inverting an element commutes with all three involutions from Definition
2.1.9, i.e. for any a ∈ Γn the identities (a′)−1 = (a−1)′, (a∗)−1 = (a−1)∗ and a−1 = a−1 hold true.

Example 2.1.14. Proposition 2.1.12 does not hold true for general elements of Cn.

(a) Let a = 1 + i1i2i3 ∈ C4, then we have a = a and a2 = 2 + 2i1i2i3 = 2a. Consequently, we
get aa = aa = a2 = 2a, but |a|2 = 2, meaning that in general aa 6= |a|2. This also shows
that a = 1 + i1i2i3 cannot be written as a product of vectors.

(b) If we view a = 1 + i1i2i3 as an element of C5, then a
2i4 = 2i4 + 2i1i2i3i4 6= 0. On the other

hand one can compute that ai4a = 0, so that |a2i4| 6= |ai4a| and |ai4a| 6= |ai4| |a|. This
proves that in general |ab| 6= |ba| and |ab| 6= |a| |b|.
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2. Groups acting on hyperbolic n-space

However, we have the following weaker results for general Clifford numbers (see, e.g., [Wat93],
Theorem 1).

Proposition 2.1.15. For any a, b ∈ Cn the following assertions hold true.

(a) |a|2 = Re(aa) = Re(aa).

(b) If either a ∈ Γn or b ∈ Γn, then |ab| = |a| |b|.
(c)

∑
I aIbI = Re

(
ab
)
= Re(ab).

(d) If a, b ∈ Vn, then
∑

I aIbI = 1
2

(
ab+ ba

)
.

There is also a different characterization of elements of the Clifford group via bijective and
orientation-preserving isometries of Vn ∼= Rn (see, e.g., [Ahl85a]).

Proposition 2.1.16. If a ∈ Γn and x ∈ Vn, then also ax(a′)−1 ∈ Vn and the map Vn → Vn,
x 7→ ax(a′)−1, is a bijective and orientation-preserving isometry. Conversely, any a ∈ Cn such
that the map Vn → Vn, x 7→ ax(a′)−1, is a bijective and orientation-preserving isometry already
satisfies a ∈ Γn. Moreover, this yields the isomorphisms Γn/R

× ∼= SO(n) and Γn/R
+ ∼= PSO(n).

We close this section with two elementary results on Clifford numbers that will be of frequent use
in the remainder of this chapter. The first one can be found, e.g., in [Ahl86], while for the second
one we give a proof.

Proposition 2.1.17. Let a, b ∈ Γn. Then ab−1 ∈ Vn if and only if a∗b ∈ Vn, and b−1a ∈ Vn if
and only if ba∗ ∈ Vn.
Lemma 2.1.18. Let a ∈ Cn+1. If a ∈ Cn ⊆ Cn+1, then we have ina = a′in.

Proof. We write a =
∑

I aI I with aI ∈ R, and where the summation runs over all products
I = iν1

· · · iνk
with 1 ≤ ν1 < · · · < νk ≤ n− 1. Then for any such product I we have

in I = iniν1
· · · iνk

= (−1)k iν1
· · · iνk

in = (−1)k I in = I ′ in.

This leads to

ina =
∑

I

aI in I =
∑

I

aI I
′ in =

(∑

I

aI I
)′
in = a′in.

2.2. Clifford matrices

In this section we introduce two groups of 2 × 2-matrices whose entries are Clifford numbers
which are subject to certain conditions. We mainly follow Ahlfors’ approach in [Ahl86], though
we additionally define a slightly more general group. A different development of Clifford matrices
and their relationship to Möbius transformations is given, for instance, by Waterman in [Wat93].
As the results of this section are known, we do not carry out all of the proofs. Throughout the
section let again n ∈ N.

Definition 2.2.1. We define the sets

GL2(Cn) :=

{(
a b
c d

) ∣∣∣∣∣ a, b, c, d ∈ Γn ∪ {0}, ab∗, cd∗ ∈ Vn, ad∗ − bc∗ ∈ R \ {0}
}
,

SL2(Cn) :=

{(
a b
c d

) ∣∣∣∣∣ a, b, c, d ∈ Γn ∪ {0}, ab∗, cd∗ ∈ Vn, ad∗ − bc∗ = 1

}

of matrices with entries in the Clifford numbers Cn. An element of GL2(Cn) or SL2(Cn) is called
a Clifford matrix.
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2.2. Clifford matrices

From the definition we immediately see that SL2(Cn) ⊆ GL2(Cn).

Remark 2.2.2. As not all Clifford numbers are permitted as entries in Definition 2.2.1, more
precise notations would actually be GL2(Γn) and SL2(Γn) instead of GL2(Cn) and SL2(Cn). These
alternate notations are indeed used by Ahlfors in [Ahl86]. If we were really strict, we would even
have to write GL2(Γn ∪ {0}) and SL2(Γn ∪ {0}). However, our notations agree with the ones used
in [Wat93] and [Söd12].

The notations GL2(Cn) and SL2(Cn) already suggest that both sets form a group which is indeed
the case.

Theorem 2.2.3. The sets GL2(Cn) and SL2(Cn) of Clifford matrices are groups under matrix
multiplication.

Proof. For SL2(Cn) see, e.g., [Ahl86]. The proof for GL2(Cn) is similar.

It is now justified to introduce the following notions.

Definition 2.2.4. We call GL2(Cn) the general linear group and SL2(Cn) the special linear group
over the Clifford numbers Cn.

Example 2.2.5. For n = 1, 2 the sets GL2(Cn) and SL2(Cn) reduce to well-known groups of
matrices.

(a) In the case n = 1 we have GL2(C1) = GL2(R) and SL2(C1) = SL2(R).

(b) For n = 2 we obtain GL2(C2) = GL2(C) and SL2(C2) = SL2(C).

We give a few further properties of Clifford matrices.

Lemma 2.2.6. For γ =

(
a b
c d

)
∈ GL2(Cn) the following assertions hold true.

(a) a∗c, b∗d ∈ Vn.
(b) d∗a− b∗c = ad∗ − bc∗.

Proof.

(a) If a = 0 or c = 0, it is clear that a∗c = 0 ∈ Vn. Now let a 6= 0 and c 6= 0. By the definition
of GL2(Cn) and Proposition 2.1.17 we have a−1b, c−1d ∈ Vn. Writing

1 = (ad∗ − bc∗)−1 (ad∗ − bc∗) = (ad∗ − bc∗)−1 a
(
d∗(c∗)−1 − a−1b

)
c∗,

we then obtain

(c∗a)−1 = a−1(c∗)−1 = (ad∗ − bc∗)−1
(
d∗(c∗)−1 − a−1b

)

= (ad∗ − bc∗)−1
(
(c−1d)∗ − a−1b

)
= (ad∗ − bc∗)−1

(
c−1d− a−1b

)
∈ Vn.

This gives us c∗a =
(
(c∗a)−1

)−1 ∈ Vn and a∗c = (c∗a)∗ ∈ Vn.
For b = 0 or d = 0 the condition b∗d = 0 ∈ Vn is again obvious. If b 6= 0 and d 6= 0,
then by Proposition 2.1.17 we have b−1a ∈ Vn as ba∗ = (ab∗)∗ ∈ Vn, and d−1c ∈ Vn as
dc∗ = (cd∗)∗ ∈ Vn. Now we write

1 = (ad∗ − bc∗)−1 (ad∗ − bc∗) = (ad∗ − bc∗)−1 b
(
b−1a− c∗(d∗)−1

)
d∗,

which gives us

(d∗b)−1 = b−1(d∗)−1 = (ad∗ − bc∗)−1
(
b−1a− c∗(d∗)−1

)

= (ad∗ − bc∗)−1
(
b−1a− (d−1c)∗

)
= (ad∗ − bc∗)−1

(
b−1a− d−1c

)
∈ Vn.

This implies d∗b =
(
(d∗b)−1

)−1 ∈ Vn and b∗d = (d∗b)∗ ∈ Vn.
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2. Groups acting on hyperbolic n-space

(b) If d = 0, then c 6= 0 and there is λ ∈ R \ {0} such that −bc∗ = ad∗ − bc∗ = λ. This implies
b = −λ(c∗)−1 and

d∗a− b∗c = −(−λ(c∗)−1)∗c = λc−1c = λ = ad∗ − bc∗.

Now let d 6= 0. From b∗cd∗ = b∗(cd∗)∗ = b∗dc∗ = (b∗d)∗c∗ = d∗bc∗, where we made use of
cd∗, b∗d ∈ Vn, we obtain

(ad∗ − bc∗) |d|2 = d∗ (ad∗ − bc∗) d′ = d∗ad∗d′ − d∗bc∗d′ = d∗ad∗d′ − b∗cd∗d′

= d∗a |d|2 − b∗c |d|2 = (d∗a− b∗c) |d|2.

Dividing this identity by |d|2 6= 0 yields d∗a− b∗c = ad∗ − bc∗, as asserted.

Definition 2.2.7. For γ =

(
a b
c d

)
∈ GL2(Cn) the expression pdet(γ) := ad∗ − bc∗ is called the

pseudo-determinant (sometimes also called Clifford determinant) of γ.

By Definition 2.2.1 we have pdet(γ) ∈ R \ {0} for any γ ∈ GL2(Cn), and pdet(γ) = 1 for any
γ ∈ SL2(Cn).

We see in the next two lemmas that the pseudo-determinant satisfies several properties of a de-
terminant.

Lemma 2.2.8. The pseudo-determinant is multiplicative, i.e. for any γ, δ ∈ GL2(Cn) we have

pdet(γδ) = pdet(γ) pdet(δ).

Proof. If γ =

(
a b
c d

)
and δ =

(
e f
g h

)
, then

γδ =

(
ae+ bg af + bh
ce+ dg cf + dh

)
.

Further, we have ef∗, gh∗ ∈ Vn, which implies ef∗ = (ef∗)∗ = fe∗ and gh∗ = (gh∗)∗ = hg∗.
Using this together with pdet(δ) ∈ R \ {0}, we compute

pdet(γδ) = (ae+ bg) (cf + dh)∗ − (af + bh) (ce+ dg)∗

= (ae+ bg) (f∗c∗ + h∗d∗)− (af + bh) (e∗c∗ + g∗d∗)

= a (ef∗ − fe∗) c∗ + a (eh∗ − fg∗) d∗ + b (gf∗ − he∗) c∗ + b (gh∗ − hg∗) d∗
= a (eh∗ − fg∗) d∗ − b (eh∗ − fg∗)∗ c∗ = a pdet(δ) d∗ − b pdet(δ)∗ c∗
= (ad∗ − bc∗) pdet(δ) = pdet(γ) pdet(δ).

Lemma 2.2.9. If γ =

(
a b
c d

)
∈ GL2(Cn) and γ

∗ :=

(
d∗ −b∗
−c∗ a∗

)
, then also γ∗ ∈ GL2(Cn) and

γγ∗ = γ∗γ =

(
pdet(γ) 0

0 pdet(γ)

)
.

Proof. First we note that a, b, c, d ∈ Γn∪{0} implies that also a∗,−b∗,−c∗, d∗ ∈ Γn∪{0}. Moreover,
by Lemma 2.2.6 we have

d∗(−b∗)∗ = −d∗b = −(b∗d)∗ = −b∗d ∈ Vn, −c∗(a∗)∗ = −c∗a = −(a∗c)∗ = −a∗c ∈ Vn

and d∗(a∗)∗ − (−b∗)(−c∗)∗ = d∗a− b∗c = ad∗ − bc∗ ∈ R \ {0}. This shows that γ∗ ∈ GL2(Cn).
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Making use of ab∗, cd∗, a∗c, b∗d ∈ Vn and d∗a− b∗c = pdet(γ), a simple computation now gives us

γγ∗ =

(
ad∗ − bc∗ −ab∗ + ba∗

cd∗ − dc∗ −cb∗ + da∗

)
=

(
ad∗ − bc∗ −ab∗ + (ab∗)∗

cd∗ − (cd∗)∗ (ad∗ − bc∗)∗
)

=

(
pdet(γ) 0

0 pdet(γ)

)

and

γ∗γ =

(
d∗a− b∗c d∗b− b∗d
−c∗a+ a∗c −c∗b+ a∗d

)
=

(
d∗a− b∗c (b∗d)∗ − b∗d

−(a∗c)∗ + a∗c (d∗a− b∗c)∗
)

=

(
pdet(γ) 0

0 pdet(γ)

)
.

Corollary 2.2.10. For γ =

(
a b
c d

)
∈ GL2(Cn) its inverse matrix γ−1 ∈ GL2(Cn) is given by

γ−1 =
1

pdet(γ)
γ∗ =

1

ad∗ − bc∗
(
d∗ −b∗
−c∗ a∗

)
.

Similar to SL2(R) and SL2(C), the special linear group SL2(Cn) has a quite simple set of generators.

Proposition 2.2.11. The group SL2(Cn) is generated by the matrices

(
0 −1
1 0

)
and

(
1 x
0 1

)
(x ∈ Vn). (2.1)

Proof. At first we note that

(
0 1
−1 0

)
=

(
−1 0
0 −1

)(
0 −1
1 0

)
=

(
0 −1
1 0

)3

.

Thus, the identity

(
1 0
y 1

)
=

(
0 1
−1 y

)(
0 −1
1 0

)
=

(
0 1
−1 0

)(
1 −y
0 1

)(
0 −1
1 0

)

implies that any matrix

(
1 0
y 1

)
with y ∈ Vn is a product of the matrices (2.1).

Now any element

(
y 0
0 y−1

)
with y ∈ Vn \ {0} can be written as

(
y 0
0 y−1

)
=

(
y y2 − y
y−1 1

)(
y 1− y
−1 1

)
=

(
1 y2 − y
0 1

)(
1 0
y−1 1

)(
1 1− y
0 1

)(
1 0
−1 1

)
.

Since both the square and the inverse of y are again vectors, this proves that any of these matrices
is a product of the claimed generators.

Next we consider matrices of the form

(
a 0
0 (a∗)−1

)
with a ∈ Γn. Then there are non-zero vectors

y1, . . . , yk ∈ Vn \ {0} with a = y1 · · · yk, so that

(a∗)−1 = ((y1 · · · yk)∗)−1 = (y∗k · · · y∗1)−1 = (yk · · · y1)−1 = y−1
1 · · · y−1

k .

We obtain (
a 0
0 (a∗)−1

)
=

(
y1 0
0 y−1

1

)
· · ·
(
yk 0
0 y−1

k

)
,
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which implies that any matrix

(
a 0
0 (a∗)−1

)
with a ∈ Γn is a product of the elements (2.1).

Finally, let

(
a b
c d

)
∈ SL2(Cn) be an arbitrary matrix. If c = 0, then we have a 6= 0, d = (a∗)−1,

a−1b ∈ Vn (since ab∗ ∈ Vn) and
(
a b
c d

)
=

(
a b
0 (a∗)−1

)
=

(
a 0
0 (a∗)−1

)(
1 a−1b
0 1

)

is a product of the claimed generating elements. And if c 6= 0, then b = (ad∗−1) (c∗)−1, ac−1 ∈ Vn
(as a∗c ∈ Vn), c−1d ∈ Vn (since cd∗ ∈ Vn) and c−1d = (c−1d)∗ = d∗(c∗)−1. Thus, we get that

(
a b
c d

)
=

(
a (ad∗ − 1) (c∗)−1

c d

)
=

(
(c∗)−1 a

0 c

)(
0 −1
1 c−1d

)

=

(
1 ac−1

0 1

)(
(c∗)−1 0

0 c

)(
0 −1
1 0

)(
1 c−1d
0 1

)

is a product of the matrices (2.1). This completes the proof.

It is easy to see that {λI | λ ∈ R \ {0}} is a subgroup of GL2(Cn) and {±I} is a subgroup

of SL2(Cn), where I =

(
1 0
0 1

)
denotes the 2 × 2-identity matrix. Thus, we can consider the

respective quotient groups which will appear as certain groups of Möbius transformations in the
next section.

Definition 2.2.12. We define the quotient groups

PGL2(Cn) := GL2(Cn)/{λI | λ ∈ R \ {0}},
PSL2(Cn) := SL2(Cn)/{±I}.

Remark 2.2.13. To ease notation we will usually denote elements of PGL2(Cn), respectively of
PSL2(Cn), by matrices in GL2(Cn), respectively in SL2(Cn), representing them.

2.3. The action of Clifford matrices

In [Ahl85a] and [Ahl86] Ahlfors explained how Möbius transformations of R̂n = Rn ∪ {∞} can be
described by the action of Clifford matrices. We essentially follow him, and subsequently see how
this action extends to the hyperbolic space Hn+1. Again we omit some of the proofs here.

Let n ∈ N. By the natural identification of Rn with the space Vn of vectors in Cn, any P ∈ Rn

can be written in the form
P = x0 + x1i1 + · · ·+ xn−1in−1

with x0, . . . , xn−1 ∈ R.

Remark 2.3.1. For

(
a b
c d

)
∈ GL2(Cn) and P ∈ Rn ∼= Vn we have c, d ∈ Γn ∪ {0} and cd∗ ∈ Vn.

If c = 0, then cP + d = d is either zero or invertible. In case that c 6= 0, we can write cP + d =
c (P + c−1d). As cd∗ ∈ Vn is equivalent to c−1d ∈ Vn, the number P + c−1d is in Γn ∪ {0}, and so
is c (P + c−1d). Hence, cP + d is either zero or invertible.
Moreover, because of the condition ad∗ − bc∗ ∈ R \ {0} the equations aP + b = 0 and cP + d = 0
cannot be fulfilled simultaneously since otherwise

ad∗ − bc∗ = a(−cP )∗ − (−aP )c∗ = −aPc∗ + aPc∗ = 0

would hold.
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2.3. The action of Clifford matrices

Definition 2.3.2. For a matrix γ =

(
a b
c d

)
∈ GL2(Cn) and an element P ∈ Rn we set

γP := (aP + b) (cP + d)−1. (2.2)

We have to clarify how to interpret the right-hand side of (2.2), in order to assign it a value for
P =∞ and to permit it to take the value ∞.

In general, for two Clifford numbers a, b ∈ Cn, where b is multiplicatively invertible, also ab−1 is a
well-defined element of Cn. In the case b = 0 and a 6= 0 we set ab−1 :=∞. By our considerations
in Remark 2.3.1, in this way the right-hand side of formula (2.2) is always well-defined, either as
an element of Cn or as ∞.
Finally, for P =∞ we define γ∞ := ac−1 if c 6= 0, and γ∞ :=∞ if c = 0.

Definition 2.3.3. We say that the matrix γ ∈ GL2(Cn) induces the map R̂n → Cn ∪ {∞} that
we have defined above. The map induced by γ will be denoted by γ̃.

Definition 2.3.4. A map R̂n → R̂n is called a Möbius transformation if it is a finite composition
of reflections in hyperplanes and inversions in spheres.

As a matter of fact, for any γ ∈ GL2(Cn) the map γ̃ even defines a Möbius transformation,

especially it maps to Vn ∪ {∞} which is identified with R̂n. This is a particular consequence of
the following theorem.

Theorem 2.3.5. The group PGL2(Cn) is isomorphic to the full group of Möbius transformations

of R̂n: Each γ ∈ GL2(Cn) induces a Möbius transformation γ̃ : R̂n → R̂n, and if γ1, γ2 ∈ GL2(Cn)

induce γ̃1, γ̃2, then the product γ1γ2 induces the composite map γ̃1 ◦ γ̃2 : R̂n → R̂n. Conversely,
every Möbius transformation g : R̂n → R̂n is induced by the Clifford matrices λγ (λ ∈ R \ {0}) for
some γ ∈ GL2(Cn).

Proof. See, e.g., [Wat93].

If we restrict γ to the subgroup SL2(Cn) ⊆ GL2(Cn), it is now clear that the induced maps

γ̃ : R̂n → R̂n (γ ∈ PSL2(Cn)) form a certain subgroup of the full group of Möbius transformations.
The precise statement is formulated in the next theorem.

Theorem 2.3.6. The group PSL2(Cn) is isomorphic to the group of orientation-preserving Möbius

transformations of R̂n: Each γ ∈ SL2(Cn) induces an orientation-preserving Möbius transforma-

tion γ̃ : R̂n → R̂n, and if γ1, γ2 ∈ SL2(Cn) induce γ̃1, γ̃2, then the product γ1γ2 induces the

composite map γ̃1 ◦ γ̃2 : R̂n → R̂n. Conversely, every orientation-preserving Möbius transforma-
tion g : R̂n → R̂n is induced by the pair ±γ of Clifford matrices for some γ ∈ SL2(Cn).

Proof. See, e.g., [Ahl86] or [Wat93].

Notation 2.3.7. From now on we drop the notation γ̃ and denote both the matrix and its induced
Möbius transformation by γ.

The action of GL2(Cn) and SL2(Cn) extends to R̂n+1 in a natural way: By the definition of
the Clifford group Γn we have Γn ⊆ Γn+1, which yields GL2(Cn) ⊆ GL2(Cn+1) and likewise

SL2(Cn) ⊆ SL2(Cn+1). Further, R̂
n can naturally be considered as a subspace of R̂n+1. Therefore,

the action of any matrix γ ∈ GL2(Cn) extends automatically to R̂n+1 via formula (2.2), and R̂n

is mapped on itself. Clearly, the same is true for SL2(Cn).

From this extended action one obtains the following equivalent characterization of the group
GL2(Cn).
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2. Groups acting on hyperbolic n-space

Proposition 2.3.8. The group GL2(Cn) is equal to the set

{
γ =

(
a b
c d

) ∣∣∣∣∣ a, b, c, d ∈ Cn, γ induces a bijection R̂n+1 → R̂n+1, P 7→ (aP + b) (cP + d)−1

}

(2.3)
of matrices.

Proof. See, e.g., [Wat93]. In fact, Waterman used (2.3) as definition of GL2(Cn) and proved that
this agrees with Definition 2.2.1.

Lemma 2.3.9. Let γ =

(
a b
c d

)
∈ GL2(Cn) and P,Q ∈ Rn+1 such that γP, γQ ∈ Rn+1. Then

the following assertions hold true.

(a) We have

γP − γQ = pdet(γ) ((cQ+ d)∗)−1 (P −Q) (cP + d)−1.

(b) We have the infinitesimal formula

d(γP ) = pdet(γ) ((cP + d)∗)−1 dP (cP + d)−1.

(c) The linear distortion of γ is

|γ′(P )| = |pdet(γ)||cP + d|2 .

(d) The norm of γP − γQ is given by

|γP − γQ| = |pdet(γ)| |P −Q||cP + d| |cQ+ d| = |P −Q|
√
|γ′(P )|

√
|γ′(Q)|.

Proof.

(a) We first note that cP + d 6= 0 and cQ+ d 6= 0 as by assumption γP, γQ ∈ Rn+1. Because of
(γQ)∗ = γQ we can write

γP − γQ = γP − (γQ)∗ = (aP + b) (cP + d)−1 −
(
(aQ+ b) (cQ+ d)−1

)∗

= (aP + b) (cP + d)−1 − (Qc∗ + d∗)−1 (Qa∗ + b∗)

= (Qc∗ + d∗)−1
(
(Qc∗ + d∗) (aP + b)− (Qa∗ + b∗) (cP + d)

)
(cP + d)−1.

Taking into account that c∗a = (a∗c)∗ = a∗c, d∗b = (b∗d)∗ = b∗d and d∗a−b∗c = ad∗−bc∗ ∈
R \ {0} by Lemma 2.2.6, the inner bracket equals

(Qc∗ + d∗) (aP + b)− (Qa∗ + b∗) (cP + d)

= Qc∗aP +Qc∗b+ d∗aP + d∗b−Qa∗cP −Qa∗d− b∗cP − b∗d
= (d∗a− b∗c)P −Q (a∗d− c∗b) = (d∗a− b∗c)P −Q (d∗a− b∗c)∗
= (ad∗ − bc∗) (P −Q) = pdet(γ) (P −Q).

Finally, this yields

γP − γQ = pdet(γ) ((cQ+ d)∗)−1 (P −Q) (cP + d)−1.

(b) Letting Q→ P in part (a), we obtain the asserted formula.
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(c) By part (b) we have

|d(γP )| = |pdet(γ)| · |((cP + d)∗)−1| · |dP | · |(cP + d)−1|,
hence

|γ′(P )| = |d(γP )||dP | =
|pdet(γ)|

|(cP + d)∗| |cP + d| =
|pdet(γ)|
|cP + d|2 .

(d) The equality

|γP − γQ| = |pdet(γ)| |P −Q||cP + d| |cQ+ d|
is a direct consequence of (a). The second one follows from

√
|γ′(P )| =

√
|pdet(γ)|
|cP + d| and

√
|γ′(Q)| =

√
|pdet(γ)|
|cQ+ d| .

The next lemma enables us to conclude that the group SL2(Cn) also acts on the (n+1)-dimensional
hyperbolic space Hn+1.

Lemma 2.3.10. Let γ =

(
a b
c d

)
∈ GL2(Cn) and P = x0 + x1i1 + · · · + xnin ∈ Rn+1 such that

γP ∈ Rn+1. If we write γP = y0 + y1i1 + · · ·+ ynin, then

yn =
pdet(γ)xn
|cP + d|2 .

Proof. First we note that γP ∈ Rn+1 implies cP + d 6= 0. Setting P0 := x0 + · · · + xn−1in−1 so
that P = P0 + xnin, we compute

γP = (aP + b) (cP + d)−1 =
(aP + b) (cP + d)

|cP + d|2

=
(aP0 + axnin + b) (cP0 + cxnin + d)

|cP + d|2 =
(aP0 + axnin + b)

(
P0c− xninc+ d

)

|cP + d|2

=
a|P0|2c+ aP0d+ bP0c+ bd+ ax2nc+ axninP0c− aP0xninc+ axnind− bxninc

|cP + d|2 .

By Lemma 2.1.18 we have inP0 = P ∗
0 in = P0in, ind = d∗in and inc = c∗in, which leads to

γP =
a (|P0|2 + x2n) c+ bd+ aP0d+ bP0c+ (ad∗ − bc∗)xnin

|cP + d|2

=
a|P |2c+ bd+ aP0d+ bP0c

|cP + d|2 +
pdet(γ)xn
|cP + d|2 in.

The (n+ 1)-dimensional hyperbolic space

Hn+1 = {P = (x0, . . . , xn) ∈ Rn+1 | xn > 0}
can naturally be identified with the subset

{x0 + x1i1 + · · ·+ xnin | x0, . . . , xn ∈ R, xn > 0} ⊆ Vn+1

of the Clifford numbers Cn+1. If P ∈ Hn+1 and γ =

(
a b
c d

)
∈ GL2(Cn), then γP 6=∞, since the

equation cP + d = 0 is satisfied if and only if P = −c−1d, which is either ∞ or an element of Rn

by Proposition 2.1.17. Thus, Lemma 2.3.10 shows that γP ∈ Hn+1, provided that pdet(γ) > 0.
So from Lemma 2.3.10 and its proof we can draw the following conclusion.
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Theorem 2.3.11. The group PSL2(Cn) is isomorphic to the group of orientation-preserving

Möbius transformations of Hn+1, where γ =

(
a b
c d

)
∈ SL2(Cn) acts on Hn+1 via (2.2). If

P = P0 + xnin ∈ Hn+1 with P0 = x0 + x1i1 + · · ·+ xn−1in−1, then

γP = y0 + y1i1 + · · ·+ ynin = Q0 + ynin,

where

Q0 =
ac|P |2 + bd+ aP0d+ bP0c

|cP + d|2 =
(aP0 + b) (cP0 + d) + acx2n
|cP0 + d|2 + |c|2x2n

,

yn =
xn

|cP + d|2 =
xn

|cP0 + d|2 + |c|2x2n
.

Proof. The only assertions that are left to prove are the identities

ac|P |2 + bd+ aP0d+ bP0c = (aP0 + b) (cP0 + d) + acx2n

and

|cP + d|2 = |cP0 + d|2 + |c|2x2n.
The first identity follows from

(aP0 + b) (cP0 + d) + acx2n = (aP0 + b) (P0c+ d) + acx2n

= a|P0|2c+ aP0d+ bP0c+ bd+ acx2n

= ac (|P0|2 + x2n) + bd+ aP0d+ bP0c

= ac|P |2 + bd+ aP0d+ bP0c.

For the second identity we note that cP0 + d ∈ Cn, from which we conclude that

|cP + d|2 = |cP0 + d+ cxnin|2 = |cP0 + d|2 + |cxnin|2 = |cP0 + d|2 + |c|2x2n.

Remark 2.3.12. As we want to work with hyperbolic n-space Hn instead of hyperbolic (n+ 1)-
space Hn+1 in this thesis, from now on we let n ∈ N with n ≥ 2 and consider the group SL2(Cn−1)

acting on Hn ∪ R̂n−1.

Example 2.3.13. We illustrate the action of elements of SL2(Cn−1) on Hn ∪ R̂n−1 with a few
examples.

(a) The matrix

(
λ 0
0 λ−1

)
with λ ∈ R \ {0} acts on Hn ∪ Rn−1 as a dilation P 7→ λ2P by the

factor λ2, while

(
λ 0
0 λ−1

)
∞ =∞.

(b) The element

(
1 µ
0 1

)
with µ ∈ Vn−1

∼= Rn−1 acts on Hn ∪Rn−1 as a translation P 7→ P +µ

by µ, and we have

(
1 µ
0 1

)
∞ =∞.

(c) The matrix

(
a 0
0 a′

)
with a ∈ Γn−1, |a| = 1, acts on Hn ∪ Rn−1 as P 7→ aP (a′)−1 = aPa∗,

and

(
a 0
0 a′

)
∞ =∞. We will see in section 2.5 that this map is a composition of rotations.
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(d) The element

(
0 1
−1 0

)
acts on (Hn ∪Rn−1) \ {0} as inversion P 7→ −P−1 = −P/|P |2, while

we have

(
0 1
−1 0

)
0 =∞ and

(
0 1
−1 0

)
∞ = 0.

The next proposition gives us information about the transitivity of the action of SL2(Cn−1) on Hn

and R̂n−1.

Proposition 2.3.14. The following assertions hold true.

(a) The group SL2(Cn−1) acts transitively on Hn, i.e. for any P,Q ∈ Hn there exists an element
γ ∈ SL2(Cn−1) such that γP = Q.

(b) The group SL2(Cn−1) acts doubly transitively on R̂n−1, i.e. for any P,Q,R, S ∈ R̂n−1 with
P 6= Q and R 6= S there exists an element γ ∈ SL2(Cn−1) such that γP = R and γQ = S.

Proof.

(a) Let P = P0 + xn−1in−1 and Q = Q0 + yn−1in−1. Letting

σP :=

(√
xn−1 P0/

√
xn−1

0 1/
√
xn−1

)
∈ SL2(Cn−1), σQ :=

(√
yn−1 Q0/

√
yn−1

0 1/
√
yn−1

)
∈ SL2(Cn−1),

we have

σP in−1 =

(√
xn−1 in−1 +

P0√
xn−1

)√
xn−1 = xn−1in−1 + P0 = P,

and likewise σQin−1 = Q. Because of σ−1
P P = in−1 the matrix γ := σQσ

−1
P ∈ SL2(Cn−1)

now satisfies γP = σQσ
−1
P P = σQin−1 = Q.

(b) We start by showing that there is a matrix σ(P,Q) ∈ SL2(Cn−1) such that σ(P,Q)0 = P and
σ(P,Q)∞ = Q. If P,Q ∈ Rn−1, then we have

(
(P −Q)−1 −(P −Q)−1 P

1 −Q

)
∈ SL2(Cn−1)

as
(
(P −Q)−1

)−1
(−(P − Q)−1 P ) = −P ∈ Vn and 1−1 (−Q) = −Q ∈ Vn, where we also

apply Proposition 2.1.17, and it has pseudo-determinant

(P −Q)−1 (−Q)∗ + (P −Q)−1 P = (P −Q)−1 (−Q+ P ) = 1.

Thus, its inverse matrix

σ(P,Q) :=

(
(P −Q)−1 −(P −Q)−1 P

1 −Q

)−1

=

(
−Q P (P −Q)−1

−1 (P −Q)−1

)

is also in SL2(Cn−1) and satisfies the conditions σ(P,Q)0 = P (P −Q)−1
(
(P −Q)−1

)−1
= P

and σ(P,Q)∞ = (−Q)(−1)−1 = Q.
In the case P ∈ Rn−1 and Q =∞ the element σ(P,Q) can be chosen as

σ(P,Q) :=

(
1 P
0 1

)
∈ SL2(Cn−1)

since σ(P,Q)0 = P and σ(P,Q)∞ =∞ = Q, whereas for P =∞ and Q ∈ Rn−1 we can set

σ(P,Q) :=

(
−Q 1
−1 0

)
∈ SL2(Cn−1)

because σ(P,Q)0 =∞ = P and σ(P,Q)∞ = (−Q)(−1)−1 = Q. Completely analogous we find
σ(R,S) ∈ SL2(Cn−1) with σ(R,S)0 = R and σ(R,S)∞ = S.

Now the matrix γ := σ(R,S)σ
−1
(P,Q) ∈ SL2(Cn−1) satisfies γP = σ(R,S)σ

−1
(P,Q)P = σ(R,S)0 = R

and γQ = σ(R,S)σ
−1
(P,Q)Q = σ(R,S)∞ = S.
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A further significant result is that the hyperbolic line element, the hyperbolic distance, the hyper-
bolic Laplace operator and the hyperbolic volume element on Hn, introduced in subsection 1.1.1,
are all invariant under the action of SL2(Cn−1).

Proposition 2.3.15. The following assertions hold true.

(a) The hyperbolic line element ds2Hn on Hn, given in (1.1), is invariant under the action of
SL2(Cn−1), i.e. for any γ ∈ SL2(Cn−1) and P ∈ Hn we have ds2Hn(γP ) = ds2Hn(P ).

(b) For any P,Q ∈ Hn and γ ∈ SL2(Cn−1) the hyperbolic distance dHn(P,Q), given in (1.2),
satisfies

dHn(γP, γQ) = dHn(P,Q).

In other words: the elements of SL2(Cn−1) act on Hn as isometries with respect to the
hyperbolic metric.

(c) The hyperbolic Laplace operator ∆Hn , given in (1.4), is an SL2(Cn−1)-invariant differential
operator on Hn, i.e. for any f ∈ C2(Hn), γ ∈ SL2(Cn−1) and P ∈ Hn we have ∆Hn(f(γP )) =
(∆Hnf)(γP ).

(d) The hyperbolic volume element µHn(P ) on Hn, given in (1.5), is invariant under the action
of SL2(Cn−1), i.e. for any γ ∈ SL2(Cn−1) and P ∈ Hn we have µHn(γP ) = µHn(P ).

Proof.

(a) Let P = x0 + x1i1 + · · · + xn−1in−1 ∈ Hn and γ =

(
a b
c d

)
∈ SL2(Cn−1). If we write

γP = y0 + y1i1 + · · ·+ yn−1in−1, then by Lemma 2.3.9 (b) and Lemma 2.3.10 we have

ds2Hn(γP ) =
dy20 + · · ·+ dy2n−1

y2n−1

=
|d(γP )|2
y2n−1

=
|dP |2 |cP + d|4

|(cP + d)∗|2 |cP + d|2 x2n−1

=
|dP |2
x2n−1

=
dx20 + · · ·+ dx2n−1

x2n−1

= ds2Hn(P ).

This proves that ds2Hn is SL2(Cn−1)-invariant.

(b) The assertion already follows from the definition of dHn(P,Q) and the SL2(Cn−1)-invariance
of the hyperbolic line element ds2Hn .

Alternatively, if P,Q ∈ Hn and γ =

(
a b
c d

)
∈ SL2(Cn−1), then formula (1.3), Lemma 2.3.9

(d) and Lemma 2.3.10 give us

cosh(dHn(γP, γQ)) = 1 +
|γP − γQ|2

2xn−1(γP )xn−1(γQ)
= 1 +

|P −Q|2 |cP + d|2 |cQ+ d|2
2 |cP + d|2 |cQ+ d|2 xn−1(P )xn−1(Q)

= 1 +
|P −Q|2

2xn−1(P )xn−1(Q)
= cosh(dHn(P,Q)).

Applying the inverse hyperbolic cosine to both sides of this equality, we obtain the desired
identity.

(c) As ∆Hn is derived from the SL2(Cn−1)-invariant hyperbolic line element ds2Hn , this is a
consequence of part (a).

(d) The SL2(Cn−1)-invariance of µHn(P ) also follows immediately from part (a).

40
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2.4. Discrete and cofinite subgroups

Classically, a Fuchsian subgroup of the first kind is a discrete subgroup Γ ⊆ PSL2(R) such that
a fundamental domain FΓ ⊆ H for Γ has finite hyperbolic volume. In this section we look at an
analogue of Fuchsian subgroups of the first kind in the more general setting of Clifford matrices.
These subgroups of PSL2(Cn−1) were also considered, e.g., in [Söd12].

Since we have Γn−1 ∪ {0} ⊆ Cn−1 and the Clifford algebra Cn−1 is a vector space over R of
dimension 2n−2, we can identify GL2(Cn−1) and SL2(Cn−1) as topological spaces with subsets of(
R2n−2)4

= R2n .

Definition 2.4.1. For γ =

(
a b
c d

)
∈ GL2(Cn−1) we define its norm as

||γ|| :=
√
|a|2 + |b|2 + |c|2 + |d|2.

Then GL2(Cn−1) and SL2(Cn−1) are topological groups with respect to the metric d(γ, δ) = ||γ−δ||
(γ, δ ∈ GL2(Cn−1)) that is induced by this norm. The same holds true for the respective quotient
spaces PGL2(Cn−1) and PSL2(Cn−1).

Definition 2.4.2. A subgroup Γ ⊆ PSL2(Cn−1) is discrete if the induced topology on Γ is discrete,
i.e. if for any γ ∈ Γ the set {γ} is open in Γ.

A subgroup Γ ⊆ PSL2(Cn−1) is discrete if and only if the identity I is isolated from Γ \ {I}, i.e. if
there is a neighbourhood of I which contains no element of Γ \ {I}. Furthermore, any discrete
subgroup Γ ⊆ PSL2(Cn−1) is countable (see, e.g., [His94], Definition 1.15).

Definition 2.4.3. A subgroup Γ ⊆ PSL2(Cn−1) acts discontinuously on Hn if for any compact
subset K ⊆ Hn the number ∣∣{γ ∈ Γ | γ(K) ∩K 6= ∅}

∣∣

is finite.

Now we have the equivalent characterization of a discrete subgroup Γ ⊆ PSL2(Cn−1) that it acts
discontinuously on Hn.

Proposition 2.4.4. A subgroup Γ ⊆ PSL2(Cn−1) is discrete if and only if it acts discontinuously
on Hn.

Proof. See, e.g., [Rat94], Theorem 5.3.5.

We give a few useful corollaries of this proposition.

Corollary 2.4.5. Let Γ ⊆ PSL2(Cn−1) be a discrete subgroup. Then for any P ∈ Hn the stabilizer
subgroup ΓP = {γ ∈ Γ | γP = P} is finite.

Proof. As the set {P} is compact in Hn and Γ acts discontinuously on Hn, there exist only finitely
many γ ∈ Γ with γ({P}) ∩ {P} 6= ∅, i.e. with γP = P .

Corollary 2.4.6. Let Γ ⊆ PSL2(Cn−1) be a discrete subgroup. Then for any P ∈ Hn the orbit
ΓP = {γP | γ ∈ Γ} is a closed discrete subset of Hn.

Proof. The assertion follows by combining Proposition 2.4.4 with [Rat94], §5.3., Lemma 5.

Corollary 2.4.7. Let Γ ⊆ PSL2(Cn−1) be a discrete subgroup. Then for any P,Q ∈ Hn there
exist at most finitely many γ ∈ Γ with γP = Q.
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2. Groups acting on hyperbolic n-space

Proof. If there is no γ ∈ Γ with γP = Q, we are done. Suppose there exists γ1 ∈ Γ with γ1P = Q
and let γ2 ∈ Γ be an arbitrary element with γ2P = Q. Then we have γ1P = γ2P , so that
γ−1
1 γ2P = P and γ−1

1 γ2 ∈ ΓP . This yields γ2 ∈ γ1ΓP which is a finite set by Corollary 2.4.5.

For a discrete subgroup Γ ⊆ PSL2(Cn−1) acting on Hn we can consider the set

Γ\Hn = {ΓP | P ∈ Hn}

of orbits under Γ. Endowing Γ\Hn with the quotient topology, i.e. the finest topology in which
the natural projection πΓ : Hn → Γ\Hn, P 7→ ΓP , is continuous, it becomes a topological space.

The action of a discrete subgroup Γ ⊆ PSL2(Cn−1) on Hn, respectively the quotient Γ\Hn, can
be visualized by a fundamental domain.

Definition 2.4.8. Let Γ ⊆ PSL2(Cn−1) be a discrete subgroup. A subset FΓ ⊆ Hn is called a
fundamental domain for Γ if it satisfies the following conditions:

(i) FΓ is a domain in Hn, i.e. a non-empty, connected, open subset of Hn.

(ii) If P,Q ∈ FΓ with P 6= Q, then P and Q are not equivalent with respect to Γ, i.e. there is
no γ ∈ Γ with γP = Q.

(iii) Every orbit ΓP of P ∈ Hn by Γ contains a point in the closure FΓ of FΓ in Hn.

Definition 2.4.9. A convex polyhedron PΓ ⊆ Hn whose interior is a fundamental domain for Γ
is called convex fundamental polyhedron for Γ.

Any discrete subgroup Γ ⊆ PSL2(Cn−1) admits a fundamental domain and a convex fundamental
polyhedron. It can be constructed as a so-called Dirichlet domain and Dirichlet polyhedron.

Definition 2.4.10. Let Γ ⊆ PSL2(Cn−1) be a discrete subgroup and Q ∈ Hn with trivial stabilizer
subgroup ΓQ = {I}. The Dirichlet domain with center Q is defined as

DΓ(Q) := {P ∈ Hn | dHn(P,Q) < dHn(γP,Q) for all γ ∈ Γ, γ 6= I}

if Γ 6= {I}, and as DΓ(Q) := Hn in case that Γ = {I}. Its closure DΓ(Q) is called Dirichlet
polyhedron with center Q.

In the situation of the previous definition there always exists such a point Q ∈ Hn with trivial
stabilizer subgroup. This is, e.g., a consequence of Theorem 6.6.12 in [Rat94].

Proposition 2.4.11. Let Γ ⊆ PSL2(Cn−1) be a discrete subgroup and Q ∈ Hn with ΓQ = {I}.
Then the Dirichlet domain DΓ(Q) is a convex fundamental domain for Γ, and the Dirichlet poly-
hedron DΓ(Q) is a convex fundamental polyhedron for Γ.

Proof. This follows, e.g., from [Rat94], Theorem 6.6.13 and Theorem 6.7.1.

Remark 2.4.12. A fundamental domain FΓ for Γ is not unique because for any γ ∈ Γ also γFΓ

is a fundamental domain. However, by the Γ-invariance of the hyperbolic volume element µHn(P )
(which is an immediate consequence of its SL2(Cn−1)-invariance) all fundamental domains FΓ for
Γ have the same hyperbolic volume

volHn(FΓ) =

∫

FΓ

µHn(P ),

see also [Rat94], Theorem 6.7.2.

This fact justifies the following definition.
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Definition 2.4.13. Let Γ ⊆ PSL2(Cn−1) be a discrete subgroup and FΓ ⊆ Hn a fundamental
domain for Γ. We call vol(Γ\Hn) := volHn(FΓ) the volume of Γ\Hn, respectively of Γ.

In general this volume might be infinite, which makes it reasonable to introduce a notion for
discrete subgroups with finite hyperbolic volume.

Definition 2.4.14. Let Γ ⊆ PSL2(Cn−1) be a discrete subgroup.

(a) Γ is called cofinite if vol(Γ\Hn) <∞.

(b) Γ is called cocompact if it has a fundamental domain FΓ such that the closure FΓ is compact
in Hn.

In the further course of this thesis we will consider discrete, cofinite subgroups of PSL2(Cn−1) and
their action on Hn.

Remark 2.4.15. Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. At some points in
this thesis we might call a subset FΓ ⊆ Hn a fundamental domain for Γ if it is connected and
contains exactly one point of every orbit ΓP of P ∈ Hn by Γ. Since in this case the natural
projection πΓ : Hn → Γ\Hn induces an isomorphism FΓ

∼= Γ\Hn, in a slight abuse of notation
we will sometimes identify the quotient Γ\Hn with the subset FΓ ⊆ Hn and points in Γ\Hn with
their preimages in FΓ.

Remark 2.4.16.

(a) For n = 2, a discrete subgroup Γ ⊆ PSL2(Cn−1) = PSL2(R) is called a Fuchsian subgroup.

It is cofinite if and only if every point on the boundary R̂ = R ∪ {∞} is a limit point of an
orbit Γz for some z ∈ H (see, e.g., [Miy06], Theorem 1.9.1). A Fuchsian subgroup which
satisfies this condition is called Fuchsian subgroup of the first kind.

(b) In the case n = 3, a discrete subgroup of PSL2(Cn−1) = PSL2(C) is called a Kleinian group.

Example 2.4.17. The following examples of discrete, cofinite subgroups Γ ⊆ PSL2(Cn−1) will be
of particular interest in this thesis.

(a) For n = 2, the well-known modular group Γ = PSL2(Z) ⊆ PSL2(R) is discrete, hence it is a
Fuchsian subgroup. A fundamental domain for Γ is given by the set

FΓ =

{
z ∈ H

∣∣∣ |Re(z)| < 1

2
, |z| > 1

}
,

which has the finite hyperbolic volume volH(FΓ) = π/3. Thus, PSL2(Z) is cofinite and
therefore a Fuchsian subgroup of the first kind.

(b) Let n = 3 and letK be an imaginary quadratic field with ring of integersOK and discriminant
dK . Then the subgroup Γ = PSL2(OK) ⊆ PSL2(C) is discrete, thus it is a Kleinian group.
The quotient Γ\H3 has the finite hyperbolic volume

vol
(
Γ\H3

)
=
|dK |3/2
4π2

ζK(2),

with the Dedekind zeta function

ζK(s) =
∑

I⊆OK ideal,
I 6={0}

N (I)−s,

where s ∈ C with Re(s) > 1 and N (I) denotes the norm of I. Consequently, the group
PSL2(OK) is cofinite.
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2. Groups acting on hyperbolic n-space

In the particular case K = Q(i) we have OK = Z[i] and dK = dQ(i) = −4, and we obtain the
discrete and cofinite subgroup PSL2(Z[i]) ⊆ PSL2(C). The set

FΓ =

{
P = z + jr ∈ H3

∣∣∣ |Re(z)| < 1

2
, 0 < Im(z) <

1

2
, |P | > 1

}

is a fundamental domain for Γ = PSL2(Z[i]) and Γ\H3 has the hyperbolic volume

volH3(FΓ) =
2 ζQ(i)(2)

π2
.

2.5. Parabolic, hyperbolic, elliptic and loxodromic elements

According to the usual classification of Möbius transformations based on the number and the
location of their fixed points in Hn ∪ R̂n−1, we now define parabolic, hyperbolic, elliptic and
loxodromic elements of SL2(Cn−1) and PSL2(Cn−1). We also give important characterizations of
these elements in Remark 2.5.14 and Remark 2.5.15.

Definition 2.5.1. A point P ∈ Hn ∪ R̂n−1 is a fixed point of a Clifford matrix γ ∈ SL2(Cn−1) if
γP = P .

If γ =

(
a b
c d

)
∈ SL2(Cn−1), then P ∈ Hn ∪ Rn−1 is a fixed point of γ if and only if it satisfies

the equation aP + b = P (cP + d), while ∞ is a fixed point of γ if and only if c = 0. Further, we
note that 0 is a fixed point of γ if and only if b = 0.

In contrast to the cases n = 2 and n = 3, the fixed point equation aP + b = P (cP + d) is not
trivially solvable anymore for n ≥ 4 as multiplication in Cn−1 is no longer commutative. However,
the Brouwer fixed point theorem implies that any γ ∈ SL2(Cn−1) has at least one fixed point in

Hn ∪ R̂n−1.

Clearly, for γ = ±I every P ∈ Hn ∪ R̂n−1 is a fixed point of γ. The non-identity elements
of SL2(Cn−1) can be classified in terms of the number and the location of their fixed points in

Hn ∪ R̂n−1 as follows.

Definition 2.5.2. Let γ ∈ SL2(Cn−1) with γ 6= ±I.

(a) γ is called parabolic if it has exactly one fixed point in R̂n−1 and no fixed points in Hn.

(b) γ is called loxodromic if it has exactly two fixed points in R̂n−1 and no fixed points in Hn.

(c) γ is called elliptic if it has a fixed point in Hn. It is called regular elliptic if its fixed point
in Hn is unique, and non-regular elliptic if it has more than one fixed point in Hn.

An element of PSL2(Cn−1) is called parabolic, loxodromic, elliptic, regular elliptic or non-regular
elliptic if its preimages in SL2(Cn−1) have this property.

Remark 2.5.3. Let γ ∈ SL2(Cn−1) with γ 6= ±I. For any Clifford matrix σ ∈ SL2(Cn−1), the

elements γ and σγσ−1 are conjugate. If P ∈ Hn ∪ R̂n−1 is a fixed point of γ, then

(σγσ−1)(σP ) = σγ(σ−1σ)P = σγP = σP,

so that σP ∈ Hn ∪ R̂n−1 is a fixed point of σγσ−1. Moreover, for P ∈ Hn we have σP ∈ Hn, and
P ∈ R̂n−1 implies that σP ∈ R̂n−1. Conversely, if P ∈ Hn ∪ R̂n−1 is a fixed point of σγσ−1, then

(σγσ−1)P = P =⇒ γ(σ−1P ) = (σ−1σ)γσ−1P = σ−1
(
(σγσ−1)P

)
= σ−1P,
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which shows that σ−1P ∈ Hn ∪ R̂n−1 is a fixed point of γ. Furthermore, P ∈ Hn implies that
σ−1P ∈ Hn, and for P ∈ R̂n−1 we have σ−1P ∈ R̂n−1.
This shows that the number and the location (in Hn or R̂n−1) of fixed points of γ does not change
under conjugation and is the same for the whole conjugacy class

[γ] = {σγσ−1 | σ ∈ SL2(Cn−1)}.

Consequently, the classification of an element γ ∈ SL2(Cn−1), γ 6= ±I, in Definition 2.5.2 is
invariant under conjugation in SL2(Cn−1) and depends only on the conjugacy class [γ].

Definition 2.5.4. A matrix γ ∈ SL2(Cn−1) is called normalized if it has the form

γ =

(
gc ∗
c cg

)

with c ∈ Γn−1 and g ∈ Vn−1.

The upper right entry of a normalized matrix γ automatically equals gcg − (c∗)−1 which easily
follows from the condition pdet(γ) = 1.

We now give an equivalent characterization of parabolic, loxodromic and elliptic elements based
on their conjugacy classes. This classification is a consequence of the considerations in [Ahl85b].

Proposition 2.5.5. Let γ ∈ SL2(Cn−1) with γ 6= ±I. Then the following assertions hold true.

(a) γ is parabolic if and only if it is conjugate in SL2(Cn−1) to a normalized matrix with fixed
point 0, i.e. to a matrix of the form (

gc 0
c cg

)

with c ∈ Γn−1 and g ∈ Vn−1 \ {0}.

(b) γ is loxodromic if and only if it is conjugate in SL2(Cn−1) to a matrix of the form

(
λ 0
0 (λ∗)−1

)

with λ ∈ Γn−1 and |λ| 6= 1.

(c) γ is elliptic if and only if it is conjugate in SL2(Cn) to a matrix of the form

(
λ 0
0 λ′

)

with λ ∈ Γn, |λ| = 1 and λ 6= ±1.

For a parabolic element there is another equivalent characterization in terms of its conjugacy class.

Lemma 2.5.6. Let γ ∈ SL2(Cn−1) with γ 6= ±I. Then γ is parabolic if and only if it is conjugate
in SL2(Cn−1) to a matrix of the form (

λ λµ
0 λ′

)

with λ ∈ Γn−1, |λ| = 1, µ ∈ Vn−1 \ {0} and λµ = µλ′.

Proof. By Proposition 2.5.5 (a) we know that γ is parabolic if and only if it is conjugate in
SL2(Cn−1) to a normalized matrix with fixed point 0. Since being conjugate in SL2(Cn−1) is an
equivalence relation, it suffices to show that any normalized matrix with fixed point 0 is conjugate

in SL2(Cn−1) to a matrix of the form

(
λ λµ
0 λ′

)
with λ ∈ Γn−1, |λ| = 1, µ ∈ Vn−1 \ {0} and
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λµ = µλ′.

Let γ0 :=

(
gc 0
c cg

)
∈ SL2(Cn−1) with c ∈ Γn−1 and g ∈ Vn−1 \ {0} be a normalized matrix with

fixed point 0. We note that 1 = pdet(γ0) = gc(cg)∗ yields

1 = |gc(cg)∗| = |gc| |(cg)∗| = |gc| |cg| = |cg|2 =⇒ |cg| = 1

and gc = ((cg)∗)−1 = (cg)′. Letting σ :=

(
0 −1
1 0

)
∈ SL2(Cn−1), we obtain

σγ0σ
−1 =

(
−c −cg
gc 0

)(
0 1
−1 0

)
=

(
cg −c
0 gc

)
.

Now we set λ := cg and µ := −g−1. Then we have λ ∈ Γn−1, satisfying |λ| = |cg| = 1 and
λ′ = (cg)′ = gc, µ ∈ Vn−1 \{0} and λµ = −cgg−1 = −c = −g−1gc = µλ′. Hence, σγ0σ

−1 is indeed

of the form

(
λ λµ
0 λ′

)
with λ ∈ Γn−1, |λ| = 1, µ ∈ Vn−1 \ {0} and λµ = µλ′.

Using the characterization of loxodromic elements in Proposition 2.5.5 (b), we are now able to
define hyperbolic elements of SL2(Cn−1) and PSL2(Cn−1).

Definition 2.5.7. Let γ ∈ SL2(Cn−1), γ 6= ±I, be loxodromic. Then γ is called hyperbolic if the
Clifford number λ in Proposition 2.5.5 (b) satisfies λ ∈ R \ {0,±1}. An element of PSL2(Cn−1) is
called hyperbolic if its preimages in SL2(Cn−1) have this property.

In other words: A matrix γ ∈ SL2(Cn−1), γ 6= ±I, is hyperbolic if and only if it is conjugate in
SL2(Cn−1) to a matrix of the form (

λ 0
0 λ−1

)

with λ ∈ R \ {0,±1}.
Remark 2.5.8. The classification of an element γ ∈ SL2(Cn−1), γ 6= ±I, as hyperbolic in Defi-
nition 2.5.7 is invariant under conjugation in SL2(Cn−1). Thus, it only depends on the conjugacy
class [γ].

Notation 2.5.9. From now on we call a Clifford matrix γ ∈ SL2(Cn−1), γ 6= ±I, loxodromic if it
is loxodromic but not hyperbolic. An element of PSL2(Cn−1) is called loxodromic if its preimages
in SL2(Cn−1) are loxodromic but not hyperbolic.

Remark 2.5.10. For n = 2, the group SL2(Cn−1) = SL2(R) contains no loxodromic element
as any λ ∈ Γn−1 = R \ {0} with |λ| 6= 1 immediately satisfies λ ∈ R \ {0,±1}. So any matrix
γ ∈ SL2(R) with γ 6= ±I is either parabolic, hyperbolic or elliptic.

Note that in the characterization of an elliptic element γ ∈ SL2(Cn−1), γ 6= ±I, in Proposition
2.5.5 (c) we have required that γ is conjugate in SL2(Cn) ⊇ SL2(Cn−1) to a matrix of the form(
λ 0
0 λ′

)
with λ ∈ Γn, |λ| = 1 and λ 6= ±1, instead of being conjugate to such a matrix in

SL2(Cn−1). The next lemma shows what happens if we restrict to conjugacy in SL2(Cn−1).

Lemma 2.5.11. Let n ≥ 3 and let γ ∈ SL2(Cn−1) be conjugate in SL2(Cn−1) to a matrix of the

form

(
λ 0
0 λ′

)
with λ ∈ Γn−1, |λ| = 1 and λ 6= ±1. Then γ is non-regular elliptic.

Proof. That γ ∈ SL2(Cn−1) is elliptic follows already from Proposition 2.5.5 (c). It remains to
prove that γ has more than one fixed point in Hn.

Let σ ∈ SL2(Cn−1) such that σγσ−1 =

(
λ 0
0 λ′

)
. Then for any xn−1 ∈ R with xn−1 > 0 we have

σγσ−1(xn−1in−1) = λxn−1in−1λ
∗ = λλxn−1in−1 = |λ|2xn−1in−1 = xn−1in−1,
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where for the second equality we used Lemma 2.1.18. Therefore, xn−1in−1 ∈ Hn is a fixed point
of σγσ−1 for any xn−1 ∈ R, xn−1 > 0. This implies that σ−1(xn−1in−1) ∈ Hn is a fixed point of
γ for any xn−1 ∈ R, xn−1 > 0.

Example 2.5.12. We classify the matrices from Example 2.3.13 and give an example of a loxo-
dromic element.

(a) Any dilation

(
λ 0
0 λ−1

)
with λ ∈ R \ {0,±1} is hyperbolic with the fixed points 0 and ∞.

(b) Any translation

(
1 µ
0 1

)
with µ ∈ Vn−1 \ {0} is parabolic with the fixed point ∞.

(c) Any matrix

(
a 0
0 a′

)
with a ∈ Γn−1, |a| = 1, a 6= ±1, is a non-regular elliptic element which

leaves any point of the form xn−1in−1 ∈ Hn with xn−1 ∈ R, xn−1 > 0, fixed.

(d) The inversion

(
0 1
−1 0

)
is elliptic with fixed point in−1 ∈ Hn.

For n = 2 it is well-known that elliptic elements have exactly one fixed point in H. Hence,
in this case in−1 = i is the unique fixed point in H and the inversion is a regular elliptic
element. If n ≥ 3, we have

σ :=
1

2

(
1 + i1 1− i1
−1− i1 1− i1

)
∈ SL2(Cn−1) with σ−1 =

1

2

(
1− i1 −1 + i1
1 + i1 1 + i1

)

and

σ

(
0 1
−1 0

)
σ−1 =

1

4

(
1 + i1 1− i1
−1− i1 1− i1

)(
1 + i1 1 + i1
−1 + i1 1− i1

)
=

(
i1 0
0 −i1

)
=

(
i1 0
0 i′1

)
.

Thus, the matrix

(
0 1
−1 0

)
is conjugate in SL2(Cn−1) to a matrix of the form

(
λ 0
0 λ′

)
with

λ ∈ Γn−1, |λ| = 1 and λ 6= ±1. By Lemma 2.5.11, for n ≥ 3 the inversion is non-regular
elliptic. It leaves any point of the form σ−1(xn−1in−1) ∈ Hn with xn−1 ∈ R, xn−1 > 0, fixed.

(e) For n ≥ 3 the matrix

(
1 + i1 0

0 1
2 (1− i1)

)
∈ SL2(Cn−1) is loxodromic with the fixed points

0 and ∞.

We want to understand the action of a parabolic, hyperbolic, elliptic or loxodromic element geo-
metrically. The next lemma gives us this geometric illustration for an elliptic element.

Lemma 2.5.13. Let γ ∈ SL2(Cn−1) be elliptic. Then γ is conjugate in SL2(Cn) to a matrix of

the form

(
λ 0
0 λ′

)
with

λ =

bn−3
2 c∏

m=0

rm,

where

rm = cos(θm) + sin(θm) i2mi2m+1 =
1

2
(1 + i2m) (cos(θm) + sin(θm) i2m+1) (1− i2m) ∈ Γn

and θm ∈ [0, 2π)
(
m = 0, . . . ,

⌊
n−3
2

⌋)
. For m = 0, . . . ,

⌊
n−3
2

⌋
the matrix

(
rm 0
0 r′m

)
acts on

Hn ∪ Rn−1 as a rotation in the i2m-i2m+1-plane by 2θm. Further, the rm
(
m = 0, . . . ,

⌊
n−3
2

⌋)

commute and so do λ, λ′, λ∗ and λ.
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Proof. See, e.g., [Wat93], Lemma 13.

Remark 2.5.14. We can now deduce the following geometric properties of the action of parabolic,
hyperbolic, elliptic and loxodromic elements.

(a) Let γ ∈ SL2(Cn−1) be parabolic. By Lemma 2.5.6, γ is conjugate to a matrix of the form

(
λ λµ
0 λ′

)
=

(
λ 0
0 λ′

)(
1 µ
0 1

)
=

(
1 µ
0 1

)(
λ 0
0 λ′

)

with λ ∈ Γn−1, |λ| = 1, µ ∈ Vn−1 \ {0} and λµ = µλ′. Therefore, up to conjugation, γ acts
on Hn ∪ Rn−1 as a composition of a translation and finitely many rotations.

(b) Let γ ∈ SL2(Cn−1) be hyperbolic. By Proposition 2.5.5 (b) and Definition 2.5.7, up to
conjugation, γ acts on Hn ∪ Rn−1 as a dilation.

(c) Let γ ∈ SL2(Cn−1) be elliptic. By Lemma 2.5.13, up to conjugation, γ acts on Hn ∪ Rn−1

as a composition of finitely many rotations.

(d) Let γ ∈ SL2(Cn−1) be loxodromic. By Proposition 2.5.5 (b) and Notation 2.5.9, γ is conju-
gate to a matrix of the form

(
λ 0
0 (λ∗)−1

)
=

(
|λ| 0
0 |λ|−1

)(
λ/|λ| 0
0 λ′/|λ|

)
=

(
λ/|λ| 0
0 λ′/|λ|

)(
|λ| 0
0 |λ|−1

)

with λ ∈ Γn−1, |λ| 6= 1 and λ /∈ R. Consequently, up to conjugation, γ acts on Hn ∪Rn−1 as
a composition of a dilation and finitely many rotations.

In [Ahl85b] Ahlfors gave a more detailed characterization of parabolic, hyperbolic and elliptic

elements γ =

(
a b
c d

)
∈ SL2(Cn−1) in terms of the entries a, b, c, d, and also determined their

fixed points. We do not include these results here and simply refer to [Ahl85b]. Instead we
finish this section with a remark about the characterization of parabolic, hyperbolic, elliptic and
loxodromic elements in terms of their entries in the cases n = 2 and n = 3.

Remark 2.5.15. For n = 2 and n = 3 the classification of an element γ =

(
a b
c d

)
∈ SL2(Cn−1),

γ 6= ±I, simplifies significantly in the respect that it only depends on the trace tr(γ) = a+ d.

(a) In the case n = 2 an element γ ∈ SL2(Cn−1) = SL2(R), γ 6= ±I, is parabolic, hyperbolic or
elliptic if and only if its trace satisfies |tr(γ)| = 2, |tr(γ)| > 2 or |tr(γ)| < 2, respectively.

(b) If n = 3, an element γ ∈ SL2(Cn−1) = SL2(C), γ 6= ±I, is parabolic if and only if |tr(γ)| = 2
and tr(γ) ∈ R, hyperbolic if and only if |tr(γ)| > 2 and tr(γ) ∈ R, elliptic if and only if
|tr(γ)| < 2 and tr(γ) ∈ R, and loxodromic if and only if tr(γ) /∈ R.

2.6. Fixed points and stabilizer subgroups

Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. We want to study the points in Hn∪R̂n−1

that are fixed by parabolic, hyperbolic, elliptic or loxodromic elements of Γ. Further, we are also
interested in their respective stabilizer subgroups.

Definition 2.6.1. A point P ∈ Hn ∪ R̂n−1 is called a parabolic, hyperbolic, elliptic or loxodromic
fixed point of Γ if it is a fixed point of a parabolic, hyperbolic, elliptic or loxodromic element of Γ,
respectively.
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Definition 2.6.2. By PΓ and EΓ we denote a complete set of Γ-inequivalent parabolic and elliptic
fixed points of Γ, respectively, and by HΓ and LΓ we denote a complete set of Γ-inequivalent pairs
of hyperbolic and loxodromic fixed points of Γ, respectively.

Lemma 2.6.3. For P ∈ R̂n−1 the following assertions hold true.

(a) P cannot be a parabolic and a hyperbolic fixed point of Γ simultaneously.

(b) P cannot be a parabolic and a loxodromic fixed point of Γ simultaneously.

Proof.

(a) Suppose P ∈ R̂n−1 is a parabolic and a hyperbolic fixed point of Γ simultaneously, i.e. there
are a parabolic element γ1 ∈ Γ and a hyperbolic element γ2 ∈ Γ with γ1P = γ2P = P .
Since P must be the unique fixed point of γ1, the two matrices have exactly one fixed point
in common. But then by Theorem 5.5.4 in [Rat94] the subgroup 〈γ1, γ2〉 ⊆ Γ, which is
generated by γ1 and γ2, is not discrete. This contradicts that Γ ⊆ PSL2(Cn−1) is a discrete
subgroup.

(b) Assuming that P ∈ R̂n−1 is a parabolic and a loxodromic fixed point of Γ simultaneously,
the contradiction follows in the same way as in (a).

2.6.1. The parabolic case

In this subsection we first determine the stabilizer subgroup of a point η ∈ R̂n−1 in PSL2(Cn−1).
After that we introduce cusps of Γ and determine the stabilizer subgroup and the translational
stabilizer subgroup of a cusp η ∈ R̂n−1 in Γ.

We start by considering the special case η =∞.

Lemma 2.6.4. The stabilizer subgroup PSL2(Cn−1)∞ of the point ∞ ∈ R̂n−1 in PSL2(Cn−1) is
given by

PSL2(Cn−1)∞ =

{(
a aβ
0 (a∗)−1

) ∣∣∣∣∣ a ∈ Γn−1, β ∈ Vn−1

}
/{±I}.

Proof. Using Proposition 2.1.17, we see that any matrix γ =

(
a aβ
0 (a∗)−1

)
with a ∈ Γn−1 and

β ∈ Vn−1 is an element of PSL2(Cn−1) and clearly fixes ∞.

Conversely, let γ =

(
a b
c d

)
∈ PSL2(Cn−1) with γ∞ = ∞. Then γ∞ = ac−1 gives us c = 0,

and the condition 1 = pdet(γ) = ad∗ − bc∗ = ad∗ implies a 6= 0 and d = (a∗)−1. Moreover,
from ab∗ ∈ Vn−1 and Proposition 2.1.17 we conclude that a−1b ∈ Vn−1. Therefore, we have

γ =

(
a aβ
0 (a∗)−1

)
for some a ∈ Γn−1 and β ∈ Vn−1.

Now let η ∈ R̂n−1 be an arbitrary point on the boundary of Hn. As PSL2(Cn−1) acts (doubly)

transitively on R̂n−1 by Proposition 2.3.14 (b), there exists σ ∈ PSL2(Cn−1) with σ∞ = η. This
matrix is unique up to multiplication on the right by elements of PSL2(Cn−1)∞, since σ1, σ2 ∈
PSL2(Cn−1) with σ1∞ = σ2∞ = η implies σ−1

2 σ1∞ =∞ and σ−1
2 σ1 ∈ PSL2(Cn−1)∞.

We see now that the stabilizer subgroup PSL2(Cn−1)η is obtained by conjugating the stabilizer
subgroup PSL2(Cn−1)∞ by a matrix σ ∈ PSL2(Cn−1) with σ∞ = η.
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Lemma 2.6.5. Let η ∈ R̂n−1 and σ ∈ PSL2(Cn−1) with σ∞ = η. Then the stabilizer subgroup
PSL2(Cn−1)η of the point η in PSL2(Cn−1) is given by

PSL2(Cn−1)η = σPSL2(Cn−1)∞ σ−1.

In particular, PSL2(Cn−1)η is isomorphic to PSL2(Cn−1)∞.

Proof. Let γ ∈ σPSL2(Cn−1)∞ σ−1, i.e. γ = σδσ−1 for some δ ∈ PSL2(Cn−1)∞. Then we have
γ ∈ PSL2(Cn−1) and

γη = σδσ−1η = σδ∞ = σ∞ = η,

so that γ ∈ PSL2(Cn−1)η. Conversely, if γ ∈ PSL2(Cn−1)η, then σ
−1γσ ∈ PSL2(Cn−1) and

σ−1γσ∞ = σ−1γη = σ−1η =∞.

This yields σ−1γσ ∈ PSL2(Cn−1)∞ and γ ∈ σPSL2(Cn−1)∞ σ−1.

Clearly, the subgroups PSL2(Cn−1)η and PSL2(Cn−1)∞ are isomorphic as they are conjugate to
each other.

We note that the stabilizer group PSL2(Cn−1)∞ particularly contains any translation in PSL2(Cn−1),

i.e. any matrix of the form

(
1 β
0 1

)
with β ∈ Vn−1, and that the translations form an abelian sub-

group of PSL2(Cn−1)∞. This leads to the following definition.

Definition 2.6.6. We define the translational subgroup N(Cn−1) of PSL2(Cn−1) as

N(Cn−1) :=

{(
1 β
0 1

) ∣∣∣∣∣ β ∈ Vn−1

}
/{±I}.

Considering the group isomorphism

N(Cn−1) → Vn−1,

(
1 β
0 1

)
· {±I} 7→ β,

onto the additive group Vn−1 and recalling the identification of Vn−1 and Rn−1, the translational
subgroup N(Cn−1) is isomorphic to the additive group Rn−1.

Now let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup and η ∈ PΓ be a parabolic fixed
point of Γ. For σ ∈ PSL2(Cn−1) with σ∞ = η we can look at the conjugate group σN(Cn−1)σ

−1

and its intersection with Γ.

First we note that for any γ1 :=

(
a aβ1
0 (a∗)−1

)
∈ PSL2(Cn−1)∞ and γ2 :=

(
1 β2
0 1

)
∈ N(Cn−1),

where a ∈ Γn−1 and β1, β2 ∈ Vn−1, we have

γ1γ2γ
−1
1 =

(
a aβ1
0 (a∗)−1

)(
1 β2
0 1

)(
a−1 −β1a∗
0 a∗

)

=

(
a a(β1 + β2)
0 (a∗)−1

)(
a−1 −β1a∗
0 a∗

)
=

(
1 aβ2a

∗

0 1

)
∈ N(Cn−1).

Here we used that aβ2a
∗ = |a|2 aβ2(a′)−1 ∈ Vn−1 by Proposition 2.1.16. Since the matrix σ is

unique up to multiplication on the right by elements of PSL2(Cn−1)∞, we can deduce from the
above calculation that the group σN(Cn−1)σ

−1 does not depend on the exact choice of σ.
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Definition 2.6.7. Let η ∈ PΓ be a parabolic fixed point of Γ and σ ∈ PSL2(Cn−1) with σ∞ = η.
We define the translational stabilizer subgroup Γ′

η of η in Γ as

Γ′
η := Γ ∩ σN(Cn−1)σ

−1.

Remark 2.6.8. From the definition it is immediate that Γη ∩ σN(Cn−1)σ
−1 ⊆ Γ′

η. Moreover,
for γ ∈ Γ′

η we have

γ ∈ Γ ∩ σN(Cn−1)σ
−1 ⊆ Γ ∩ σPSL2(Cn−1)∞ σ−1 = Γ ∩ PSL2(Cn−1)η = Γη,

i.e. γ ∈ Γη ∩ σN(Cn−1)σ
−1, so that Γ′

η = Γη ∩ σN(Cn−1)σ
−1. Together with

(σ−1 Γσ)∞ = {σ−1γσ | γ ∈ Γ, σ−1γσ∞ =∞} = {σ−1γσ | γ ∈ Γ, γη = η} = σ−1 Γη σ

this gives us the identity

σ−1 Γ′
η σ = σ−1 Γη σ ∩N(Cn−1) = (σ−1 Γσ)∞ ∩N(Cn−1) = (σ−1 Γσ)′∞.

Now σ−1 Γ′
η σ = (σ−1 Γσ)′∞ is a discrete subgroup ofN(Cn−1), which implies that Γ′

η is isomorphic
to a discrete additive subgroup of Rn−1, i.e. to a lattice Λη ⊆ Rn−1. This lattice is a free abelian
group of rank ≤ n− 1.

We want to introduce a notion for a parabolic fixed point η ∈ PΓ for which the free abelian group
Γ′
η has full rank n− 1.

Definition 2.6.9.

(a) Let η ∈ PΓ be a parabolic fixed point of Γ and σ ∈ PSL2(Cn−1) with σ∞ = η. We call η a
cusp of Γ, if the translational stabilizer subgroup Γ′

η is a free abelian group of rank n − 1,
i.e. if there exists a lattice Λη ⊆ Vn−1

∼= Rn−1 of full rank n− 1 such that

Γ′
η =

{
σ

(
1 µ
0 1

)
σ−1

∣∣∣∣∣ µ ∈ Λη

}
/{±I}.

(b) A cusp of Γ\Hn is defined as the Γ-orbit of a cusp of Γ.

Definition 2.6.10. By CΓ we denote a complete set of Γ-inequivalent cusps of Γ and we set
cΓ := |CΓ|.
Having made this definition, the quotient Γ\Hn admits cΓ cusps.

While for discrete subgroups Γ ⊆ PSL2(Cn−1) of infinite volume, not necessarily any parabolic
fixed point has to be a cusp, for cofinite subgroups we have the following result.

Lemma 2.6.11. Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup and let η ∈ PΓ be a
parabolic fixed point of Γ. Then the translational stabilizer subgroup Γ′

η is a free abelian group of
rank n− 1 and has finite index in the full stabilizer subgroup Γη. In particular, η is a cusp of Γ.

Proof. See, e.g., [Her93], pp. 471-472.

Remark 2.6.12. By the last lemma, in our study of discrete and cofinite subgroups Γ ⊆ PSL2(Cn−1)
in this thesis we can use the terms ”parabolic fixed point” and ”cusp” synonymously. For brevity
we will usually just employ the term ”cusp”.

Remark 2.6.13. Identifying the quotient Γ\Hn with a convex fundamental polyhedron PΓ for

Γ, we can view the cusps of Γ\Hn as the parabolic fixed points of Γ in PΓ ∩ R̂n−1. Then PΓ

consists of a subset of Hn together with cΓ vertices on the boundary ∂Hn = R̂n−1. The group Γ
is cocompact if and only if cΓ = 0, i.e. if and only if Γ\Hn has no cusp.
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Proposition 2.6.14. Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Then Γ\Hn has
only finitely many cusps, i.e. the number cΓ is finite.

Proof. For torsion-free Γ see, e.g., [Wie77], Theorem 1 (a) (see also [Kel95], Satz 2.2.3).
Now suppose that Γ is not torsion-free. By a theorem of Selberg [Sel60] any discrete and cofinite
subgroup Γ ⊆ PSL2(Cn−1) has a torsion-free subgroup Γ of finite index (see also [Bor63], Theorem
B (ii)). As Γ is a discrete subgroup of PSL2(Cn−1), also Γ ⊆ Γ is. Moreover, by Theorem 6.7.3 in
[Rat94] we have

vol
(
Γ\Hn

)
=
[
Γ : Γ

]
· vol(Γ\Hn) <∞.

This shows that Γ ⊆ PSL2(Cn−1) is a discrete and cofinite subgroup.
By the result in the torsion-free case, the quotient Γ\Hn, respectively a convex fundamental
polyhedron PΓ for Γ, has only finitely many cusps. Since Γ is a subgroup of Γ, a convex fundamental
polyhedron PΓ for Γ can be chosen as a subset of PΓ. Hence, also the polyhedron PΓ, respectively
the quotient Γ\Hn, has only finitely many cusps.

Notation 2.6.15. In the following the cusps of Γ are frequently denoted by ηj (j = 1, . . . , cΓ).

Let ηj ∈ CΓ be a cusp of Γ.

Definition 2.6.16. An element σηj
∈ PSL2(Cn−1) with σηj

∞ = ηj is called parabolic scaling
matrix of ηj if a fundamental parallelotope for the action of σ−1

ηj
Γ′
ηj
σηj

on Rn−1, i.e. a fundamental
parallelotope for the lattice Ληj

, has Euclidean volume 1.

Remark 2.6.17. Let σηj
, σ′

ηj
∈ PSL2(Cn−1) be two parabolic scaling matrices of ηj ∈ CΓ,

i.e. σηj
∞ = σ′

ηj
∞ = ηj and

Γ′
ηj

=

{
σηj

(
1 µ
0 1

)
σ−1
ηj

∣∣∣∣∣ µ ∈ Ληj

}
/{±I} =

{
σ′
ηj

(
1 µ
0 1

)
σ′−1
ηj

∣∣∣∣∣ µ ∈ Λ′
ηj

}
/{±I},

where Ληj
,Λ′

ηj
⊆ Vn−1

∼= Rn−1 are lattices of rank n − 1 whose fundamental parallelotopes both
have Euclidean volume 1.

We have already seen that σηj
= σ′

ηj
δ for some δ ∈ PSL2(Cn−1)∞. Let δ =

(
α αβ
0 (α∗)−1

)
with

α ∈ Γn−1 and β ∈ Vn−1, then for µ ∈ Ληj
we have

δ

(
1 µ
0 1

)
δ−1 =

(
α αβ
0 (α∗)−1

)(
1 µ
0 1

)(
α−1 −βα∗

0 α∗

)
=

(
1 αµα∗

0 1

)
,

so that

Γ′
ηj

=

{
σ′
ηj
δ

(
1 µ
0 1

)
δ−1σ′−1

ηj

∣∣∣∣∣ µ ∈ Ληj

}
/{±I} =

{
σ′
ηj

(
1 µ
0 1

)
σ′−1
ηj

∣∣∣∣∣ µ ∈ αΛηj
α∗
}
/{±I}

and Λ′
ηj

= αΛηj
α∗. By the identification Vn−1

∼= Rn−1 and Proposition 2.1.16 the map

Rn−1 → Rn−1, µ 7→ αµα∗ = |α′|2αµ(α′)−1,

is an isometry if and only if |α′| = |α| = 1. Therefore, the lattice Λ′
ηj

= αΛηj
α∗ has a fundamental

parallelotope of Euclidean volume 1 if and only if |α| = 1.
This shows that a parabolic scaling of ηj is unique up to multiplication on the right by elements

of the form

(
α αβ
0 α′

)
with α ∈ Γn−1, |α| = 1, and β ∈ Vn−1.

We can state the following result about the structure of the stabilizer subgroup and the transla-
tional stabilizer subgroup of a cusp.
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Proposition 2.6.18. Let σηj
∈ PSL2(Cn−1) be a parabolic scaling matrix of the cusp ηj ∈ CΓ.

Then the following assertions hold true.

(a) The stabilizer subgroup Γηj
of ηj in Γ is isomorphic to a discrete subgroup of PSL2(Cn−1)∞.

Moreover, we have

Γηj
⊆
{
σηj

(
α αβ
0 α′

)
σ−1
ηj

∣∣∣∣∣ α ∈ Γn−1, |α| = 1, β ∈ Vn−1

}
/{±I}.

(b) The translational stabilizer subgroup Γ′
ηj

of ηj in Γ is given by

Γ′
ηj

=

{
σηj

(
1 µ
0 1

)
σ−1
ηj

∣∣∣∣∣ µ ∈ Ληj

}
/{±I},

where Ληj
⊆ Vn−1

∼= Rn−1 is a lattice of full rank n− 1. In particular, Γ′
ηj

is isomorphic to

the additive group Zn−1.

Proof.

(a) Because of Γηj
= Γ ∩ PSL2(Cn−1)ηj

it is immediate that Γηj
is a discrete subgroup of

PSL2(Cn−1)ηj
. This group is, in turn, isomorphic to PSL2(Cn−1)∞ by Lemma 2.6.5.

Now we have

σ−1
ηj

Γηj
σηj
⊆ σ−1

ηj
PSL2(Cn−1)ηj

σηj
= PSL2(Cn−1)∞,

so that any γ ∈ σ−1
ηj

Γηj
σηj

is of the form

(
α αβ
0 (α∗)−1

)
with α ∈ Γn−1 and β ∈ Vn−1. It

only remains to show that |α| = 1.
Any non-identity element of Γηj

is either parabolic or elliptic by Lemma 2.6.3. By the con-
jugacy invariance of the classification of elements, the same is true for the group σ−1

ηj
Γηj

σηj
.

From section 2.5 we know that there exists a matrix δ =

(
a b
c d

)
∈ PSL2(Cn) such that

δγδ−1 =

(
λ λµ
0 λ′

)
for some λ ∈ Γn with |λ| = 1 and µ ∈ Vn−1. This means

(
aα aαβ + b(α∗)−1

cα cαβ + d(α∗)−1

)
=

(
a b
c d

)(
α αβ
0 (α∗)−1

)
=

(
λ λµ
0 λ′

)(
a b
c d

)

=

(
λa+ λµc λb+ λµd

λ′c λ′d

)
.

If c 6= 0, then the identity cα = λ′c implies |c| |α| = |λ′| |c| and |α| = |λ′| = 1. If c = 0,
then a 6= 0 must hold and the equality aα = λa + λµc = λa yields |a| |α| = |λ| |a| and
|α| = |λ| = 1.

(b) It already follows from the definition of a cusp that

Γ′
ηj

=

{
σηj

(
1 µ
0 1

)
σ−1
ηj

∣∣∣∣∣ µ ∈ Ληj

}
/{±I}

for some lattice Ληj
⊆ Vn−1

∼= Rn−1 of full rank n− 1. Then Γ′
ηj

is isomorphic to the group

{(
1 µ
0 1

) ∣∣∣∣∣ µ ∈ Ληj

}
/{±I}
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since they are conjugate by the matrix σηj
. Further, the map

{(
1 µ
0 1

) ∣∣∣∣∣ µ ∈ Ληj

}
/{±I} → Ληj

,

(
1 µ
0 1

)
· {±I} 7→ µ,

onto the additive group Ληj
is also a well-defined group isomorphism, and the free abelian

group Ληj
of rank n− 1 is isomorphic to the additive group Zn−1.

Example 2.6.19. We give some examples for the (translational) stabilizer subgroup of a cusp in
the 2- and the 3-dimensional case.

(a) Let n = 2 and Γ ⊆ PSL2(R) be a Fuchsian subgroup of the first kind. If ηj ∈ CΓ is a cusp,
its stabilizer subgroup Γηj

is an infinite cyclic group which is generated by some parabolic
element γηj

∈ Γ, called a primitive parabolic element. There exists a parabolic scaling matrix
σηj
∈ PSL2(R) such that σηj

∞ = ηj ,

γηj
= σηj

(
1 1
0 1

)
σ−1
ηj

and

Γηj
=

{
σηj

(
1 m
0 1

)
σ−1
ηj

∣∣∣∣∣ m ∈ Z

}
/{±I}.

Because of

Γηj
⊆
{
σηj

(
1 β
0 1

)
σ−1
ηj

∣∣∣∣∣ β ∈ R

}
= σηj

N(R)σ−1
ηj

we further get Γ′
ηj

= Γηj
.

(b) Let n = 3 and Γ ⊆ PSL2(C) be a discrete and cofinite subgroup. The translational subgroup

N(C) =

{(
1 β
0 1

) ∣∣∣∣∣ β ∈ C

}
/{±I}

of PSL2(C) is isomorphic to the additive group C. It is the maximal unipotent subgroup,
i.e. the unipotent radical, of the stabilizer subgroup

PSL2(C)∞ =

{(
a β
0 a−1

) ∣∣∣∣∣ a ∈ C \ {0}, β ∈ C

}
/{±I}

of ∞ in PSL2(C). Let ηj ∈ CΓ be a cusp with parabolic scaling matrix σηj
∈ PSL2(C).

There are several possibilities for the stabilizer subgroup Γηj
. For the case ηj =∞ they are

summarized in Theorem 2.1.8 in [EGM13]. The translational stabilizer subgroup

Γ′
ηj

= Γ ∩ σηj
N(C)σ−1

ηj
= Γηj

∩ σηj
N(C)σ−1

ηj

is the maximal unipotent subgroup of Γηj
and consists of the identity and the parabolic

elements of Γηj
. There is a lattice Ληj

⊆ C of full rank 2 such that

Γ′
ηj

=

{
σηj

(
1 µ
0 1

)
σ−1
ηj

∣∣∣∣∣ µ ∈ Ληj

}
/{±I}.

The index [Γηj
: Γ′

ηj
] is finite and restricted to the values 1, 2, 3, 4, 6.
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Now let K be an imaginary quadratic field with ring of integers OK and class number hK
and let Γ = PSL2(OK). Then Γ has hK cusps. For ηj ∈ CΓ there is a parabolic scaling

matrix σηj
=

(
a b
c d

)
∈ PSL2(K) such that σηj

∞ = ηj and

Γηj
=

{
σηj

(
u µ
0 u−1

)
σ−1
ηj

∣∣∣∣∣ u ∈ O
×
K , µ ∈ Ληj

}
/{±I}

with the lattice Ληj
= (aOK + cOK)−2 ⊆ C of full rank. Moreover, its maximal unipotent

subgroup Γ′
ηj
, consisting of the identity and the parabolic elements of Γηj

, satisfies

Γ′
ηj

=

{
σηj

(
1 µ
0 1

)
σ−1
ηj

∣∣∣∣∣ µ ∈ Ληj

}
/{±I},

where Ληj
is as above. From this we can deduce that [Γηj

: Γ′
ηj
] = 1

2 |O×
K |.

To close this subsection, we note an important fact that will be useful in later chapters to derive
results for a discrete and cofinite subgroup with an arbitrary cusp ηj from the special case ηj =∞.

Remark 2.6.20. If Γ ⊆ PSL2(Cn−1) is a discrete and cofinite subgroup with the cusp ηj and
σ ∈ PSL2(Cn−1), then σ−1 Γσ ⊆ PSL2(Cn−1) is a discrete and cofinite subgroup with the cusp
σ−1ηj , the stabilizer subgroup

(σ−1 Γσ)σ−1ηj
= σ−1 Γηj

σ

and the translational stabilizer subgroup

(σ−1 Γσ)′σ−1ηj
= σ−1 Γ′

ηj
σ.

In particular, if σηj
is a parabolic scaling matrix of ηj , then σ

−1
ηj

Γσηj
has the cusp∞, the stabilizer

subgroup (
σ−1
ηj

Γσηj

)
∞

= σ−1
ηj

Γηj
σηj

and the translational stabilizer subgroup
(
σ−1
ηj

Γσηj

)′
∞

= σ−1
ηj

Γ′
ηj
σηj

.

2.6.2. The hyperbolic case

Now we determine the stabilizer subgroup and the hyperbolic stabilizer subgroup of a pair (Q1, Q2)

of distinct points Q1, Q2 ∈ R̂n−1 in PSL2(Cn−1), and of a pair (Q1, Q2) ∈ HΓ of hyperbolic fixed

points Q1, Q2 ∈ R̂n−1 in Γ

At first we treat the special case Q1 = 0, Q2 =∞.

Lemma 2.6.21. The stabilizer subgroup PSL2(Cn−1)(0,∞) of the pair (0,∞) of points in PSL2(Cn−1)
is given by

PSL2(Cn−1)(0,∞) =

{(
a 0
0 (a∗)−1

) ∣∣∣∣∣ a ∈ Γn−1

}
/{±I}.

Proof. Clearly, any matrix γ =

(
a 0
0 (a∗)−1

)
with a ∈ Γn−1 is an element of PSL2(Cn−1) and

fixes both 0 and ∞.

Conversely, let γ =

(
a b
c d

)
∈ PSL2(Cn−1) with γ0 = 0 and γ∞ =∞. Because of γ0 = bd−1 and

γ∞ = ac−1 this yields b = 0 and c = 0. The condition 1 = pdet(γ) = ad∗− bc∗ = ad∗ now implies

a 6= 0 and d = (a∗)−1, so that γ =

(
a 0
0 (a∗)−1

)
with a ∈ Γn−1.
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An element

(
a 0
0 (a∗)−1

)
of PSL2(Cn−1)(0,∞) is hyperbolic if and only if a ∈ R \ {0,±1}, which

leads to the following corollary.

Corollary 2.6.22. We have the identity

{
γ ∈ PSL2(Cn−1)(0,∞) | γ = I or γ is hyperbolic

}
=

{(
a 0
0 a−1

) ∣∣∣∣∣ a ∈ R \ {0}
}
/{±I}.

Obviously, the right-hand side in the last corollary is again a group.

Definition 2.6.23. We define the hyperbolic stabilizer subgroup PSL2(Cn−1)
hyp
(0,∞) of the pair

(0,∞) of points in PSL2(Cn−1) as

PSL2(Cn−1)
hyp
(0,∞) :=

{(
a 0
0 a−1

) ∣∣∣∣∣ a ∈ R \ {0}
}
/{±I}.

Now let Q1, Q2 ∈ R̂n−1 with Q1 6= Q2 be two arbitrary distinct points. As PSL2(Cn−1) acts doubly

transitively on R̂n−1 by Proposition 2.3.14 (b), there exists σ ∈ PSL2(Cn−1) with σ0 = Q1 and
σ∞ = Q2. This matrix is unique up to multiplication on the right by elements of PSL2(Cn−1)(0,∞),
because for σ1, σ2 ∈ PSL2(Cn−1) with σ10 = σ20 = Q1 and σ1∞ = σ2∞ = Q2 we obtain
σ−1
2 σ10 = 0 and σ−1

2 σ1∞ =∞, hence σ−1
2 σ1 ∈ PSL2(Cn−1)(0,∞).

Next we prove that we obtain the stabilizer subgroup PSL2(Cn−1)(Q1,Q2) of (Q1, Q2) by conjugat-
ing PSL2(Cn−1)(0,∞) by such a matrix σ ∈ PSL2(Cn−1).

Lemma 2.6.24. Let Q1, Q2 ∈ R̂n−1 with Q1 6= Q2 and σ ∈ PSL2(Cn−1) with σ0 = Q1 and
σ∞ = Q2. Then the stabilizer subgroup PSL2(Cn−1)(Q1,Q2) of the pair (Q1, Q2) of points in
PSL2(Cn−1) is given by

PSL2(Cn−1)(Q1,Q2) = σPSL2(Cn−1)(0,∞) σ
−1 =

{
σ

(
a 0
0 (a∗)−1

)
σ−1

∣∣∣∣∣ a ∈ Γn−1

}
/{±I}.

In particular, PSL2(Cn−1)(Q1,Q2) is isomorphic to Γn−1/{±1}.

Proof. Let γ ∈ σPSL2(Cn−1)(0,∞) σ
−1, i.e. γ = σδσ−1 for some δ ∈ PSL2(Cn−1)(0,∞). Then we

have γ ∈ PSL2(Cn−1) with

γQ1 = σδσ−1Q1 = σδ0 = σ0 = Q1 and γQ2 = σδσ−1Q2 = σδ∞ = σ∞ = Q2,

so that γ ∈ PSL2(Cn−1)(Q1,Q2).
Conversely, if γ ∈ PSL2(Cn−1)(Q1,Q2), then clearly σ−1γσ ∈ PSL2(Cn−1). Further, we have

σ−1γσ0 = σ−1γQ1 = σ−1Q1 = 0 and σ−1γσ∞ = σ−1γQ2 = σ−1Q2 =∞,

which implies σ−1γσ ∈ PSL2(Cn−1)(0,∞). This shows that γ ∈ σPSL2(Cn−1)(0,∞) σ
−1.

The conjugate subgroups PSL2(Cn−1)(Q1,Q2) and PSL2(Cn−1)(0,∞) are clearly isomorphic, and
the map

PSL2(Cn−1)(0,∞) → Γn−1/{±1},
(
a 0
0 (a∗)−1

)
· {±I} 7→ a · {±1},

is also a well-defined group isomorphism.

56



2.6. Fixed points and stabilizer subgroups

Definition 2.6.25. Let Q1, Q2 ∈ R̂n−1 with Q1 6= Q2 and σ ∈ PSL2(Cn−1) with σ0 = Q1 and

σ∞ = Q2. We define the hyperbolic stabilizer subgroup PSL2(Cn−1)
hyp
(Q1,Q2)

of the pair (Q1, Q2) of

points in PSL2(Cn−1) as

PSL2(Cn−1)
hyp
(Q1,Q2)

:= σPSL2(Cn−1)
hyp
(0,∞) σ

−1.

As the matrix σ is unique up to multiplication on the right by elements of PSL2(Cn−1)(0,∞), this
definition does not depend on the exact choice of σ. The next lemma shows that it indeed makes
sense to denote the introduced group as ”hyperbolic stabilizer subgroup” of (Q1, Q2).

Lemma 2.6.26. We have the identity

PSL2(Cn−1)
hyp
(Q1,Q2)

=
{
γ ∈ PSL2(Cn−1)(Q1,Q2)

∣∣ γ = I or γ is hyperbolic
}
.

Proof. Let γ ∈ PSL2(Cn−1)
hyp
(Q1,Q2)

, then we have γ = σδσ−1 for some δ ∈ PSL2(Cn−1)
hyp
(0,∞),

i.e. δ =

(
a 0
0 a−1

)
for some a ∈ R\{0}. In particular, γ ∈ σPSL2(Cn−1)(0,∞) σ

−1 = PSL2(Cn−1)(Q1,Q2)

holds true. If a = ±1, then clearly γ = ±I. And if a 6= ±1, then γ is hyperbolic as it is conjugate to

the matrix δ =

(
a 0
0 a−1

)
with a ∈ R \ {0,±1}. This proves that γ is contained in the right-hand

side.
Conversely, let γ be an element of the right-hand side. As in this case γ ∈ PSL2(Cn−1)(Q1,Q2) =

σPSL2(Cn−1)(0,∞) σ
−1, we know that σ−1γσ ∈ PSL2(Cn−1)(0,∞), i.e. we have σ

−1γσ =

(
a 0
0 (a∗)−1

)

for some a ∈ Γn−1. If γ = I, then σ−1γσ = I and a = 1. And if γ is hyperbolic, also σ−1γσ
must be hyperbolic, so that a ∈ R \ {0,±1}. In both cases a ∈ R \ {0} holds true, which implies

σ−1γσ ∈ PSL2(Cn−1)
hyp
(0,∞) and γ ∈ σPSL2(Cn−1)

hyp
(0,∞) σ

−1 = PSL2(Cn−1)
hyp
(Q1,Q2)

.

Lemma 2.6.27. Let Q1, Q2 ∈ R̂n−1 with Q1 6= Q2. Then the hyperbolic stabilizer subgroup
PSL2(Cn−1)

hyp
(Q1,Q2)

is isomorphic to R×/{±1}.

Proof. We directly see that the groups PSL2(Cn−1)
hyp
(Q1,Q2)

and PSL2(Cn−1)
hyp
(0,∞) are isomorphic,

since they are conjugate to each other. Moreover, the map

PSL2(Cn−1)
hyp
(0,∞) → R×/{±1},

(
a 0
0 a−1

)
· {±I} 7→ a · {±1},

is a well-defined isomorphism of groups.

Now let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup and (Q1, Q2) ∈ HΓ be a pair of

hyperbolic fixed points Q1, Q2 ∈ R̂n−1 of Γ.

Definition 2.6.28. An element σ(Q1,Q2) ∈ PSL2(Cn−1) with σ(Q1,Q2)0 = Q1 and σ(Q1,Q2)∞ = Q2

is called hyperbolic scaling matrix of the pair (Q1, Q2) of hyperbolic fixed points.

Definition 2.6.29. We define the hyperbolic stabilizer subgroup Γhyp
(Q1,Q2)

of (Q1, Q2) in Γ as

Γhyp
(Q1,Q2)

:= Γ ∩ PSL2(Cn−1)
hyp
(Q1,Q2)

.

From Lemma 2.6.26 we immediately derive

Γhyp
(Q1,Q2)

=
{
γ ∈ Γ ∩ PSL2(Cn−1)(Q1,Q2)

∣∣ γ = I or γ is hyperbolic
}

=
{
γ ∈ Γ(Q1,Q2)

∣∣ γ = I or γ is hyperbolic
}
.
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Remark 2.6.30. Both the stabilizer subgroup Γ(Q1,Q2) and the hyperbolic stabilizer subgroup

Γhyp
(Q1,Q2)

of a pair (Q1, Q2) ∈ HΓ of hyperbolic fixed points of Γ are non-trivial since there is a

hyperbolic element γ ∈ Γ with the fixed points Q1 and Q2.

We can now prove the following important result.

Proposition 2.6.31. The following assertions hold true.

(a) The stabilizer subgroup Γ(Q1,Q2) of the pair (Q1, Q2) ∈ HΓ in Γ is isomorphic to a non-trivial,
discrete subgroup of Γn−1/{±1}.

(b) The hyperbolic stabilizer subgroup Γhyp
(Q1,Q2)

of the pair (Q1, Q2) ∈ HΓ in Γ is isomorphic to

the additive group Z. If σ(Q1,Q2) ∈ PSL2(Cn−1) is a hyperbolic scaling matrix of (Q1, Q2),
then there exists µ ∈ R, µ > 1, such that

Γhyp
(Q1,Q2)

=

{
σ(Q1,Q2)

(
µm 0
0 µ−m

)
σ−1
(Q1,Q2)

∣∣∣∣∣ m ∈ Z

}
/{±I}.

Proof.

(a) We see that Γ(Q1,Q2) = Γ∩PSL2(Cn−1)(Q1,Q2) is a discrete subgroup of PSL2(Cn−1)(Q1,Q2),
and the latter is isomorphic to Γn−1/{±1} by Lemma 2.6.24. That Γ(Q1,Q2) is non-trivial
has already been noted in the previous remark.

(b) It is immediate that Γhyp
(Q1,Q2)

is a discrete subgroup of PSL2(Cn−1)
hyp
(Q1,Q2)

, with the latter

being isomorphic to R×/{±1} by Lemma 2.6.27. Since discrete subgroups of R×/{±1} are
cyclic, Γhyp

(Q1,Q2)
is a cyclic group. Moreover, by the previous remark the hyperbolic stabilizer

subgroup Γhyp
(Q1,Q2)

is non-trivial. As any a ∈ R with a 6= ±1 has infinite order in R×/{±1},
the group Γhyp

(Q1,Q2)
is infinite. Hence, it is isomorphic to the additive group Z.

Let σ(Q1,Q2) ∈ PSL2(Cn−1) be a hyperbolic scaling matrix of (Q1, Q2). Using

σ−1
(Q1,Q2)

Γhyp
(Q1,Q2)

σ(Q1,Q2) ⊆ σ−1
(Q1,Q2)

PSL2(Cn−1)
hyp
(Q1,Q2)

σ(Q1,Q2)

= PSL2(Cn−1)
hyp
(0,∞) =

{(
a 0
0 a−1

) ∣∣∣∣∣ a ∈ R \ {0}
}
/{±I},

we find that σ−1
(Q1,Q2)

Γhyp
(Q1,Q2)

σ(Q1,Q2) is generated by a matrix of the form

(
µ 0
0 µ−1

)
for

some µ ∈ R with µ > 0, i.e.

Γhyp
(Q1,Q2)

=

{
σ(Q1,Q2)

(
µm 0
0 µ−m

)
σ−1
(Q1,Q2)

∣∣∣∣∣ m ∈ Z

}
/{±I}.

Since m runs through all integers, it is no restriction to assume µ > 1.

Definition 2.6.32. Let (Q1, Q2) ∈ HΓ be a pair of hyperbolic fixed points of Γ. A matrix

γ(Q1,Q2) ∈ Γhyp
(Q1,Q2)

that generates the cyclic group Γhyp
(Q1,Q2)

is called primitive hyperbolic element.

Proposition 2.6.31 (b) yields that a primitive hyperbolic element is of the form

γ(Q1,Q2) = σ(Q1,Q2)

(
µ(Q1,Q2) 0

0 µ−1
(Q1,Q2)

)
σ−1
(Q1,Q2)

for some µ(Q1,Q2) ∈ R with µ(Q1,Q2) > 1, and a hyperbolic scaling matrix σ(Q1,Q2) ∈ PSL2(Cn−1)
of (Q1, Q2).
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Notation 2.6.33. Let (Q1, Q2) ∈ HΓ be a pair of hyperbolic fixed points of Γ. By L(Q1,Q2) we

denote the unique geodesic in Hn connecting Q1 ∈ R̂n−1 and Q2 ∈ R̂n−1.

Example 2.6.34. The unique geodesic L(0,∞) in Hn which connects the points 0 and ∞ is the
positive xn−1-axis, respectively in−1-axis, in Hn, i.e.

L(0,∞) = {(0, . . . , 0, xn−1) | xn−1 > 0} = {xn−1in−1 | xn−1 > 0}.

A hyperbolic scaling matrix σ(Q1,Q2) ∈ PSL2(Cn−1) of (Q1, Q2) satisfies σ(Q1,Q2)0 = Q1 and
σ(Q1,Q2)∞ = Q2, thus, it maps L(0,∞) to the geodesic L(Q1,Q2).

Remark 2.6.35. The elements of PSL2(Cn−1)(Q1,Q2) and PSL2(Cn−1)
hyp
(Q1,Q2)

leave the geodesic

L(Q1,Q2) fixed, but move points P ∈ L(Q1,Q2) along this geodesic.

Remark 2.6.36. Let (Q1, Q2) ∈ HΓ be a pair of hyperbolic fixed points with hyperbolic scaling
matrix σ(Q1,Q2) ∈ PSL2(Cn−1) and primitive hyperbolic element

γ(Q1,Q2) = σ(Q1,Q2)

(
µ(Q1,Q2) 0

0 µ−1
(Q1,Q2)

)
σ−1
(Q1,Q2)

∈ Γhyp
(Q1,Q2)

for some µ(Q1,Q2) ∈ R with µ(Q1,Q2) > 1. For a point P ∈ L(Q1,Q2) we have

l(Q1,Q2) : = dHn

(
P, γ(Q1,Q2)P

)
= dHn

(
σ−1
(Q1,Q2)

P, µ2
(Q1,Q2)

(
σ−1
(Q1,Q2)

P
))

= log
(
µ2
(Q1,Q2)

)
= 2 log

(
µ(Q1,Q2)

)
,

where we used that σ−1
(Q1,Q2)

P ∈ L(0,∞). Therefore, we can rewrite γ(Q1,Q2) as

γ(Q1,Q2) = σ(Q1,Q2)

(
exp

(
1
2 l(Q1,Q2)

)
0

0 exp
(
− 1

2 l(Q1,Q2)

)
)
σ−1
(Q1,Q2)

.

Since the geodesic L(Q1,Q2) is mapped to itself under the primitive hyperbolic element γ(Q1,Q2), the

points P ∈ L(Q1,Q2) and γ(Q1,Q2)P ∈ L(Q1,Q2) are identified in Γ\Hn and Γhyp
(Q1,Q2)

\Hn. This means

that the image πΓhyp
(Q1,Q2)

(L(Q1,Q2)) under the natural projection πΓhyp
(Q1,Q2)

: Hn → Γhyp
(Q1,Q2)

\Hn is

a closed geodesic in Γhyp
(Q1,Q2)

\Hn of hyperbolic length l(Q1,Q2).

Notation 2.6.37. We denote the closed geodesic πΓhyp
(Q1,Q2)

(L(Q1,Q2)) in Γhyp
(Q1,Q2)

\Hn by L(Q1,Q2).

Definition 2.6.38. The number l(Q1,Q2) is called the length of the pair (Q1, Q2) of hyperbolic
fixed points, of the geodesic L(Q1,Q2), or of the closed geodesic L(Q1,Q2), respectively.

Finally, we note an important fact that will be useful in the coming chapters to deduce results for
a discrete and cofinite subgroup with an arbitrary pair (Q1, Q2) of hyperbolic fixed points from
the special case Q1 = 0, Q2 =∞.

Remark 2.6.39. If Γ ⊆ PSL2(Cn−1) is a discrete and cofinite subgroup with the pair (Q1, Q2)
of hyperbolic fixed points and σ ∈ PSL2(Cn−1), then σ−1 Γσ ⊆ PSL2(Cn−1) is a discrete and
cofinite subgroup with the pair (σ−1Q1, σ

−1Q2) of hyperbolic fixed points, the stabilizer subgroup

(σ−1 Γσ)(σ−1Q1,σ−1Q2) = σ−1 Γ(Q1,Q2) σ

and the hyperbolic stabilizer subgroup

(σ−1 Γσ)hyp(σ−1Q1,σ−1Q2)
= σ−1 Γhyp

(Q1,Q2)
σ.
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In particular, if σ(Q1,Q2) is a hyperbolic scaling matrix of (Q1, Q2), then σ−1
(Q1,Q2)

Γσ(Q1,Q2) has

the pair (0,∞) of hyperbolic fixed points, the stabilizer subgroup
(
σ−1
(Q1,Q2)

Γσ(Q1,Q2)

)
(0,∞)

= σ−1
(Q1,Q2)

Γ(Q1,Q2) σ(Q1,Q2)

and the hyperbolic stabilizer subgroup

(
σ−1
(Q1,Q2)

Γσ(Q1,Q2)

)hyp
(0,∞)

= σ−1
(Q1,Q2)

Γhyp
(Q1,Q2)

σ(Q1,Q2).

2.6.3. The elliptic case

We now turn to determine the stabilizer subgroup of a point Q ∈ Hn in PSL2(Cn−1) and Γ. Since
we will define elliptic Eisenstein series associated to arbitrary points in Hn in section 4.2, we do
not restrict to Q being an elliptic fixed point of Γ. We start with the special case Q = in−1 ∈ Hn.
The assertion of the following lemma was also noted in [Wat93], p. 97.

Lemma 2.6.40. The stabilizer subgroup PSL2(Cn−1)in−1
of the point in−1 ∈ Hn in PSL2(Cn−1)

is given by
PSL2(Cn−1)in−1

= PSU2(Cn−1) := SU2(Cn−1)/{±I},
where

SU2(Cn−1) :=

{(
a b
−b′ a′

) ∣∣∣∣∣ a, b ∈ Γn−1 ∪ {0}, ab∗ ∈ Vn−1, |a|2 + |b|2 = 1

}
.

Proof. First we recall from Theorem 2.3.11 that the action of γ =

(
a b
c d

)
∈ PSL2(Cn−1) on a

point P = x0 + x1i1 + · · ·+ xn−1in−1 = P0 + xn−1in−1 ∈ Hn is given by

P 7→ γP = y0 + y1i1 + · · ·+ yn−1in−1 = Q0 + yn−1in−1,

where

Q0 =
(aP0 + b) (cP0 + d) + acx2n−1

|cP0 + d|2 + |c|2x2n−1

, yn−1 =
xn−1

|cP0 + d|2 + |c|2x2n−1

.

If γ =

(
a b
−b′ a′

)
∈ PSU2(Cn−1), then −b′(a′)∗ = −(ba∗)′ = −((ab∗)∗)′ = −(ab∗)′ ∈ Vn−1 and

pdet(γ) = aa + bb = |a|2 + |b|2 = 1, so that γ ∈ PSL2(Cn−1). We have γin−1 = Q0 + yn−1in−1

with

Q0 =
ba′ − ab′

|a′|2 + | − b′|2 =
ba∗ − ab∗
|a|2 + |b|2 = ba∗ − ab∗ = (ab∗)∗ − ab∗ = 0,

yn−1 =
1

|a′|2 + | − b′|2 =
1

|a|2 + |b|2 = 1,

i.e. γin−1 = in−1. This proves that γ ∈ PSL2(Cn−1)in−1 .

Conversely, let γ =

(
a b
c d

)
∈ PSL2(Cn−1) with γin−1 = Q0 + yn−1in−1 = in−1. By the formulas

0 = Q0 =
bd+ ac

|d|2 + |c|2 and 1 = yn−1 =
1

|d|2 + |c|2 ,

this implies ac+ bd = 0 and |c|2 + |d|2 = 1. Using these conditions and ad∗− bc∗ = 1, we compute

0 = (ac+ bd) cd∗ = accd∗ + bdcd∗ = accd∗ + bd(cd∗)∗ = accd∗ + bddc∗

= a|c|2d∗ + b|d|2c∗ = ad∗|c|2 + bc∗|d|2 = ad∗
(
1− |d|2

)
+ bc∗|d|2

= ad∗ − (ad∗ − bc∗) |d|2 = ad∗ − |d|2 = (a− d′) d∗.
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Hence, we have a − d′ = 0 or d = 0. The first case means d = a′. In the latter case c 6= 0 must
hold, so 0 = ac + bd = ac gives us a = 0 and again d = a′ is satisfied. Now we employ this to
obtain

0 = 1− ad∗ + bc∗ = 1− d′d∗ + bc∗ = 1− |d|2 + bc∗ = |c|2 + bc∗ = (c′ + b) c∗,

i.e. c′ + b = 0 or c = 0. In the first case we have c = −b′. In the latter case d 6= 0 must hold, and
from 0 = ac+ bd = bd we obtain b = 0, which shows that again c = −b′.
Moreover, we have

1 = |c|2 + |d|2 = |−b′|2 + |a′|2 = |a|2 + |b|2.
The conditions a, b ∈ Γn−1 ∪ {0} and ab∗ ∈ Vn−1 follow immediately from the definition of
PSL2(Cn−1). Overall, this yields γ ∈ PSU2(Cn−1).

Definition 2.6.41. We call SU2(Cn−1) the special unitary group over the Clifford numbers Cn−1.

Now let Q ∈ Hn be an arbitrary point. Since PSL2(Cn−1) acts transitively on Hn by Proposition
2.3.14 (a), there exists σ ∈ PSL2(Cn−1) with σin−1 = Q. This matrix is unique up to multiplication
on the right by elements of PSU2(Cn−1), as for σ1, σ2 ∈ PSL2(Cn−1) with σ1in−1 = σ2in−1 = Q
we get σ−1

2 σ1in−1 = in−1 and so σ−1
2 σ1 ∈ PSL2(Cn−1)in−1 = PSU2(Cn−1).

The next lemma shows that the stabilizer subgroup PSL2(Cn−1)Q of Q is simply obtained by
conjugating PSU2(Cn−1) by such an element σ.

Lemma 2.6.42. Let Q ∈ Hn and σ ∈ PSL2(Cn−1) with σin−1 = Q. Then the stabilizer subgroup
PSL2(Cn−1)Q of the point Q in PSL2(Cn−1) is given by

PSL2(Cn−1)Q = σPSU2(Cn−1)σ
−1.

In particular, PSL2(Cn−1)Q is isomorphic to PSU2(Cn−1).

Proof. If γ ∈ σPSU2(Cn−1)σ
−1, then γ = σδσ−1 for some δ ∈ PSU2(Cn−1) = PSL2(Cn−1)in−1

.
This implies that γ ∈ PSL2(Cn−1) with

γQ = σδσ−1Q = σδin−1 = σin−1 = Q,

which shows that γ ∈ PSL2(Cn−1)Q.
Conversely, let γ ∈ PSL2(Cn−1)Q. Then we have σ−1γσ ∈ PSL2(Cn−1) with

σ−1γσin−1 = σ−1γQ = σ−1Q = in−1.

This means σ−1γσ ∈ PSL2(Cn−1)in−1
= PSU2(Cn−1), so that γ ∈ σPSU2(Cn−1)σ

−1.
The isomorphy of PSL2(Cn−1)Q and PSU2(Cn−1) is immediate.

Remark 2.6.43. For Q ∈ Hn the elements of the stabilizer subgroup PSL2(Cn−1)Q act on Hn as
hyperbolic rotations around Q, since for P ∈ Hn and γ ∈ PSL2(Cn−1)Q we have

dHn(γP,Q) = dHn(P, γ−1Q) = dHn(P,Q).

Now let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup and Q ∈ Hn be a point which is not
necessarily an elliptic fixed point of Γ.

Definition 2.6.44. An element σQ ∈ PSL2(Cn−1) with σQin−1 = Q is called elliptic scaling
matrix of the point Q .

Considering the stabilizer subgroup of Q in Γ, we can now derive the following result.
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2. Groups acting on hyperbolic n-space

Proposition 2.6.45. The stabilizer subgroup ΓQ of the point Q ∈ Hn in Γ is isomorphic to a
finite subgroup of PSU2(Cn−1). Moreover, any non-trivial element of ΓQ is elliptic.

Proof. First we note that ΓQ = Γ ∩ PSL2(Cn−1)Q is a discrete subgroup of PSL2(Cn−1)Q. Thus,
ΓQ is isomorphic to a discrete subgroup of PSU2(Cn−1) by Lemma 2.6.42. From Corollary 2.4.5
we conclude that ΓQ is even a finite group.
If γ ∈ ΓQ, γ 6= I, is a non-trivial matrix which has the fixed point Q ∈ Hn, then γ is elliptic by
Definition 2.5.2 (c).

Remark 2.6.46. The stabilizer subgroup ΓQ is non-trivial if and only if there exists an element
γ ∈ Γ, γ 6= I, with γQ = Q, i.e. if and only if Q is an elliptic fixed point of Γ.

Example 2.6.47. Let n = 2 and Γ ⊆ PSL2(R) be a Fuchsian subgroup of the first kind. The
stabilizer subgroup Γw of an elliptic fixed point w ∈ EΓ is a finite cyclic group which is generated by
some elliptic element γw ∈ Γ. The matrix γw is called primitive elliptic element. If σw ∈ PSL2(R)
is an elliptic scaling matrix, i.e. σwi = w, then γw is of the form

γw = σw

(
cos
(

π
nw

)
sin
(

π
nw

)

− sin
(

π
nw

)
cos
(

π
nw

)
)
σ−1
w ,

where the number nw = |Γw| ∈ N denotes the order of the elliptic fixed point w in Γ.
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3. Linear operators and automorphic

functions

This chapter acts as a collection of several topics and results that we will need in the further
course of this thesis. We begin by determining the radial eigenfunctions of the hyperbolic Laplace
operator ∆Hn in elliptic coordinates in the first section. After that, we consider PSL2(Cn−1)-
invariant integral operators in the second section, and derive a result about eigenfunctions of these
operators. In the chapter’s third section we introduce automorphic functions in the upper half-
space Hn. Important examples for these functions are parabolic Eisenstein series whose definition
and basic properties we give in the fourth section. In the fifth and final section we deal with the
spectral expansion of a square-integrable automorphic function on Γ\Hn and give some conditions
for its convergence.

3.1. Radial eigenfunctions of the hyperbolic Laplace operator

At several points in this thesis we will need the radial eigenfunctions of the hyperbolic Laplace
operator ∆Hn in elliptic coordinates, so we determine them in this section. This was done before,
e.g. by Awonusika in section 4.1 of his PhD thesis [Awo16].

Definition 3.1.1.

(a) A function f : Hn → C, P 7→ f(P ), is called radial at Q ∈ Hn if it only depends on the
hyperbolic distance dHn(P,Q), i.e. if it can be written as f(dHn(P,Q)).

(b) A function f : Hn ×Hn → C, (P,Q) 7→ f(P,Q), is called radial at Q ∈ Hn if, as a function
of P , it only depends on the hyperbolic distance dHn(P,Q), i.e. if it can be written as
f(dHn(P,Q), Q).

The eigenvalue problem in Hn is the equation

∆HnG = λG, (3.1)

where G(P ) is an eigenfunction of the hyperbolic Laplace operator ∆Hn with eigenvalue λ ∈ C.
From Lemma 1.2.8 (c) we know that in elliptic coordinates % := %Q(P ), ζ := ζQ(P ) centered at
some point Q ∈ Hn the hyperbolic Laplace operator takes the form

∆Hn = − ∂2

∂%2
− (n− 1)

1

tanh(%)

∂

∂%
− 1

sinh(%)2
∆Sn−1 ,

with its radial part ∆Hn,rad given by

∆Hn,rad = − ∂2

∂%2
− (n− 1)

1

tanh(%)

∂

∂%
.

If we assume a product solution of (3.1) of the form G(%, ζ) = Θ(%)Ψ(ζ), we obtain

Ψ
∂2Θ

∂%2
+ (n− 1)Ψ

1

tanh(%)

∂Θ

∂%
+

Θ

sinh(%)2
∆Sn−1Ψ = −λΘΨ.

By multiplication with sinh(%)2/(ΘΨ) on both sides, this can be rewritten as

sinh(%)2

Θ

∂2Θ

∂%2
+
n− 1

Θ
cosh(%) sinh(%)

∂Θ

∂%
+ λ sinh(%)2 = − 1

Ψ
∆Sn−1Ψ.
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3. Linear operators and automorphic functions

Now the left-hand side depends only on %, while the right-hand side depends only on ζ. Thus,
both sides must be equal to some constant σ2, resulting in the two separate equations

sinh(%)2

Θ

d2Θ

d%2
+
n− 1

Θ
cosh(%) sinh(%)

dΘ

d%
+ λ sinh(%)2 = σ2 (3.2)

and

∆Sn−1Ψ = −σ2 Ψ, (3.3)

where

σ2 = m(m+ n− 2) (m ∈ N0)

are the eigenvalues of ∆Sn−1 corresponding to the eigenfunctions Ψ. The equation (3.2) is an
ordinary differential equation.

Remark 3.1.2. In the special case that G is radial at Q, i.e. that G(P ) = G(%) only depends
on % = dHn(P,Q), we have Ψ ≡ 1 and σ2 = 0. Hence, equation (3.3) becomes redundant and the
eigenvalue problem (3.1) reduces to the ordinary differential equation (3.2) with right-hand side
equal to zero.

If we multiply equation (3.2) by Θ sinh(%)−2, we get

d2Θ

d%2
+ (n− 1)

1

tanh(%)

dΘ

d%
+

(
λ− σ2

sinh(%)2

)
Θ = 0.

This homogeneous second-order linear differential equation is solved in the following lemma.

Lemma 3.1.3. Let Pµ
ν (z) denote the associated Legendre function of the first kind of degree ν and

order µ (see (A.24)), and let Qµ
ν (z) denote the associated Legendre function of the second kind of

degree ν and order µ (see (A.25)). Then for r :=

√
s(n− 1− s)−

(
n−1
2

)2
the functions

Θ(1)
n,s,m(%) := sinh(%)1−

n
2 P

1−n
2 −m

− 1
2+ir

(cosh(%)), Θ(2)
n,s,m(%) := sinh(%)1−

n
2 Q

1−n
2 −m

− 1
2+ir

(cosh(%))

form a fundamental system of solutions of the differential equation

d2Θ

d%2
+ (n− 1)

1

tanh(%)

dΘ

d%
+

(
s(n− 1− s)− m(m+ n− 2)

sinh(%)2

)
Θ = 0. (3.4)

In particular, the functions

Θ
(1)
n,s,0(%) = sinh(%)1−

n
2 P

1−n
2

− 1
2+ir

(cosh(%)), Θ
(2)
n,s,0(%) = sinh(%)1−

n
2 Q

1−n
2

− 1
2+ir

(cosh(%))

form a fundamental system of solutions of the differential equation

d2Θ

d%2
+ (n− 1)

1

tanh(%)

dΘ

d%
+ s(n− 1− s)Θ = 0, (3.5)

and the functions

Θ
(1)
n,0,m(%) = sinh(%)1−

n
2 P

1−n
2 −m

−n
2

(cosh(%)), Θ
(2)
n,0,m(%) = sinh(%)1−

n
2 Q

1−n
2 −m

−n
2

(cosh(%))

form a fundamental system of solutions of the differential equation

d2Θ

d%2
+ (n− 1)

1

tanh(%)

dΘ

d%
− m(m+ n− 2)

sinh(%)2
Θ = 0. (3.6)

64



3.1. Radial eigenfunctions of the hyperbolic Laplace operator

Proof. Let λ := s(n− 1− s) and σ2 := m(m+ n− 2). We make the substitution

Θ(%) = sinh(%)1−
n
2 f(%)

with
dΘ

d%
= sinh(%)1−

n
2
df

d%
+
(
1− n

2

)
cosh(%) sinh(%)−

n
2 f

and

d2Θ

d%2
= sinh(%)1−

n
2
d2f

d%2
+
(
1− n

2

)
cosh(%) sinh(%)−

n
2
df

d%

+
(
1− n

2

)(
cosh(%) sinh(%)−

n
2
df

d%
+ sinh(%)1−

n
2 f − n

2
cosh(%)2 sinh(%)−

n
2 −1 f

)

= sinh(%)1−
n
2
d2f

d%2
+ (2− n) cosh(%) sinh(%)−n

2
df

d%

+

((
1− n

2

)
sinh(%)1−

n
2 +

(
n2

4
− n

2

)
cosh(%)2 sinh(%)−

n
2 −1

)
f.

Inserting these identities into (3.4), we obtain

0 = sinh(%)1−
n
2
d2f

d%2
+ (2− n) cosh(%) sinh(%)−n

2
df

d%

+

((
1− n

2

)
sinh(%)1−

n
2 +

(
n2

4
− n

2

)
cosh(%)2 sinh(%)−

n
2 −1

)
f

+ (n− 1)
1

tanh(%)

(
sinh(%)1−

n
2
df

d%
+
(
1− n

2

)
cosh(%) sinh(%)−

n
2 f

)

+

(
λ− σ2

sinh(%)2

)
sinh(%)1−

n
2 f

= sinh(%)1−
n
2
d2f

d%2
+ cosh(%) sinh(%)−

n
2
df

d%

+

((
1− n

2

)
sinh(%)1−

n
2 +

(
n2

4
− n

2

)
cosh(%)2 sinh(%)−

n
2 −1

)
f

+

((
−n

2

2
+

3n

2
− 1

)
cosh(%)2 sinh(%)−

n
2 −1 + λ sinh(%)1−

n
2 − σ2 sinh(%)−

n
2 −1

)
f.

Multiplying this equation with sinh(%)
n
2 −1 yields

0 =
d2f

d%2
+

1

tanh(%)

df

d%

+

(
1− n

2
+

(
n2

4
− n

2

)
1

tanh(%)2
+

(
−n

2

2
+

3n

2
− 1

)
1

tanh(%)2
+ λ− σ2

sinh(%)2

)
f

=
d2f

d%2
+

1

tanh(%)

df

d%
+

(
1− n

2
+ λ+

(
−n

2

4
+ n− 1

)
1

tanh(%)2
− σ2

sinh(%)2

)
f.

If we now set x := cosh(%) and y(x) := f(%), we have x2 − 1 = sinh(%)2,

df

d%
=
dy

d%
=
dy

dx

dx

d%
= sinh(%)

dy

dx

and

d2f

d%2
= sinh(%)

d2y

dx2
dx

d%
+ cosh(%)

dy

dx
= sinh(%)2

d2y

dx2
+ cosh(%)

dy

dx

= (x2 − 1)
d2y

dx2
+ x

dy

dx
.
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3. Linear operators and automorphic functions

Plugging in these identities and multiplying by −1, the equation further simplifies to

0 = (1− x2) d
2y

dx2
− 2x

dy

dx
−
(
1− n

2
+ λ+

(
−n

2

4
+ n− 1

)
x2

x2 − 1
− σ2

x2 − 1

)
y

= (1− x2) d
2y

dx2
− 2x

dy

dx
+


−λ+

n

2
− 1−

(
n2

4 − n+ 1
)
x2 + σ2

1− x2


 y. (3.7)

In the next step we want to determine ν, µ ∈ C such that this becomes the associated Legendre
equation

(1− x2) d
2y

dx2
− 2x

dy

dx
+

(
ν(ν + 1)− µ2

1− x2
)
y = 0

of degree ν and order µ (see (A.23)). To do this, we first rewrite the bracket above as

−λ+
n

2
− 1−

(
n2

4 − n+ 1
)
x2 + σ2

1− x2 =
−λ+ n

2 − 1 + λx2 − nx2

2 + x2 − n2x2

4 + nx2 − x2 − σ2

1− x2

=
−λ+ n

2 − 1 + λx2 + nx2

2 − n2x2

4 − σ2

1− x2 =
(n

2

4 − n
2 − λ) (1− x2)− n2

4 + n− 1− σ2

1− x2

=
n2

4
− n

2
− λ−

n2

4 − n+ 1 + σ2

1− x2 .

Thus, the degree ν must satisfy

ν(ν + 1) =
n2

4
− n

2
− λ,

from which we derive the quadratic equation

ν2 + ν − n2

4
+
n

2
+ λ = 0

with solutions

ν = −1

2
±
√

1

4
+
n2

4
− n

2
− λ = −1

2
±
√(

n− 1

2

)2

− λ = −1

2
± ir,

where we have set r :=

√
λ−

(
n−1
2

)2
=

√
s(n− 1− s)−

(
n−1
2

)2
. Further, the order µ is given by

µ = ±
√
n2

4
− n+ 1 + σ2 = ±

√
(n− 2)2 + 4σ2

4
= ±

√
(n− 2)2 + 4m2 + 4m(n− 2)

4

= ±
√

(n− 2 + 2m)2

4
= ±n− 2 + 2m

2
= ±

(n
2
− 1 +m

)
.

This shows that (3.7) is indeed the associated Legendre equation of degree ν = − 1
2 + ir and order

µ = 1− n
2 −m, which has the fundamental system P

1−n
2 −m

− 1
2+ir

(x), Q
1−n

2 −m

− 1
2+ir

(x) of solutions. Recalling

that we have made the substitutions x = cosh(%), y(x) = f(%) and Θ(%) = sinh(%)1−
n
2 f(%), we

end up with the fundamental system

Θ(1)
n,s,m(%) = sinh(%)1−

n
2 P

1−n
2 −m

− 1
2+ir

(cosh(%)), Θ(2)
n,s,m(%) = sinh(%)1−

n
2 Q

1−n
2 −m

− 1
2+ir

(cosh(%))

of solutions of the eigenvalue problem (3.4).
If we have m = 0, we obtain the claimed fundamental system of solutions of (3.5), while for s = 0
(which implies ir = −n−1

2 ) we get the asserted fundamental system of solutions of (3.6).
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Remark 3.1.4. In case that we are interested in the eigenfunctions G(P ) = G(%) of ∆Hn that
are radial at Q ∈ Hn, we just have to solve equation (3.2) with the right-hand side zero which
becomes equation (3.5) through multiplication by Θ sinh(%)−2. Hence, the eigenfunctions which
are radial at Q are exactly given by the solutions of (3.5).

The first of the two linearly independent solutions of (3.5), namely the function Θ
(1)
n,s,0(%), is

bounded at % = 0 and we can determine its value at this point.

Lemma 3.1.5. The function Θ
(1)
n,s,0(%) from Lemma 3.1.3 has the special value

Θ
(1)
n,s,0(0) =

21−
n
2

Γ
(
n
2

) .

Proof. We make use of formula (A.26), i.e. of the integral representation

P−µ
ν (z) =

(z2 − 1)µ/2

2µ
√
π Γ
(
µ+ 1

2

)
∫ 1

−1

(1− t2)µ−1/2

(
z + t

√
z2 − 1

)µ−ν dt,

which is valid for Re(µ) > − 1
2 and |arg(z ± 1)| < π. Inserting µ = n

2 − 1, ν = − 1
2 + ir and

z = cosh(%) into this identity, we obtain

Θ
(1)
n,s,0(%) = sinh(%)1−

n
2 P

1−n
2

− 1
2+ir

(cosh(%))

= sinh(%)1−
n
2
(cosh(%)2 − 1)

n
4 − 1

2

2
n
2 −1
√
π Γ
(
n−1
2

)
∫ 1

−1

(1− t2)n−3
2

(
cosh(%) + t

√
cosh(%)2 − 1

)n−1
2 −ir

dt

= sinh(%)1−
n
2

sinh(%)
n
2 −1

2
n
2 −1
√
π Γ
(
n−1
2

)
∫ 1

−1

(1− t2)n−3
2

(cosh(%) + t sinh(%))
n−1
2 −ir

dt

=
21−

n
2

√
π Γ
(
n−1
2

)
∫ 1

−1

(1− t2)n−3
2

(cosh(%) + t sinh(%))
n−1
2 −ir

dt.

For % = 0 we have

(cosh(%) + t sinh(%))
n−1
2 −ir = 1

n−1
2 −ir = e(

n−1
2 −ir) log(1) = e0 = 1,

so the function Θ
(1)
n,s,0(%) simplifies to

Θ
(1)
n,s,0(0) =

21−
n
2

√
π Γ
(
n−1
2

)
∫ 1

−1

(1− t2)n−3
2 dt.

Moreover, by formula (A.17), for Re(α) > 0 we have

∫ 1

−1

(1− t2)α−1 dt = 2

∫ 1

0

(1− t2)α−1 dt = B

(
1

2
, α

)
=

√
π Γ(α)

Γ
(
α+ 1

2

) ,

where B(a, b) is the beta function (see (A.16)). Choosing α = n−1
2 , this now gives us the asserted

equality

Θ
(1)
n,s,0(0) =

21−
n
2

√
π Γ
(
n−1
2

)
√
π Γ
(
n−1
2

)

Γ
(
n
2

) =
21−

n
2

Γ
(
n
2

) .
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3.2. The PSL2(Cn−1)-invariant integral operators

In this section we introduce PSL2(Cn−1)-invariant integral operators and the notion of a point-pair
invariant function. We proceed essentially as in section 1.8. in [Iwa02], where PSL2(R)-invariant
integral operators are treated. Our main result on eigenfunctions of PSL2(Cn−1)-invariant integral
operators will be employed to use in proving the absolute and locally uniform convergence of
hyperbolic Eisenstein series in section 4.1.

Definition 3.2.1.

(a) A linear operator L is an endomorphism of the space {f : Hn → C} of complex-valued
functions on Hn.

(b) A linear operator L is called PSL2(Cn−1)-invariant if

L(f(γP )) = (Lf)(γP )

for any γ ∈ PSL2(Cn−1) and P ∈ Hn.

Example 3.2.2. By Proposition 2.3.15 (c), the hyperbolic Laplace operator ∆Hn is a PSL2(Cn−1)-
invariant linear operator.

Definition 3.2.3. An integral operator L is given by

(Lf)(P ) =

∫

Hn

K(P,Q) f(Q) µHn(Q), (3.8)

where f : Hn → C and where K : Hn ×Hn → C is a given function called the kernel of L.

In the following we always assume that the kernel K(P,Q) and the function f(Q) are such that
the integral in (3.8) converges absolutely.

An integral operator L with kernel K defines a linear operator, and it is PSL2(Cn−1)-invariant if
and only if ∫

Hn

K(P,Q) f(γQ) µHn(Q) =

∫

Hn

K(γP,Q) f(Q) µHn(Q)

for any γ ∈ PSL2(Cn−1) and P ∈ Hn. For that it is necessary and sufficient that

K(γP, γQ) = K(P,Q) (3.9)

for any γ ∈ PSL2(Cn−1) and P,Q ∈ Hn.

Definition 3.2.4. A function K : Hn × Hn → C which satisfies (3.9) for any γ ∈ PSL2(Cn−1)
and P,Q ∈ Hn is called point-pair invariant.

Lemma 3.2.5. A point-pair invariant function K : Hn × Hn → C, (P,Q) 7→ K(P,Q), depends
only on the hyperbolic distance dHn(P,Q), i.e. it can be written as K(dHn(P,Q)).

Proof. Let P1, P2, Q1, Q2 ∈ Hn with dHn(P1, Q1) = dHn(P2, Q2). We prove that there is a matrix
γ ∈ PSL2(Cn−1) such that γP1 = P2 and γQ1 = Q2:
We let σP1 ∈ PSL2(Cn−1) be an elliptic scaling matrix of P1, i.e. σ

−1
P1
P1 = in−1. Furthermore,

there exists a hyperbolic rotation around in−1 ∈ Hn which maps σ−1
P1
Q1 onto the xn−1-axis, i.e. we

can choose δ ∈ PSL2(Cn−1)in−1
= PSU2(Cn−1) such that δ(σ−1

P1
Q1) = tin−1 for some t ∈ R, t > 0.

After a possible application of the inversion

(
0 1
−1 0

)
∈ PSU2(Cn−1) we can assume t ≥ 1. Now

the matrix γ1 := δσ−1
P1
∈ PSL2(Cn−1) satisfies γ1P1 = in−1 and γ1Q1 = tin−1. Moreover, we have

cosh(dHn(P1, Q1)) = cosh(dHn(γ1P1, γ1Q1)) = cosh(dHn(in−1, tin−1)) =
1

2

(
t+

1

t

)
,

68



3.2. The PSL2(Cn−1)-invariant integral operators

which yields dHn(P1, Q1) = log(t) and t = exp(dHn(P1, Q1)).
Analogously, there exists an element γ2 ∈ PSL2(Cn−1) with γ2P2 = in−1 and γ2Q2 = t′in−1 for
some t′ ∈ R, t′ ≥ 1, and from dHn(P2, Q2) = dHn(P1, Q1) we can deduce t′ = exp(dHn(P2, Q2)) = t.
Thus, the matrix γ := γ−1

2 γ1 ∈ PSL2(Cn−1) has the required properties γP1 = P2 and γQ1 = Q2.
Since the function K is point-pair invariant, we finally get

K(P2, Q2) = K(γP1, γQ1) = K(P1, Q1),

proving that K(P,Q) only depends on dHn(P,Q).

Remark 3.2.6. For P,Q ∈ Hn we have dHn(P,Q) = %Q(P ) =: %(P,Q), where %Q(P ) is the first
component of the elliptic coordinates of P centered at Q (see Definition 1.2.5). Thus, a point-pair
invariant function K(P,Q) can always be viewed as a function

K(P,Q) = K(%(P,Q)) = K(%)

in a single variable % ∈ [0,∞).

We recall from Definition 3.1.1 (b) that a function f : Hn ×Hn → C, (P,Q) 7→ f(P,Q), is radial
at Q ∈ Hn if, as a function of P , it only depends on the hyperbolic distance dHn(P,Q). A function
f : Hn×Hn → C which is radial at some point Q ∈ Hn is in general not necessarily radial at other
points. Though, if f is point-pair invariant, then it is always radial at any Q ∈ Hn.

To a given function f : Hn → C we can associate a function fQ : Hn → C which is radial at
some point Q ∈ Hn. This radial function can be obtained by averaging f(P ) over the stabilizer
subgroup PSL2(Cn−1)Q. We formalize this in the following definition of the mean-value operator.

Definition 3.2.7. Let f : Hn → C and Q ∈ Hn. We define the mean-value operator MQ as the
mapping f 7→ fQ with

fQ(P ) :=

∫

PSL2(Cn−1)Q

f(γP ) dγ. (3.10)

We prove now that this indeed yields a function which is radial at Q.

Lemma 3.2.8. The function fQ(P ) from Definition 3.2.7 is radial at Q. Moreover, it satisfies
fQ(Q) = f(Q).

Proof. Let P1, P2 ∈ Hn with dHn(P1, Q) = dHn(P2, Q). Then P1 and P2 both lie on the hyperbolic
sphere with center Q and radius dHn(P1, Q) = dHn(P2, Q), so there is a hyperbolic rotation around
Q which maps P1 to P2, i.e. a matrix σ ∈ PSL2(Cn−1)Q with σP1 = P2. This implies

fQ(P2) =

∫

PSL2(Cn−1)Q

f(γP2) dγ =

∫

PSL2(Cn−1)Q

f(γσP1) dγ

=

∫

PSL2(Cn−1)Q

f(γP1) dγ = fQ(P1),

so fQ(P ) depends only on the hyperbolic distance dHn(P,Q).
For the second assertion we use γQ = Q for any γ ∈ PSL2(Cn−1)Q to obtain

fQ(Q) =

∫

PSL2(Cn−1)Q

f(γQ) dγ =

∫

PSL2(Cn−1)Q

f(Q) dγ = f(Q).

Remark 3.2.9. The mean-value operatorMQ can also be applied to a linear operator L by setting

(MQL)(f) := LfQ

for a function f : Hn → C.
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Lemma 3.2.10. A PSL2(Cn−1)-invariant integral operator L is not altered by the mean-value
operator, i.e. we have

((MPL)f)(P ) = (Lf)(P )

for any P ∈ Hn and f : Hn → C.

Proof. Let K : Hn ×Hn → C be a kernel of L. For f : Hn → C and P ∈ Hn we compute

((MPL)f)(P ) = (LfP )(P ) =

∫

Hn

K(P,Q) fP (Q) µHn(Q)

=

∫

Hn

K(P,Q)

(∫

PSL2(Cn−1)P

f(γQ) dγ

)
µHn(Q)

=

∫

PSL2(Cn−1)P

(∫

Hn

K(P,Q) f(γQ) µHn(Q)

)
dγ.

Since L is a PSL2(Cn−1)-invariant integral operator, we have

∫

Hn

K(P,Q) f(γQ) µHn(Q) =

∫

Hn

K(γP,Q) f(Q) µHn(Q),

from which we obtain

((MPL)f)(P ) =

∫

PSL2(Cn−1)P

(∫

Hn

K(γP,Q) f(Q) µHn(Q)

)
dγ

=

(∫

Hn

K(P,Q) f(Q) µHn(Q)

)(∫

PSL2(Cn−1)P

dγ

)

=

∫

Hn

K(P,Q) f(Q) µHn(Q) = (Lf)(P ).

In order to state our main result on PSL2(Cn−1)-invariant integral operators, we need two more
lemmas.

Lemma 3.2.11. Let Q0 ∈ Hn and λ = s(n − 1 − s) ∈ C be fixed. Then there exists a unique
function ω : Hn → C, P 7→ ω(P,Q0), which satisfies the following properties:

(i) ω(P,Q0) is radial at Q0,

(ii) ∆Hnω(P,Q0) = λω(P,Q0),

(iii) ω(Q0, Q0) = 1.

Proof. Let ω : Hn → C be a function which satisfies the properties (i) and (ii). Using elliptic
coordinates centered at Q0, by (i) we can write ω(P,Q0) = ω(%), where

% = %(P,Q0) = %Q0
(P ) = dHn(P,Q0).

On the other hand, we have seen in Lemma 3.1.3 and Remark 3.1.4 that the eigenfunctions of ∆Hn

in elliptic coordinates which are radial at Q0 are the solutions of the differential equation

d2Θ

d%2
+ (n− 1)

1

tanh(%)

dΘ

d%
+ s(n− 1− s)Θ = 0,

which has the fundamental system

Θ
(1)
n,s,0(%) = sinh(%)1−

n
2 P

1−n
2

− 1
2+ir

(cosh(%)), Θ
(2)
n,s,0(%) = sinh(%)1−

n
2 Q

1−n
2

− 1
2+ir

(cosh(%))
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of solutions, where r =

√
s(n− 1− s)−

(
n−1
2

)2
. Hence, ω(%) is a linear combination of Θ

(1)
n,s,0(%)

and Θ
(2)
n,s,0(%). The function Θ

(1)
n,s,0(%) is bounded at % = 0 by Lemma 3.1.5, while the function

Θ
(2)
n,s,0(%) = sinh(%)1−

n
2 Q

1−n
2

− 1
2+ir

(cosh(%))

is unbounded at % = 0. Thus, if the function ω(P,Q0) should additionally satisfy property (iii),
i.e.

ω(0) = ω(Q0, Q0) = 1,

using Lemma 3.1.5, we find

ω(P,Q0) = ω(%(P,Q0)) =
Θ

(1)
n,s,0(%(P,Q0))

Θ
(1)
n,s,0(0)

= 2
n
2 −1 Γ

(n
2

)
Θ

(1)
n,s,0(%(P,Q0)).

This proves that the function ω(P,Q0) exists and is uniquely determined by (i), (ii) and (iii).

Lemma 3.2.12. Let f : Hn → C be an eigenfunction of ∆Hn with eigenvalue λ = s(n−1−s) ∈ C,
and let fQ : Hn → C be the function which is associated to f via (3.10) and radial at Q ∈ Hn.
Then we have

fQ(P ) = ω(P,Q) f(Q)

for any P ∈ Hn with ω(P,Q) as in Lemma 3.2.11.

Proof. The function fQ(P ) is radial at Q ∈ Hn by construction, so it satisfies property (i) in
Lemma 3.2.11. Using the PSL2(Cn−1)-invariance of the hyperbolic Laplace operator, we further
have

∆HnfQ(P ) = ∆Hn

(∫

PSL2(Cn−1)Q

f(γP ) dγ

)
=

∫

PSL2(Cn−1)Q

∆Hn(f(γP )) dγ

=

∫

PSL2(Cn−1)Q

(∆Hnf)(γP ) dγ =

∫

PSL2(Cn−1)Q

λf(γP ) dγ

= λfQ(P ).

Hence, fQ(P ) also satisfies property (ii) in Lemma 3.2.11. Now the lemma and its proof yield that

fQ(P ) = C(Q)ω(P,Q)

must hold, where ω(P,Q) is the function from Lemma 3.2.11 and C(Q) ∈ C is a constant which
only depends on Q. Finally, we can determine this constant as

C(Q) = C(Q) · 1 = C(Q)ω(Q,Q) = fQ(Q) = f(Q),

where the last equality follows from Lemma 3.2.8. This completes the proof.

After these preliminaries we are now able to prove the following proposition.

Proposition 3.2.13. Let f : Hn → C be an eigenfunction of the hyperbolic Laplace operator ∆Hn

with eigenvalue λ = s(n − 1 − s) ∈ C, and let L be a PSL2(Cn−1)-invariant integral operator on
Hn with kernel K such that Lf exists. Then f is an eigenfunction of L. More precisely, there
exists a constant Λ(λ,K) ∈ C, depending only on λ and K, such that

Lf = Λ(λ,K) f,

i.e. ∫

Hn

K(P,Q) f(Q) µHn(Q) = Λ(λ,K) f(P )

for any P ∈ Hn.

71



3. Linear operators and automorphic functions

Proof. Making use of Lemma 3.2.10 and Lemma 3.2.12, for P ∈ Hn we compute

(Lf)(P ) = ((MPL)f)(P ) = (LfP )(P ) =

∫

Hn

K(P,Q) fP (Q) µHn(Q)

=

∫

Hn

K(P,Q)ω(Q,P ) f(P ) µHn(Q) =

(∫

Hn

K(P,Q)ω(Q,P ) µHn(Q)

)
f(P ).

Since ω(Q,P ) is radial at any P ∈ Hn, we have ω(Q,P ) = ω(dHn(Q,P )) = ω(P,Q). Moreover, we
also write the point-pair invariant function K(P,Q) as K(dHn(P,Q)).
Let σP ∈ PSL2(Cn−1) be an elliptic scaling matrix of P , i.e. σP in−1 = P . Using the PSL2(Cn−1)-
invariance of µHn(Q), we observe that the integral

∫

Hn

K(P,Q)ω(Q,P ) µHn(Q) =

∫

Hn

K(dHn(P,Q))ω(dHn(P,Q)) µHn(Q)

=

∫

Hn

K(dHn(σP in−1, Q))ω(dHn(σP in−1, Q)) µHn(Q)

=

∫

Hn

K
(
dHn

(
in−1, σ

−1
P Q

))
ω
(
dHn

(
in−1, σ

−1
P Q

))
µHn(Q)

=

∫

Hn

K (dHn(in−1, Q)) ω (dHn(in−1, Q)) µHn(Q)

is independent of P . If we take into account that ω(P,Q) depends only on λ and set

Λ(λ,K) :=

∫

Hn

K(P,Q)ω(P,Q) µHn(Q) =

∫

Hn

K(P,Q)ω(Q,P ) µHn(Q),

we obtain (Lf)(P ) = Λ(λ,K) f(P ), where the constant Λ(λ,K) ∈ C depends only on λ and K.

3.3. Automorphic functions in Hn

Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. We now introduce the notion of auto-
morphic functions in Hn with respect to Γ. These are complex-valued functions on Hn which are
invariant under the action of Γ.

Definition 3.3.1. A function f : Hn → C with the property

f(γP ) = f(P )

for any γ ∈ Γ and P ∈ Hn is called an automorphic function with respect to Γ.

Remark 3.3.2. An automorphic function f : Hn → C with respect to Γ yields a well-defined
function Γ\Hn → C, ΓP 7→ f(P ) on the quotient Γ\Hn.

It is immediate from the definition that the automorphic functions with respect to Γ, together
with the usual addition and scalar multiplication of functions, form a complex vector space.

Notation 3.3.3. The complex vector space of automorphic functions with respect to Γ is denoted
by A(Γ\Hn).

Remark 3.3.4. Let ηj ∈ CΓ be a cusp with parabolic scaling matrix σηj
∈ PSL2(Cn−1) and

translational stabilizer subgroup Γ′
ηj
. Then

σ−1
ηj

Γ′
ηj
σηj

=

{(
1 µ
0 1

) ∣∣∣∣∣ µ ∈ Ληj

}
/{±I}
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for some lattice Ληj
⊆ Vn−1

∼= Rn−1 of full rank n− 1 (see Proposition 2.6.18 (b)). Thus, for any

µ ∈ Ληj
there is a matrix γµ ∈ Γ′

ηj
such that σηj

(
1 µ
0 1

)
= γµσηj

.

Let f be an automorphic function with respect to Γ. For µ ∈ Ληj
and P = P0 + xn−1in−1 ∈ Hn

we have

f(σηj
(P + µ)) = f

(
σηj

(
1 µ
0 1

)
P

)
= f(γµσηj

P ) = f(σηj
P ),

so that the function f(σηj
P ) is periodic under the lattice Ληj

with respect to P0. Therefore, a
smooth automorphic function f ∈ A(Γ\Hn) admits a Fourier expansion with respect to the cusp
ηj of the form

f(σηj
P ) =

∑

µ∈Λ∗
ηj

aµ;ηj
(xn−1) e

2πi〈µ,P0〉 = a0,ηj
(xn−1) +

∑

µ∈Λ∗
ηj

,

µ 6=0

aµ;ηj
(xn−1) e

2πi〈µ,P0〉, (3.11)

where 〈·, ·〉 is the usual scalar product on Rn−1 and

Λ∗
ηj

= {µ ∈ Rn−1 | 〈µ, ν〉 ∈ Z for any ν ∈ Ληj
}

denotes the dual lattice of Ληj
, and where the Fourier coefficients aµ;ηj

(xn−1) are given by

aµ;ηj
(xn−1) =

1

covol(Ληj
)

∫

Rn−1/Ληj

f(σηj
P ) e−2πi〈µ,P0〉 dP0.

Example 3.3.5. Let n = 2 and Γ ⊆ PSL2(R) be a Fuchsian subgroup of the first kind. Moreover,
let ηj ∈ CΓ be a cusp with parabolic scaling matrix σηj

∈ PSL2(R) and stabilizer subgroup
Γηj

= 〈γηj
〉 for some primitive parabolic element γηj

(see Example 2.6.19 (a)). For an automorphic
function f ∈ A(Γ\H) on the upper half-plane H and z = x + iy ∈ H we derive from γηj

∈ Γ the
identity

f(γηj
σηj

z) = f(σηj
z).

Because of γηj
σηj

= σηj

(
1 1
0 1

)
and

(
1 1
0 1

)
z = z + 1 this yields

f(σηj
(z + 1)) = f(σηj

z),

so that the function f(σηj
z) is 1-periodic with respect to x = Re(z). Hence, f has the Fourier

expansion

f =
∑

m∈Z

am;ηj
(y) e2πimx (3.12)

with respect to the cusp ηj , where the coefficients am;ηj
(y) are given by

am;ηj
(y) =

∫ 1

0

f(σηj
z) e−2πimx dx.

If f ∈ A(Γ\H) is smooth, the series (3.12) converges absolutely and uniformly for z ranging over
compact subsets K ⊆ H.

Definition 3.3.6. For two automorphic functions f1, f2 ∈ A(Γ\Hn) we define their inner product
〈f1, f2〉 by

〈f1, f2〉 =
∫

Γ\Hn

f1(P ) f2(P ) µHn(P ),

provided that the integral exists.
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Now the µHn -measurable functions f ∈ A(Γ\Hn) satisfying the property

〈f, f〉 =
∫

Γ\Hn

|f(P )|2 µHn(P ) <∞,

together with the inner product 〈·, ·〉, form a complex Hilbert space.

Notation 3.3.7. The Hilbert space of µHn -measurable functions f ∈ A(Γ\Hn) with 〈f, f〉 < ∞
is denoted by L2(Γ\Hn) and the norm on this space by

||f ||L2(Γ\Hn) =
√
〈f, f〉.

Remark 3.3.8. Since Γ\Hn has finite hyperbolic volume, every function f ∈ A(Γ\Hn) which is
bounded on Γ\Hn satisfies f ∈ L2(Γ\Hn).

3.4. Parabolic Eisenstein series

In this section we define an important class of automorphic functions in Hn, namely parabolic
Eisenstein series. These are a generalization of the classical non-holomorphic Eisenstein series
on the upper half-plane H. We give some properties of parabolic Eisenstein series, and treat the
special case n = 2 in more detail as an example.
Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Further, let ηj ∈ CΓ (j ∈ {1, . . . , cΓ})
be a cusp (see Definition 2.6.9) with parabolic scaling matrix σηj

∈ PSL2(Cn−1) (see Definition
2.6.16), stabilizer subgroup Γηj

and translational stabilizer subgroup Γ′
ηj

(see Definition 2.6.7).

Definition 3.4.1. For P ∈ Hn and s ∈ C with Re(s) > n − 1 we define the parabolic Eisenstein
series Epar

ηj
(P, s) associated to the cusp ηj ∈ CΓ by

Epar
ηj

(P, s) =
∑

γ∈Γηj
\Γ
xn−1(σ

−1
ηj
γP )s, (3.13)

where xn−1(σ
−1
ηj
γP ) denotes the xn−1-coordinate of σ−1

ηj
γP .

Notation 3.4.2. In case we want to refer explicitly to the dimension n, we write Epar
n,ηj

(P, s)

instead of Epar
ηj

(P, s). If we want to refer explicitly to the underlying group Γ, we write Epar
Γ,ηj

(P, s)

or Epar
n,Γ,ηj

(P, s).

Remark 3.4.3. We make two remarks on the above definition of parabolic Eisenstein series.

(a) If σ′
ηj
∈ PSL2(Cn−1) is another parabolic scaling matrix for the cusp ηj , then by Remark

2.6.17 we have σ′
ηj

= σηj
δ for some δ =

(
α αβ
0 α′

)
∈ PSL2(Cn−1)∞ with α ∈ Γn−1, |α| = 1,

and β ∈ Vn−1. This leads to δ
−1 =

(
α−1 −βα∗

0 α∗

)
and

xn−1(σ
′−1
ηj

γP ) = xn−1(δ
−1σ−1

ηj
γP ) =

xn−1(σ
−1
ηj
γP )

|α∗|2 = xn−1(σ
−1
ηj
γP )

for γ ∈ Γηj
\Γ. Hence, the parabolic Eisenstein series Epar

ηj
(P, s) is independent of the exact

choice of the parabolic scaling matrix σηj
.

(b) Some authors prefer to define the parabolic Eisenstein series associated to the cusp ηj ∈ CΓ

as
Êpar

ηj
(P, s) =

∑

γ∈Γ′
ηj

\Γ
xn−1(σ

−1
ηj
γP )s (3.14)
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instead of (3.13). If δ ∈ Γηj
, then by Proposition 2.6.18 (a) we have

σ−1
ηj
δ =

(
α αβ
0 α′

)
σ−1
ηj

for some α ∈ Γn−1 with |α| = 1 and β ∈ Vn−1. For any δ ∈ Γ′
ηj
\Γηj

this gives us

xn−1(σ
−1
ηj
δγP ) = xn−1

((
α αβ
0 α′

)
σ−1
ηj
γP

)
=
xn−1(σ

−1
ηj
γP )

|α′|2 = xn−1(σ
−1
ηj
γP ).

Since the index [Γηj
: Γ′

ηj
] = |Γ′

ηj
\Γηj
| is finite by Lemma 2.6.11, we can rewrite the parabolic

Eisenstein series Epar
ηj

(P, s) from Definition 3.4.1 as

Epar
ηj

(P, s) =
∑

γ∈Γηj
\Γ

1

[Γηj
: Γ′

ηj
]

∑

δ∈Γ′
ηj

\Γηj

xn−1(σ
−1
ηj
δγP )s

=
1

[Γηj
: Γ′

ηj
]

∑

γ∈Γ′
ηj

\Γ
xn−1(σ

−1
ηj
γP )s.

Therefore, the definitions (3.13) and (3.14) agree up to the factor [Γηj
: Γ′

ηj
], i.e. we have

Êpar
ηj

(P, s) = [Γηj
: Γ′

ηj
]Epar

ηj
(P, s).

We list several important properties of parabolic Eisenstein series. Throughout we omit the proofs
and just refer, e.g., to [CS80], chapter 6, instead.

Lemma 3.4.4. For P ∈ Hn and s ∈ C with Re(s) > n−1 the series (3.13), defining the parabolic
Eisenstein series Epar

ηj
(P, s), converges absolutely and locally uniformly. It is a holomorphic func-

tion for s ∈ C with Re(s) > n− 1.

Lemma 3.4.5. The parabolic Eisenstein series Epar
ηj

(P, s) is invariant in P under the action of
Γ, i.e. we have

Epar
ηj

(γP, s) = Epar
ηj

(P, s)

for any γ ∈ Γ, P ∈ Hn and s ∈ C with Re(s) > n− 1. Thus, we obtain Epar
ηj

(P, s) ∈ A(Γ\Hn).

Lemma 3.4.6. For P = (x0, . . . , xn−1) ∈ Hn and s ∈ C with Re(s) > n−1 the parabolic Eisenstein
series Epar

ηj
(P, s) is infinitely often continuously differentiable with respect to x0, . . . , xn−1.

Lemma 3.4.7. For P ∈ Hn and s ∈ C with Re(s) > n−1 the parabolic Eisenstein series Epar
ηj

(P, s)
satisfies the differential equation

(∆Hn − s(n− 1− s))Epar
ηj

(P, s) = 0.

Hence, Epar
ηj

(P, s) is an eigenfunction of ∆Hn with eigenvalue s(n− 1− s).
If ηk ∈ CΓ (k ∈ {1, . . . , cΓ}) is a cusp of Γ with parabolic scaling matrix σηk

∈ PSL2(Cn−1)
and P = P0 + xn−1in−1 ∈ Hn, then the function Epar

ηj
(σηk

P, s) is periodic under the lattice Ληk
,

corresponding to the translational stabilizer subgroup Γ′
ηk
, with respect to P0. This leads to the

following Fourier expansion of Epar
ηj

(P, s).

Theorem 3.4.8. For P = (x0, . . . , xn−1) ∈ Hn and s ∈ C with Re(s) > n − 1 the parabolic
Eisenstein series Epar

ηj
(P, s) admits a Fourier expansion with respect to the cusp ηk ∈ CΓ (k ∈

{1, . . . , cΓ}) of the form

Epar
ηj

(σηk
P, s) = δj,k x

s
n−1+ϕηj ,ηk

(s)xn−1−s
n−1 +

∑

µ∈Λ∗
ηk

,

µ 6=0

cµ;ηj ,ηk
(s)x

n−1
2

n−1 Ks−n−1
2

(2π |µ|xn−1) e
2πi〈µ,P0〉,

where δj,k is the Kronecker delta, ϕηj ,ηk
(s) is a meromorphic function, Λ∗

ηk
denotes the dual lattice

of Ληk
, cµ;ηj ,ηk

(s) ∈ C and Kν(z) is the modified Bessel function of the second kind (see (A.29)).
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3. Linear operators and automorphic functions

Theorem 3.4.9. For P ∈ Hn the parabolic Eisenstein series Epar
ηj

(P, s) admits a meromorphic

continuation in s to the whole complex plane. It has only finitely many poles with Re(s) > n−1
2 ;

they are located in the interval (n−1
2 , n − 1] on the real axis and are simple. Moreover, there is

always a simple pole at s = n− 1.

Definition 3.4.10. The meromorphic functions ϕηj ,ηk
(s) (j, k = 1, . . . , cΓ) appearing in the

Fourier expansion in Theorem 3.4.8 are called the scattering constants, and the matrix

Φ(s) := (ϕηj ,ηk
(s))j,k=1,...,cΓ

with the scattering constants ϕηj ,ηk
(s) as entries is called the scattering matrix.

Writing all parabolic Eisenstein series Epar
ηj

(P, s) (j = 1, . . . , cΓ) together in a vector

Epar(P, s) :=
(
Epar

η1
(P, s), . . . , Epar

ηcΓ
(P, s)

)T
,

we obtain the following functional equation involving the scattering matrix.

Proposition 3.4.11. For s ∈ C the vector Epar(P, s) satisfies the functional equation

Epar(P, n− 1− s) = Φ(n− 1− s)Epar(P, s),

i.e. for j = 1, . . . , cΓ we have the identity

Epar
ηj

(P, n− 1− s) =
cΓ∑

k=1

ϕηj ,ηk
(n− 1− s)Epar

ηk
(P, s). (3.15)

Corollary 3.4.12. For s ∈ C the scattering matrix Φ(s) satisfies the identity

Φ(n− 1− s) Φ(s) = I,

i.e. for j, k = 1, . . . , cΓ we have

cΓ∑

l=1

ϕηj ,ηl
(n− 1− s)ϕηl,ηk

(s) = δj,k. (3.16)

We give a few further properties of the scattering matrix.

Proposition 3.4.13. The following assertions hold true.

(a) The scattering matrix Φ(s) is symmetric, i.e. for j, k = 1, . . . , cΓ and s ∈ C we have
ϕηj ,ηk

(s) = ϕηk,ηj
(s).

(b) For s ∈ C the scattering matrix Φ(s) satisfies Φ(s) = Φ(s).

(c) The scattering matrix Φ(s) is holomorphic for Re(s) = n−1
2 . It is a unitary matrix on this

line, i.e. for j, k = 1, . . . , cΓ and t ∈ R we have

cΓ∑

l=1

ϕηj ,ηl

(n− 1

2
+ it

)
ϕηk,ηl

(n− 1

2
+ it

)
= δj,k.

(d) If Φ(s) is holomorphic at some point s0 ∈ C, then also Epar(P, s) is.

From parts (c) and (d) of the previous proposition one can draw the following fundamental con-
clusion.

Corollary 3.4.14. The parabolic Eisenstein series Epar
ηj

(P, s) is holomorphic on the line Re(s) =
n−1
2 . In particular, there are no poles with Re(s) = n−1

2 .
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3.4. Parabolic Eisenstein series

Example 3.4.15. We want to consider the case n = 2 and particularly the case Γ = PSL2(Z)
in more detail. All the results stated in this example are well-known. A more extensive study
of parabolic Eisenstein series on H including proofs could be found, e.g., in [Hej06], [Iwa02] or
[Kub73].

(a) Let Γ ⊆ PSL2(R) be a Fuchsian subgroup of the first kind, let ηj ∈ CΓ (j ∈ {1, . . . , cΓ}) be
a cusp with parabolic scaling matrix σηj

∈ PSL2(R) and stabilizer subgroup Γηj
. Then for

z ∈ H and s ∈ C with Re(s) > 1 the parabolic Eisenstein Epar
2,ηj

(z, s) series associated to the

cusp ηj ∈ CΓ is denoted by Epar
ηj

(z, s) and given by

Epar
ηj

(z, s) =
∑

γ∈Γηj
\Γ

Im(σ−1
ηj
γz)s. (3.17)

The series (3.17) converges absolutely and locally uniformly for z ∈ H and s ∈ C with
Re(s) > 1, and it is a holomorphic function for s ∈ C with Re(s) > 1. The parabolic
Eisenstein series Epar

ηj
(z, s) is invariant in z under the action of Γ, so Epar

ηj
(z, s) ∈ A(Γ\H).

It satisfies the differential equation

(∆H − s(1− s))Epar
ηj

(z, s) = 0.

Therefore, Epar
ηj

(z, s) is an eigenfunction of ∆H with eigenvalue s(1 − s) which implies that
it is a real-analytic function with respect to z = x+ iy.

For z ∈ H and s ∈ C with Re(s) > 1 the parabolic Eisenstein series Epar
ηj

(z, s) admits the
Fourier expansion

Epar
ηj

(σηk
z, s) =

∑

m∈Z

am;ηj ,ηk
(y, s) e2πimx

with respect to the cusp ηk ∈ CΓ (k ∈ {1, . . . , cΓ}), where the coefficients are given by

a0;ηj ,ηk
(y, s) = δj,k y

s +

√
π Γ
(
s− 1

2

)

Γ(s)
y1−s ϕ0;ηj ,ηk

(s),

am;ηj ,ηk
(y, s) =

πs |m|s−1

Γ(s)
y1/2Ks− 1

2
(2π |m| y)ϕm;ηj ,ηk

(s) (m 6= 0).

Here, for m ∈ Z the function ϕm;ηj ,ηk
(s) is given by

ϕm;ηj ,ηk
(s) =

∞∑

c=1

1

c2s




∑

d mod c,

( ∗ ∗
c d )∈σ−1

ηj
Γσηk

exp

(
2πim

d

c

)

 .

The parabolic Eisenstein series Epar
ηj

(z, s) admits a meromorphic continuation to all s ∈ C.

It has no poles with Re(s) = 1
2 and only finitely many poles with Re(s) > 1

2 ; they are located
in the interval ( 12 , 1] on the real axis and are simple. There is always a pole at the point
s = 1 with residue

Ress=1E
par
ηj

(z, s) =
1

vol(Γ\H)
.

While there are Fuchsian subgroups of the first kind with parabolic Eisenstein series having
many poles in the open interval

(
1
2 , 1
)
, in case that Γ ⊆ PSL2(R) is a congruence subgroup,

the only pole of Epar
ηj

(z, s) with Re(s) ≥ 1
2 is at s = 1.
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3. Linear operators and automorphic functions

Furthermore, the parabolic Eisenstein series Epar
ηj

(z, s) satisfies the functional equation

Epar
ηj

(z, 1− s) =
cΓ∑

k=1

ϕηj ,ηk
(1− s)Epar

ηk
(z, s), (3.18)

where the scattering constants

ϕηj ,ηk
(s) =

√
π Γ(s− 1

2 )

Γ(s)
ϕ0;ηj ,ηk

(s)

fulfil the identity

cΓ∑

l=1

ϕηj ,ηl
(1− s)ϕηl,ηk

(s) = δj,k (j, k = 1, . . . , cΓ).

(b) For n = 2 and the modular group Γ = PSL2(Z) there are further interesting results about
parabolic Eisenstein series. In this case Γ has only one cusp η1 = ∞ with σ∞ = I, and for
z = x+ iy ∈ H and s ∈ C with Re(s) > 1 the parabolic Eisenstein series Epar

∞ (z, s) is given
by

Epar
∞ (z, s) =

∑

γ∈Γ∞\Γ
Im(γz)s =

1

2

∑

(c,d)∈Z2,
gcd(c,d)=1

Im(z)s

|cz + d|2s .

It admits the Fourier expansion

Epar
∞ (z, s) = ys + ϕ(s) y1−s +

∑

m∈Z,
m 6=0

ϕm(s) y1/2Ks− 1
2
(2π |m| y) e2πimx

with respect to the cusp ∞, where

ϕ(s) =

√
π Γ(s− 1

2 )

Γ(s)

ζ(2s− 1)

ζ(2s)

and

ϕm(s) =
2πs |m|s−1/2

Γ(s) ζ(2s)

∑

d|m
d1−2s

for m ∈ Z, m 6= 0, with ζ(s) denoting the Riemann zeta function (see (A.28)). Moreover,
the functional equation (3.18) simplifies to

Epar
∞ (z, 1− s) = ϕ(1− s)Epar

∞ (z, s). (3.19)

The parabolic Eisenstein series Epar
∞ (z, s) has only one pole with Re(s) ≥ 1

2 ; it is located
at s = 1 and the residue is Ress=1E

par
∞ (z, s) = 3/π. The famous Kronecker limit formula

provides information about the Laurent expansion at this pole (see e.g. [Sie80] or [Zag92]).
It states that for z ∈ H the parabolic Eisenstein series Epar

∞ (z, s) admits a Laurent expansion
at s = 1 of the form

Epar
∞ (z, s) =

3

π
· 1

s− 1
− 1

2π
log
(
|∆(z)| Im(z)6

)
+

6− 72 ζ ′(−1)− 6 log(4π)

π
+O(s− 1).

In this formula

∆(z) =
E4(z)

3 − E6(z)
2

1728
(3.20)
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3.5. Spectral expansion

denotes the Delta function which is a cusp form of weight 12 with respect to Γ = PSL2(Z),
where for k ∈ 2Z with k ≥ 4,

Ek(z) =
∑

( ∗ ∗
c d )∈Γ∞\Γ

1

(cz + d)k
=

1

2

∑

(c,d)∈Z2,
gcd(c,d)=1

1

(cz + d)k
(3.21)

is the normalized holomorphic Eisenstein series of weight k. As its name suggests, Ek(z) is a
modular form of weight k with respect to Γ = PSL2(Z). Further, from the functional equa-
tion (3.19) one can deduce that the parabolic Eisenstein series Epar

∞ (z, s) admits a Laurent
expansion at s = 0 of the form

Epar
∞ (z, s) = 1 + log

(
|∆(z)|1/6 Im(z)

)
· s+O(s2).

3.5. Spectral expansion

Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup, and let ∆Hn be the hyperbolic Laplace
operator on Hn. In this section we consider the spectral expansion of a square-integrable auto-
morphic function with respect to Γ in terms of eigenfunctions associated to the discrete and the
continuous spectrum of ∆Hn . Referring to [Söd12], we also give some conditions under which this
expansion converges absolutely and locally uniformly on Hn.

The hyperbolic Laplace operator ∆Hn defined on a suitable domain in L2(Γ\Hn) has a unique
positive, self-adjoint extension to an operator on the whole space L2(Γ\Hn), also denoted by ∆Hn .

Definition 3.5.1.

(a) A function f ∈ L2(Γ\Hn) is called a cuspidal function with respect to Γ if in every cusp
ηj ∈ CΓ (j = 1, . . . , cΓ) it admits a Fourier expansion of the form (3.11) with a0;ηj

(xn−1) = 0.

(b) We define C(Γ\Hn) as the subspace of L2(Γ\Hn) of all cuspidal functions with respect to Γ.

(c) A cuspidal function f ∈ C(Γ\Hn) is called a cusp form with respect to Γ if it is an eigenfunc-
tion of the hyperbolic Laplace operator ∆Hn .

Let Epar
ηk

(P, s) be the parabolic Eisenstein series associated to the cusp ηk ∈ CΓ (k = 1, . . . , cΓ)

introduced in Definition 3.4.1. Every pole s = sj of Epar
ηk

(P, s) with Re(sj) >
n−1
2 is related to

an eigenvalue λj of the hyperbolic Laplace operator ∆Hn via λj = sj(n − 1 − sj). By Theorem
3.4.9 the poles sj are all located in the interval

(
n−1
2 , n− 1

]
on the real axis. The residue of the

parabolic Eisenstein series Epar
ηk

(P, s) at s = sj is an automorphic function with respect to Γ which
is an eigenfunction of ∆Hn and an element of L2(Γ\Hn).

Definition 3.5.2. We defineR(Γ\Hn) as the complex vector space that is spanned by the residues
of all parabolic Eisenstein series Epar

ηk
(P, s) (k = 1, . . . , cΓ) at all poles s = sj in the interval(

n−1
2 , n− 1

]
.

As each Epar
ηk

(P, s) (k = 1, . . . , cΓ) has only finitely many poles in the interval
(
n−1
2 , n− 1

]
by

Theorem 3.4.9, the space R(Γ\Hn) is finite-dimensional.

Definition 3.5.3. We define E(Γ\Hn) as the complex vector space that is spanned by the parabolic
Eisenstein series Epar

ηk
(P, s) (k = 1, . . . , cΓ) along the line Re(s) = n−1

2 , i.e. by Epar
ηk

(
P, n−1

2 + it
)

(k = 1, . . . , cΓ).

79



3. Linear operators and automorphic functions

The space L2(Γ\Hn) decomposes orthogonally into ∆Hn -invariant subspaces

L2(Γ\Hn) = C(Γ\Hn)⊕R(Γ\Hn)⊕ E(Γ\Hn).

The spectrum of ∆Hn in C(Γ\Hn)⊕R(Γ\Hn) is discrete, while the spectrum of ∆Hn in E(Γ\Hn)
is absolutely continuous.

The discrete spectrum contains 0 and is a discrete subset of the non-negative real numbers [0,∞).
We enumerate the eigenvalues of the discrete spectrum by

0 = λ0 < λ1 ≤ λ2 ≤ . . .

and write

λj =

(
n− 1

2

)2

+ r2j = sj(n− 1− sj),

i.e. sj = n−1
2 + irj with rj ≥ 0 or rj ∈

[
−i n−1

2 , 0
)
, so that either sj ∈

[
n−1
2 , n−1

2 + i∞
)
or

sj ∈
(
n−1
2 , n− 1

]
.

Remark 3.5.4. For a discrete subgroup Γ ⊆ PSL2(Cn−1) which is geometrically finite, i.e. which
admits a convex fundamental polyhedron with finitely many sides, Lax and Phillips proved in
[LP82] that there are only finitely many eigenvalues λj of the hyperbolic Laplace operator ∆Hn

on L2(Γ\Hn) such that λj ∈
[
0,
(
n−1
2

)2)
, each of finite multiplicity (see also, e.g., [GM12]). By

[Wie77], Theorem 1 (a), every discrete, cofinite and torsion-free subgroup Γ ⊆ PSL2(Cn−1) is
geometrically finite (see also, e.g., [Kel95], Satz 2.2.3). Further, if Γ ⊆ PSL2(Cn−1) is discrete and
cofinite but not torsion-free, it has a torsion-free subgroup Γ of finite index which is also discrete
and cofinite (see also the proof of Proposition 2.6.14). Then Γ admits a convex fundamental
polyhedron PΓ with finitely many sides, and because of Γ ⊆ Γ a convex fundamental polyhedron
PΓ for Γ can be chosen as a subset of PΓ. Consequently, also PΓ has finitely many sides and Γ is
geometrically finite.

Hence, in the setting of this section there are only finitely many j ∈ N0 with λj ∈
[
0,
(
n−1
2

)2)
,

that is sj ∈
(
n−1
2 , n− 1

]
and rj ∈

[
−i n−1

2 , 0
)
.

Now we choose a complete orthonormal system of cusp forms in C(Γ\Hn) and an orthonormal basis
in R(Γ\Hn) out of which we choose an orthonormal basis {ψj(P ) | j ∈ N0} of C(Γ\Hn)⊕R(Γ\Hn),
where each ψj(P ) is an eigenfunction for the discrete eigenvalue λj .
In the case j = 0 we have λ0 = 0, s0 = n − 1 and r0 = −i n−1

2 , and the eigenfunction ψ0(P )
associated to the eigenvalue 0 is given by

ψ0(P ) =
1√

vol(Γ\Hn)
.

For j ≥ 1 the eigenfunction ψj(P ) is a smooth function and admits a Fourier expansion with
respect to the cusp ηk ∈ CΓ (k = 1, . . . , cΓ) of the form (see, e.g., [Söd12], section 4.1)

ψj(σηk
P ) = aj;0;ηk

x
n−1−sj
n−1 +

∑

µ∈Λ∗
ηk

,

µ 6=0

aj;µ;ηk
x

n−1
2

n−1 Ksj−n−1
2

(2π|µ|xn−1) e
2πi〈µ,P0〉,

where P = (x0, . . . , xn−1) = P0 + xn−1in−1 ∈ Hn, Λ∗
ηk

denotes the dual lattice of Ληk
and Kν(z)

is the modified Bessel function of the second kind. Here aj;0;ηk
= 0 is satisfied if ψj(P ) is a

cusp form. Otherwise ψj(P ) is a linear combination of the residues of the parabolic Eisenstein
series Epar

ηl
(P, s) (l = 1, . . . , cΓ) at s = sj ∈

(
n−1
2 , n− 1

]
. In the case sj ∈

[
n−1
2 , n−1

2 + i∞
)
,

i.e. λj ≥ (n−1
2 )2 and rj ≥ 0, the function ψj(P ) is always a cusp form.
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The spectrum of ∆Hn in E(Γ\Hn) is absolutely continuous and covers the interval
[(

n−1
2

)2
,∞
)

uniformly with multiplicity cΓ. The eigenvalues of the continuous spectrum are of the form

λ =

(
n− 1

2

)2

+ t2 = s(n− 1− s),

i.e. s = n−1
2 + it with t ∈ R, so that s ∈

(
n−1
2 − i∞, n−1

2 + i∞
)
. The corresponding eigenfunctions

are given by the parabolic Eisenstein series Epar
ηk

(
P, n−1

2 + it
)
(k = 1, . . . , cΓ).

For a function f ∈ L2(Γ\Hn) there is a spectral expansion in terms of the eigenfunctions ψj(P )
associated to the discrete eigenvalues λj of the hyperbolic Laplace operator ∆Hn and the parabolic
Eisenstein series Epar

ηk
(P, s) associated to the cusps ηk ∈ CΓ (k = 1, . . . , cΓ) (see, e.g., [Söd12],

section 4.1, and [CS80], chapter 7).

Theorem 3.5.5. Every f ∈ L2(Γ\Hn) admits the spectral expansion

f(P ) =

∞∑

j=0

aj ψj(P ) +

cΓ∑

k=1

∫ ∞

0

gt,ηk
Epar

ηk

(
P,
n− 1

2
+ it

)
dt, (3.22)

where the coefficients aj and gt,ηk
are given by

aj = 〈f, ψj〉 =
∫

Γ\Hn

f(Q)ψj(Q) µHn(Q),

gt,ηk
=

1

2π

∫

Γ\Hn

f(Q)Epar
ηk

(
Q,

n− 1

2
+ it

)
µHn(Q),

respectively. The series (3.22) converges in the L2(Γ\Hn)-norm. Moreover, we have a correspond-
ing Parseval’s formula

||f ||2L2(Γ\Hn) =

∞∑

j=0

|aj |2 + 2π

cΓ∑

k=1

∫ ∞

0

|gt,ηk
|2 dt.

We want to give some conditions on f that are sufficient for the absolute and locally uniform
convergence of its spectral expansion on Hn, so that equation (3.22) holds true as a pointwise
relation.

Proposition 3.5.6. Let k0 =
⌊
n
4

⌋
+1 and f ∈ C2k0(Hn)∩L2(Γ\Hn) such that ∆l

Hnf ∈ L2(Γ\Hn)
for l = 0, . . . , k0. Then the spectral expansion of f converges absolutely and uniformly on compact
subsets of Hn.

Proof. See, e.g., [Söd12], section 4.2.

Remark 3.5.7. By the Bessel inequality (see, e.g., [CS80], 7.3 and Corollary 7.7), applied with
the full spectral expansion (3.22) (see, e.g., formula (4.9) in [Söd12], and also [Iwa02], Proposition
7.2, for the case n = 2), for T ≥ 1 and P ∈ Hn we have

∑

j∈N0:
|rj |≤T

|ψj(P )|2 +
cΓ∑

k=1

∫ T

0

∣∣∣Epar
ηk

(
P,
n− 1

2
+ it

)∣∣∣
2

dt = O
(
Tn + T YΓ(P )n−1

)
,

where

YΓ(P ) := max
k∈{1,...,cΓ}

max
γ∈Γ

xn−1(σ
−1
ηk
γP )
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3. Linear operators and automorphic functions

denotes the invariant height function (see, e.g., [Söd12], section 2.3), and where the implied con-
stant depends only on Γ. Particularly, for each j ∈ N0 with |rj | ≤ T we have the bound

|ψj(P )|2 = O
(
Tn + T YΓ(P )n−1

)
= O(Tn) (T →∞).

If rj ≥ 1, letting T = rj , for P ∈ Hn we obtain

|ψj(P )|2 = O(rnj ) (rj →∞) and |ψj(P )| = O
(
r
n/2
j

)
(rj →∞).

This yields the bound

sup
P∈Hn

|ψj(P )| = O
(
r
n/2
j

)
(rj →∞),

which will be essential in chapter 6, where we establish meromorphic continuations via spectral
expansions.

Remark 3.5.8. We want to rewrite the ”Eisenstein part”

cΓ∑

k=1

∫ ∞

0

gt,ηk
Epar

ηk

(
P,
n− 1

2
+ it

)
dt

=
1

2π

cΓ∑

k=1

∫ ∞

0

∫

Γ\Hn

f(Q)Epar
ηk

(
Q,

n− 1

2
+ it

)
Epar

ηk

(
P,
n− 1

2
+ it

)
µHn(Q) dt

in the spectral expansion (3.22) arising from the continuous spectrum, in order to bring it into the
familiar form from the 2-dimensional case. Using the identity

Epar
ηk

(
P,
n− 1

2
+ it

)
= Epar

ηk

(
P,
n− 1

2
− it

)

for P ∈ Hn and t ∈ R and the functional equation (3.15), we have

cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
+ i(−t)

)
Epar

ηk

(
P,
n− 1

2
+ i(−t)

)

=

cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
+ it

)
Epar

ηk

(
P,
n− 1

2
− it

)

=

cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
+ it

) cΓ∑

l=1

ϕηk,ηl

(n− 1

2
− it

)
Epar

ηl

(
P,
n− 1

2
+ it

)

=

cΓ∑

l=1

Epar
ηl

(
P,
n− 1

2
+ it

) cΓ∑

k=1

ϕηk,ηl

(n− 1

2
− it

)
Epar

ηk

(
Q,

n− 1

2
+ it

)
.

The symmetry of the scattering matrix (see Proposition 3.4.13 (a)) and a second application of
(3.15) further give us

cΓ∑

l=1

Epar
ηl

(
P,
n− 1

2
+ it

) cΓ∑

k=1

ϕηk,ηl

(n− 1

2
− it

)
Epar

ηk

(
Q,

n− 1

2
+ it

)

=

cΓ∑

l=1

Epar
ηl

(
P,
n− 1

2
+ it

) cΓ∑

k=1

ϕηl,ηk

(n− 1

2
− it

)
Epar

ηk

(
Q,

n− 1

2
+ it

)

=

cΓ∑

l=1

Epar
ηl

(
P,
n− 1

2
+ it

)
Epar

ηl

(
Q,

n− 1

2
− it

)

=

cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
+ it

)
Epar

ηk

(
P,
n− 1

2
+ it

)
.
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This means that

R→ C, t 7→
cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
+ it

)
Epar

ηk

(
P,
n− 1

2
+ it

)

defines an even function. Thus, provided that all integrals exist, which is particularly the case if
the spectral expansion (3.22) converges absolutely and locally uniformly, we can write

cΓ∑

k=1

∫ ∞

0

gt,ηk
Epar

ηk

(
P,
n− 1

2
+ it

)
dt

=
1

2π

∫ ∞

0

∫

Γ\Hn

f(Q)

(
cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
+ it

)
Epar

ηk

(
P,
n− 1

2
+ it

))
µHn(Q) dt

=
1

4π

∫ ∞

−∞

∫

Γ\Hn

f(Q)

(
cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
+ it

)
Epar

ηk

(
P,
n− 1

2
+ it

))
µHn(Q) dt

=
1

4π

cΓ∑

k=1

∫ ∞

−∞

∫

Γ\Hn

f(Q)Epar
ηk

(
Q,

n− 1

2
+ it

)
Epar

ηk

(
P,
n− 1

2
+ it

)
µHn(Q) dt

=
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk

Epar
ηk

(
P,
n− 1

2
+ it

)
dt,

where the coefficient at,ηk
is given by

at,ηk
=

∫

Γ\Hn

f(Q)Epar
ηk

(
Q,

n− 1

2
+ it

)
µHn(Q).

In chapter 5 we use this form of the spectral expansion of a function f ∈ L2(Γ\Hn).
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4. Hyperbolic and elliptic Eisenstein series

in Hn

In this chapter we introduce the functions on the hyperbolic upper half-space Hn that are the main
objects of this thesis. We define hyperbolic Eisenstein series associated to a pair (Q1, Q2) ∈ HΓ of
hyperbolic fixed points of a discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1) and elliptic Eisenstein
series associated to a point Q ∈ Hn in the first and second section, respectively, and investigate
their basic properties. These series are generalizations of hyperbolic and elliptic Eisenstein series
on the upper half-plane which have been considered before. Moreover, in the third section we
define the hyperbolic kernel function, that will act as a kind of auxiliary function, and study its
properties.

4.1. Hyperbolic Eisenstein series

In [KM79] Kudla and Millson introduced form-valued non-holomorphic Eisenstein series on the
upper half-plane H which are associated to hyperbolic elements of a Fuchsian subgroup of the first
kind, and called them ”hyperbolic Eisenstein series”. Later, scalar-valued hyperbolic Eisenstein
series on H were investigated, e.g., in [Ris04], [Fal07] and [JKP10]. Analogues in higher dimensions
were considered, e.g., by Irie who studied hyperbolic Eisenstein series in H3 that are associated to
hyperbolic or loxodromic elements of a cofinite Kleinian group Γ ⊆ PSL2(C) in [Iri19b], as well
as hyperbolic Eisenstein series in the upper half-space Hn that are associated to an involution
in [Iri19a]. We now introduce hyperbolic Eisenstein series in Hn that are associated to a pair of
hyperbolic fixed points of a discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1). We determine its
range of convergence and prove several other of its basic properties. To be more precise, we find
that the hyperbolic Eisenstein series is invariant under the action Γ, bounded and square-integrable
on Γ\Hn, a smooth function, and fulfils a certain differential equation under the hyperbolic Laplace
operator.
Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Further, let (Q1, Q2) ∈ HΓ be a pair
of hyperbolic fixed points with hyperbolic scaling matrix σ(Q1,Q2) ∈ PSL2(Cn−1) and hyperbolic

stabilizer subgroup Γhyp
(Q1,Q2)

, and let L(Q1,Q2) be the unique geodesic in Hn connecting Q1 and Q2.

Definition 4.1.1. For P ∈ Hn and s ∈ C with Re(s) > n− 1 we define the hyperbolic Eisenstein

series Ehyp
(Q1,Q2)

(P, s) associated to the pair (Q1, Q2) ∈ HΓ of hyperbolic fixed points by

Ehyp
(Q1,Q2)

(P, s) =
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cosh(dHn(γP,L(Q1,Q2)))
−s. (4.1)

Notation 4.1.2. In case we want to refer explicitly to the dimension n, we write Ehyp
n,(Q1,Q2)

(P, s)

instead of Ehyp
(Q1,Q2)

(P, s). If we want to refer explicitly to the underlying group Γ, we write

Ehyp
Γ,(Q1,Q2)

(P, s) or Ehyp
n,Γ,(Q1,Q2)

(P, s) instead of Ehyp
(Q1,Q2)

(P, s).

Remark 4.1.3. We make two remarks on the definition of hyperbolic Eisenstein series.

(a) In Remark 1.2.2 we have noted that for n ≥ 3 the hyperbolic distance of a point P =
(x0, . . . , xn−1) ∈ Hn to the positive xn−1-axis L(0,∞) satisfies the identity

cosh(dHn(P,L(0,∞))) = cosh(dHn(P, (0, . . . , 0, |P |))) = |P |
xn−1

=
1

cos(θn−1(P ))
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with θn−1(P ) as in Definition 1.2.1 (b). As the element σ(Q1,Q2) ∈ PSL2(Cn−1) maps L(0,∞)

onto the geodesic L(Q1,Q2), and the hyperbolic distance is PSL2(Cn−1)-invariant, for n ≥ 3

the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) can be written in terms of the hyperbolic

coordinates u, θ1, . . . , θn−1 as

Ehyp
(Q1,Q2)

(P, s) =
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cosh
(
dHn

(
γP, σ(Q1,Q2)L(0,∞)

))−s

=
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cosh
(
dHn

(
σ−1
(Q1,Q2)

γP,L(0,∞)

))−s

=
∑

γ∈Γhyp
(Q1,Q2)

\Γ

(
xn−1

(
σ−1
(Q1,Q2)

γP
)

∣∣σ−1
(Q1,Q2)

γP
∣∣

)s

=
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cos
(
θn−1

(
σ−1
(Q1,Q2)

γP
))s

.

Analogously, in the case n = 2 we have by Remark 1.2.2

cosh(dH(z,L(0,∞))) = cosh(dH(z, i|z|)) =
|z|
y

=
1

sin(θ(z))
,

where z = x + iy ∈ H and θ(z) is given as in Definition 1.2.1 (a). Hence, the hyperbolic

Eisenstein series Ehyp
2,(Q1,Q2)

(z, s) can be written in terms of the hyperbolic coordinates u, θ
as

Ehyp
2,(Q1,Q2)

(z, s) =
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cosh
(
dH

(
σ−1
(Q1,Q2)

γz,L(0,∞)

))−s

=
∑

γ∈Γhyp
(Q1,Q2)

\Γ

(
Im
(
σ−1
(Q1,Q2)

γz
)

∣∣σ−1
(Q1,Q2)

γz
∣∣

)s

=
∑

γ∈Γhyp
(Q1,Q2)

\Γ

sin
(
θ
(
σ−1
(Q1,Q2)

γz
))s

.

(b) The hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) can be expressed as the Stieltjes integral

Ehyp
(Q1,Q2)

(P, s) =

∫ ∞

0

cosh(u)−s dNhyp
(Q1,Q2)

(u;P ), (4.2)

where Nhyp
(Q1;Q2)

(u;P ) denotes the counting function

Nhyp
(Q1,Q2)

(u;P ) :=
∣∣{γ ∈ Γhyp

(Q1,Q2)
\Γ
∣∣ dHn(γP,L(Q1,Q2)) < u

}∣∣.

In the rest of the section we give some elementary properties of hyperbolic Eisenstein series. We
start by proving its absolute and locally uniform convergence.

Lemma 4.1.4. The following assertions hold true.

(a) For fixed P ∈ Hn the series (4.1), defining the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s),

converges absolutely and locally uniformly for s ∈ C with Re(s) > n − 1, hence it defines a
holomorphic function there.

(b) For fixed s ∈ C with Re(s) > n− 1 the series (4.1), defining the hyperbolic Eisenstein series

Ehyp
(Q1,Q2)

(P, s), converges absolutely and uniformly for P ranging over compact subsets of Hn.

Proof. The proof is similar to the 2-dimensional case (see [Pip05], see also [KM79]), but we have
to make some adaptations for general n.
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4.1. Hyperbolic Eisenstein series

(a) We write s = σ + it ∈ C and assume that σ = Re(s) > n − 1. First we suppose that the
hyperbolic fixed points are given by Q1 = 0 and Q2 = ∞ and prove the assertion for the
hyperbolic Eisenstein series

Ehyp
(0,∞)(P, s) =

∑

γ∈Γhyp
(0,∞)

\Γ

cosh(dHn(γP,L(0,∞)))
−s.

Choosing σ(Q1,Q2) = σ(0,∞) = I as hyperbolic scaling matrix, by Remark 4.1.3 (a) we can
write

Ehyp
(0,∞)(P, s) =

∑

γ∈Γhyp
(0,∞)

\Γ

(
xn−1(γP )

|γP |

)s

.

Since

Γhyp
(0,∞) =

{(
µm 0
0 µ−m

) ∣∣∣∣∣ m ∈ Z

}
/{±I}

for some µ ∈ R, µ > 1, by Proposition 2.6.31 (b), the set

FΓhyp
(0,∞)

=
{
P ∈ Hn | 1 < |P | < µ2

}

is a fundamental domain for Γhyp
(0,∞).

Now let P ∈ Hn be fixed. Due to the definition of a fundamental domain, for any γ ∈ Γ
there exists an element γ′ ∈ Γhyp

(0,∞) such that γ′γP ∈ FΓhyp
(0,∞)

, and γ′γ ∈ Γ represents the

same right coset in Γhyp
(0,∞)\Γ as γ. Therefore, the representatives γ ∈ Γ of the right cosets

Γhyp
(0,∞)\Γ can be chosen such that they all satisfy γP ∈ FΓhyp

(0,∞)
, and even 1 ≤ |γP | < µ2.

This implies that |γP | ≥ 1 for any γ ∈ Γhyp
(0,∞)\Γ, so we obtain the bound

∣∣∣Ehyp
(0,∞)(P, s)

∣∣∣ ≤
∑

γ∈Γhyp
(0,∞)

\Γ

∣∣∣∣
(
xn−1(γP )

|γP |

)s∣∣∣∣ =
∑

γ∈Γhyp
(0,∞)

\Γ

|xn−1(γP )
s|

|γP |σ ≤
∑

γ∈Γhyp
(0,∞)

\Γ

|xn−1(γP )
s| .

The function Hn → C, R 7→ xn−1(R)
s is an eigenfunction of the hyperbolic Laplace operator

∆Hn with eigenvalue λ = s(n− 1− s) as

∆Hn xn−1(R)
s =

(
−x2n−1

∂2

∂x2n−1

+ (n− 2)xn−1
∂

∂xn−1

)
xsn−1

= −s(s− 1)xsn−1 + (n− 2) s xsn−1 = s(n− 1− s)xsn−1.

Moreover, for ε > 0 we define the function

Kε : H
n ×Hn → {0, 1}, Kε(R,Q) :=

{
1, if dHn(R,Q) < ε,

0, otherwise,

which clearly is a point-pair invariant function. Thus, it yields a PSL2(Cn−1)-invariant
integral operator Lε which is given by

(Lεf)(R) =

∫

Hn

Kε(R,Q) f(Q) µHn(Q).

By Proposition 3.2.13 there is a constant Λε = Λε(λ,Kε) ∈ C, depending only on λ and Kε,
such that

Lε xn−1(R)
s = Λε xn−1(R)

s,

87



4. Hyperbolic and elliptic Eisenstein series in Hn

i.e. for any R ∈ Hn we have

xn−1(R)
s =

1

Λε

∫

Hn

Kε(R,Q)xn−1(Q)s µHn(Q) =
1

Λε

∫

Bε(R)

xn−1(Q)s µHn(Q),

where Bε(R) denotes the open hyperbolic ball with center R and radius ε.

Now let ε = ε(P ) > 0 be chosen sufficiently small such that the open hyperbolic balls

Bε(P )(γP ) with center γP and radius ε(P ) do not intersect for all γ ∈ Γhyp
(0,∞)\Γ and are all

contained in the open box
(−µ2, µ2)n−1 × (0, µ2) ⊆ Hn.

Such an ε(P ) exists since Γ acts discontinuously on Hn. Then by our above considerations
we have

xn−1(γP )
s =

1

Λε(P )

∫

Bε(P )(γP )

xn−1(Q)s µHn(Q)

for any γ ∈ Γhyp
(0,∞)\Γ. Hence, writing Q = (y0, . . . , yn−1), we obtain the bound

∑

γ∈Γhyp
(0,∞)

\Γ

|xn−1(γP )
s| ≤ 1

|Λε(P )|
∑

γ∈Γhyp
(0,∞)

\Γ

∫

Bε(P )(γP )

|xn−1(Q)s| µHn(Q)

=
1

|Λε(P )|
∑

γ∈Γhyp
(0,∞)

\Γ

∫

Bε(P )(γP )

xn−1(Q)σ µHn(Q)

≤ 1

|Λε(P )|

∫ µ2

0

∫ µ2

−µ2

· · ·
∫ µ2

−µ2

yσ−n
n−1 dy0 . . . dyn−2 dyn−1

=
(2µ2)n−1

|Λε(P )|

∫ µ2

0

yσ−n
n−1 dyn−1 =

(2µ2)n−1

|Λε(P )|
(µ2)σ−n+1

σ − n+ 1

=
2n−1 µ2σ

|Λε(P )| (σ − n+ 1)
,

where we used that σ > n− 1. This shows the absolute and locally uniform convergence of
the series Ehyp

(0,∞)(P, s) for s ∈ C with Re(s) > n− 1.

For the general case let (Q1, Q2) ∈ HΓ be an arbitrary pair of hyperbolic fixed points of
Γ. Then by Remark 2.6.39 the group σ−1

(Q1,Q2)
Γσ(Q1,Q2) ⊆ PSL2(Cn−1) is a discrete and

cofinite subgroup with the hyperbolic fixed points 0 and ∞ and

S :=
(
σ−1
(Q1,Q2)

Γσ(Q1,Q2)

)hyp
(0,∞)

= σ−1
(Q1,Q2)

Γhyp
(Q1,Q2)

σ(Q1,Q2).

For s ∈ C with Re(s) > n− 1 and Q := σ−1
(Q1,Q2)

P this gives us

Ehyp

σ−1
(Q1,Q2)

Γσ(Q1,Q2),(0,∞)
(Q, s) =

∑

γ∈S\
(

σ−1
(Q1,Q2)

Γσ(Q1,Q2)

)

cosh(dHn(γQ,L(0,∞)))
−s

=
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cosh
(
dHn

(
σ−1
(Q1,Q2)

γσ(Q1,Q2)Q,L(0,∞)

))−s

=
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cosh
(
dHn

(
γP, σ(Q1,Q2)L(0,∞)

))−s

=
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cosh(dHn(γP,L(Q1,Q2)))
−s = Ehyp

Γ,(Q1,Q2)
(P, s).
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Thus, the absolute and locally uniform convergence of Ehyp

σ−1
(Q1,Q2)

Γσ(Q1,Q2),(0,∞)
(Q, s) for fixed

Q ∈ Hn and s ∈ C with Re(s) > n−1, proven above, implies the absolute and locally uniform

convergence of Ehyp
Γ,(Q1,Q2)

(P, s) for fixed P ∈ Hn and s ∈ C with Re(s) > n− 1.

This proves the claim for an arbitrary discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1) with
the pair (Q1, Q2) of hyperbolic fixed points.

(b) Let K ⊆ Hn be a compact subset. Then the constant ε(P ) in part (a) of the proof can be
chosen uniformly for all P ∈ K, i.e. as

ε := min
P∈K

ε(P ).

Through this ε we also obtain a uniform constant Λε = Λε(P ) for all P ∈ K, satisfying

|Λε| = min
P∈K

|Λε(P )|.

Hence, for fixed s ∈ C with Re(s) > n− 1 the series Ehyp
(Q1,Q2)

(P, s) converges absolutely and

uniformly on K.

We can easily conclude from its definition that the hyperbolic Eisenstein series is Γ-invariant.

Lemma 4.1.5. The hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) is invariant in P under the action

of Γ, i.e. we have
Ehyp

(Q1,Q2)
(γP, s) = Ehyp

(Q1,Q2)
(P, s)

for any γ ∈ Γ, P ∈ Hn and s ∈ C with Re(s) > n− 1. Thus, we have Ehyp
(Q1,Q2)

(P, s) ∈ A(Γ\Hn).

Proof. If γ ∈ Γ is fixed, then ηγ runs through a system of representatives for Γhyp
(Q1,Q2)

\Γ if and

only if η does. This implies

Ehyp
(Q1,Q2)

(γP, s) =
∑

η∈Γhyp
(Q1,Q2)

\Γ

cosh(dHn(ηγP,L(Q1,Q2)))
−s

=
∑

η∈Γhyp
(Q1,Q2)

\Γ

cosh(dHn(ηP,L(Q1,Q2)))
−s = Ehyp

(Q1,Q2)
(P, s).

Now we show that the hyperbolic Eisenstein series is bounded on Γ\Hn and therefore a square-
integrable function.

Lemma 4.1.6. For s ∈ C with Re(s) > n − 1 the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) is

bounded on Γ\Hn and satisfies Ehyp
(Q1,Q2)

(P, s) ∈ L2(Γ\Hn).

Proof. For s ∈ C with Re(s) > n − 1 the series Ehyp
(Q1,Q2)

(P, s) converges absolutely and locally

uniformly on Hn, so it only remains to prove that the hyperbolic Eisenstein series is also bounded
at the cusps of Γ\Hn.

For that we first assume that the hyperbolic fixed points are given by Q1 = 0 and Q2 = ∞
and consider the hyperbolic Eisenstein series Ehyp

(0,∞)(P, s). As ∞ is a hyperbolic fixed point of

Γ, Lemma 2.6.3 (a) implies that ∞ is no cusp of Γ. Because of Γhyp
(0,∞) ⊆ Γ we can choose the

representatives η1, . . . , ηcΓ of the cusps such that ηj ∈ Rn−1 with 1 ≤ |ηj | < µ2 (j = 1, . . . , cΓ).
Now the bound ∣∣∣Ehyp

(0,∞)(P, s)
∣∣∣ ≤ 2n−1 µ2σ

|Λε(P )| (σ − n+ 1)
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in the proof of Lemma 4.1.4 (a), where σ = Re(s), shows that Ehyp
(0,∞)(P, s) is bounded for P → ηj .

In the case of an arbitrary pair (Q1, Q2) ∈ HΓ of hyperbolic fixed points of Γ we have seen in
the proof of Lemma 4.1.4 (a) that σ−1

(Q1,Q2)
Γσ(Q1,Q2) ⊆ PSL2(Cn−1) is a discrete and cofinite

subgroup with the hyperbolic fixed points 0 and ∞, and for s ∈ C with Re(s) > n− 1 we have

Ehyp
Γ,(Q1,Q2)

(P, s) = Ehyp

σ−1
(Q1,Q2)

Γσ(Q1,Q2),(0,∞)

(
σ−1
(Q1,Q2)

P, s
)
.

Moreover, if ηj ∈ CΓ is a cusp of Γ, then σ−1
(Q1,Q2)

ηj is a cusp of σ−1
(Q1,Q2)

Γσ(Q1,Q2) by Remark

2.6.20. Now the boundedness of Ehyp
Γ,(Q1,Q2)

(P, s) as P tends to ηj is established by the boundedness

of Ehyp

σ−1
(Q1,Q2)

Γσ(Q1,Q2),(0,∞)

(
σ−1
(Q1,Q2)

P, s
)
as σ−1

(Q1,Q2)
P tends to σ−1

(Q1,Q2)
ηj .

Since Γ ⊆ PSL2(Cn−1) is a cofinite subgroup, the hyperbolic volume vol(Γ\Hn) is finite. Together

with the boundedness this proves that Ehyp
(Q1,Q2)

(P, s) ∈ L2(Γ\Hn).

The next lemma gives us that the hyperbolic Eisenstein series is a smooth function in P ∈ Hn.

Lemma 4.1.7. For P = (x0, . . . , xn−1) ∈ Hn and s ∈ C with Re(s) > n− 1 the hyperbolic Eisen-

stein series Ehyp
(Q1,Q2)

(P, s) is infinitely often continuously differentiable with respect to x0, . . . , xn−1.

Proof. For fixed γ ∈ Γhyp
(Q1,Q2)

\Γ we let σ−1
(Q1,Q2)

γ =:

(
a b
c d

)
∈ PSL2(Cn−1) and write

gγ(P ) : = cosh(dHn(γP,L(Q1,Q2))) = cosh
(
dHn

(
σ−1
(Q1,Q2)

γP,L(0,∞)

))

=

∣∣∣σ−1
(Q1,Q2)

γP
∣∣∣

xn−1

(
σ−1
(Q1,Q2)

γP
) =

∣∣(aP + b) (cP + d)−1
∣∣

xn−1 |cP + d|−2
=
|aP + b| |cP + d|

xn−1
.

If a 6= 0, we can write |aP + b| = |a(P + a−1b)| = |a| |P + a−1b|, and a−1b ∈ Vn−1
∼= Rn−1 is a

vector by the definition of PSL2(Cn−1) and Proposition 2.1.17. Letting a−1b =: (y0, . . . , yn−2), we
get

|aP + b| = |a|

√√√√
n−2∑

j=0

(xj + yj)2 + x2n−1.

Analogously, if c 6= 0, we write |cP + d| = |c(P + c−1d)| = |c| |P + c−1d|, and c−1d ∈ Vn−1
∼= Rn−1

is a vector. We set c−1d =: (z0, . . . , zn−2), so that

|cP + d| = |c|

√√√√
n−2∑

j=0

(xj + zj)2 + x2n−1.

Note that the equalities a = 0 and c = 0 cannot be fulfilled simultaneously. Hence, we have

gγ(P ) =





|a| |c|
√∑n−2

j=0 (xj + yj)2 + x2n−1

√∑n−2
j=0 (xj + zj)2 + x2n−1

xn−1
, if a 6= 0, c 6= 0,

|b| |c|
√∑n−2

j=0 (xj + zj)2 + x2n−1

xn−1
, if a = 0,

|a| |d|
√∑n−2

j=0 (xj + yj)2 + x2n−1

xn−1
, if c = 0.

(4.3)
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Since xn−1 > 0, in each of the cases in (4.3) the function gγ(P ) is infinitely often continuously
differentiable with respect to the coordinates x0, . . . , xn−1, and the same is true for gγ(P )

−s, where
s ∈ C with Re(s) > n− 1. Therefore, for any multi-index α = (α0, . . . , αn−1) ∈ Nn

0 the derivative

∂|α|

∂Pα
cosh(dHn(γP,L(Q1,Q2)))

−s =
∂|α|

∂xα0
0 . . . ∂x

αn−1

n−1

cosh(dHn(γP,L(Q1,Q2)))
−s

exists and is continuous, and we are allowed to arbitrarily interchange the order of differentiation.
We are left to prove that for any α ∈ Nn

0 the series of partial derivatives

∑

γ∈Γhyp
(Q1,Q2)

\Γ

∂|α|

∂Pα
cosh(dHn(γP,L(Q1,Q2)))

−s =
∑

γ∈Γhyp
(Q1,Q2)

\Γ

∂|α|

∂Pα
gγ(P )

−s (4.4)

converges absolutely and uniformly on compact subsets K ⊆ Hn, provided that Re(s) > n − 1.
This is done in eight steps.

We assume that a 6= 0 and set hγ(P ) :=
∑n−2

j=0 (xj + yj)
2 + x2n−1, where (y0, . . . , yn−2) = a−1b.

In the first step we show that for any α = (α0, . . . , αn−1) ∈ Nn
0 there exists a constant Aα(K) > 0,

depending only on the compact set K, such that

∣∣∣∣
∂|α|

∂Pα
hγ(P )

∣∣∣∣ ≤ Aα(K) · hγ(P ) (4.5)

for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K. For α ∈ Nn
0 we find

∂|α|

∂Pα
hγ(P ) =





hγ(P ), if |α| =
n−1∑

j=0

αj = 0,

2(xk + yk), if αk = 1 for some k ∈ {0, . . . , n− 2} and
n−1∑

j=0,
j 6=k

αj = 0,

2xn−1, if αn−1 = 1 and

n−2∑

j=0

αj = 0,

2, if αk = 2 for some k ∈ {0, . . . , n− 1} and
n−1∑

j=0,
j 6=k

αj = 0,

0, if αk, αl ≥ 1 for some k, l ∈ {0, . . . , n− 1} with k 6= l

or αk ≥ 3 for some k ∈ {0, . . . , n− 1}.

We verify the bound (4.5) separately in each of these five cases. Both for ∂|α|

∂Pα
hγ(P ) = 0 and

∂|α|

∂Pα
hγ(P ) = hγ(P ) the bound is immediate. If ∂|α|

∂Pα
hγ(P ) = 2, we find

∣∣∣∣
∂|α|

∂Pα
hγ(P )

∣∣∣∣ = 2 =
2hγ(P )∑n−2

j=0 (xj + yj)2 + x2n−1

≤ 2

x2n−1

· hγ(P ).

In the case ∂|α|

∂Pα
hγ(P ) = 2xn−1 we obtain

∣∣∣∣
∂|α|

∂Pα
hγ(P )

∣∣∣∣ = 2xn−1 =
2xn−1 hγ(P )∑n−2

j=0 (xj + yj)2 + x2n−1

≤ 2

xn−1
· hγ(P ).
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4. Hyperbolic and elliptic Eisenstein series in Hn

And for ∂|α|

∂Pα
hγ(P ) = 2(xk + yk) for some k ∈ {0, . . . , n− 2} we get

∣∣∣∣
∂|α|

∂Pα
hγ(P )

∣∣∣∣ = 2 |xk + yk| =
2 |xk + yk|hγ(P )∑n−2

j=0 (xj + yj)2 + x2n−1

≤ max

(
2

x2n−1

, 2

)
· hγ(P ),

where we used that

|xk + yk| ≤ max(1, (xk + yk)
2) ≤ max


1,

n−2∑

j=0

(xj + yj)
2 + x2n−1


 .

This proves that in each case there is a constant Aα(K) > 0, depending only on K, such that the

bound (4.5) is satisfied for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K.

In the second step we show by induction over the order |α| that for any α = (α0, . . . , αn−1) ∈ Nn
0

the partial derivative

∂|α|

∂Pα

√√√√
n−2∑

j=0

(xj + yj)2 + x2n−1 =
∂|α|

∂Pα

√
hγ(P )

is a finite sum of summands of the form

t · hγ(P )1/2−r ·
r∏

j=1

∂|β(j)|
∂Pβ(j)

hγ(P ), (4.6)

where t ∈ Q, r ∈ N0 with r ≤ |α| and β(j) ∈ Nn
0 (j = 1, . . . , r) are multi-indices with

∑r
j=1

∣∣β(j)
∣∣ =

|α|. In the case |α| = 1 this is a consequence of

∂

∂xk

√
hγ(P ) =

1

2
· hγ(P )−1/2 · ∂

∂xk
hγ(P )

for k = 0, . . . , n−1. Now let α ∈ Nn
0 with |α| = m+1 for some m ∈ N. Then there is a multi-index

α′ = (α′
0, . . . , α

′
n−1) ∈ Nn

0 with |α′| = m such that αk = α′
k + 1 for some k ∈ {0, . . . , n − 1} and

αj = α′
j for j 6= k, and we have

∂|α|

∂Pα

√
hγ(P ) =

∂

∂xk

(
∂|α

′|

∂Pα′

√
hγ(P )

)
.

Employing the induction hypothesis, the partial derivative in the bracket is a finite sum of sum-
mands of the form (4.6), where t ∈ Q, r ∈ N0 with r ≤ m, and β(j) ∈ Nn

0 (j = 1, . . . , r) are

multi-indices with
∑r

j=1

∣∣β(j)
∣∣ = m. If we differentiate such a summand with respect to the

variable xk, we obtain

∂

∂xk


t · hγ(P )1/2−r ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

hγ(P )




= t ·
(1
2
− r
)
· hγ(P )1/2−(r+1) · ∂

∂xk
hγ(P ) ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

hγ(P )

+

r∑

j=1


t · hγ(P )

1/2−r · ∂

∂xk

(
∂|β(j)|
∂Pβ(j)

hγ(P )

)
·

r∏

l=1,
l 6=j

∂|β(l)|
∂Pβ(l)

hγ(P )


 ,
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which is again a finite sum of summands of the form

t′ · hγ(P )1/2−r′ ·
r′∏

j=1

∂|β′(j)|
∂Pβ′(j)

hγ(P ),

where t′ ∈ Q, r′ ∈ N0 with r′ ≤ m+ 1 = |α|, and β′(j) ∈ Nn
0 (j = 1, . . . , r′) are multi-indices with∑r′

j=1

∣∣β′(j)
∣∣ = m+ 1 = |α|. As the derivation is linear, also the derivative ∂|α|

∂Pα

√
hγ(P ) is a sum

of summands of the asserted form, completing the second step of the proof.

In the third step we deduce from the first two steps that for any α ∈ Nn
0 there exists a constant

Bα(K) > 0, depending only on K, such that

∣∣∣∣
∂|α|

∂Pα

√
hγ(P )

∣∣∣∣ ≤ Bα(K) ·
√
hγ(P ) (4.7)

for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K. In the second step we have seen that the derivative ∂|α|

∂Pα

√
hγ(P )

is a finite sum of summands of the form (4.6). Moreover, by the bound (4.5), for each of these
summands there are constants Aβ(j)(K) > 0 (j = 1, . . . , r), depending only on K, such that

∣∣∣∣∣∣
t · hγ(P )1/2−r ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

hγ(P )

∣∣∣∣∣∣
= |t| · hγ(P )1/2−r ·

r∏

j=1

∣∣∣∣∣
∂|β(j)|
∂Pβ(j)

hγ(P )

∣∣∣∣∣

≤ |t| · hγ(P )1/2−r ·
r∏

j=1

(
Aβ(j)(K) · hγ(P )

)
= |t| ·

√
hγ(P ) ·

r∏

j=1

Aβ(j)(K)

for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K. Now the sum of the terms |t| ·∏r
j=1Aβ(j)(K) in the finitely

many summands of ∂|α|

∂Pα

√
hγ(P ) is a constant Bα(K) > 0, depending only on K, such that the

bound (4.7) holds true for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K.

In the fourth step we prove that for any α = (α0, . . . , αn−1) ∈ Nn
0 there is a constant Cα(K) > 0,

depending only on K, such that

∣∣∣∣
∂|α|

∂Pα

1

xn−1

∣∣∣∣ ≤ Cα(K) · 1

xn−1
(4.8)

for any P ∈ K. For α ∈ Nn
0 we easily see that

∂|α|

∂Pα

1

xn−1
=





(−1)αn−1 αn−1!

x
1+αn−1

n−1

, if

n−2∑

j=0

αj = 0,

0, if

n−2∑

j=0

αj ≥ 1.

In the second case the bound (4.8) is obvious, while in the first case it follows from

∣∣∣∣
∂|α|

∂Pα

1

xn−1

∣∣∣∣ =
αn−1!

x
1+αn−1

n−1

=
αn−1!

x
αn−1

n−1

· 1

xn−1
.

This finishes the fourth step of the proof.
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In the fifth step we infer from the previous two steps that for any α ∈ Nn
0 there is a constant

Dα(K) > 0, depending only on K, such that
∣∣∣∣∣
∂|α|

∂Pα

√
hγ(P )

xn−1

∣∣∣∣∣ ≤ Dα(K) ·
√
hγ(P )

xn−1
(4.9)

for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K.

Recall that for two multi-indices α = (α0, . . . , αn−1),β = (β0, . . . , βn−1) ∈ Nn
0 we have

β ≤ α ⇐⇒ βj ≤ αj for all j = 0, . . . , n− 1

and (
α

β

)
=

α!

β! (α− β)!
=

n−1∏

j=0

αj !

βj ! (αj − βj)!
=

n−1∏

j=0

(
αj

βj

)
.

Now the product rule for partial derivatives yields

∂|α|

∂Pα

√
hγ(P )

xn−1
=
∑

β∈Nn
0 ,

β≤α

(
α

β

)
· ∂

|β|

∂Pβ

√
hγ(P ) ·

∂|α−β|

∂Pα−β

1

xn−1
.

Consequently, by (4.7) and (4.8) there are constants Bβ(K), Cα−β(K) > 0, depending only on K,
such that

∣∣∣∣∣
∂|α|

∂Pα

√
hγ(P )

xn−1

∣∣∣∣∣ ≤
∑

β∈Nn
0 ,

β≤α

(
α

β

)
·
∣∣∣∣
∂|β|

∂Pβ

√
hγ(P )

∣∣∣∣ ·
∣∣∣∣
∂|α−β|

∂Pα−β

1

xn−1

∣∣∣∣

≤
∑

β∈Nn
0 ,

β≤α

(
α

β

)
·Bβ(K) ·

√
hγ(P ) · Cα−β(K) · 1

xn−1

=

√
hγ(P )

xn−1
·



∑

β∈Nn
0 ,

β≤α

(
α

β

)
·Bβ(K) · Cα−β(K)




for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K. This proves the asserted bound (4.9), where the constant

Dα(K) :=
∑

β∈Nn
0 ,

β≤α

(
α

β

)
·Bβ(K) · Cα−β(K)

depends only on K.

In the sixth step we conclude in each of the three cases in (4.3) that for any α ∈ Nn
0 there exists

a constant Eα(K) > 0, depending only on the compact set K, such that
∣∣∣∣
∂|α|

∂Pα
gγ(P )

∣∣∣∣ ≤ Eα(K) · gγ(P ) (4.10)

for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K.

In case that c = 0, we have a 6= 0 and

gγ(P ) =
|a| |d|

√∑n−2
j=0 (xj + yj)2 + x2n−1

xn−1
=
|a| |d|

√
hγ(P )

xn−1
.
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Hence, the bound (4.9) from the fifth step immediately yields

∣∣∣∣
∂|α|

∂Pα
gγ(P )

∣∣∣∣ = |a| |d|
∣∣∣∣∣
∂|α|

∂Pα

√
hγ(P )

xn−1

∣∣∣∣∣ ≤ |a| · |d| ·Dα(K) ·
√
hγ(P )

xn−1
= Dα(K) · gγ(P )

for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K.

If a = 0, then c 6= 0 and

gγ(P ) =
|b| |c|

√∑n−2
j=0 (xj + zj)2 + x2n−1

xn−1
=
|b| |c|

√
h̃γ(P )

xn−1

with h̃γ(P ) :=
∑n−2

j=0 (xj + zj)
2 + x2n−1, where (z0, . . . , zn−2) = c−1d. If we replace yj by zj for

j = 0, . . . , n−2, then completely analogous to the first five steps of the proof we obtain the bound
∣∣∣∣∣∣
∂|α|

∂Pα

√
h̃γ(P )

xn−1

∣∣∣∣∣∣
≤ Dα(K) ·

√
h̃γ(P )

xn−1
(4.11)

for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K, with Dα(K) as in (4.9). This gives us

∣∣∣∣
∂|α|

∂Pα
gγ(P )

∣∣∣∣ = |b| |c|

∣∣∣∣∣∣
∂|α|

∂Pα

√
h̃γ(P )

xn−1

∣∣∣∣∣∣
≤ |b| · |c| ·Dα(K) ·

√
h̃γ(P )

xn−1
= Dα(K) · gγ(P )

for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K.

Moreover, for a 6= 0 and c 6= 0 we have

gγ(P ) =
|a| |c|

√∑n−2
j=0 (xj + yj)2 + x2n−1

√∑n−2
j=0 (xj + zj)2 + x2n−1

xn−1
=
|a| |c|

√
hγ(P )

√
h̃γ(P )

xn−1
.

From the product rule and the bounds (4.7) and (4.11) we derive the existence of constants
Bβ(K), Dα−β(K) > 0, depending only on K, such that

∣∣∣∣
∂|α|

∂Pα
gγ(P )

∣∣∣∣ = |a| |c|

∣∣∣∣∣∣
∂|α|

∂Pα

√
hγ(P )

√
h̃γ(P )

xn−1

∣∣∣∣∣∣

≤ |a| |c|
∑

β∈Nn
0 ,

β≤α

(
α

β

)
·
∣∣∣∣
∂|β|

∂Pβ

√
hγ(P )

∣∣∣∣ ·

∣∣∣∣∣∣
∂|α−β|

∂Pα−β

√
h̃γ(P )

xn−1

∣∣∣∣∣∣

≤ |a| |c|
∑

β∈Nn
0 ,

β≤α

(
α

β

)
·Bβ(K) ·

√
hγ(P ) ·Dα−β(K) ·

√
h̃γ(P )

xn−1

= gγ(P ) ·



∑

β∈Nn
0 ,

β≤α

(
α

β

)
·Bβ(K) ·Dα−β(K)




for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K. This proves the bound (4.10), where the constant

Eα(K) :=
∑

β∈Nn
0 ,

β≤α

(
α

β

)
·Bβ(K) ·Dα−β(K)
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depends only on K, and completes the sixth step of the proof.

In the seventh step we show by induction over |α| that for any α = (α0, . . . , αn−1) ∈ Nn
0 the

partial derivative
∂|α|

∂Pα
cosh(dHn(γP,L(Q1,Q2)))

−s =
∂|α|

∂Pα
gγ(P )

−s

is a finite sum of summands of the form

p(s) · gγ(P )−s−r ·
r∏

j=1

∂|β(j)|
∂Pβ(j)

gγ(P ), (4.12)

where p ∈ Z[X] is a polynomial with integer coefficients and deg(p) ≤ |α|, r ∈ N0 with r ≤ |α|,
and β(j) ∈ Nn

0 (j = 1, . . . , r) are multi-indices with
∑r

j=1

∣∣β(j)
∣∣ = |α|. In the case |α| = 1 this

follows from
∂

∂xk
gγ(P )

−s = −s · gγ(P )−s−1 · ∂

∂xk
gγ(P )

for k = 0, . . . , n−1. Now let α ∈ Nn
0 with |α| = m+1 for somem ∈ N. Then we can choose a multi-

index α′ = (α′
0, . . . , α

′
n−1) ∈ Nn

0 with |α′| = m such that αk = α′
k + 1 for some k ∈ {0, . . . , n− 1}

and αj = α′
j for j 6= k, and we write

∂|α|

∂Pα
gγ(P )

−s =
∂

∂xk

(
∂|α

′|

∂Pα′
gγ(P )

−s

)
.

By the induction hypothesis the partial derivative in the bracket is a finite sum of summands of
the form (4.12), where p ∈ Z[X] is a polynomial with integer coefficients and deg(p) ≤ m, r ∈ N0

with r ≤ m, and β(j) ∈ Nn
0 (j = 1, . . . , r) are multi-indices with

∑r
j=1

∣∣β(j)
∣∣ = m. Differentiating

such a summand with respect to the variable xk gives us

∂

∂xk


p(s) · gγ(P )−s−r ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

gγ(P )




= p(s) · (−s− r) · gγ(P )−s−(r+1) · ∂

∂xk
gγ(P ) ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

gγ(P )

+
r∑

j=1


p(s) · gγ(P )

−s−r · ∂

∂xk

(
∂|β(j)|
∂Pβ(j)

gγ(P )

)
·

r∏

l=1,
l 6=j

∂|β(l)|
∂Pβ(l)

gγ(P )


 ,

which is again a finite sum of summands of the form

p′(s) · gγ(P )−s−r′ ·
r′∏

j=1

∂|β′(j)|
∂Pβ′(j)

gγ(P ),

where p′ ∈ Z[X] is a polynomial with integer coefficients and deg(p′) ≤ m+ 1 = |α|, r′ ∈ N0 with

r′ ≤ m+1 = |α|, and β′(j) ∈ Nn
0 (j = 1, . . . , r′) are multi-indices with

∑r′

j=1

∣∣β′(j)
∣∣ = m+1 = |α|.

The linearity of the derivation implies that the same is true for the derivative ∂|α|

∂Pα
gγ(P )

−s.

In the eighth and last step we finally conclude that any series (4.4) converges absolutely and
uniformly on compact subsets K ⊆ Hn, provided that σ := Re(s) > n− 1. From the previous step
we know that the derivative

∂|α|

∂Pα
cosh(dHn(γP,L(Q1,Q2)))

−s =
∂|α|

∂Pα
gγ(P )

−s
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4.1. Hyperbolic Eisenstein series

is a finite sum of summands of the form (4.12). By the bound (4.10) from the sixth step, for each
of these summands there are constants Eβ(j)(K) > 0 (j = 1, . . . , r), depending only on K, such
that

∣∣∣∣∣∣
p(s) · gγ(P )−s−r ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

gγ(P )

∣∣∣∣∣∣
= |p(s)| · gγ(P )−σ−r ·

r∏

j=1

∣∣∣∣∣
∂|β(j)|
∂Pβ(j)

gγ(P )

∣∣∣∣∣

≤ |p(s)| · gγ(P )−σ−r ·
r∏

j=1

(
Eβ(j)(K) · gγ(P )

)
= |p(s)| · gγ(P )−σ ·

r∏

j=1

Eβ(j)(K)

for any γ ∈ Γhyp
(Q1,Q2)

\Γ and P ∈ K. The absolute and uniform convergence of the series

∑

γ∈Γhyp
(Q1,Q2)

\Γ

|p(s)|·gγ(P )−σ·
r∏

j=1

Eβ(j)(K) = |p(s)|·
r∏

j=1

Eβ(j)(K)
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cosh(dHn(γP,L(Q1,Q2)))
−σ

on K now follows from Lemma 4.1.4 (b), provided that σ > n− 1. This proves the absolute and
uniform convergence of the series (4.4) on compact subsets K ⊆ Hn for σ > n− 1.

In contrast to parabolic Eisenstein series, the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) is no

eigenfunction of the hyperbolic Laplace operator. However, it still fulfils a certain differential
equation under ∆Hn involving the shifted function Ehyp

(Q1,Q2)
(P, s+ 2).

Lemma 4.1.8. For P ∈ Hn and s ∈ C with Re(s) > n − 1 the hyperbolic Eisenstein series

Ehyp
(Q1,Q2)

(P, s) satisfies the differential equation

(∆Hn − s(n− 1− s))Ehyp
(Q1,Q2)

(P, s) = s2Ehyp
(Q1,Q2)

(P, s+ 2).

Proof. We first assume that n ≥ 3 and use the hyperbolic Laplace operator

∆Hn = − cos(θn−1)
2 ∂2

∂u2
−

n−2∑

k=1

1(∏n−2
j=k+1 sin(θj)

2
)
tan(θn−1)2

∂2

∂θ2k
− cos(θn−1)

2 ∂2

∂θ2n−1

−
n−2∑

k=2

(k − 1) cos(θn−1)
2

(∏n−1
j=k+1 sin(θj)

2
)
tan(θk)

∂

∂θk
− n− 2

tan(θn−1)

∂

∂θn−1

in hyperbolic coordinates, computed in Lemma 1.2.4 (c), and the representation

Ehyp
(Q1,Q2)

(P, s) =
∑

γ∈Γhyp
(Q1,Q2)

\Γ

cos
(
θn−1

(
σ−1
(Q1,Q2)

γP
))s

.

Since ∆Hn is invariant under the action of PSL2(Cn−1) and Ehyp
(Q1,Q2)

(P, s) ∈ C2(Hn) by Lemma

4.1.7, it is sufficient to prove the identity

(∆Hn − s(n− 1− s)) cos(θn−1)
s = s2 cos(θn−1)

s+2.
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4. Hyperbolic and elliptic Eisenstein series in Hn

This follows from the straightforward calculation

∆Hn cos(θn−1)
s =

(
− cos(θn−1)

2 ∂2

∂θ2n−1

− n− 2

tan(θn−1)

∂

∂θn−1

)
cos(θn−1)

s

= − cos(θn−1)
2
(
s(s− 1) cos(θn−1)

s−2 sin(θn−1)
2 − s cos(θn−1)

s
)

− n− 2

tan(θn−1)

(
−s cos(θn−1)

s−1 sin(θn−1)
)

= −s(s− 1) cos(θn−1)
s sin(θn−1)

2 + s cos(θn−1)
s+2 + s(n− 2) cos(θn−1)

s

= −s2 cos(θn−1)
s
(
1− cos(θn−1)

2
)
+ s cos(θn−1)

s
(
sin(θn−1)

2 + cos(θn−1)
2
)

+ s(n− 2) cos(θn−1)
s

= −s2 cos(θn−1)
s + s2 cos(θn−1)

s+2 + s cos(θn−1)
s + s(n− 2) cos(θn−1)

s

= s(n− 1− s) cos(θn−1)
s + s2 cos(θn−1)

s+2.

It remains to consider the case n = 2. We make use of the hyperbolic Laplace operator

∆H = − sin(θ)2
(
∂2

∂u2
+

∂2

∂θ2

)

in hyperbolic coordinates from Example 1.2.3 and the representation

Ehyp
2,(Q1,Q2)

(z, s) =
∑

γ∈Γhyp
(Q1,Q2)

\Γ

sin
(
θ
(
σ−1
(Q1,Q2)

γz
))s

.

Taking into account that ∆H is PSL2(Cn−1)-invariant and E
hyp
2,(Q1,Q2)

(z, s) ∈ C2(H), it suffices to

prove the identity
(∆H − s(1− s)) sin(θ)s = s2 sin(θ)s+2.

This is a consequence of the straightforward calculation

∆H sin(θ)s = − sin(θ)2
∂2

∂θ2
sin(θ)s = − sin(θ)2

(
s(s− 1) sin(θ)s−2 cos(θ)2 − s sin(θ)s

)

= −s(s− 1) sin(θ)s cos(θ)2 + s sin(θ)s+2

= −s2 sin(θ)s
(
1− sin(θ)2

)
+ s sin(θ)s

(
cos(θ)2 + sin(θ)2

)

= −s2 sin(θ)s + s2 sin(θ)s+2 + s sin(θ)s

= s(1− s) sin(θ)s + s2 sin(θ)s+2.

We shortly consider the case n = 2 as an example. For a more comprehensive study of hyperbolic
Eisenstein series on the upper half-plane H we refer, for instance, to [Fal07], [GJM08], [KM79],
[Ris04] or [Pip05].

Example 4.1.9. Let Γ ⊆ PSL2(R) be a Fuchsian subgroup of the first kind, and let (Q1, Q2) ∈
HΓ be a pair of hyperbolic fixed points with hyperbolic scaling matrix σ(Q1,Q2) ∈ PSL2(R) and

hyperbolic stabilizer subgroup Γhyp
(Q1,Q2)

. Note that Γhyp
(Q1,Q2)

agrees with the full stabilizer subgroup

Γ(Q1,Q2) because the latter contains no elliptic and no loxodromic elements in the 2-dimensional
case. Further, let L(Q1,Q2) be the unique geodesic in H connecting Q1 and Q2.

For z ∈ H and s ∈ C with Re(s) > 1 the hyperbolic Eisenstein series Ehyp
2,(Q1,Q2)

(z, s) associated to

the pair of hyperbolic fixed points (Q1, Q2) ∈ HΓ is given by

Ehyp
2,(Q1,Q2)

(z, s) =
∑

γ∈Γ(Q1,Q2)\Γ
cosh(dH(γz,L(Q1,Q2)))

−s. (4.13)
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4.2. Elliptic Eisenstein series

The series (4.13) converges absolutely and locally uniformly for z ∈ H and s ∈ C with Re(s) > 1,
and is a holomorphic function for s ∈ C with Re(s) > 1. Moreover, the hyperbolic Eisenstein

series Ehyp
2,(Q1,Q2)

(z, s) is invariant in z under the action of Γ and bounded on Γ\H, therefore we

have Ehyp
2,(Q1,Q2)

(z, s) ∈ L2(Γ\H). It satisfies the differential equation

(∆H − s(1− s))Ehyp
2,(Q1,Q2)

(z, s) = s2Ehyp
2,(Q1,Q2)

(z, s+ 2).

4.2. Elliptic Eisenstein series

Non-holomorphic Eisenstein series on the upper half-plane H that are associated to elliptic fixed
points of a Fuchsian subgroup of the first kind were introduced by Jorgenson and Kramer in 2004
in their unpublished work [JK04] (see also, e.g., [JK11]). Later, their student von Pippich studied
these elliptic Eisenstein series in detail in her PhD thesis [Pip10]. In this section we define elliptic
Eisenstein series in the upper half-space Hn that are associated to a discrete and cofinite subgroup
Γ ⊆ PSL2(Cn−1) and a point Q ∈ Hn which is not necessarily an elliptic fixed point of Γ. We prove
some of its basic properties, including its range of convergence. Moreover, we see that the elliptic
Eisenstein series is invariant under Γ, bounded at the cusps, and satisfies a certain differential
equation under the hyperbolic Laplace operator.
Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Further, let Q ∈ Hn be a point with
elliptic scaling matrix σQ ∈ PSL2(Cn−1) and stabilizer subgroup ΓQ.

Definition 4.2.1. For P ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with Re(s) > n − 1 we
define the elliptic Eisenstein series Eell

Q (P, s) associated to the point Q ∈ Hn by

Eell
Q (P, s) =

∑

γ∈ΓQ\Γ
sinh(dHn(γP,Q))−s. (4.14)

Notation 4.2.2. In case we want to refer explicitly to the dimension n, we write Eell
n,Q(P, s)

instead of Eell
Q (P, s). If we want to refer explicitly to the underlying group Γ, we write Eell

Γ,Q(P, s)

or Eell
n,Γ,Q(P, s) instead of Eell

Q (P, s).

Remark 4.2.3. We make some remarks on the above definition.

(a) For any η ∈ ΓQ we have dHn(ηγP,Q) = dHn(γP, η−1Q) = dHn(γP,Q), and ΓQ is a finite
subgroup of Γ of order |ΓQ|. Hence, we can rewrite the elliptic Eisenstein series Eell

Q (P, s) as

Eell
Q (P, s) =

∑

γ∈ΓQ\Γ

1

|ΓQ|
∑

η∈ΓQ

sinh(dHn(ηγP,Q))−s =
1

|ΓQ|
∑

γ∈Γ

sinh(dHn(γP,Q))−s.

(b) If Q is not an elliptic fixed point of Γ, then the stabilizer subgroup ΓQ is trivial. In this case
we have

Eell
Q (P, s) =

∑

γ∈Γ

sinh(dHn(γP,Q))−s.

(c) The elliptic Eisenstein series Eell
Q (P, s) can be expressed as the Stieltjes integral

Eell
Q (P, s) =

∫ ∞

0

sinh(u)−s dN ell
Q (u;P ), (4.15)

where N ell
Q (u;P ) denotes the counting function

N ell
Q (u;P ) :=

∣∣{γ ∈ ΓQ\Γ | dHn(γP,Q) < u}
∣∣. (4.16)

99



4. Hyperbolic and elliptic Eisenstein series in Hn

In the following we give a few basic properties of elliptic Eisenstein series, beginning with their
convergence.

Lemma 4.2.4. The following assertions hold true.

(a) For fixed P ∈ Hn with P 6= γQ for any γ ∈ Γ the series (4.14), defining the elliptic Eisenstein
series Eell

Q (P, s), converges absolutely and locally uniformly for s ∈ C with Re(s) > n − 1,
hence it defines a holomorphic function there.

(b) For fixed s ∈ C with Re(s) > n − 1 the series (4.14), defining the elliptic Eisenstein series
Eell

Q (P, s), converges absolutely and uniformly for P ranging over compact subsets of Hn not
containing any translate γQ of Q by γ ∈ Γ.

Proof. We mimic the proof of Lemma 3.1.3 (i), (iii) in [Pip10] for n = 2, but make the necessary
adaptations to the general n-dimensional case.

(a) We write s = σ + it ∈ C and assume that σ = Re(s) > n− 1.
Let P ∈ Hn be fixed with P 6= γQ for any γ ∈ Γ. As the group Γ acts discontinuously on
Hn and γP 6= Q for any γ ∈ Γ by the choice of P , the minimum

Rmin(P ) := min
γ∈Γ

dHn(γP,Q)

exists and is greater than zero. Hence, setting

C1(P ) :=
1− exp(−2Rmin(P ))

2
,

we have C1(P ) > 0 and
1− exp(−2 dHn(γP,Q))

2
≥ C1(P )

for any γ ∈ Γ. This yields the estimate

sinh(dHn(γP,Q)) = exp(dHn(γP,Q)) · 1− exp(−2 dHn(γP,Q))

2
≥ C1(P ) · exp(dHn(γP,Q))

for any γ ∈ Γ. From this we obtain the bound

∣∣Eell
Q (P, s)

∣∣ ≤
∑

γ∈ΓQ\Γ

∣∣sinh(dHn(γP,Q))−s
∣∣ =

∑

γ∈ΓQ\Γ
sinh(dHn(γP,Q))−σ

≤ C1(P )
−σ

∑

γ∈ΓQ\Γ
exp(−σ dHn(γP,Q)).

So it remains to prove that the series

∑

γ∈ΓQ\Γ
exp(−σ dHn(γP,Q))

converges locally uniformly for σ > n− 1.

In order to do this, for r ∈ R, r > 0, we consider the counting function N ell
Q (r;P ) given as

in (4.16), i.e.

N ell
Q (r;P ) = |NQ(r;P )| with NQ(r;P ) := {γ ∈ ΓQ\Γ | dHn(γP,Q) < r}.

Recalling Corollary 2.4.6 and Corollary 2.4.7, we note that the number N ell
Q (r;P ) is always

finite. Moreover, by the definition of Rmin(P ) we have N ell
Q (r;P ) = 0 for r ≤ Rmin(P ).
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Next we derive an estimate for the number N ell
Q (r;P ) for fixed r ∈ R, r > 0. We choose

ε = ε(P ) > 0 sufficiently small such that the open hyperbolic balls Bε(P )(γP ) with center γP
and radius ε(P ) do not intersect for all γ ∈ ΓQ\Γ. Then the finitely many balls Bε(P )(γP )
around the translates γP of P for γ ∈ NQ(r;P ) are all contained in Br+ε(P )(Q), which gives
us

N ell
Q (r;P ) · volHn(Bε(P )(γP )) ≤ volHn(Br+ε(P )(Q))

for any γ ∈ NQ(r;P ). This implies the bound

N ell
Q (r;P ) ≤ volHn(Br+ε(P )(Q))

volHn(Bε(P )(γP ))
=

2πn/2 Γ
(
n
2

)−1 ∫ r+ε(P )

0
sinh(t)n−1 dt

2πn/2 Γ
(
n
2

)−1 ∫ ε(P )

0
sinh(t)n−1 dt

=

∫ r+ε(P )

0
sinh(t)n−1 dt

∫ ε(P )

0
sinh(t)n−1 dt

.

Using the inequality sinh(t) ≤ 1
2 exp(t), we can bound the numerator as

∫ r+ε(P )

0

sinh(t)n−1 dt ≤ 21−n

∫ r+ε(P )

0

exp((n− 1) t) dt =
21−n

n− 1
(exp((n− 1) (r + ε(P )))− 1)

≤ 21−n

n− 1
exp((n− 1) ε(P )) exp((n− 1) r).

Therefore, we obtain the estimate

N ell
Q (r;P ) ≤ C2(P ) · exp((n− 1) r), (4.17)

where the constant C2(P ) > 0 is given by

C2(P ) :=
21−n exp((n− 1) ε(P ))

(n− 1)
∫ ε(P )

0
sinh(t)n−1 dt

.

For fixed R ∈ R, R > 0, the monotonically increasing step function N ell
Q : [0, R] → N0

induces a Stieltjes measure dN ell
Q (r;P ) on the interval [0, R]. Since N ell

Q (r;P ) is of bounded
variation and the function exp(−σr) : [0, R] → (0,∞) is continuous, the function exp(−σr)
is Riemann-Stieltjes integrable with respect to N ell

Q (r;P ) on the interval [0, R]. Moreover,
both functions are bounded on [0, R]. Thus, applying the theorem of partial integration we
obtain

∑

γ∈NQ(R;P )

exp(−σ dHn(γP,Q)) =

∫ R

0

exp(−σr) dN ell
Q (r;P )

=
[
N ell

Q (r;P ) exp(−σr)
]R
0
−
∫ R

0

N ell
Q (r;P ) d(exp(−σr))

=
[
N ell

Q (r;P ) exp(−σr)
]R
0
+ σ

∫ R

0

N ell
Q (r;P ) exp(−σr) dr. (4.18)

Using the estimate (4.17), the two summands in (4.18) can be bounded as

[
N ell

Q (r;P ) exp(−σr)
]R
0
= N ell

Q (R;P ) · exp(−σR) ≤ C2(P ) · exp((n− 1− σ)R)

and

σ

∫ R

0

N ell
Q (r;P ) exp(−σr) dr ≤ σ C2(P )

∫ R

0

exp((n− 1− σ) r) dr

=
σ C2(P )

n− 1− σ · (exp((n− 1− σ)R)− 1),
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respectively. These two bounds now imply

∑

γ∈ΓQ\Γ
exp(−σ dHn(γP,Q)) = lim

R→∞

∑

γ∈NQ(R;P )

exp(−σ dHn(γP,Q))

≤ lim
R→∞

(
C2(P ) · exp((n− 1− σ)R) + σ C2(P )

n− 1− σ ·
(
exp((n− 1− σ)R)− 1

))

=
σ C2(P )

σ − n+ 1
,

where we used σ > n− 1, so that limR→∞ exp((n− 1−σ)R) = 0. This gives us the asserted
absolute and locally uniform convergence of the elliptic Eisenstein series Eell

Q (P, s) for s ∈ C

with Re(s) > n− 1.

(b) If K ⊆ Hn is a compact subset not containing any translate γQ of Q by γ ∈ Γ, then the
constants C1(P ) and C2(P ) from part (a) of the proof can be chosen uniformly for all P ∈ K,
i.e. we can set

C1 := min
P∈K

C1(P ) and C2 := max
P∈K

C2(P ).

Therefore, for fixed s ∈ C with Re(s) > n− 1 the series Eell
Q (P, s) converges absolutely and

uniformly on K.

An easy consequence of the definition of the elliptic Eisenstein series is its Γ-invariance.

Lemma 4.2.5. The elliptic Eisenstein series Eell
Q (P, s) is invariant in P under the action of Γ,

i.e. we have

Eell
Q (γP, s) = Eell

Q (P, s)

for any γ ∈ Γ, P ∈ Hn with P 6= ηQ for any η ∈ Γ and s ∈ C with Re(s) > n− 1.

Proof. As for a fixed γ ∈ Γ, ηγ runs through a system of representatives for ΓQ\Γ if and only if η
does, we have

Eell
Q (γP, s) =

∑

η∈ΓQ\Γ
sinh(dHn(ηγP,Q))−s =

∑

η∈ΓQ\Γ
sinh(dHn(ηP,Q))−s = Eell

Q (P, s).

Though the elliptic Eisenstein series Eell
Q (P, s) is unbounded near the translates γQ of Q by γ ∈ Γ,

it is bounded at the cusps of Γ.

Lemma 4.2.6. For P ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with Re(s) > n− 1 the elliptic
Eisenstein series Eell

Q (P, s) is bounded as P → ηj, where ηj ∈ CΓ (j = 1, . . . , cΓ).

Proof. For P ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with Re(s) > n− 1 we have seen in the
proof of Lemma 4.2.4 (a) that

∣∣Eell
Q (P, s)

∣∣ ≤ C1(P )
−σ σ C2(P )

σ − n+ 1
,

where σ = Re(s). This proves that Eell
Q (P, s) is bounded for P → ηj .

Remark 4.2.7. For P = (x0, . . . , xn−1) ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with
Re(s) > n− 1 the elliptic Eisenstein series Eell

Q (P, s) is infinitely often continuously differentiable
with respect to x0, . . . , xn−1. We will prove this result as Lemma 4.3.8 in the next section.
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Similar to hyperbolic Eisenstein series, also the elliptic Eisenstein series satisfies a certain shift
equation under the hyperbolic Laplace operator.

Lemma 4.2.8. For P ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with Re(s) > n− 1 the elliptic
Eisenstein series Eell

Q (P, s) satisfies the differential equation

(∆Hn − s(n− 1− s))Eell
Q (P, s) = s(n− 2− s)Eell

Q (P, s+ 2).

Proof. Using elliptic coordinates centered at Q ∈ Hn (see Definition 1.2.5), by Lemma 1.2.8 (c)
the hyperbolic Laplace operator is given by

∆Hn = − ∂2

∂%2Q
− (n− 1)

1

tanh(%Q)

∂

∂%Q
− 1

sinh(%Q)2
∆Sn−1 .

Further, we have %Q(γP ) = dHn(γP,Q) and

Eell
Q (P, s) =

∑

γ∈ΓQ\Γ
sinh(%Q(γP ))

−s.

Since the differential operator ∆Hn is invariant under the action of PSL2(Cn−1) and E
ell
Q (P, s) ∈

C2(Hn), as we will see in Lemma 4.3.8, it suffices to prove the identity

(∆Hn − s(n− 1− s)) sinh(%Q)−s = s(n− 2− s) sinh(%Q)−s−2.

This follows immediately from the calculation

∆Hn sinh(%Q)
−s =

(
− ∂2

∂%2Q
− (n− 1)

1

tanh(%Q)

∂

∂%Q

)
sinh(%Q)

−s

= −s(s+ 1) sinh(%Q)
−s−2 cosh(%Q)

2 + s sinh(%Q)
−s

+ s(n− 1) sinh(%Q)
−s−2 cosh(%Q)

2

= (−s(s+ 1) + s(n− 1)) sinh(%Q)
−s−2 (1 + sinh(%Q)

2) + s sinh(%Q)
−s

= s(n− 2− s) sinh(%Q)−s−2 + s(n− 2− s) sinh(%Q)−s + s sinh(%Q)
−s

= s(n− 2− s) sinh(%Q)−s−2 + s(n− 1− s) sinh(%Q)−s.

In the following example we briefly take a closer look at elliptic Eisenstein series on the upper
half-plane H that are associated to an elliptic fixed point of a Fuchsian subgroup of the first kind.

Example 4.2.9. Let Γ ⊆ PSL2(R) be a Fuchsian subgroup of the first kind, and let ej ∈ EΓ

(j ∈ {1, . . . , eΓ}) be an elliptic fixed point of order nej with elliptic scaling matrix σej ∈ PSL2(R)
and stabilizer subgroup Γej . Using elliptic coordinates % = %(z) and ϑ = ϑ(z) centered at i (see
Example 1.2.7), for z ∈ H with z 6= γej for any γ ∈ Γ and s ∈ C with Re(s) > 1 the elliptic
Eisenstein series Eell

2,ej (z, s) associated to the elliptic fixed point ej ∈ EΓ is given by

Eell
2,ej (z, s) =

∑

γ∈Γej
\Γ

sinh(%(σ−1
ej γz))

−s =
∑

γ∈Γej
\Γ

sinh(dH(γz, ej))
−s. (4.19)

For z ∈ H with z 6= γej for any γ ∈ Γ and s ∈ C with Re(s) > 1 the series (4.19) converges
absolutely and locally uniformly, and it defines a holomorphic function for s ∈ C with Re(s) > 1.
The elliptic Eisenstein series Eell

2,ej (z, s) is invariant in z under the action of Γ. It satisfies the
differential equation

(∆H − s(1− s))Eell
2,ej (z, s) = −s2Eell

2,ej (z, s+ 2)
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and is a real-analytic function with respect to z = x+ iy.
In [Pip10], von Pippich further computed the parabolic, hyperbolic and elliptic Fourier expan-
sion of Eell

2,ej (z, s). Moreover, she proved that the elliptic Eisenstein series Eell
2,ej (z, s) admits a

meromorphic continuation in s to the whole complex plane and computed its possible poles and
residues. There is always a simple pole at the point s = 1 with residue

Ress=1E
ell
2,ej (z, s) =

2π

nej vol(Γ\H)
.

In [Pip10] (see also [Pip16]), von Pippich further determined a Kronecker limit type formula for
elliptic Eisenstein series which we will recall in section 8.2.

4.3. The hyperbolic kernel function

Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Having introduced hyperbolic and
elliptic Eisenstein series, we now define a third function called the hyperbolic kernel function. We
determine its range of convergence and present some other elementary properties. We see that
the hyperbolic kernel function is symmetric in the variables P,Q ∈ Hn and Γ-invariant in both of
them, bounded and square-integrable on Γ\Hn and a smooth function with respect to P , and that
it fulfils a certain differential equation under the hyperbolic Laplace operator. Additionally, we
prove that the elliptic Eisenstein series associated to a point in Hn is also a smooth function. The
hyperbolic kernel function will be of great importance in the upcoming chapters, in which we will
see that both hyperbolic and elliptic Eisenstein series can be expressed in terms of this function.
In the case n = 2, this idea was first given in [Pip10] for elliptic Eisenstein series, while in [JPS16]
the idea was realized for hyperbolic Eisenstein series.

Definition 4.3.1. For P,Q ∈ Hn and s ∈ C with Re(s) > n − 1 we define the hyperbolic kernel
function Khyp(P,Q, s) by

Khyp(P,Q, s) =
∑

γ∈Γ

cosh(dHn(γP,Q))−s. (4.20)

Notation 4.3.2. In case we want to refer explicitly to the dimension n, we write Khyp
n (P,Q, s)

instead of Khyp(P,Q, s). If we want to refer explicitly to the underlying group Γ, we write

Khyp
Γ (P,Q, s) or Khyp

n,Γ (P,Q, s) instead of Khyp(P,Q, s).

Remark 4.3.3. The hyperbolic kernel function Khyp(P,Q, s) can be expressed as the Stieltjes
integral

Khyp(P,Q, s) =

∫ ∞

0

cosh(u)−s dNhyp(u;P,Q), (4.21)

where Nhyp(u;P,Q) denotes the counting function

Nhyp(u;P,Q) := |{γ ∈ Γ | dHn(γP,Q) < u}|.

We give some elementary properties of the hyperbolic kernel function in the form of several lemmas.

Lemma 4.3.4. The following assertions hold true.

(a) For fixed P,Q ∈ Hn the series (4.20), defining the hyperbolic kernel function Khyp(P,Q, s),
converges absolutely and locally uniformly for s ∈ C with Re(s) > n − 1, hence it defines a
holomorphic function there.

(b) For fixed Q ∈ Hn and s ∈ C with Re(s) > n − 1 the series (4.20), defining the hyperbolic
kernel function Khyp(P,Q, s), converges absolutely and uniformly for P ranging over compact
subsets of Hn.
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(c) For fixed P ∈ Hn and s ∈ C with Re(s) > n − 1 the series (4.20), defining the hyperbolic
kernel function Khyp(P,Q, s), converges absolutely and uniformly for Q ranging over compact
subsets of Hn.

Proof.

(a) By the bound

∣∣Khyp(P,Q, s)
∣∣ ≤

∑

γ∈Γ

∣∣cosh(dHn(γP,Q))−s
∣∣ =

∑

γ∈Γ

cosh(dHn(γP,Q))−Re(s)

and the inequality cosh(x) > sinh(x) (x ∈ R), for P,Q ∈ Hn with P 6= γQ for any γ ∈ Γ the
function Khyp(P,Q, s) can be majorized by the series

∑

γ∈Γ

sinh(dHn(γP,Q))−Re(s) = |ΓQ|Eell
Q (P,Re(s)).

Using Lemma 4.2.4 (a), for fixed P,Q ∈ Hn with P 6= γQ for any γ ∈ Γ we obtain the absolute
and locally uniform convergence of the series Khyp(P,Q, s) for s ∈ C with Re(s) > n− 1.

Now suppose that P,Q ∈ Hn with γ1P = Q, i.e. P = γ−1
1 Q, for some γ1 ∈ Γ. Then for

any γ2 ∈ Γ with γ2P = Q, i.e. P = γ−1
2 Q, we have γ2γ

−1
1 Q = Q and γ2γ

−1
1 ∈ ΓQ, so that

γ1 and γ2 represent the same right coset in ΓQ\Γ. Taking into account that dHn(ηγP,Q) =
dHn(γP,Q) for any η ∈ ΓQ, we can write

Khyp(P,Q, s) =
∑

γ∈ΓQ\Γ

∑

η∈ΓQ

cosh(dHn(ηγP,Q))−s = |ΓQ|
∑

γ∈ΓQ\Γ
cosh(dHn(γP,Q))−s

= |ΓQ| cosh(dHn(γ1P,Q))−s + |ΓQ|
∑

γ∈ΓQ\Γ,
γ 6=γ1

cosh(dHn(γP,Q))−s

= |ΓQ|+ |ΓQ|
∑

γ∈ΓQ\Γ,
γ 6=γ1

cosh(dHn(γP,Q))−s

≤ |ΓQ|+ |ΓQ|
∑

γ∈ΓQ\Γ,
γ 6=γ1

sinh(dHn(γP,Q))−s.

The absolute and locally uniform convergence of the latter series for s ∈ C with Re(s) > n−1
can be verified analogously to the proof of Lemma 4.2.4 (a). This proves that the hyperbolic
kernel function Khyp(P,Q, s) converges absolutely and locally uniformly for s ∈ C with
Re(s) > n− 1.

(b) Analogous to the proof of part (a), depending on whether γ1P = Q for some γ1 ∈ Γ
or not, we can majorize the hyperbolic kernel function Khyp(P,Q, s) either by the series
|ΓQ|Eell

Q (P,Re(s)) or by

|ΓQ|+ |ΓQ|
∑

γ∈ΓQ\Γ,
γ 6=γ1

sinh(dHn(γP,Q))−s.

The first series converges absolutely and locally uniformly for P ranging over compact subsets
of Hn by Lemma 4.2.4 (b), while the absolute and uniform convergence of the latter series
on compact subsets of Hn follows analogously to the proof of Lemma 4.2.4 (b). For fixed
Q ∈ Hn and s ∈ C with Re(s) > n − 1 this shows that the series Khyp(P,Q, s) converges
absolutely and uniformly for P ranging over compact subsets of Hn.
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(c) As the map Γ→ Γ, γ 7→ γ−1, is a bijection, we obtain

Khyp(P,Q, s) =
∑

γ∈Γ

cosh(dHn(γP,Q))−s =
∑

γ∈Γ

cosh(dHn(Q, γP ))−s

=
∑

γ∈Γ

cosh(dHn(γ−1Q,P ))−s =
∑

γ∈Γ

cosh(dHn(γQ, P ))−s = Khyp(Q,P, s).

Hence, the assertion follows immediately from part (b).

Lemma 4.3.5. The following assertions hold true.

(a) The hyperbolic kernel function Khyp(P,Q, s) is symmetric in the variables P and Q, i.e. we
have

Khyp(Q,P, s) = Khyp(P,Q, s)

for any P,Q ∈ Hn and s ∈ C with Re(s) > n− 1.

(b) The hyperbolic kernel function Khyp(P,Q, s) is invariant under the action of Γ in both P
and Q i.e. we have

Khyp(γP,Q, s) = Khyp(P, γQ, s) = Khyp(P,Q, s)

for any γ ∈ Γ, P,Q ∈ Hn and s ∈ C with Re(s) > n − 1. Hence, for fixed s ∈ C with
Re(s) > n− 1, it is a well-defined function on (Γ\Hn)× (Γ\Hn).

Proof.

(a) This was already shown in the proof of Lemma 4.3.4 (c).

(b) For fixed γ ∈ Γ the map η 7→ ηγ defines a bijection Γ→ Γ, so that

Khyp(γP,Q, s) =
∑

η∈Γ

cosh(dHn(ηγP,Q))−s =
∑

η∈Γ

cosh(dHn(ηP,Q))−s = Khyp(P,Q, s).

Likewise, for fixed γ ∈ Γ the map η 7→ γ−1η defines a bijection Γ→ Γ, which gives us

Khyp(P, γQ, s) =
∑

η∈Γ

cosh(dHn(ηP, γQ))−s =
∑

η∈Γ

cosh(dHn(γ−1ηP,Q))−s

=
∑

η∈Γ

cosh(dHn(ηP,Q))−s = Khyp(P,Q, s).

As for the hyperbolic Eisenstein series, we find that the hyperbolic kernel function is bounded on
Γ\Hn and an element of L2(Γ\Hn).

Lemma 4.3.6. For Q ∈ Hn and s ∈ C with Re(s) > n − 1 the hyperbolic kernel function
Khyp(P,Q, s), as a function in P , is bounded on Γ\Hn and satisfies Khyp(P,Q, s) ∈ L2(Γ\Hn).

Proof. Since for Q ∈ Hn and s ∈ C with Re(s) > n−1 the seriesKhyp(P,Q, s) converges absolutely
and locally uniformly on Hn, it remains to show that the hyperbolic kernel function is bounded at
the cusps of Γ\Hn.
If P is sufficiently close to a cusp ηj ∈ CΓ (j = 1, . . . , cΓ), then P 6= γQ for any γ ∈ Γ and we have
seen in the proof of Lemma 4.3.4 (a) that Khyp(P,Q, s) can be majorized by the elliptic Eisenstein
series |ΓQ|Eell

Q (P,Re(s)). Now Lemma 4.2.6 implies that Khyp(P,Q, s) is bounded as P → ηj .

Because the group Γ ⊆ PSL2(Cn−1) has finite hyperbolic volume, we deduce from the boundedness
that Khyp(P,Q, s) ∈ L2(Γ\Hn).
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Examining the differentiability of the hyperbolic kernel function Khyp(P,Q, s) with respect to the
coordinates of P = (x0, . . . , xn−1) ∈ Hn, we have the following result.

Lemma 4.3.7. For P = (x0, . . . , xn−1), Q ∈ Hn and s ∈ C with Re(s) > n−1 the hyperbolic kernel
function Khyp(P,Q, s) is infinitely often continuously differentiable with respect to x0, . . . , xn−1.

Proof. For fixed Q ∈ Hn and γ ∈ Γ we let γ−1Q =: (y0, . . . , yn−1) ∈ Hn and write

fγ(P ) := cosh(dHn(γP,Q)) = cosh(dHn(P, γ−1Q)) =

∑n−2
j=0 (xj − yj)2 + x2n−1 + y2n−1

2xn−1 yn−1
. (4.22)

As xn−1, yn−1 > 0, this function is infinitely often continuously differentiable with respect to the
coordinates x0, . . . , xn−1, and the same is true for fγ(P )

−s, where s ∈ C with Re(s) > n − 1.
Hence, for any multi-index α = (α0, . . . , αn−1) ∈ Nn

0 the derivative

∂|α|

∂Pα
cosh(dHn(γP,Q))−s =

∂|α|

∂xα0
0 . . . ∂x

αn−1

n−1

cosh(dHn(γP,Q))−s

exists and is continuous, and we are allowed to arbitrarily interchange the order of differentiation.
It remains to prove that for any α ∈ Nn

0 the series of partial derivatives

∑

γ∈Γ

∂|α|

∂Pα
cosh(dHn(γP,Q))−s =

∑

γ∈Γ

∂|α|

∂Pα
fγ(P )

−s (4.23)

converges absolutely and uniformly on compact subsets K ⊆ Hn, provided that Re(s) > n − 1.
We do this in four steps.

In the first step we compute the partial derivative

∂|α|

∂Pα
cosh(dHn(γP,Q)) =

∂|α|

∂Pα
fγ(P )

for an arbitrary multi-index α = (α0, . . . , αn−1) ∈ Nn
0 . Considering only the derivatives with

respect to x0, . . . , xn−2 first, for any α ∈ Nn
0 with αn−1 = 0 we find

∂|α|

∂Pα
fγ(P ) =





fγ(P ), if |α| =
n−2∑

j=0

αj = 0,

xk − yk
xn−1 yn−1

, if αk = 1 for some k ∈ {0, . . . , n− 2} and
n−2∑

j=0,
j 6=k

αj = 0,

1

xn−1 yn−1
, if αk = 2 for some k ∈ {0, . . . , n− 2} and

n−2∑

j=0,
j 6=k

αj = 0,

0, if αk, αl ≥ 1 for some k, l ∈ {0, . . . , n− 2} with k 6= l

or αk ≥ 3 for some k ∈ {0, . . . , n− 2}.

(4.24)

Now we compute

∂

∂xn−1
fγ(P ) =

−∑n−2
j=0 (xj − yj)2 + x2n−1 − y2n−1

2x2n−1 yn−1
,

∂2

∂x2n−1

fγ(P ) =

∑n−2
j=0 (xj − yj)2 + y2n−1

x3n−1 yn−1
,

and generally

∂αn−1

∂x
αn−1

n−1

fγ(P ) =
(−1)αn−1 αn−1!

(∑n−2
j=0 (xj − yj)2 + y2n−1

)

2x
1+αn−1

n−1 yn−1

(αn−1 ≥ 2),
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as well as

∂αn−1

∂x
αn−1

n−1

(
xk − yk
xn−1 yn−1

)
=

(−1)αn−1 αn−1! (xk − yk)
x
1+αn−1

n−1 yn−1

(k = 0, . . . , n− 2, αn−1 ≥ 0),

∂αn−1

∂x
αn−1

n−1

(
1

xn−1 yn−1

)
=

(−1)αn−1 αn−1!

x
1+αn−1

n−1 yn−1

(αn−1 ≥ 0).

Therefore, from (4.24) we can deduce for any α = (α0, . . . , αn−1) ∈ Nn
0 that

∂|α|

∂Pα
fγ(P ) =





fγ(P ), if |α| =
n−1∑

j=0

αj = 0,

−∑n−2
j=0 (xj − yj)2 + x2n−1 − y2n−1

2x2n−1 yn−1
, if

n−2∑

j=0

αj = 0 and αn−1 = 1,

(−1)αn−1 αn−1!
(∑n−2

j=0 (xj − yj)2 + y2n−1

)

2x
1+αn−1

n−1 yn−1

, if

n−2∑

j=0

αj = 0 and αn−1 ≥ 2,

(−1)αn−1 αn−1! (xk − yk)
x
1+αn−1

n−1 yn−1

, if αk = 1 for some k ∈ {0, . . . , n− 2} and
n−2∑

j=0,
j 6=k

αj = 0,

(−1)αn−1 αn−1!

x
1+αn−1

n−1 yn−1

, if αk = 2 for some k ∈ {0, . . . , n− 2} and
n−2∑

j=0,
j 6=k

αj = 0,

0, if αk, αl ≥ 1 for some k, l ∈ {0, . . . , n− 2} with k 6= l

or αk ≥ 3 for some k ∈ {0, . . . , n− 2}.
(4.25)

This finishes the first part of the proof.

In the second step we prove that for any α = (α0, . . . , αn−1) ∈ Nn
0 there is a constant Cα(K) > 0,

depending only on the compact set K, such that

∣∣∣∣
∂|α|

∂Pα
fγ(P )

∣∣∣∣ ≤ Cα(K) · fγ(P ) (4.26)

for any γ ∈ Γ and P ∈ K. We verify this bound separately in each of the six cases in (4.25). In

the cases ∂|α|

∂Pα
fγ(P ) = 0 and ∂|α|

∂Pα
fγ(P ) = fγ(P ) the bound (4.26) is obvious. For

∂|α|

∂Pα
fγ(P ) =

(−1)αn−1 αn−1!

x
1+αn−1

n−1 yn−1

we have

∣∣∣∣
∂|α|

∂Pα
fγ(P )

∣∣∣∣ =
αn−1!

x
1+αn−1

n−1 yn−1

=
2αn−1! fγ(P )

x
αn−1

n−1

(∑n−2
j=0 (xj − yj)2 + x2n−1 + y2n−1

) ≤ 2αn−1!

x
2+αn−1

n−1

· fγ(P ).

If

∂|α|

∂Pα
fγ(P ) =

(−1)αn−1 αn−1! (xk − yk)
x
1+αn−1

n−1 yn−1
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for some k ∈ {0, . . . , n− 2}, we find

∣∣∣∣
∂|α|

∂Pα
fγ(P )

∣∣∣∣ =
αn−1! |xk − yk|
x
1+αn−1

n−1 yn−1

=
2αn−1! |xk − yk| fγ(P )

x
αn−1

n−1

(∑n−2
j=0 (xj − yj)2 + x2n−1 + y2n−1

)

≤ max

(
2αn−1!

x
2+αn−1

n−1

,
2αn−1!

x
αn−1

n−1

)
· fγ(P ),

where we made use of

|xk − yk| ≤ max(1, (xk − yk)2) ≤ max


1,

n−2∑

j=0

(xj − yj)2 + x2n−1 + y2n−1


 .

In the case

∂|α|

∂Pα
fγ(P ) =

(−1)αn−1 αn−1!
(∑n−2

j=0 (xj − yj)2 + y2n−1

)

2x
1+αn−1

n−1 yn−1

we obtain

∣∣∣∣
∂|α|

∂Pα
fγ(P )

∣∣∣∣ =
αn−1!

(∑n−2
j=0 (xj − yj)2 + y2n−1

)

2x
1+αn−1

n−1 yn−1

=
αn−1!

(∑n−2
j=0 (xj − yj)2 + y2n−1

)
fγ(P )

x
αn−1

n−1

(∑n−2
j=0 (xj − yj)2 + x2n−1 + y2n−1

)

≤ αn−1!

x
αn−1

n−1

· fγ(P ).

And for
∂|α|

∂Pα
fγ(P ) =

−∑n−2
j=0 (xj − yj)2 + x2n−1 − y2n−1

2x2n−1 yn−1

we get

∣∣∣∣
∂|α|

∂Pα
fγ(P )

∣∣∣∣ =

∣∣∣
∑n−2

j=0 (xj − yj)2 − x2n−1 + y2n−1

∣∣∣
2x2n−1 yn−1

=

∣∣∣
∑n−2

j=0 (xj − yj)2 − x2n−1 + y2n−1

∣∣∣ fγ(P )

xn−1

(∑n−2
j=0 (xj − yj)2 + x2n−1 + y2n−1

)

≤ 1

xn−1
· fγ(P ),

where we used that
∣∣∣∣∣

n−2∑

j=0

(xj − yj)2 − x2n−1 + y2n−1

∣∣∣∣∣ ≤
n−2∑

j=0

(xj − yj)2 + x2n−1 + y2n−1.

This proves that in each case there exists a constant Cα(K) > 0, depending only on K, such that
the bound (4.26) is satisfied for any γ ∈ Γ and P ∈ K, completing the second part of the proof.

As a third step we conclude, exactly analogous to the seventh step in the proof of Lemma 4.1.7,
that for any α ∈ Nn

0 the partial derivative

∂|α|

∂Pα
cosh(dHn(γP,Q))−s =

∂|α|

∂Pα
fγ(P )

−s

is a finite sum of summands of the form

p(s) · fγ(P )−s−r ·
r∏

j=1

∂|β(j)|
∂Pβ(j)

fγ(P ), (4.27)
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where p ∈ Z[X] is a polynomial with integer coefficients and deg(p) ≤ |α|, r ∈ N0 with r ≤ |α|,
and β(j) ∈ Nn

0 (j = 1, . . . , r) are multi-indices with
∑r

j=1

∣∣β(j)
∣∣ = |α|.

In the fourth and final step we now conclude that any series (4.23) converges absolutely and
uniformly on compact subsets K ⊆ Hn, provided that σ := Re(s) > n− 1.
By the third step of the proof the derivative

∂|α|

∂Pα
cosh(dHn(γP,Q))−s =

∂|α|

∂Pα
fγ(P )

−s

is a finite sum of summands of the form (4.27). Further, from the second step of the proof we infer
that for each of these summands there are constants Cβ(j)(K) > 0 (j = 1, . . . , r), depending only
on K, such that

∣∣∣∣∣∣
p(s) · fγ(P )−s−r ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

fγ(P )

∣∣∣∣∣∣
= |p(s)| · fγ(P )−σ−r ·

r∏

j=1

∣∣∣∣∣
∂|β(j)|
∂Pβ(j)

fγ(P )

∣∣∣∣∣

≤ |p(s)| · fγ(P )−σ−r ·
r∏

j=1

(
Cβ(j)(K) · fγ(P )

)
= |p(s)| · fγ(P )−σ ·

r∏

j=1

Cβ(j)(K)

for any γ ∈ Γ and P ∈ K. Provided that σ > n− 1, the absolute and locally uniform convergence
of the series

∑

γ∈Γ

|p(s)| · fγ(P )−σ ·
r∏

j=1

Cβ(j)(K) = |p(s)| ·
r∏

j=1

Cβ(j)(K)
∑

γ∈Γ

cosh(dHn(γP,Q))−σ

follows from Lemma 4.3.4 (b). For σ > n− 1 this proves the absolute and uniform convergence of
the series (4.23) on compact subsets K ⊆ Hn.

Using our considerations in the proof of Lemma 4.3.7, for P = (x0, . . . , xn−1) ∈ Hn with P 6= γQ
for any γ ∈ Γ and s ∈ C with Re(s) > n − 1 we now study the differentiability of the elliptic
Eisenstein series

Eell
Q (P, s) =

∑

γ∈ΓQ\Γ
sinh(dHn(γP,Q))−s =

1

|ΓQ|
∑

γ∈Γ

sinh(dHn(γP,Q))−s

with respect to x0, . . . , xn−1. As we already mentioned in Remark 4.2.7, it is also infinitely often
continuously differentiable.

Lemma 4.3.8. For P = (x0, . . . , xn−1) ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with
Re(s) > n− 1 the elliptic Eisenstein series Eell

Q (P, s) is infinitely often continuously differentiable
with respect to x0, . . . , xn−1.

Proof. For fixed γ ∈ Γ we let γ−1Q =: (y0, . . . , yn−1) ∈ Hn and fγ(P ) as in (4.22) and write

sinh(dHn(γP,Q)) =
√
fγ(P )2 − 1. (4.28)

Provided that P 6= γQ for any γ ∈ Γ, we have fγ(P ) > 1. This implies that the function
sinh(dHn(γP,Q)) is infinitely often continuously differentiable with respect to x0, . . . , xn−1 in any
such point P , and the same is true for sinh(dHn(γP,Q))−s, where s ∈ C with Re(s) > n−1. Thus,
for any multi-index α = (α0, . . . , αn−1) ∈ Nn

0 the derivative

∂|α|

∂Pα
sinh(dHn(γP,Q))−s =

∂|α|

∂xα0
0 . . . ∂x

αn−1

n−1

sinh(dHn(γP,Q))−s
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exists and is continuous, and we are allowed to arbitrarily interchange the order of differentiation.
It remains to prove that for any α ∈ Nn

0 the series of partial derivatives

∑

γ∈Γ

∂|α|

∂Pα
sinh(dHn(γP,Q))−s (4.29)

converges absolutely and uniformly on compact subsets K ⊆ Hn not containing any translate γQ
of Q by γ ∈ Γ, provided that σ := Re(s) > n− 1.

By the product rule for partial derivatives we have

∂|α|

∂Pα
fγ(P )

2 =
∑

β∈Nn
0 ,

β≤α

(
α

β

)
· ∂

|β|

∂Pβ
fγ(P ) ·

∂|α−β|

∂Pα−β
fγ(P ).

So the bound (4.26) in the proof of Lemma 4.3.7 gives us

∣∣∣∣
∂|α|

∂Pα
fγ(P )

2

∣∣∣∣ ≤
∑

β∈Nn
0 ,

β≤α

(
α

β

)
·
∣∣∣∣
∂|β|

∂Pβ
fγ(P )

∣∣∣∣ ·
∣∣∣∣
∂|α−β|

∂Pα−β
fγ(P )

∣∣∣∣

≤
∑

β∈Nn
0 ,

β≤α

(
α

β

)
· Cβ(K) · fγ(P ) · Cα−β(K) · fγ(P ) = fγ(P )

2 ·



∑

β∈Nn
0 ,

β≤α

(
α

β

)
· Cβ(K) · Cα−β(K)




for any γ ∈ Γ and P ∈ K, where the constants Cβ(K), Cα−β(K) > 0 (β ∈ Nn
0 , β ≤ α) depend

only on the compact set K and are as in the proof of Lemma 4.3.7. Further, as for P ∈ K
the minimum minγ∈Γ dHn(γP,Q) exists and is greater than zero, there is a constant C ′(K) > 0,
depending only on K, such that

cosh(dHn(γP,Q))2 ≤ C ′(K) · sinh(dHn(γP,Q))2,

i.e. fγ(P )
2 ≤ C ′(K) · (fγ(P )2 − 1), for any γ ∈ Γ and P ∈ K. Thus, we have the bound

∣∣∣∣
∂|α|

∂Pα
fγ(P )

2

∣∣∣∣ ≤ Bα(K) · (fγ(P )2 − 1) (4.30)

for any γ ∈ Γ and P ∈ K, where the constant

Bα(K) := C ′(K) ·



∑

β∈Nn
0 ,

β≤α

(
α

β

)
· Cβ(K) · Cα−β(K)




depends only on K.

Next, we find, analogous to the second step in the proof of Lemma 4.1.7, that for any α =
(α0, . . . , αn−1) ∈ Nn

0 the partial derivative

∂|α|

∂Pα
sinh(dHn(γP,Q)) =

∂|α|

∂Pα

√
fγ(P )2 − 1

is a finite sum of summands of the form

t · (fγ(P )2 − 1)1/2−r ·
r∏

j=1

∂|β(j)|
∂Pβ(j)

(fγ(P )
2 − 1) = t · (fγ(P )2 − 1)1/2−r ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

fγ(P )
2,
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where t ∈ Q, r ∈ N0 with r ≤ |α| and β(j) ∈ Nn
0 (j = 1, . . . , r) are multi-indices with

∑r
j=1

∣∣β(j)
∣∣ =

|α|. Using the bound (4.30), for each of these summands we have constants Bβ(j)(K) > 0 (j =
1, . . . , r), depending only on K, such that
∣∣∣∣∣∣
t · (fγ(P )2 − 1)1/2−r ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

fγ(P )
2

∣∣∣∣∣∣
= |t| · (fγ(P )2 − 1)1/2−r ·

r∏

j=1

∣∣∣∣∣
∂|β(j)|
∂Pβ(j)

fγ(P )
2

∣∣∣∣∣

≤ |t| · (fγ(P )2 − 1)1/2−r ·
r∏

j=1

(
Bβ(j)(K) · (fγ(P )2 − 1)

)
= |t| ·

√
fγ(P )2 − 1 ·

r∏

j=1

Bβ(j)(K)

for any γ ∈ Γ and P ∈ K. The sum of the terms |t| ·∏r
j=1Bβ(j)(K) in the finitely many summands

of ∂|α|

∂Pα

√
fγ(P )2 − 1 is a constant Aα(K) > 0, depending only on K, such that the bound

∣∣∣∣
∂|α|

∂Pα

√
fγ(P )2 − 1

∣∣∣∣ ≤ Aα(K) ·
√
fγ(P )2 − 1 (4.31)

is satisfied for any γ ∈ Γ and P ∈ K.

As in the seventh step in the proof of Lemma 4.1.7 and the third step in the proof of Lemma 4.3.7,
we find that for any α ∈ Nn

0 the partial derivative

∂|α|

∂Pα
sinh(dHn(γP,Q))−s

is a finite sum of summands of the form

p(s) · sinh(dHn(γP,Q))−s−r ·
r∏

j=1

∂|β(j)|
∂Pβ(j)

sinh(dHn(γP,Q)),

where p ∈ Z[X] is a polynomial with integer coefficients and deg(p) ≤ |α|, r ∈ N0 with r ≤ |α|,
and β(j) ∈ Nn

0 (j = 1, . . . , r) are multi-indices with
∑r

j=1

∣∣β(j)
∣∣ = |α|.

Recalling (4.28) and using (4.31), for each of these summands there are constants Aβ(j)(K) > 0
(j = 1, . . . , r), depending only on K, such that

∣∣∣∣∣∣
p(s) · sinh(dHn(γP,Q))−s−r ·

r∏

j=1

∂|β(j)|
∂Pβ(j)

sinh(dHn(γP,Q))

∣∣∣∣∣∣

= |p(s)| · sinh(dHn(γP,Q))−σ−r ·
r∏

j=1

∣∣∣∣∣
∂|β(j)|
∂Pβ(j)

sinh(dHn(γP,Q))

∣∣∣∣∣

≤ |p(s)| · sinh(dHn(γP,Q))−σ−r ·
r∏

j=1

(
Aβ(j)(K) · sinh(dHn(γP,Q))

)

= |p(s)| · sinh(dHn(γP,Q))−σ ·
r∏

j=1

Aβ(j)(K)

for any γ ∈ Γ and P ∈ K. The absolute and locally uniform convergence of the series

∑

γ∈Γ

|p(s)| · sinh(dHn(γP,Q))−σ ·
r∏

j=1

Aβ(j)(K) = |p(s)| ·
r∏

j=1

Aβ(j)(K)
∑

γ∈Γ

sinh(dHn(γP,Q))−σ

on K follows from Lemma 4.2.4 (b), provided that σ > n − 1. This implies the absolute and
uniform convergence of the series (4.29) on compact subsets K ⊆ Hn not containing any translate
γQ of Q by γ ∈ Γ, provided that σ > n− 1.
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To finish this section we establish the differential equation of the hyperbolic kernel function under
the hyperbolic Laplace operator. Again we find a certain shift equation.

Lemma 4.3.9. For P,Q ∈ Hn and s ∈ C with Re(s) > n − 1 the hyperbolic kernel function
Khyp(P,Q, s) satisfies the differential equation

(∆Hn − s(n− 1− s))Khyp(P,Q, s) = s(s+ 1)Khyp(P,Q, s+ 2),

where ∆Hn is the hyperbolic Laplace operator with respect to P .

Proof. If we use elliptic coordinates centered at Q (see Definition 1.2.5), we have %Q(γP ) =
dHn(γP,Q) and

Khyp(P,Q, s) =
∑

γ∈Γ

cosh(%Q(γP ))
−s,

and by Lemma 1.2.8 (c) the hyperbolic Laplace operator is given by

∆Hn = − ∂2

∂%2Q
− (n− 1)

1

tanh(%Q)

∂

∂%Q
− 1

sinh(%Q)2
∆Sn−1 .

Since ∆Hn is invariant under the action of PSL2(Cn−1) and Khyp(P,Q, s) ∈ C2(Hn) by Lemma
4.3.7, it it sufficient to prove that

(∆Hn − s(n− 1− s)) cosh(%Q)−s = s(s+ 1) cosh(%Q)
−s−2.

This is an immediate consequence of the calculation

∆Hn cosh(%Q)
−s =

(
− ∂2

∂%2Q
− (n− 1)

1

tanh(%Q)

∂

∂%Q

)
cosh(%Q)

−s

= −s(s+ 1) cosh(%Q)
−s−2 sinh(%Q)

2 + s cosh(%Q)
−s + s(n− 1) cosh(%Q)

−s

= −s(s+ 1) cosh(%Q)
−s−2 (cosh(%Q)

2 − 1) + s n cosh(%Q)
−s

= −s(s+ 1) cosh(%Q)
−s + s(s+ 1) cosh(%Q)

−s−2 + s n cosh(%Q)
−s

= s(s+ 1) cosh(%Q)
−s−2 + s(n− 1− s) cosh(%Q)−s.

113





5. Spectral expansions

In this chapter we compute the spectral expansion of the hyperbolic Eisenstein series in Hn which
will be fundamental in establishing its meromorphic continuation in s to the whole complex plane in
the next chapter. We start by determining the spectral expansion of the hyperbolic kernel function
Khyp(P,Q, s) in the first section. After that, we derive the spectral expansion of the hyperbolic

Eisenstein series Ehyp
(Q1,Q2)

(P, s) in the second section, using a representation of Ehyp
(Q1,Q2)

(P, s) as an

integral of Khyp(P,Q, s) along a certain closed geodesic. This generalizes the spectral expansion
of hyperbolic Eisenstein series on the upper half-plane which was derived in [JKP10].

5.1. Spectral expansion of the hyperbolic kernel function

Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. In this section we determine the spectral
expansion of the hyperbolic kernel function in terms of the eigenfunctions ψj(P ) associated to the
discrete eigenvalues λj of the hyperbolic Laplace operator ∆Hn and the parabolic Eisenstein series
Epar

ηk
(P, s) associated to the cusps ηk ∈ CΓ (k = 1, . . . , cΓ), as well as its range of convergence.

Theorem 5.1.1. For P,Q ∈ Hn and s ∈ C with Re(s) > n − 1 the hyperbolic kernel function
Khyp(P,Q, s) admits the spectral expansion

Khyp(P,Q, s) =

∞∑

j=0

aj,Q(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt, (5.1)

where the coefficients aj,Q(s) and at,ηk,Q(s) are given by

aj,Q(s) =
2s−1 π

n−1
2

Γ(s)
Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)
ψj(Q),

at,ηk,Q(s) =
2s−1 π

n−1
2

Γ(s)
Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)
Epar

ηk

(
Q,

n− 1

2
− it

)
,

respectively. For s ∈ C with Re(s) > n − 1 the spectral expansion (5.1) converges absolutely and
uniformly for P ranging over compact subsets of Hn.

Proof. For fixedQ ∈ Hn and s ∈ C with Re(s) > n−1 the hyperbolic kernel functionKhyp(P,Q, s),
viewed as a function in P , is infinitely often continuously differentiable on Hn by Lemma 4.3.7,
and an element of L2(Γ\Hn) by Lemma 4.3.6. From the differential equation

∆HnKhyp(P,Q, s) = s(n− 1− s)Khyp(P,Q, s) + s(s+ 1)Khyp(P,Q, s+ 2)

(see Lemma 4.3.9), where ∆Hn is the hyperbolic Laplace operator with respect to P , it follows
inductively that

∆l
HnKhyp(P,Q, s) =

l∑

k=0

pk(s) ·Khyp(P,Q, s+ 2k)

for l ∈ N0, where pk ∈ Z[X] (k = 0, . . . , l) are polynomials with integer coefficients. This implies
that ∆l

HnKhyp(P,Q, s) ∈ L2(Γ\Hn) for any l ∈ N0.
Hence, by Theorem 3.5.5 and Remark 3.5.8 the hyperbolic kernel function admits a spectral
expansion of the form (5.1), which is absolutely and uniformly convergent on compact subsets of
Hn by Proposition 3.5.6.
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It remains to compute the coefficients in the spectral expansion. Using the definition ofKhyp(P,Q, s)
and identifying Γ\Hn with a fundamental domain FΓ for Γ, for j ∈ N0 the coefficient aj,Q(s) arising
from the discrete spectrum is given by

aj,Q(s) =

∫

FΓ

Khyp(P,Q, s)ψj(P ) µHn(P ) =

∫

FΓ

∑

γ∈Γ

cosh(dHn(γP,Q))−s ψj(P ) µHn(P )

=
∑

γ∈Γ

∫

FΓ

cosh(dHn(γP,Q))−s ψj(P ) µHn(P ).

We note that interchanging integration and summation is justified because the hyperbolic kernel
function converges absolutely and locally uniformly for P,Q ∈ Hn and s ∈ C with Re(s) > n− 1.
Since ψj(P ) and the hyperbolic volume element µHn(P ) are invariant under the action of Γ, and
the union of all translated fundamental domains γFΓ for γ ∈ Γ covers the whole upper half-space
Hn, we further obtain

aj,Q(s) =
∑

γ∈Γ

∫

γFΓ

cosh(dHn(P,Q))−s ψj(γ
−1P ) µHn(γ−1P )

=
∑

γ∈Γ

∫

γFΓ

cosh(dHn(P,Q))−s ψj(P ) µHn(P )

=

∫

Hn

cosh(dHn(P,Q))−s ψj(P ) µHn(P ).

Using elliptic coordinates % := %Q(P ), ζ := ζQ(P ) centered at Q (see Definition 1.2.5) and the
corresponding volume element

µHn(P ) = sinh(%)n−1 d% dνn−1(ζ)

from Lemma 1.2.8 (b), this becomes

aj,Q(s) =

∫ ∞

0

cosh(%)−s

(∫

Sn−1

ψj(P ) dνn−1(ζ)

)
sinh(%)n−1 d%

=

∫ ∞

0

cosh(%)−s fj(P ) sinh(%)
n−1 d%, (5.2)

where we have set

fj(P ) :=

∫

Sn−1

ψj(P ) dνn−1(ζ).

It remains to compute the integral fj(P ). As we integrate over the whole sphere Sn−1, the function
fj(P ) is independent of the angle ζ = ζQ(P ). Thus, fj(P ) solely depends on the hyperbolic distance
dHn(P,Q), which means that it is radial at Q (see Definition 3.1.1). Moreover, since ψj(P ) is an

eigenfunction of ∆Hn with eigenvalue λj = sj(n− 1− sj) =
(
n−1
2

)2
+ r2j ∈ R, the same holds true

for the function fj(P ). This implies that fj(P ) = f̂j(dHn(P,Q)) is a radial eigenfunction of the
hyperbolic Laplace operator ∆Hn and we have

f̂j(0) = fj(Q) =

∫

Sn−1

ψj(Q) dνn−1(ζ) =
2πn/2

Γ(n2 )
ψj(Q). (5.3)

On the other hand, the radial eigenfunctions of ∆Hn were determined in Lemma 3.1.3, i.e. the
functions

Θ
(1)
n,sj ,0

(%) = sinh(%)1−
n
2 P

1−n
2

− 1
2+irj

(cosh(%)), Θ
(2)
n,sj ,0

(%) = sinh(%)1−
n
2 Q

1−n
2

− 1
2+irj

(cosh(%))
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are a fundamental system of solutions of the differential equation

− d2Θ

d%2
− (n− 1)

1

tanh(%)

dΘ

d%
= sj(n− 1− sj)Θ, (5.4)

where sj =
n−1
2 + irj and

− ∂2

∂%2
− (n− 1)

1

tanh(%)

∂

∂%

is the radial part of the hyperbolic Laplace operator ∆Hn in elliptic coordinates centered at Q. The

first of these two linearly independent solutions of (5.4), i.e. the function Θ
(1)
n,sj ,0

(%), is bounded at
% = 0 by Lemma 3.1.5, while the second solution, given by

Θ
(2)
n,sj ,0

(%) = sinh(%)1−
n
2 Q

1−n
2

− 1
2+irj

(cosh(%)),

is unbounded at % = 0. Hence, we can drop the function Θ
(2)
n,sj ,0

(%) here, and up to a constant

factor the function Θ
(1)
n,sj ,0

(%) is the unique radial eigenfunction of the hyperbolic Laplace operator

that is bounded at % = 0. The condition (5.3) and the value Θ
(1)
n,sj ,0

(0) = 21−
n
2 Γ
(
n
2

)−1
from

Lemma 3.1.5 now yield

fj(P ) =
f̂j(0)

Θ
(1)
n,sj ,0

(0)
Θ

(1)
n,sj ,0

(%) =
2πn/2

Γ(n2 )
ψj(Q) 2

n
2 −1 Γ

(n
2

)
sinh(%)1−

n
2 P

1−n
2

− 1
2+irj

(cosh(%))

= (2π)n/2 ψj(Q) sinh(%)1−
n
2 P

1−n
2

− 1
2+irj

(cosh(%)).

Inserting this identity into (5.2) we obtain

aj,Q(s) = (2π)n/2 ψj(Q)

∫ ∞

0

cosh(%)−s sinh(%)n/2 P
1−n

2

− 1
2+irj

(cosh(%)) d%.

It remains to compute the integral
∫ ∞

0

cosh(%)−s sinh(%)n/2 P
1−n

2

− 1
2+irj

(cosh(%)) d%

=

∫ ∞

0

cosh(%)−s (cosh(%)2 − 1)
n
4 − 1

2 sinh(%) P
1−n

2

− 1
2+irj

(cosh(%)) d%

=

∫ ∞

1

t−s (t2 − 1)
n
4 − 1

2 P
1−n

2

− 1
2+irj

(t) dt,

where we have substituted t = cosh(%). Finally, we use the identity (A.27), i.e.

∫ ∞

1

t−s (t2 − 1)−µ/2 Pµ
ν (t) dt =

2s+µ−2

√
π Γ(s)

Γ
(s+ µ+ ν

2

)
Γ
(s+ µ− ν − 1

2

)
,

which is valid for Re(µ) < 1, Re(s + µ + ν) > 0 and Re(s + µ − ν) > 1, with µ = 1 − n
2 and

ν = − 1
2 + irj to get

∫ ∞

1

t−s (t2 − 1)
n
4 − 1

2 P
1−n

2

− 1
2+irj

(t) dt =
2s−1−n

2√
π Γ(s)

Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)
.

All in all, we end up with the coefficient

aj,Q(s) = (2π)n/2 ψj(Q)
2s−1−n

2√
π Γ(s)

Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)

=
2s−1 π

n−1
2

Γ(s)
Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)
ψj(Q),
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which completes the proof for the discrete part.

The coefficient

at,ηk,Q(s) =

∫

FΓ

Khyp(P,Q, s)Epar
ηk

(
P,
n− 1

2
+ it

)
µHn(P )

arising from the continuous part can be computed analogously by replacing sj = n−1
2 + irj by

n−1
2 + it and ψj(P ) by Epar

ηk
(P, n−1

2 + it), and taking into account that Epar
ηk (P, n−1

2 + it) =

Epar
ηk

(P, n−1
2 − it) for any t ∈ R. This gives us

at,ηk,Q(s) =
2s−1 π

n−1
2

Γ(s)
Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)
Epar

ηk

(
Q,

n− 1

2
− it

)
,

which completes the proof.

Remark 5.1.2. The continuous part

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt

in the spectral expansion (5.1) in Theorem 5.1.1 does not appear in the case cΓ = 0, i.e. if the
discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1) contains no parabolic element.

5.2. Spectral expansion of hyperbolic Eisenstein series

Now we turn to determine the spectral expansion of the hyperbolic Eisenstein series and its range
of convergence. To do this, we first establish an integral representation of the hyperbolic Eisenstein
series involving the hyperbolic kernel function, and then apply the results from the previous section.
This gives us a generalization of the result of [JKP10] for n = 2.
Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Further, let (Q1, Q2) ∈ HΓ be a pair
of hyperbolic fixed points with hyperbolic scaling matrix σ(Q1,Q2) ∈ PSL2(Cn−1) and hyperbolic

stabilizer subgroup Γhyp
(Q1,Q2)

. Let L(Q1,Q2) be the unique geodesic in Hn connecting Q1 and Q2,

and let L(Q1,Q2) = πΓhyp
(Q1,Q2)

(L(Q1,Q2)) denote its image under the natural projection πΓhyp
(Q1,Q2)

:

Hn → Γhyp
(Q1,Q2)

\Hn, which is a closed geodesic in Γhyp
(Q1,Q2)

\Hn of hyperbolic length l(Q1,Q2).

The hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) associated to the pair (Q1, Q2) ∈ HΓ of hyper-

bolic fixed points can essentially be written as a line integral of the hyperbolic kernel function
Khyp(P,Q, s) along the closed geodesic L(Q1,Q2) as follows.

Proposition 5.2.1. For P ∈ Hn and s ∈ C with Re(s) > n− 1 we have the relation

Ehyp
(Q1,Q2)

(P, s) =
21−s Γ(s)

Γ
(
s
2

)2
∫

L(Q1,Q2)

Khyp(P,Q, s) dsHn(Q). (5.5)

Proof. We first assume that the hyperbolic fixed points are Q1 = 0 and Q2 =∞ and the hyperbolic
scaling matrix is given by σ(Q1,Q2) = σ(0,∞) = I.
From Proposition 2.6.31 (b) and Remark 2.6.36 we know that the hyperbolic stabilizer subgroup

Γhyp
(0,∞) of the pair (0,∞) ∈ HΓ of hyperbolic fixed points is an infinite cyclic group which is

generated by the primitive hyperbolic element

γ(0,∞) =

(
exp

(
1
2 l(0,∞)

)
0

0 exp
(
− 1

2 l(0,∞)

)
)
,
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5.2. Spectral expansion of hyperbolic Eisenstein series

where l(0,∞) is the hyperbolic length of the closed geodesic L(0,∞). For m ∈ Z the matrix γm(0,∞)

acts on P ∈ Hn as

γm(0,∞)P = exp(ml(0,∞))P,

so we can identify L(0,∞) with the subset

{
(0, . . . , 0, xn−1) ∈ Hn | xn−1 ∈

[
1, exp(l(0,∞))

)}

∼=
{
xn−1in−1 | xn−1 ∈

[
1, exp(l(0,∞))

)}
=
{
eu in−1 | u ∈ [0, l(0,∞))

}
⊆ Hn.

By its absolute and locally uniform convergence, for P,Q ∈ Hn and s ∈ C with Re(s) > n− 1 we
can rewrite the hyperbolic kernel function as

Khyp(P,Q, s) =
∑

γ∈Γ

cosh(dHn(γP,Q))−s =
∑

γ∈Γhyp
(0,∞)

\Γ

∑

η∈Γhyp
(0,∞)

cosh(dHn(ηγP,Q))−s

=
∑

γ∈Γhyp
(0,∞)

\Γ

∑

η∈Γhyp
(0,∞)

cosh
(
dHn(γP, η−1Q)

)−s

=
∑

γ∈Γhyp
(0,∞)

\Γ

∑

m∈Z

cosh
(
dHn(γP, γ−m

(0,∞)Q)
)−s

=
∑

γ∈Γhyp
(0,∞)

\Γ

∑

m∈Z

cosh
(
dHn(γP, exp(−ml(0,∞))Q)

)−s

=
∑

γ∈Γhyp
(0,∞)

\Γ

∑

m∈Z

cosh
(
dHn(γP, exp(ml(0,∞))Q)

)−s
,

and the series in the last line is again absolutely and locally uniformly convergent. For the line
integral of Khyp(P,Q, s) along L(0,∞) we obtain

∫

L(0,∞)

Khyp(P,Q, s) dsHn(Q) =
∑

γ∈Γhyp
(0,∞)

\Γ

∑

m∈Z

∫

L(0,∞)

cosh
(
dHn(γP, exp(ml(0,∞))Q)

)−s
dsHn(Q).

(5.6)
Employing hyperbolic coordinates (see Definition 1.2.1), for n ≥ 3 the line of integration

{
Q = (0, . . . , 0, yn−1) = yn−1in−1 | yn−1 ∈

[
1, exp(l(0,∞))

)}

becomes {
Q =

(
u, 0,

π

2
, . . . ,

π

2
, 0
) ∣∣∣ u = log(|Q|) ∈

[
0, l(0,∞)

)}
,

where Q = (u, θ1, . . . , θn−1) with u = u(Q), θ1 = θ1(Q), . . . , θn−1 = θn−1(Q). On this line
dsHn(Q) reduces to du, while yn−1 = eu cos(θn−1) simplifies to eu cos(0) = eu. Moreover, for
n = 2 the line of integration

{
w = (0, y) = iy | y ∈

[
1, exp(l(0,∞))

)}

becomes {
w =

(
u,
π

2

) ∣∣∣ u = log(|w|) ∈
[
0, l(0,∞)

)}
,

where w = (u, θ) with the hyperbolic coordinates u = u(w), θ = θ(w). On this line dsH(w) reduces
to du, while y = eu sin(θ) simplifies to eu sin

(
π
2

)
= eu.
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5. Spectral expansions

Using these considerations, for γ ∈ Γhyp
(0,∞)\Γ and m ∈ Z we write

∫

L(0,∞)

cosh
(
dHn(γP, exp(ml(0,∞))Q)

)−s
dsHn(Q)

=

∫ l(0,∞)

0

cosh
(
dHn(γP, exp(ml(0,∞) + u) in−1)

)−s
du

=

∫ (m+1) l(0,∞)

ml(0,∞)

cosh (dHn(γP, eu in−1))
−s

du.

Now we consider the hyperbolic triangle with vertices γP , eu in−1 and |γP | in−1. As the geodesic
through γP and |γP | in−1 is perpendicular to the positive in−1-axis L(0,∞), this triangle has a
right-angle at |γP | in−1. Applying the first law of cosines for right-angled hyperbolic triangles (see
(A.31)) gives us the identity

cosh(dHn(γP, eu in−1)) = cosh(dHn(γP, |γP | in−1)) · cosh(dHn(|γP | in−1, e
u in−1))

= cosh(dHn(γP,L(0,∞))) · cosh(u− log(|γP |)).
This yields the equality

∫

L(0,∞)

cosh
(
dHn(γP, exp(ml(0,∞))Q)

)−s
dsHn(Q)

= cosh(dHn(γP,L(0,∞)))
−s

∫ (m+1) l(0,∞)

ml(0,∞)

cosh(u− log(|γP |))−s du. (5.7)

Inserting (5.7) into equation (5.6), we get
∫

L(0,∞)

Khyp(P,Q, s) dsHn(Q)

=
∑

γ∈Γhyp
(0,∞)

\Γ

cosh(dHn(γP,L(0,∞)))
−s
∑

m∈Z

∫ (m+1) l(0,∞)

ml(0,∞)

cosh(u− log(|γP |))−s du

=
∑

γ∈Γhyp
(0,∞)

\Γ

cosh(dHn(γP,L(0,∞)))
−s

∫ ∞

−∞
cosh(u− log(|γP |))−s du

=
∑

γ∈Γhyp
(0,∞)

\Γ

cosh(dHn(γP,L(0,∞)))
−s

∫ ∞

−∞
cosh(u)−s du.

Using the identity

∫ ∞

−∞
cosh(u)−s du = 2

∫ ∞

0

cosh(u)−s du =
2s−1 Γ

(
s
2

)2

Γ(s)

for Re(s) > 0 (see (A.18)), we finally obtain

∫

L(0,∞)

Khyp(P,Q, s) dsHn(Q) =
2s−1 Γ

(
s
2

)2

Γ(s)

∑

γ∈Γhyp
(0,∞)

\Γ

cosh(dHn(γP,L(0,∞)))
−s

=
2s−1 Γ

(
s
2

)2

Γ(s)
Ehyp

(0,∞)(P, s),

i.e. the integral representation

Ehyp
(0,∞)(P, s) =

21−s Γ(s)

Γ
(
s
2

)2
∫

L(0,∞)

Khyp(P,Q, s) dsHn(Q).
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This proves the assertion in the special case Q1 = 0, Q2 =∞.

Now let (Q1, Q2) ∈ HΓ be an arbitrary pair of hyperbolic fixed points of Γ. As in the proof of
Lemma 4.1.4 (a), the discrete and cofinite subgroup σ−1

(Q1,Q2)
Γσ(Q1,Q2) ⊆ PSL2(Cn−1) has the

hyperbolic fixed points 0 and ∞ and

Ehyp
Γ,(Q1,Q2)

(P, s) = Ehyp

σ−1
(Q1,Q2)

Γσ(Q1,Q2),(0,∞)

(
σ−1
(Q1,Q2)

P, s
)

for P ∈ Hn and s ∈ C with Re(s) > n− 1. Setting

L′
(0,∞) := π(

σ−1
(Q1,Q2)

Γσ(Q1,Q2)

)hyp

(0,∞)

(L(0,∞)),

the first part of the proof yields

Ehyp
Γ,(Q1,Q2)

(P, s) =
21−s Γ(s)

Γ
(
s
2

)2
∫

L′
(0,∞)

Khyp

σ−1
(Q1,Q2)

Γσ(Q1,Q2)

(
σ−1
(Q1,Q2)

P,Q, s
)
dsHn(Q).

The hyperbolic kernel function Khyp

σ−1
(Q1,Q2)

Γσ(Q1,Q2)

(
σ−1
(Q1,Q2)

P,Q, s
)
can be rewritten as

Khyp

σ−1
(Q1,Q2)

Γσ(Q1,Q2)

(
σ−1
(Q1,Q2)

P,Q, s
)
=

∑

γ∈σ−1
(Q1,Q2)

Γσ(Q1,Q2)

cosh
(
dHn

(
γσ−1

(Q1,Q2)
P,Q

))−s

=
∑

γ∈Γ

cosh
(
dHn

(
σ−1
(Q1,Q2)

γσ(Q1,Q2)σ
−1
(Q1,Q2)

P,Q
))−s

=
∑

γ∈Γ

cosh
(
dHn

(
γP, σ(Q1,Q2)Q

))−s

= Khyp
Γ

(
P, σ(Q1,Q2)Q, s

)
.

From this identity and the PSL2(Cn−1)-invariance of the hyperbolic line element we infer that

Ehyp
Γ,(Q1,Q2)

(P, s) =
21−s Γ(s)

Γ
(
s
2

)2
∫

L′
(0,∞)

Khyp
Γ

(
P, σ(Q1,Q2)Q, s

)
dsHn(Q)

=
21−s Γ(s)

Γ
(
s
2

)2
∫

σ(Q1,Q2)L
′
(0,∞)

Khyp
Γ (P,Q, s) dsHn(Q).

Making use of (
σ−1
(Q1,Q2)

Γσ(Q1,Q2)

)hyp
(0,∞)

= σ−1
(Q1,Q2)

Γhyp
(Q1,Q2)

σ(Q1,Q2)

and σ(Q1,Q2)L(0,∞) = L(Q1,Q2), we find

σ(Q1,Q2)L
′
(0,∞) = σ(Q1,Q2)

({
σ−1
(Q1,Q2)

Γhyp
(Q1,Q2)

σ(Q1,Q2)P
∣∣∣ P ∈ L(0,∞)

})

=
{
Γhyp
(Q1,Q2)

σ(Q1,Q2)P
∣∣∣ P ∈ L(0,∞)

}
=
{
Γhyp
(Q1,Q2)

P | P ∈ L(Q1,Q2)

}

= L(Q1,Q2).

This implies

Ehyp
Γ,(Q1,Q2)

(P, s) =
21−s Γ(s)

Γ
(
s
2

)2
∫

L(Q1,Q2)

Khyp
Γ (P,Q, s) dsHn(Q),

which proves the claim for an arbitrary pair (Q1, Q2) ∈ HΓ of hyperbolic fixed points.

Theorem 5.1.1 and Proposition 5.2.1 together give us the following spectral expansion of the
hyperbolic Eisenstein series Ehyp

(Q1,Q2)
(P, s) in terms of the eigenfunctions ψj(P ) associated to the

discrete eigenvalues λj of the hyperbolic Laplace operator ∆Hn and the parabolic Eisenstein series
Epar

ηk
(P, s) associated to the cusps ηk ∈ CΓ (k = 1, . . . , cΓ).
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5. Spectral expansions

Theorem 5.2.2. For P ∈ Hn and s ∈ C with Re(s) > n − 1 the hyperbolic Eisenstein series

Ehyp
(Q1,Q2)

(P, s) admits the spectral expansion

Ehyp
(Q1,Q2)

(P, s) =

∞∑

j=0

bj(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt, (5.8)

where the coefficients bj(s) and bt,ηk
(s) are given by

bj(s) =
π

n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)∫

L(Q1,Q2)

ψj(Q) dsHn(Q),

bt,ηk
(s) =

π
n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)∫

L(Q1,Q2)

Epar
ηk

(
Q,

n− 1

2
− it

)
dsHn(Q),

respectively. For s ∈ C with Re(s) > n − 1 the spectral expansion (5.8) converges absolutely and
uniformly for P ranging over compact subsets of Hn.

Proof. For s ∈ C with Re(s) > n − 1 the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) is infinitely

often continuously differentiable on Hn by Lemma 4.1.7, and an element of L2(Γ\Hn) by Lemma
4.1.6. From the differential equation

∆HnEhyp
(Q1,Q2)

(P, s) = s(n− 1− s)Ehyp
(Q1,Q2)

(P, s) + s2Ehyp
(Q1,Q2)

(P, s+ 2)

(see Lemma 4.1.8) we conclude inductively that

∆l
HnE

hyp
(Q1,Q2)

(P, s) =

l∑

k=0

pk(s) · Ehyp
(Q1,Q2)

(P, s+ 2k)

for l ∈ N0, where pk ∈ Z[X] (k = 0, . . . , l) are polynomials with integer coefficients. Thus, we have

∆l
HnE

hyp
(Q1,Q2)

(P, s) ∈ L2(Γ\Hn) for any l ∈ N0.

Now Theorem 3.5.5 and Remark 3.5.8 imply that the hyperbolic Eisenstein series admits a spectral
expansion of the form (5.8), which converges absolutely and uniformly on compact subsets of Hn

by Proposition 3.5.6.

The coefficients in the spectral expansion can now be derived from Theorem 5.1.1 and Proposition
5.2.1: Substituting the spectral expansion (5.1) of Khyp(P,Q, s) into the identity (5.5), we obtain

Ehyp
(Q1,Q2)

(P, s) =
∞∑

j=0

bj(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt

=
21−s Γ(s)

Γ
(
s
2

)2




∞∑

j=0

(∫

L(Q1,Q2)

aj,Q(s) dsHn(Q)

)
ψj(P )

+
1

4π

cΓ∑

k=1

∫ ∞

−∞

(∫

L(Q1,Q2)

at,ηk,Q(s) dsHn(Q)

)
Epar

ηk

(
P,
n− 1

2
+ it

)
dt

)
.

Comparing coefficients leads to the formulas

bj(s) =
21−s Γ(s)

Γ
(
s
2

)2
∫

L(Q1,Q2)

aj,Q(s) dsHn(Q)

=
21−s Γ(s)

Γ
(
s
2

)2
∫

L(Q1,Q2)

2s−1 π
n−1
2

Γ(s)
Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)
ψj(Q) dsHn(Q)

=
π

n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)∫

L(Q1,Q2)

ψj(Q) dsHn(Q)
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5.2. Spectral expansion of hyperbolic Eisenstein series

and

bt,ηk
(s) =

21−s Γ(s)

Γ
(
s
2

)2
∫

L(Q1,Q2)

at,ηk,Q(s) dsHn(Q)

=
21−s Γ(s)

Γ
(
s
2

)2
∫

L(Q1,Q2)

2s−1 π
n−1
2

Γ(s)
Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)
Epar

ηk

(
Q,

n− 1

2
− it

)
dsHn(Q)

=
π

n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)∫

L(Q1,Q2)

Epar
ηk

(
Q,

n− 1

2
− it

)
dsHn(Q).

This finishes the proof of the theorem.

Remark 5.2.3. The continuous part

1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt

in the spectral expansion (5.8) in Theorem 5.2.2 does not appear in the case cΓ = 0, i.e. if the
discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1) contains no parabolic element.
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6. Meromorphic continuations

After having determined the spectral expansions of the hyperbolic kernel function and the hy-
perbolic Eisenstein series in the last chapter, we now use our knowledge of the coefficients in
these expansions to establish the meromorphic continuations of the hyperbolic kernel function
Khyp(P,Q, s), the hyperbolic Eisenstein series Ehyp

(Q1,Q2)
(P, s) and the elliptic Eisenstein series

Eell
Q (P, s) in s to the whole complex plane. In the first and second section we do this for the hy-

perbolic kernel function and the hyperbolic Eisenstein series, respectively. In the chapter’s third
section we derive a relation between the elliptic Eisenstein series and the hyperbolic kernel func-
tion which enables us to establish the meromorphic continuation of the elliptic Eisenstein series as
well. These methods follow the ideas that were employed for n = 2 to establish the meromorphic
continuations of hyperbolic Eisenstein series in [JKP10] and elliptic Eisenstein series in [Pip10].

6.1. Meromorphic continuation of the hyperbolic kernel function

Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. In this section we use the spectral
expansion of the hyperbolic kernel function computed in section 5.1 to establish its meromorphic
continuation in s to the whole complex plane. Moreover, we also determine its possible poles.

Theorem 6.1.1. For P,Q ∈ Hn the hyperbolic kernel function Khyp(P,Q, s) admits a meromor-
phic continuation in s to the whole complex plane. For any m ∈ N0 the possible poles of the
function

Γ(s)Khyp(P,Q, s)

Γ
(
s− n−1

2

)

in the strip
{
s ∈ C

∣∣∣ n−1
2 − 2(m+ 1) < Re(s) ≤ n−1

2 − 2m
}

are located at the following points:

(i) s = n−1
2 ± irj − 2N , where j ∈ N0 and λj = sj(n− 1− sj) =

(
n−1
2

)2
+ r2j is the eigenvalue

of the eigenfunction ψj(P ), and where N :=
⌈
m± Re(irj)

2

⌉
has to satisfy N ≥ 0.

If N ∓ irj /∈ N0 and 2N ∓ irj /∈ N0, it is a simple pole with residue

Ress=n−1
2 ±irj−2N

[
Γ(s)Khyp(P,Q, s)

Γ
(
s− n−1

2

)
]

=
(−1)N 2

n−1
2 ±irj−2N π

n−1
2 Γ(±irj −N)

N ! Γ (±irj − 2N)

∑

l∈N0:
rl=rj

ψl(P )ψl(Q);

and if N ∓ irj ∈ N0, it is a simple pole with residue

Ress=n−1
2 ±irj−2N

[
Γ(s)Khyp(P,Q, s)

Γ
(
s− n−1

2

)
]
=

2
n+1
2 ±irj−2N π

n−1
2 (2N ∓ irj)!

N ! (N ∓ irj)!
∑

l∈N0:
rl=rj

ψl(P )ψl(Q).

In case that N ∓ irj /∈ N0 and 2N ∓ irj ∈ N0, it is no pole but a removable singularity.

(ii) s = n − 1 − ρ − 2N , where N ∈
{
max

(
m−

⌊
n−1
4

⌋
, 0
)
, . . . ,m

}
, and where w = ρ is a pole

of the parabolic Eisenstein series Epar
ηk

(P,w) for some k ∈ {1, . . . , cΓ} with

ρ ∈
[n− 1

2
+ 2(m−N),

n− 1

2
+ 2(m+ 1−N)

)
;
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6. Meromorphic continuations

in particular, ρ ∈
(
n−1
2 , n− 1

]
.

(iii) s = ρ − 2N , where N ∈ {0, . . . ,m}, and where w = ρ is a pole of the parabolic Eisenstein
series Epar

ηk
(P,w) for some k ∈ {1, . . . , cΓ} with

Re(ρ) ∈
(n− 1

2
− 2(m+ 1−N),

n− 1

2
− 2(m−N)

]
;

in particular, Re(ρ) < n−1
2 .

The poles given in the cases (i), (ii), (iii) might coincide in parts.

Moreover, the possible poles of the function

Γ(s)Khyp(P,Q, s)

Γ
(
s− n−1

2

)

in the half-plane
{
s ∈ C | Re(s) > n−1

2

}
are located at the points s = n−1

2 + irj − 2N , where

j ∈ N0 and λj = sj(n − 1 − sj) =
(
n−1
2

)2
+ r2j is the eigenvalue of the eigenfunction ψj(P ) with

rj ∈
[
−i n−1

2 , 0
)
, and where N ∈ N0 with N <

irj
2 . The orders and residues are as in the case (i)

above.

Proof. We use the spectral expansion of Khyp(P,Q, s) to prove its meromorphic continuation. By
Theorem 5.1.1, for P,Q ∈ Hn and s ∈ C with Re(s) > n− 1 the hyperbolic kernel function admits
the spectral expansion

Khyp(P,Q, s) =

∞∑

j=0

aj,Q(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt, (6.1)

where aj,Q(s) and at,ηk,Q(s) are given by

aj,Q(s) =
2s−1 π

n−1
2

Γ(s)
Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)
ψj(Q), (6.2)

at,ηk,Q(s) =
2s−1 π

n−1
2

Γ(s)
Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)
Epar

ηk

(
Q,

n− 1

2
− it

)
, (6.3)

respectively.

First we give the meromorphic continuation of the series

∞∑

j=0

aj,Q(s)ψj(P ) (6.4)

that arises from the discrete spectrum. The explicit formula (6.2) already proves the meromorphic
continuation of the coefficient aj,Q(s) in s to the whole complex plane. We are left to show that
the series (6.4) converges absolutely and locally uniformly for all s ∈ C.
For this we use Stirling’s asymptotic formula (A.5) for the gamma function, which for fixed σ ∈ R

gives us the asymptotics

|Γ(σ + it)| ∼
√
2π |t|σ−1/2 exp

(
− π|t|

2

)
(|t| → ∞)

with an implied constant depending on σ. Using this formula, for fixed s ∈ C and any j ∈ N0 with
rj ≥ 0 we obtain the bound

∣∣∣∣Γ
(s− n−1

2 ± irj
2

)∣∣∣∣ = O


√2π

( |Im(s)± rj |
2

)Re(s)
2 −n+1

4

exp

(
−π |Im(s)± rj |

4

)


= O

(
|Im(s)± rj |

Re(s)
2 −n+1

4 exp

(
−π |Im(s)± rj |

4

))
= O

(
r

Re(s)
2 −n+1

4
j exp

(
−π rj

4

))
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as rj →∞, with an implied constant depending on s. This yields

∣∣∣∣Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)∣∣∣∣ = O
(
r
Re(s)−n+1

2
j exp

(
−π rj

2

))
(rj →∞) (6.5)

with an implied constant depending on s. In Remark 3.5.7 we have seen that the eigenfunction
ψj(P ) satisfies the bound

sup
P∈Hn

|ψj(P )| = O
(
r
n/2
j

)
(rj →∞).

Further, by Remark 3.5.4 there are only finitely many j ∈ N0 with λj ∈
[
0,
(
n−1
2

)2)
, i.e. with

rj ∈
[
−i n−1

2 , 0
)
. Hence, for all but these finitely many j ∈ N0 we obtain the bound

|aj,Q(s)ψj(P )| = O
(
r
Re(s)−n+1

2
j exp

(
−π rj

2

)
rnj

)
= O

(
r
Re(s)+n−1

2
j exp

(
−π rj

2

))
(rj →∞)

with an implied constant depending on s. This shows that the series (6.4) arising from the discrete
spectrum converges absolutely and locally uniformly for all s ∈ C. Consequently, it defines a
holomorphic function away from the poles of aj,Q(s).

Now we can determine the poles of the series (6.4) after multiplication by Γ(s) Γ
(
s− n−1

2

)−1
,

i.e. the poles of

2s−1 π
n−1
2

Γ
(
s− n−1

2

)
∞∑

j=0

Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)
ψj(Q)ψj(P ), (6.6)

which can only arise from the two gamma factors in the sum. Recall from section A.1 that
z 7→ Γ

(
z
2

)
is a meromorphic function for all z ∈ C whose poles are located at the points z = −2N

(N ∈ N0) and are simple. This gives us the possible poles s = n−1
2 ± irj − 2N of (6.6), where

j,N ∈ N0.
We note that n−1

2 − 2(m+ 1) < Re
(
n−1
2 ± irj − 2N

)
≤ n−1

2 − 2m holds true for some m ∈ N0 if

and only if m± Re(irj)
2 ≤ N < m+ 1± Re(irj)

2 . As this interval contains exactly one integer, this

yields N =
⌈
m± Re(irj)

2

⌉
, while, due to the condition N ∈ N0, also N ≥ 0 must hold.

Further, Re
(
n−1
2 ± irj − 2N

)
> n−1

2 is equivalent to N < ±Re(irj)
2 . Since either rj ≥ 0 or

rj ∈
[
−i n−1

2 , 0
)
, the condition N < −Re(irj)

2 cannot be satisfied, and there is no pole of the form

s = n−1
2 − irj −2N with Re(s) > n−1

2 . On the other hand, the condition N <
Re(irj)

2 , respectively
a pole of the form s = n−1

2 + irj − 2N with Re(s) > n−1
2 , is only possible for rj ∈

[
−i n−1

2 , 0
)
.

If N ∓ irj /∈ N0 and 2N ∓ irj /∈ N0, the point s =
n−1
2 ± irj − 2N is a simple pole of exactly one of

the gamma factors in the sum and no pole of Γ
(
s− n−1

2

)
. Thus, it is a simple pole of (6.6). The

summands that contribute to the residue are all these for which l ∈ N0 satisfies rl = rj . Using the
fact that

Resz=n−1
2 ±irj−2N Γ

(z − n−1
2 ∓ irj
2

)
= Resz=−2N Γ

(z
2

)
=

2 (−1)N
N !

(6.7)

and inserting s = n−1
2 ± irj − 2N into the terms that are holomorphic at this point, we obtain the

asserted residue
(−1)N 2

n−1
2 ±irj−2N π

n−1
2 Γ(±irj −N)

N ! Γ (±irj − 2N)

∑

l∈N0:
rl=rj

ψl(P )ψl(Q).

If N ∓ irj ∈ N0 holds true, then also 2N ∓ irj ∈ N0, and s = n−1
2 ± irj − 2N is a simple pole

of both gamma factors in the sum and a simple pole of Γ
(
s− n−1

2

)
as well. Hence, it is a simple
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pole of (6.6), and again all the summands with l ∈ N0 such that rl = rj contribute to the residue.
Setting M := N ∓ irj , we have

Resz=n−1
2 ±irj−2N Γ

(z − n−1
2 ± irj
2

)
= Resz=−2M Γ

(z
2

)
=

2 (−1)M
M !

=
2 (−1)N∓irj

(N ∓ irj)!

and

Resz=n−1
2 ±irj−2N Γ

(
z − n− 1

2

)
= Resz=−(M+N) Γ(z) =

(−1)M+N

(M +N)!
=

(−1)2N∓irj

(2N ∓ irj)!
.

Together with (6.7) this yields the residue

2
n+1
2 ±irj−2N π

n−1
2 (2N ∓ irj)!

N ! (N ∓ irj)!
∑

l∈N0:
rl=rj

ψl(P )ψl(Q).

If N ∓ irj /∈ N0 and 2N ∓ irj ∈ N0 hold, the point s = n−1
2 ± irj − 2N is a simple pole of exactly

one of the gamma factors in the sum but also a simple pole of Γ
(
s− n−1

2

)
. Consequently, these

two poles cancel each other and it is a removable singularity of (6.6).
This finishes the treatment of the discrete part of (6.1).

For a cusp ηk (k = 1, . . . , cΓ) of Γ we now give the meromorphic continuation of the integral

1

4π

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt

=
2s−1 π

n−3
2

4Γ(s)

∫ ∞

−∞
Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)
Epar

ηk

(
Q,

n− 1

2
− it

)
Epar

ηk

(
P,
n− 1

2
+ it

)
dt

that arises from the continuous part of the spectral expansion (6.1). Through the substitution
w := n−1

2 + it the integral becomes

Iηk
(s) :=

2s−1 π
n−3
2

4 iΓ(s)

∫

Re(w)=n−1
2

Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(Q,n− 1− w)Epar

ηk
(P,w) dw,

where the line of integration goes from n−1
2 − i∞ to n−1

2 + i∞. The function Iηk
(s) is holomorphic

for s ∈ C with Re(s) > n − 1. In fact, it is even holomorphic for s ∈ C with Re(s) 6= n−1
2 − 2m

for any m ∈ N0, so that in particular I
(0)
ηk (s) = Iηk

(s) is a meromorphic function on the half-plane
Re(s) > n−1

2 .

Now let ε ∈ (0, 1) sufficiently small such that the parabolic Eisenstein series Epar
ηk

(P, s) has no

poles in the strip n−1
2 − 2ε < Re(s) < n−1

2 + 2ε. Such an ε exists by Corollary 3.4.14. For fixed
s ∈ C with n−1

2 < Re(s) < n−1
2 + ε we set

fηk,s(w) :=
2s−1 π

n−3
2

4 iΓ(s)
Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(Q,n− 1− w)Epar

ηk
(P,w).

Let y ∈ R with y > |Im(s)| and let Wy,ε denote the following piecewise linear path: the vertical
line from n−1

2 − i∞ to n−1
2 − iy, the horizontal line segment from n−1

2 − iy to n−1
2 + ε − iy, the

vertical line segment from n−1
2 +ε−iy to n−1

2 +ε+iy, the horizontal line segment from n−1
2 +ε+iy

to n−1
2 + iy, and the vertical line from n−1

2 + iy to n−1
2 + i∞.

Then the parabolic Eisenstein series Epar
ηk

(Q,n − 1 − w), Epar
ηk

(P,w) have no poles on Wy,ε by

the choice of ε. The factor Γ
(
s−w
2

)
of fηk,s(w) has no poles on the vertical parts of Wy,ε, since

on these we have 0 < Re
(
s−w
2

)
< ε/2 and −ε/2 < Re

(
s−w
2

)
< 0, respectively, and we chose
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ε ∈ (0, 1). On the horizontal parts of Wy,ε it has no poles as well, because |Im(w)| = y > |Im(s)|
and thus Im

(
s−w
2

)
6= 0 holds true there by the choice of y. Likewise, the factor Γ

(
s−n+1+w

2

)
of

fηk,s(w) has no poles on the vertical parts of Wy,ε, as on these we have 0 < Re
(
s−n+1+w

2

)
< ε/2

and ε/2 < Re
(
s−n+1+w

2

)
< ε, respectively. On the horizontal parts of Wy,ε it also has no poles,

since |Im(w)| = y > |Im(s)| and Im
(
s−n+1+w

2

)
= Im

(
s+w
2

)
6= 0 holds true there by the choice of

y.

Overall, fηk,s(w) is a meromorphic function on a suitable domain containingWy,ε and has no poles
on this path. Setting

Ĩηk,y,ε(s) :=

∫

Wy,ε

fηk,s(w) dw,

we get by the residue theorem

Ĩηk,y,ε(s)− Iηk
(s) =

∫ n−1
2 +ε−iy

n−1
2 −iy

fηk,s(w) dw +

∫ n−1
2 +ε+iy

n−1
2 +ε−iy

fηk,s(w) dw

+

∫ n−1
2 +iy

n−1
2 +ε+iy

fηk,s(w) dw +

∫ n−1
2 −iy

n−1
2 +iy

fηk,s(w) dw

= 2πi
∑

a

Resw=a fηk,s(w),

where we sum over all poles a ∈ C that are contained in the box n−1
2 < Re(a) < n−1

2 + ε,
−y < Im(a) < y. Hence, for s ∈ C with n−1

2 < Re(s) < n−1
2 + ε we get

Iηk
(s) = Ĩηk,y,ε(s)− 2πi · 2

s−1 π
n−3
2

4 iΓ(s)

·
∑

a

Resw=a

[
Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(Q,n− 1− w)Epar

ηk
(P,w)

]
,

where the sum runs over all poles a ∈ C with n−1
2 < Re(a) < n−1

2 + ε and −y < Im(a) < y.
By the choice of ε the parabolic Eisenstein series Epar

ηk
(Q,n − 1 − w), Epar

ηk
(P,w) have no poles

in this box. The function Γ
(
s−n+1+w

2

)
also has no poles there, since in the considered box

0 < Re
(
s−n+1+w

2

)
< ε holds true. Further, the function Γ

(
s−w
2

)
has only one pole in this box

at w = s, because −ε/2 < Re
(
s−w
2

)
< ε/2 holds true there and we chose ε ∈ (0, 1), and the

corresponding residue is equal to −2. This implies

Iηk
(s) = Ĩηk,y,ε(s) +

2s−1 π
n−1
2

Γ(s)
Γ
(
s− n− 1

2

)
Epar

ηk
(Q,n− 1− s)Epar

ηk
(P, s). (6.8)

The right-hand side of (6.8) is a meromorphic function for n−1
2 − ε < Re(s) < n−1

2 + ε and
−y < Im(s) < y. Since y can be chosen arbitrarily large, this gives the meromorphic continuation

I
(0,1)
ηk (s) of the integral Iηk

(s) to the whole strip n−1
2 − ε < Re(s) < n−1

2 + ε.

Now we assume n−1
2 − ε < Re(s) < n−1

2 . Let y ∈ R with y > |Im(s)| and the path Wy,ε as above.
The parabolic Eisenstein series Epar

ηk
(Q,n−1−w), Epar

ηk
(P,w) have no poles onWy,ε. The function

Γ
(
s−w
2

)
has no poles on the vertical parts of Wy,ε, as on these we have −ε/2 < Re

(
s−w
2

)
< 0

and −ε < Re
(
s−w
2

)
< −ε/2, respectively, and we chose ε ∈ (0, 1). That it has no poles on

the horizontal parts of Wy,ε follows from the choice of y, as before. Likewise, Γ
(
s−n+1+w

2

)
has

no poles on the vertical parts of Wy,ε, since on these we have −ε/2 < Re
(
s−n+1+w

2

)
< 0 and

0 < Re
(
s−n+1+w

2

)
< ε/2, respectively, and we chose ε ∈ (0, 1). From the choice of y we conclude

that it has no poles on the horizontal parts of Wy,ε as well.
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So, using the residue theorem as above, for s ∈ C with n−1
2 −ε < Re(s) < n−1

2 and −y < Im(s) < y
we obtain

I(0,1)ηk
(s) = Iηk

(s) + 2πi · 2
s−1 π

n−3
2

4 iΓ(s)

·
∑

a

Resw=a

[
Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(Q,n− 1− w)Epar

ηk
(P,w)

]

+
2s−1 π

n−1
2

Γ(s)
Γ
(
s− n− 1

2

)
Epar

ηk
(Q,n− 1− s)Epar

ηk
(P, s),

where we sum over all poles a ∈ C with n−1
2 < Re(a) < n−1

2 + ε and −y < Im(a) < y again.
As above, the parabolic Eisenstein series Epar

ηk
(Q,n− 1−w), Epar

ηk
(P,w) have no poles in this box.

Also the function Γ
(
s−w
2

)
has no poles in the considered box, as −ε < Re

(
s−w
2

)
< 0 holds true

there and we chose ε ∈ (0, 1). Moreover, the function Γ
(
s−n+1+w

2

)
has only one pole in this box

at w = n − 1 − s, since −ε/2 < Re
(
s−n+1+w

2

)
< ε/2 holds true there and ε ∈ (0, 1), and the

corresponding residue is equal to 2. So we obtain

I(0,1)ηk
(s) = Iηk

(s) +
2s−1 π

n−1
2

Γ(s)
Γ
(
s− n− 1

2

)
Epar

ηk
(Q, s)Epar

ηk
(P, n− 1− s)

+
2s−1 π

n−1
2

Γ(s)
Γ
(
s− n− 1

2

)
Epar

ηk
(Q,n− 1− s)Epar

ηk
(P, s). (6.9)

The right-hand side of (6.9) is now a meromorphic function for n−1
2 − 2 < Re(s) < n−1

2 , giving

the meromorphic continuation I
(0,2)
ηk (s) of the integral I

(0,1)
ηk (s) to this strip.

On the line Re(s) = n−1
2 the meromorphic continuation of the integral Iηk

(s) is given by the right
hand side of (6.8), where y has to be chosen such that y > |Im(s)|. Together these formulas provide

the meromorphic continuation I
(1)
ηk (s) of the integral Iηk

(s) to the strip n−1
2 − 2 < Re(s) ≤ n−1

2 .

In the following we continue this two-step process and show inductively that for m ∈ N0 the

meromorphic continuation I
(m+1)
ηk (s) of the integral Iηk

(s) to the strip n−1
2 − 2(m+ 1) < Re(s) ≤

n−1
2 − 2m is given by

Iηk
(s) +

2s−1 π
n−1
2

Γ(s)

m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q,n− 1− s− 2l)Epar

ηk
(P, s+ 2l)

+
2s−1 π

n−1
2

Γ(s)

m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q, s+ 2l)Epar

ηk
(P, n− 1− s− 2l) (6.10)

for n−1
2 − 2(m+ 1) < Re(s) < n−1

2 − 2m, while on the line Re(s) = n−1
2 − 2m we have to take

Ĩηk,y,ε(s) +
2s−1 π

n−1
2

Γ(s)

m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q,n− 1− s− 2l)Epar

ηk
(P, s+ 2l)

+
2s−1 π

n−1
2

Γ(s)

m−1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q, s+ 2l)Epar

ηk
(P, n− 1− s− 2l),

(6.11)

where y is chosen sufficiently large such that y > |Im(s)|.

Suppose, for some m ∈ N0 we have established the meromorphic continuation I
(m+1)
ηk (s) of the

integral Iηk
(s) to the strip n−1

2 −2(m+1) < Re(s) ≤ n−1
2 −2m via the formulas (6.10) and (6.11).

Let s ∈ C with n−1
2 − 2(m+ 1) < Re(s) < n−1

2 − 2(m+ 1) + ε and y > |Im(s)|, and let the path
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Wy,ε as before.
The parabolic Eisenstein series Epar

ηk
(Q,n− 1− w), Epar

ηk
(P,w) have no poles on Wy,ε. The func-

tion Γ
(
s−w
2

)
has no poles on the vertical parts of Wy,ε, because on these we have −(m + 1) <

Re
(
s−w
2

)
< −(m+1)+ε/2 and −(m+1)−ε/2 < Re

(
s−w
2

)
< −(m+1), respectively, and we chose

ε ∈ (0, 1). On the horizontal parts of Wy,ε it has no poles, since |Im(w)| = y > |Im(s)| and thus
Im
(
s−w
2

)
6= 0 holds true there by the choice of y. Similarly, the function Γ

(
s−n+1+w

2

)
has no poles

on the vertical parts ofWy,ε, as on these we have −(m+1) < Re
(
s−n+1+w

2

)
< −(m+1)+ε/2 and

−(m+1)+ε/2 < Re
(
s−n+1+w

2

)
< −(m+1)+ε, respectively, and ε ∈ (0, 1). On the horizontal parts

of Wy,ε it also has no poles, because |Im(w)| = y > |Im(s)| and Im
(
s−n+1+w

2

)
= Im

(
s+w
2

)
6= 0

holds true there by the choice of y.

Now for s ∈ C with n−1
2 − 2(m+ 1) < Re(s) < n−1

2 − 2(m+ 1) + ε the residue theorem yields

Iηk
(s) = Ĩηk,y,ε(s)− 2πi · 2

s−1 π
n−3
2

4 iΓ(s)

·
∑

a

Resw=a

[
Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(Q,n− 1− w)Epar

ηk
(P,w)

]
,

where we sum over all poles a ∈ C with n−1
2 < Re(a) < n−1

2 + ε and −y < Im(a) < y.
By the choice of ε the parabolic Eisenstein series Epar

ηk
(Q,n − 1 − w), Epar

ηk
(P,w) have no poles

in this box. Also the function Γ
(
s−n+1+w

2

)
has no poles in the considered box, as −(m + 1) <

Re
(
s−n+1+w

2

)
< −(m + 1) + ε holds true there and we chose ε ∈ (0, 1). Moreover, the func-

tion Γ
(
s−w
2

)
has only one pole in this box at w = s + 2(m + 1), because −(m + 1) − ε/2 <

Re
(
s−w
2

)
< −(m+1)+ ε/2 holds true there and ε ∈ (0, 1), and the corresponding residue is equal

to −2 (−1)m+1/(m+ 1)!. We obtain

Iηk
(s) = Ĩηk,y,ε(s) +

2s−1 π
n−1
2

Γ(s)

(−1)m+1

(m+ 1)!
Γ
(
s− n− 1

2
+m+ 1

)

· Epar
ηk

(Q,n− 1− s− 2(m+ 1))Epar
ηk

(P, s+ 2(m+ 1))

and

Iηk
(s) +

2s−1 π
n−1
2

Γ(s)

m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q,n− 1− s− 2l)Epar

ηk
(P, s+ 2l)

+
2s−1 π

n−1
2

Γ(s)

m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q, s+ 2l)Epar

ηk
(P, n− 1− s− 2l)

= Ĩηk,y,ε(s) +
2s−1 π

n−1
2

Γ(s)

m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q,n− 1− s− 2l)Epar

ηk
(P, s+ 2l)

+
2s−1 π

n−1
2

Γ(s)

m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q, s+ 2l)Epar

ηk
(P, n− 1− s− 2l).

(6.12)

The right-hand side of (6.12) is a meromorphic function for n−1
2 − 2(m + 1) − ε < Re(s) <

n−1
2 − 2(m+1)+ ε and −y < Im(s) < y. Thus, as we can choose y arbitrarily large, this gives the

meromorphic continuation I
(m+1,1)
ηk (s) of the integral Iηk

(s) to the whole strip n−1
2 −2(m+1)−ε <

Re(s) < n−1
2 − 2(m+ 1) + ε.

Now we assume n−1
2 − 2(m + 1) − ε < Re(s) < n−1

2 − 2(m + 1) and let y > |Im(s)| and Wy,ε

as before. The parabolic Eisenstein series Epar
ηk

(Q,n− 1− w), Epar
ηk

(P,w) have no poles on Wy,ε.

The function Γ
(
s−w
2

)
has no poles on the vertical parts of Wy,ε, as on these −(m + 1) − ε/2 <
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Re
(
s−w
2

)
< −(m+1) and −(m+1)−ε < Re

(
s−w
2

)
< −(m+1)−ε/2 holds true, respectively, and

we chose ε ∈ (0, 1). That it has no poles on the horizontal parts of Wy,ε follows from the choice
of y, as above. Similarly, Γ

(
s−n+1+w

2

)
has no poles on the vertical parts of Wy,ε, since on these

−(m + 1) − ε/2 < Re
(
s−n+1+w

2

)
< −(m + 1) and −(m + 1) < Re

(
s−n+1+w

2

)
< −(m + 1) + ε/2

holds true, respectively, and ε ∈ (0, 1). From the choice of y it follows that it also has no poles on
the horizontal parts of Wy,ε.

Hence, for s ∈ C with n−1
2 − 2(m + 1) − ε < Re(s) < n−1

2 − 2(m + 1) and −y < Im(s) < y the
residue theorem gives us

I(m+1,1)
ηk

(s) = Iηk
(s) + 2πi · 2

s−1 π
n−3
2

4 iΓ(s)

·
∑

a

Resw=a

[
Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(Q,n− 1− w)Epar

ηk
(P,w)

]

+
2s−1 π

n−1
2

Γ(s)

m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q,n− 1− s− 2l)Epar

ηk
(P, s+ 2l)

+
2s−1 π

n−1
2

Γ(s)

m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q, s+ 2l)Epar

ηk
(P, n− 1− s− 2l),

where the sum runs over all poles a ∈ C with n−1
2 < Re(a) < n−1

2 + ε and −y < Im(a) < y again.
As above, the parabolic Eisenstein series Epar

ηk
(Q,n− 1−w), Epar

ηk
(P,w) have no poles there. The

function Γ
(
s−w
2

)
also has no poles in this box, because −(m + 1) − ε < Re

(
s−w
2

)
< −(m + 1)

holds true there and we chose ε ∈ (0, 1). Further, the function Γ
(
s−n+1+w

2

)
has only one pole

there at w = n− 1− s− 2(m+ 1) with residue equal to 2 (−1)m+1/(m+ 1)!, as in the considered
box −(m+ 1)− ε/2 < Re

(
s−n+1+w

2

)
< −(m+ 1) + ε/2 holds true and ε ∈ (0, 1). This implies

I(m+1,1)
ηk

(s) = Iηk
(s) +

2s−1 π
n−1
2

Γ(s)

(−1)m+1

(m+ 1)!
Γ
(
s− n− 1

2
+m+ 1

)

· Epar
ηk

(Q, s+ 2(m+ 1))Epar
ηk

(P, n− 1− s− 2(m+ 1))

+
2s−1 π

n−1
2

Γ(s)

m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q,n− 1− s− 2l)Epar

ηk
(P, s+ 2l)

+
2s−1 π

n−1
2

Γ(s)

m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q, s+ 2l)Epar

ηk
(P, n− 1− s− 2l)

= Iηk
(s) +

2s−1 π
n−1
2

Γ(s)

m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q,n− 1− s− 2l)Epar

ηk
(P, s+ 2l)

+
2s−1 π

n−1
2

Γ(s)

m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(Q, s+ 2l)Epar

ηk
(P, n− 1− s− 2l).

(6.13)

The right-hand side of (6.13) is a meromorphic function for n−1
2 − 2(m + 2) < Re(s) < n−1

2 −
2(m + 1), hence it gives the meromorphic continuation I

(m+1,2)
ηk (s) of the integral I

(m+1,1)
ηk (s) to

this strip.
On the line Re(s) = n−1

2 −2(m+1) we have to take the right hand side of (6.12) as the meromorphic
continuation of the integral Iηk

(s), where y has to be chosen such that y > |Im(s)|. Together

these formulas give us the meromorphic continuation I
(m+2)
ηk (s) of the integral Iηk

(s) to the strip
n−1
2 − 2(m+ 2) < Re(s) ≤ n−1

2 − 2(m+ 1).

132
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We have proven that for m ∈ N0 the meromorphic continuation of the integral Iηk
(s) to the strip

n−1
2 −2(m+1) < Re(s) ≤ n−1

2 −2m is given by the formulas (6.10) and (6.11). Overall, we obtain
the meromorphic continuation of the integral Iηk

(s) in s to the whole complex plane.

From the functional equation (3.15) of the parabolic Eisenstein series and Proposition 3.4.13 (a),
i.e. the symmetry of the scattering matrix, for w ∈ C we obtain

cΓ∑

k=1

Epar
ηk

(Q,n− 1− w)Epar
ηk

(P,w) =

cΓ∑

k=1

cΓ∑

j=1

ϕηk,ηj
(n− 1− w)Epar

ηj
(Q,w)Epar

ηk
(P,w)

=

cΓ∑

j=1

Epar
ηj

(Q,w)

cΓ∑

k=1

ϕηk,ηj
(n− 1− w)Epar

ηk
(P,w)

=

cΓ∑

j=1

Epar
ηj

(Q,w)

cΓ∑

k=1

ϕηj ,ηk
(n− 1− w)Epar

ηk
(P,w)

=

cΓ∑

k=1

Epar
ηk

(Q,w)

cΓ∑

j=1

ϕηk,ηj
(n− 1− w)Epar

ηj
(P,w)

=

cΓ∑

k=1

Epar
ηk

(Q,w)Epar
ηk

(P, n− 1− w).

Using this identity, the meromorphic continuation of the continuous part

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt

of the spectral expansion (6.1) to the strip n−1
2 − 2(m+ 1) < Re(s) ≤ n−1

2 − 2m is given by

cΓ∑

k=1

Iηk
(s)+

2s π
n−1
2

Γ(s)

m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
) cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l)Epar
ηk

(P, s+2l) (6.14)

for n−1
2 − 2(m+ 1) < Re(s) < n−1

2 − 2m, while on the line Re(s) = n−1
2 − 2m we have to take

cΓ∑

k=1

Ĩηk,y,ε(s) +
2s π

n−1
2

Γ(s)

m−1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
) cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l)Epar
ηk

(P, s+ 2l)

+
2s−1 π

n−1
2

Γ(s)

(−1)m
m!

Γ
(
s− n− 1

2
+m

) cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2m)Epar
ηk

(P, s+ 2m),

(6.15)

where ε ∈ (0, 1) is chosen sufficiently small such that all parabolic Eisenstein series Epar
ηk

(P, s)

(k = 1, . . . , cΓ) have no poles in the strip n−1
2 −2ε < Re(s) < n−1

2 +2ε, and y is chosen sufficiently
large such that y > |Im(s)|. In this way we get the meromorphic continuation of the continuous
part of the spectral expansion (6.1) in s to the whole complex plane.

Now we turn to the computation of the poles arising from the continuous part after multiplication

by Γ(s) Γ
(
s− n−1

2

)−1
. Using formulas (6.14) and (6.15), valid in the strip n−1

2 − 2(m + 1) <
Re(s) ≤ n−1

2 − 2m, we have to determine the poles of

2s−1 π
n−3
2

4 iΓ
(
s− n−1

2

)
cΓ∑

k=1

∫

Re(w)=n−1
2

Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(Q,n− 1− w)Epar

ηk
(P,w) dw

+ 2s π
n−1
2

m∑

l=0

(−1)l
l!

(
s− n− 1

2

)
l

cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l)Epar
ηk

(P, s+ 2l)
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or

2s−1 π
n−3
2

4 iΓ
(
s− n−1

2

)
cΓ∑

k=1

∫

Wy,ε

Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(Q,n− 1− w)Epar

ηk
(P,w) dw

+ 2s π
n−1
2

m−1∑

l=0

(−1)l
l!

(
s− n− 1

2

)
l

cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l)Epar
ηk

(P, s+ 2l)

+ 2s−1 π
n−1
2

(−1)m
m!

(
s− n− 1

2

)
m

cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2m)Epar
ηk

(P, s+ 2m),

respectively. The poles of both can only arise from the functions Epar
ηk

(Q,n − 1 − s − 2l) and
Epar

ηk
(P, s+ 2l), where l = 0, . . . ,m and k = 1, . . . , cΓ.

The poles of Epar
ηk

(Q,n − 1 − s − 2l) are located at s = n − 1 − ρ − 2l, where w = ρ is a pole of

the parabolic Eisenstein series Epar
ηk

(Q,w). The condition n−1
2 − 2(m + 1) < Re(s) ≤ n−1

2 − 2m

implies that n−1
2 + 2(m − l) ≤ Re(ρ) < n−1

2 + 2(m + 1 − l), and particularly Re(ρ) ≥ n−1
2 . By

Theorem 3.4.9 there are only finitely many poles ρ with Re(ρ) ≥ n−1
2 which are located in the

real interval (n−1
2 , n − 1] and are simple, and no poles with Re(ρ) > n − 1. Therefore, we can

only get such a pole s = n − 1 − ρ − 2l if the inequality n−1
2 + 2(m − l) ≤ n − 1 holds, which is

equivalent to l ≥ m − n−1
4 . This implies l ≥

⌈
m− n−1

4

⌉
= m −

⌊
n−1
4

⌋
and a pole can only occur

for l = max
(
m−

⌊
n−1
4

⌋
, 0
)
, . . . ,m.

Thus, we obtain the poles s = n−1−ρ−2N , where N ∈
{
max

(
m−

⌊
n−1
4

⌋
, 0
)
, . . . ,m

}
and w = ρ

is a pole of Epar
ηk

(Q,w) for some k ∈ {1, . . . , cΓ} with ρ ∈
[
n−1
2 + 2(m−N), n−1

2 + 2(m+ 1−N)
)
,

and we have seen that in particular ρ ∈
(
n−1
2 , n− 1

]
.

The poles arising from Epar
ηk

(P, s + 2l) are located at s = ρ − 2l, where w = ρ is a pole of the

parabolic Eisenstein series Epar
ηk

(P,w). From the condition n−1
2 − 2(m + 1) < Re(s) ≤ n−1

2 − 2m

we get the inequality n−1
2 −2(m+1− l) < Re(ρ) ≤ n−1

2 −2(m− l), and particularly Re(ρ) ≤ n−1
2 .

By Corollary 3.4.14 there is no pole ρ with Re(ρ) = n−1
2 .

In this way we obtain the poles s = ρ − 2N , where N ∈ {0, . . . ,m} and w = ρ is a pole of
Epar

ηk
(P,w) for some k ∈ {1, . . . , cΓ} with Re(ρ) ∈

(
n−1
2 − 2(m+ 1−N), n−1

2 − 2(m−N)
]
, and

we have seen that in particular Re(ρ) < n−1
2 .

Finally, we note that for s ∈ C with Re(s) > n−1
2 there are no poles arising from the continuous

part of (6.1) after multiplication by Γ(s) Γ
(
s− n−1

2

)−1
since

Γ(s)

Γ
(
s− n−1

2

)
cΓ∑

k=1

Iηk
(s)

is a holomorphic function in the half-plane Re(s) > n−1
2 . This completes the proof of the theorem.

Remark 6.1.2.

(a) The possible poles of the types (ii) and (iii) in Theorem 6.1.1 do not occur in the case cΓ = 0,
i.e. if the discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1) contains no parabolic element.

(b) The orders of the possible poles of the types (ii) and (iii) in Theorem 6.1.1 and the corre-
sponding residues depend on the location and orders of the poles of the parabolic Eisenstein
series Epar

ηk
(P,w) (k = 1, . . . , cΓ) and their corresponding residues.

As a corollary of Theorem 6.1.1 we obtain that the hyperbolic kernel function Khyp(P,Q, s) has a
simple pole at s = n− 1, and we can determine its residue.
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Corollary 6.1.3. For P,Q ∈ Hn the hyperbolic kernel function Khyp(P,Q, s) admits a simple
pole at s = n− 1 with residue

Ress=n−1K
hyp(P,Q, s) =

2πn/2

vol(Γ\Hn) Γ
(
n
2

) .

Proof. By Theorem 6.1.1, the function Γ(s) Γ
(
s− n−1

2

)−1
Khyp(P,Q, s) has a possible pole in the

half-plane
{
s ∈ C | Re(s) > n−1

2

}
at any point s = n−1

2 + irj − 2N , where j ∈ N0 and λj =

sj(n − 1 − sj) =
(
n−1
2

)2
+ r2j is the eigenvalue of the eigenfunction ψj(P ) with rj ∈

[
−i n−1

2 , 0
)
,

and where N ∈ N0 with N <
irj
2 .

For N = 0 and j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) = vol(Γ\Hn)−1/2, we obtain the point

s = n− 1. Since N − irj = 2N − irj = −n−1
2 /∈ N0, it is a simple pole with residue

Ress=n−1

[
Γ(s)Khyp(P,Q, s)

Γ
(
s− n−1

2

)
]
=

2n−1 π
n−1
2 Γ(n−1

2 )

Γ
(
n−1
2

) 1

vol(Γ\Hn)
=

2n−1 π
n−1
2

vol(Γ\Hn)
.

As Γ(s) and Γ
(
s− n−1

2

)
have the non-zero values Γ(n − 1) and Γ

(
n−1
2

)
at s = n − 1, we can

infer that also the hyperbolic kernel function Khyp(P,Q, s) admits a simple pole at s = n− 1 with
residue

Ress=n−1K
hyp(P,Q, s) =

2n−1 π
n−1
2 Γ

(
n−1
2

)

vol(Γ\Hn) Γ(n− 1)
=

2πn/2

vol(Γ\Hn) Γ
(
n
2

) ,

where for the last equality we made use of the duplication formula (A.4) with s = n−1
2 .

6.2. Meromorphic continuation of hyperbolic Eisenstein series

Analogous to the previous section, we now establish the meromorphic continuation of the hyper-
bolic Eisenstein series in s to the whole complex plane via its spectral expansion computed in
section 5.2, and determine its possible poles.
Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Further, let (Q1, Q2) ∈ HΓ be a
pair of hyperbolic fixed points with hyperbolic scaling matrix σ(Q1,Q2) ∈ PSL2(Cn−1) and hy-

perbolic stabilizer subgroup Γhyp
(Q1,Q2)

. Let L(Q1,Q2) be the unique geodesic in Hn connecting Q1

and Q2, and let L(Q1,Q2) = πΓhyp
(Q1,Q2)

(L(Q1,Q2)) denote its image under the natural projection

πΓhyp
(Q1,Q2)

: Hn → Γhyp
(Q1,Q2)

\Hn, which is a closed geodesic in Γhyp
(Q1,Q2)

\Hn of hyperbolic length

l(Q1,Q2).

Theorem 6.2.1. For P ∈ Hn the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) admits a meromor-

phic continuation in s to the whole complex plane. For any m ∈ N0 the possible poles of the
function

Γ
(
s
2

)2
Ehyp

(Q1,Q2)
(P, s)

Γ
(
s− n−1

2

)

in the strip
{
s ∈ C

∣∣∣ n−1
2 − 2(m+ 1) < Re(s) ≤ n−1

2 − 2m
}

are located at the following points:

(i) s = n−1
2 ± irj − 2N , where j ∈ N0 and λj = sj(n− 1− sj) =

(
n−1
2

)2
+ r2j is the eigenvalue

of the eigenfunction ψj(P ), and where N :=
⌈
m± Re(irj)

2

⌉
has to satisfy N ≥ 0.
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If N ∓ irj /∈ N0 and 2N ∓ irj /∈ N0, it is a simple pole with residue

Ress=n−1
2 ±irj−2N


Γ
(
s
2

)2
Ehyp

(Q1,Q2)
(P, s)

Γ
(
s− n−1

2

)




=
(−1)N 2π

n−1
2 Γ(±irj −N)

N ! Γ (±irj − 2N)

∑

l∈N0:
rl=rj

ψl(P )

∫

L(Q1,Q2)

ψl(Q) dsHn(Q);

and if N ∓ irj ∈ N0, it is a simple pole with residue

Ress=n−1
2 ±irj−2N


Γ
(
s
2

)2
Ehyp

(Q1,Q2)
(P, s)

Γ
(
s− n−1

2

)




=
4π

n−1
2 (2N ∓ irj)!

N ! (N ∓ irj)!
∑

l∈N0:
rl=rj

ψl(P )

∫

L(Q1,Q2)

ψl(Q) dsHn(Q).

In case that N ∓ irj /∈ N0 and 2N ∓ irj ∈ N0, it is no pole but a removable singularity.

(ii) s = n − 1 − ρ − 2N , where N ∈
{
max

(
m−

⌊
n−1
4

⌋
, 0
)
, . . . ,m

}
, and where w = ρ is a pole

of the parabolic Eisenstein series Epar
ηk

(P,w) for some k ∈ {1, . . . , cΓ} with

ρ ∈
[n− 1

2
+ 2(m−N),

n− 1

2
+ 2(m+ 1−N)

)
;

in particular, ρ ∈
(
n−1
2 , n− 1

]
.

(iii) s = ρ − 2N , where N ∈ {0, . . . ,m}, and where w = ρ is a pole of the parabolic Eisenstein
series Epar

ηk
(P,w) for some k ∈ {1, . . . , cΓ} with

Re(ρ) ∈
(n− 1

2
− 2(m+ 1−N),

n− 1

2
− 2(m−N)

]
;

in particular, Re(ρ) < n−1
2 .

The poles given in the cases (i), (ii), (iii) might coincide in parts.

Moreover, the possible poles of the function

Γ
(
s
2

)2
Ehyp

(Q1,Q2)
(P, s)

Γ
(
s− n−1

2

)

in the half-plane
{
s ∈ C | Re(s) > n−1

2

}
are located at the points s = n−1

2 + irj − 2N , where

j ∈ N0 and λj = sj(n − 1 − sj) =
(
n−1
2

)2
+ r2j is the eigenvalue of the eigenfunction ψj(P ) with

rj ∈
[
−i n−1

2 , 0
)
, and where N ∈ N0 with N <

irj
2 . The orders and residues are as in the case (i)

above.

Proof. In order to derive the meromorphic continuation of Ehyp
(Q1,Q2)

(P, s), we use its spectral

expansion. Theorem 5.2.2 shows that for P ∈ Hn and s ∈ C with Re(s) > n − 1 the hyperbolic

Eisenstein series Ehyp
(Q1,Q2)

(P, s) admits the spectral expansion

Ehyp
(Q1,Q2)

(P, s) =
∞∑

j=0

bj(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt, (6.16)
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where the coefficients bj(s) and bt,ηk
(s) are given by

bj(s) =
π

n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)∫

L(Q1,Q2)

ψj(Q) dsHn(Q), (6.17)

bt,ηk
(s) =

π
n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)∫

L(Q1,Q2)

Epar
ηk

(
Q,

n− 1

2
− it

)
dsHn(Q),

(6.18)

respectively.

We start by giving the meromorphic continuation of the series

∞∑

j=0

bj(s)ψj(P ) (6.19)

that arises from the discrete spectrum. The explicit formula (6.17) already gives us the meromor-
phic continuation of the coefficient bj(s) in s to the whole complex plane. It remains to show that
the series (6.19) converges absolutely and locally uniformly for all s ∈ C.
As formula (6.5) in the proof of Theorem 6.1.1 we have established the bound

∣∣∣∣Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)∣∣∣∣ = O
(
r
Re(s)−n+1

2
j exp

(
−π rj

2

))
(rj →∞)

with an implied constant depending on s. Moreover, the sup-norm bound

sup
P∈Hn

|ψj(P )| = O
(
r
n/2
j

)
(rj →∞)

from Remark 3.5.7 also yields

∣∣∣∣∣

∫

L(Q1,Q2)

ψj(Q) dsHn(Q)

∣∣∣∣∣ ≤ sup
P∈Hn

|ψj(P )| · l(Q1,Q2) = O
(
r
n/2
j

)
(rj →∞).

Together, for all but the finitely many j ∈ N0 with λj ∈
[
0,
(
n−1
2

)2)
(see Remark 3.5.4), i.e. with

rj ∈
[
−i n−1

2 , 0
)
, this gives us

|bj(s)ψj(P )| = O
(
r
Re(s)−n+1

2
j exp

(
−π rj

2

)
rnj

)
= O

(
r
Re(s)+n−1

2
j exp

(
−π rj

2

))
(rj →∞)

with an implied constant depending on s. Thus, the series (6.19) converges absolutely and locally
uniformly for all s ∈ C and defines a holomorphic function away from the poles of bj(s).

We determine the poles of the series (6.19) after multiplication by Γ
(
s
2

)2
Γ
(
s− n−1

2

)−1
, i.e. the

poles of

π
n−1
2

Γ
(
s− n−1

2

)
∞∑

j=0

Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)
ψj(P )

∫

L(Q1,Q2)

ψj(Q) dsHn(Q). (6.20)

These can only arise from the two gamma factors in the sum, so the series (6.20) has the possible
poles s = n−1

2 ± irj − 2N , where j,N ∈ N0.
The condition n−1

2 − 2(m+ 1) < Re
(
n−1
2 ± irj − 2N

)
≤ n−1

2 − 2m for some m ∈ N0 is equivalent

to m ± Re(irj)
2 ≤ N < m + 1 ± Re(irj)

2 . This interval contains exactly one integer, which implies

that N =
⌈
m± Re(irj)

2

⌉
, while also N ≥ 0 must hold.
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Moreover, Re
(
n−1
2 ± irj − 2N

)
> n−1

2 holds true if and only if N < ±Re(irj)
2 . As we either have

rj ≥ 0 or rj ∈
[
−i n−1

2 , 0
)
, the inequality N < −Re(irj)

2 cannot be fulfilled, so that there is no pole

of the form s = n−1
2 − irj−2N with Re(s) > n−1

2 . In turn, the condition N <
Re(irj)

2 , respectively
a pole of the form s = n−1

2 + irj − 2N with Re(s) > n−1
2 , is only possible if rj ∈

[
−i n−1

2 , 0
)
.

The residues at the above poles can now be computed similarly to the proof of Theorem 6.1.1. If
N ∓ irj /∈ N0 and 2N ∓ irj /∈ N0, then s = n−1

2 ± irj − 2N is a simple pole of (6.20) and the
corresponding residue is given by

(−1)N 2π
n−1
2 Γ(±irj −N)

N ! Γ (±irj − 2N)

∑

l∈N0:
rl=rj

ψl(P )

∫

L(Q1,Q2)

ψl(Q) dsHn(Q).

In case that N ∓ irj ∈ N0, also 2N ∓ irj ∈ N0 holds true, and the point s = n−1
2 ± irj − 2N is a

simple pole of (6.20) with residue

4π
n−1
2 (2N ∓ irj)!

N ! (N ∓ irj)!
∑

l∈N0:
rl=rj

ψl(P )

∫

L(Q1,Q2)

ψl(Q) dsHn(Q).

If N ∓ irj /∈ N0 and 2N ∓ irj ∈ N0, the point s = n−1
2 ± irj − 2N is a removable singularity of

(6.20). In each of these three cases the details are analogous to the proof of Theorem 6.1.1.

For a cusp ηk (k = 1, . . . , cΓ) of Γ we now turn to give the meromorphic continuation of the integral

1

4π

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt

=
π

n−3
2

4Γ
(
s
2

)2
∫ ∞

−∞
Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)
Epar

ηk

(
P,
n− 1

2
+ it

)

·
(∫

L(Q1,Q2)

Epar
ηk

(
Q,

n− 1

2
− it

)
dsHn(Q)

)
dt

arising from the continuous part of the spectral expansion (6.16). Substituting w := n−1
2 + it, we

rewrite the integral as

Jηk
(s) :=

π
n−3
2

4 iΓ
(
s
2

)2
∫

Re(w)=n−1
2

Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(P,w)

·
(∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− w) dsHn(Q)

)
dw,

where the line of integration goes from x− i∞ to x+ i∞. The function Jηk
(s) is holomorphic for

s ∈ C with Re(s) > n−1. Indeed, it is even holomorphic for s ∈ C with Re(s) 6= n−1
2 −2m for any

m ∈ N0. In particular, J
(0)
ηk (s) = Jηk

(s) is a meromorphic function on the half-plane Re(s) > n−1
2 .

Using Corollary 3.4.14, we choose ε ∈ (0, 1) sufficiently small such that the parabolic Eisenstein
series Epar

ηk
(P, s) has no poles in the strip n−1

2 −2ε < Re(s) < n−1
2 +2ε. Let y ∈ R with y > |Im(s)|

and the piecewise linear pathWy,ε as in the proof of Theorem 6.1.1: the vertical line from n−1
2 −i∞

to n−1
2 − iy, the horizontal line segment from n−1

2 − iy to n−1
2 + ε− iy, the vertical line segment

from n−1
2 + ε− iy to n−1

2 + ε+ iy, the horizontal line segment from n−1
2 + ε+ iy to n−1

2 + iy, and
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the vertical line from n−1
2 + iy to n−1

2 + i∞. Further, we set

J̃ηk,y,ε(s) :=
π

n−3
2

4 iΓ
(
s
2

)2
∫

Wy,ε

Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(P,w)

·
(∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− w) dsHn(Q)

)
dw.

Then for s ∈ C with n−1
2 < Re(s) < n−1

2 + ε, analogous to the proof of Theorem 6.1.1, we obtain
from the residue theorem

Jηk
(s) = J̃ηk,y,ε(s)− 2πi · π

n−3
2

4 iΓ
(
s
2

)2

·
∑

a

Resw=a

[
Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(P,w)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− w) dsHn(Q)

]
,

where the sum runs over all poles a ∈ C with n−1
2 < Re(a) < n−1

2 + ε and −y < Im(a) < y.
By the same arguments as in the proof of Theorem 6.1.1 the parabolic Eisenstein series Epar

ηk
(P,w),

Epar
ηk

(Q,n − 1 − w) and the function Γ
(
s−n+1+w

2

)
have no poles in this box, while the function

Γ
(
s−w
2

)
has only one pole there at w = s and the corresponding residue is equal to −2. This

yields

Jηk
(s) = J̃ηk,y,ε(s)+

π
n−1
2

Γ
(
s
2

)2 Γ
(
s− n− 1

2

)
Epar

ηk
(P, s)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s) dsHn(Q). (6.21)

The right-hand side of (6.21) is a meromorphic function for n−1
2 − ε < Re(s) < n−1

2 + ε and
−y < Im(s) < y. As y can be chosen arbitrarily large, this gives the meromorphic continuation

J
(0,1)
ηk (s) of the integral Jηk

(s) to the whole strip n−1
2 − ε < Re(s) < n−1

2 + ε.

Now assuming n−1
2 − ε < Re(s) < n−1

2 and choosing y > |Im(s)| and Wy,ε as before, the residue
theorem gives us

J (0,1)
ηk

(s) = Jηk
(s) + 2πi · π

n−3
2

4 iΓ
(
s
2

)2

·
∑

a

Resw=a

[
Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(P,w)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− w) dsHn(Q)

]

+
π

n−1
2

Γ
(
s
2

)2 Γ
(
s− n− 1

2

)
Epar

ηk
(P, s)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s) dsHn(Q),

where we sum over all poles a ∈ C with n−1
2 < Re(a) < n−1

2 + ε and −y < Im(a) < y again.
As in the proof of Theorem 6.1.1, the parabolic Eisenstein series Epar

ηk
(P,w), Epar

ηk
(Q,n − 1 − w)

and the function Γ
(
s−w
2

)
have no poles in the considered box, while the function Γ

(
s−n+1+w

2

)

has only one pole there at w = n− 1− s and the residue is equal to 2. Thus, we obtain

J (0,1)
ηk

(s) = Jηk
(s) +

π
n−1
2

Γ
(
s
2

)2 Γ
(
s− n− 1

2

)
Epar

ηk
(P, n− 1− s)

∫

L(Q1,Q2)

Epar
ηk

(Q, s) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2 Γ
(
s− n− 1

2

)
Epar

ηk
(P, s)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s) dsHn(Q).

(6.22)
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Now the right-hand side of (6.22) is a meromorphic function for n−1
2 − 2 < Re(s) < n−1

2 , giving

the meromorphic continuation J
(0,2)
ηk (s) of the integral J

(0,1)
ηk (s) to this strip.

Moreover, on the line Re(s) = n−1
2 the meromorphic continuation of the integral Jηk

(s) is given by
the right hand side of (6.21), where y has to be chosen such that y > |Im(s)|. Together this provides
the meromorphic continuation J

(1)
ηk (s) of the integral Jηk

(s) to the strip n−1
2 − 2 < Re(s) ≤ n−1

2 .

Continuing this two-step process, we now prove inductively that for m ∈ N0 the meromorphic

continuation J
(m+1)
ηk (s) of the integral Jηk

(s) to the strip n−1
2 − 2(m+ 1) < Re(s) ≤ n−1

2 − 2m is
given by

Jηk
(s) +

π
n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, s+ 2l)

·
∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, n− 1− s− 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q, s+ 2l) dsHn(Q)

(6.23)

for n−1
2 − 2(m+ 1) < Re(s) < n−1

2 − 2m, while on the line Re(s) = n−1
2 − 2m we have to take

J̃ηk,y,ε(s) +
π

n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, s+ 2l)

·
∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2
m−1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, n− 1− s− 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q, s+ 2l) dsHn(Q),

(6.24)

where y is chosen sufficiently large such that y > |Im(s)|.

Suppose, for some m ∈ N0 we have established the meromorphic continuation J
(m+1)
ηk (s) of the

integral Jηk
(s) to the strip n−1

2 − 2(m+ 1) < Re(s) ≤ n−1
2 − 2m via (6.23) and (6.24). Then for

s ∈ C with n−1
2 − 2(m+1) < Re(s) < n−1

2 − 2(m+1)+ ε and y > |Im(s)|, analogous to the proof
of Theorem 6.1.1, the residue theorem gives us

Jηk
(s) = J̃ηk,y,ε(s)− 2πi · π

n−3
2

4 iΓ
(
s
2

)2

·
∑

a

Resw=a

[
Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(P,w)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− w) dsHn(Q)

]
,

where we sum over all poles a ∈ C with n−1
2 < Re(a) < n−1

2 + ε and −y < Im(a) < y.
The same arguments as in the proof of Theorem 6.1.1 show that the parabolic Eisenstein series
Epar

ηk
(P,w), Epar

ηk
(Q,n− 1− w) and the function Γ

(
s−n+1+w

2

)
have no poles in this box, whereas

the function Γ
(
s−w
2

)
has only one pole there at w = s+ 2(m+ 1) and the corresponding residue

is equal to −2 (−1)m+1/(m+ 1)!. This implies

Jηk
(s) = J̃ηk,y,ε(s) +

π
n−1
2

Γ
(
s
2

)2
(−1)m+1

(m+ 1)!
Γ
(
s− n− 1

2
+m+ 1

)
Epar

ηk
(P, s+ 2(m+ 1))

·
∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2(m+ 1)) dsHn(Q)
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and

Jηk
(s) +

π
n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, s+ 2l)

·
∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, n− 1− s− 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q, s+ 2l) dsHn(Q)

= J̃ηk,y,ε(s) +
π

n−1
2

Γ
(
s
2

)2
m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, s+ 2l)

·
∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, n− 1− s− 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q, s+ 2l) dsHn(Q).

(6.25)

The right-hand side of (6.25) is a meromorphic function for n−1
2 − 2(m + 1) − ε < Re(s) <

n−1
2 − 2(m + 1) + ε and −y < Im(s) < y. Since we can choose y arbitrarily large, this gives the

meromorphic continuation J
(m+1,1)
ηk (s) of the integral Jηk

(s) to the whole strip n−1
2 −2(m+1)−ε <

Re(s) < n−1
2 − 2(m+ 1) + ε.

If we assume n−1
2 − 2(m+ 1)− ε < Re(s) < n−1

2 − 2(m+ 1) and choose y > |Im(s)|, as before we
obtain from the residue theorem

J (m+1,1)
ηk

(s) = Jηk
(s) + 2πi · π

n−3
2

4 iΓ
(
s
2

)2

·
∑

a

Resw=a

[(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(P,w)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− w) dsHn(Q)

]

+
π

n−1
2

Γ
(
s
2

)2
m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, n− 1− s− 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q, s+ 2l) dsHn(Q),

where the sum runs over all poles a ∈ C with n−1
2 < Re(a) < n−1

2 + ε and −y < Im(a) < a again.
As in the proof of Theorem 6.1.1, the parabolic Eisenstein series Epar

ηk
(Q,n − 1 − w), Epar

ηk
(P,w)

and the function Γ
(
s−w
2

)
have no poles in this box, whereas the function Γ

(
s−n+1+w

2

)
has only

one pole there at w = n− 1− s− 2(m+ 1) with residue equal to 2 (−1)m+1/(m+ 1)!. This yields

J (m+1,1)
ηk

(s) = Jηk
(s) +

π
n−1
2

Γ
(
s
2

)2
(−1)m+1

(m+ 1)!
Γ
(
s− n− 1

2
+m+ 1

)
Epar

ηk
(P, n− 1− s− 2(m+ 1))

·
∫

L(Q1,Q2)

Epar
ηk

(Q, s+ 2(m+ 1)) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2
m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, n− 1− s− 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q, s+ 2l) dsHn(Q),
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i.e. we have

J (m+1,1)
ηk

(s) = Jηk
(s) +

π
n−1
2

Γ
(
s
2

)2
m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, s+ 2l)

·
∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2
m+1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)
Epar

ηk
(P, n− 1− s− 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q, s+ 2l) dsHn(Q).

(6.26)

As the right-hand side of (6.26) is a meromorphic function for n−1
2 − 2(m+ 2) < Re(s) < n−1

2 −
2(m + 1), it gives the meromorphic continuation J

(m+1,2)
ηk (s) of the integral J

(m+1,1)
ηk (s) to this

strip.
Furthermore, on the line Re(s) = n−1

2 − 2(m + 1) we have to take the right hand side of (6.25)
as the meromorphic continuation of the integral Jηk

(s), where y is chosen such that y > |Im(s)|.
Together these formulas provide the meromorphic continuation J

(m+2)
ηk (s) of the integral Jηk

(s) to
the strip n−1

2 − 2(m+ 2) < Re(s) ≤ n−1
2 − 2(m+ 1).

Since we have seen that for m ∈ N0 the meromorphic continuation of the integral Jηk
(s) to the

strip n−1
2 − 2(m+1) < Re(s) ≤ n−1

2 − 2m is given by means of the formulas (6.23) and (6.24), we
obtain the meromorphic continuation of the integral Jηk

(s) in s to the whole complex plane.

Using the identity

cΓ∑

k=1

Epar
ηk

(Q,n− 1− w)Epar
ηk

(P,w) =

cΓ∑

k=1

Epar
ηk

(Q,w)Epar
ηk

(P, n− 1− w)

for w ∈ C, established in the proof of Theorem 6.1.1, the meromorphic continuation of the contin-
uous part

1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt

of the spectral expansion (6.16) to the strip n−1
2 − 2(m+ 1) < Re(s) ≤ n−1

2 − 2m is given by

cΓ∑

k=1

Jηk
(s) +

2π
n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)

·
cΓ∑

k=1

Epar
ηk

(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q) (6.27)

for n−1
2 − 2(m+ 1) < Re(s) < n−1

2 − 2m, while on the line Re(s) = n−1
2 − 2m we have to take

cΓ∑

k=1

J̃ηk,y,ε(s) +
2π

n−1
2

Γ
(
s
2

)2
m−1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)

·
cΓ∑

k=1

Epar
ηk

(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

+
π

n−1
2

Γ
(
s
2

)2
(−1)m
m!

Γ
(
s− n− 1

2
+m

)

·
cΓ∑

k=1

Epar
ηk

(P, s+ 2m)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2m) dsHn(Q),

(6.28)
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6.2. Meromorphic continuation of hyperbolic Eisenstein series

where ε ∈ (0, 1) is chosen sufficiently small such that all parabolic Eisenstein series Epar
ηk

(P, s)

(k = 1, . . . , cΓ) have no poles in the strip n−1
2 −2ε < Re(s) < n−1

2 +2ε, and y is chosen sufficiently
large such that y > |Im(s)|. In this way we obtain the meromorphic continuation of the continuous
part of the spectral expansion (6.16) in s to the whole complex plane.

Next we turn to compute the poles arising from the continuous part after multiplication by

Γ
(
s
2

)2
Γ
(
s− n−1

2

)−1
. Making use of formulas (6.27) and (6.28), valid in the strip n−1

2 −2(m+1) <
Re(s) ≤ n−1

2 − 2m, we have to determine the poles of

π
n−3
2

4 iΓ
(
s− n−1

2

)
cΓ∑

k=1

∫

Re(w)=n−1
2

Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(P,w)

·
(∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− w) dsHn(Q)

)
dw

+ 2π
n−1
2

m∑

l=0

(−1)l
l!

(
s− n− 1

2

)
l

cΓ∑

k=1

Epar
ηk

(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

or

π
n−3
2

4 iΓ
(
s− n−1

2

)
cΓ∑

k=1

∫

Wy,ε

Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(P,w)

·
(∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− w) dsHn(Q)

)
dw

+ 2π
n−1
2

m−1∑

l=0

(−1)l
l!

(
s− n− 1

2

)
l

cΓ∑

k=1

Epar
ηk

(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q)

+ π
n−1
2

(−1)m
m!

(
s− n− 1

2

)
m

cΓ∑

k=1

Epar
ηk

(P, s+ 2m)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2m) dsHn(Q),

respectively. The poles of both can only arise from the functions Epar
ηk

(Q,n − 1 − s − 2l) and
Epar

ηk
(P, s+ 2l), where l = 0, . . . ,m and k = 1, . . . , cΓ.

The poles arising from Epar
ηk

(Q,n− 1− s− 2l) are located at s = n− 1− ρ− 2l, where w = ρ is a

pole of the parabolic Eisenstein series Epar
ηk

(Q,w). From n−1
2 − 2(m+ 1) < Re(s) ≤ n−1

2 − 2m we

deduce that n−1
2 + 2(m− l) ≤ Re(ρ) < n−1

2 + 2(m+ 1− l). As in the proof of Theorem 6.1.1, we
see that a pole can only occur for l = max

(
m−

⌊
n−1
4

⌋
, 0
)
, . . . ,m and that ρ ∈

(
n−1
2 , n− 1

]
must

hold.
Hence, we obtain the poles s = n−1−ρ−2N , where N ∈

{
max

(
m−

⌊
n−1
4

⌋
, 0
)
, . . . ,m

}
and w = ρ

is a pole of Epar
ηk

(Q,w) for some k ∈ {1, . . . , cΓ} with ρ ∈
[
n−1
2 + 2(m−N), n−1

2 + 2(m+ 1−N)
)
,

and particularly ρ ∈
(
n−1
2 , n− 1

]
.

The poles of Epar
ηk

(P, s + 2l) are located at s = ρ − 2l, where w = ρ is a pole of the parabolic

Eisenstein series Epar
ηk

(P,w). The inequality n−1
2 − 2(m + 1) < Re(s) ≤ n−1

2 − 2m implies that
n−1
2 − 2(m+ 1− l) < Re(ρ) ≤ n−1

2 − 2(m− l), especially we have Re(ρ) < n−1
2 .

We obtain the poles s = ρ − 2N , where N ∈ {0, . . . ,m} and w = ρ is a pole of Epar
ηk

(P,w)

for some k ∈ {1, . . . , cΓ} with Re(ρ) ∈
(
n−1
2 − 2(m+ 1−N), n−1

2 − 2(m−N)
]
, and particularly

Re(ρ) < n−1
2 .

Lastly, we observe that for s ∈ C with Re(s) > n−1
2 there are no poles arising from the continuous
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part of (6.16) after multiplication by Γ
(
s
2

)2
Γ
(
s− n−1

2

)−1
since

Γ
(
s
2

)2

Γ
(
s− n−1

2

)
cΓ∑

k=1

Jηk
(s)

is a holomorphic function in the half-plane Re(s) > n−1
2 . This finishes the proof.

Remark 6.2.2.

(a) The possible poles of the types (ii) and (iii) in Theorem 6.2.1 do not occur in the case cΓ = 0,
i.e. if the discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1) contains no parabolic element.

(b) The orders of the possible poles of the types (ii) and (iii) in Theorem 6.2.1 and the corre-
sponding residues depend on the location and orders of the poles of the parabolic Eisenstein
series Epar

ηk
(P,w) (k = 1, . . . , cΓ) and their corresponding residues.

From Theorem 6.2.1 we can conclude that the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) associated

to the pair (Q1, Q2) ∈ HΓ of hyperbolic fixed points has a simple pole at s = n − 1, and we can
compute its residue.

Corollary 6.2.3. For P ∈ Hn the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) admits a simple pole

at s = n− 1 with residue

Ress=n−1E
hyp
(Q1,Q2)

(P, s) =
2 l(Q1,Q2) π

n−1
2

vol(Γ\Hn) Γ
(
n−1
2

) .

Proof. Theorem 6.2.1 shows that the function Γ
(
s
2

)2
Γ
(
s− n−1

2

)−1
Ehyp

(Q1,Q2)
(P, s) has a possible

pole in the half-plane
{
s ∈ C | Re(s) > n−1

2

}
at any point s = n−1

2 + irj − 2N , where j ∈ N0 and

λj = sj(n−1−sj) =
(
n−1
2

)2
+r2j is the eigenvalue of the eigenfunction ψj(P ) with rj ∈

[
−i n−1

2 , 0
)
,

and where N ∈ N0 with N <
irj
2 .

If N = 0 and j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) = vol(Γ\Hn)−1/2, we get the point

s = n− 1. We have N − irj = 2N − irj = −n−1
2 /∈ N0, thus, it is a simple pole with residue

Ress=n−1


Γ
(
s
2

)2
Ehyp

(Q1,Q2)
(P, s)

Γ
(
s− n−1

2

)


 =

2π
n−1
2 Γ

(
n−1
2

)

Γ
(
n−1
2

)
∫

L(Q1,Q2)

1

vol(Γ\Hn)
dsHn(Q)

=
2 l(Q1,Q2) π

n−1
2

vol(Γ\Hn)
.

Since Γ
(
s− n−1

2

)
and Γ

(
s
2

)2
have the non-zero values Γ

(
n−1
2

)
and Γ

(
n−1
2

)2
at s = n − 1, also

the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) admits a simple pole at s = n− 1, and the residue

is given by

Ress=n−1E
hyp
(Q1,Q2)

(P, s) =
2 l(Q1,Q2) π

n−1
2 Γ

(
n−1
2

)

vol(Γ\Hn) Γ
(
n−1
2

)2 =
2 l(Q1,Q2) π

n−1
2

vol(Γ\Hn) Γ
(
n−1
2

) .
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6.3. Meromorphic continuation of elliptic Eisenstein series

6.3. Meromorphic continuation of elliptic Eisenstein series

In this section we first prove that the elliptic Eisenstein series has a representation as an infinite
sum of shifted hyperbolic kernel functions. Subsequently, we employ this relation to determine its
meromorphic continuation in s to the whole complex plane and its possible poles.
Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Further, let Q ∈ Hn be a point with
elliptic scaling matrix σQ ∈ PSL2(Cn−1) and stabilizer subgroup ΓQ.

The elliptic Eisenstein series Eell
Q (P, s) can be written in terms of the hyperbolic kernel function

Khyp(P,Q, s) as follows.

Proposition 6.3.1. For P,Q ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with Re(s) > n− 1 we
have the relation

Eell
Q (P, s) =

1

|ΓQ|
∞∑

k=0

(
s
2

)
k

k!
Khyp(P,Q, s+ 2k),

where
(
s
2

)
k
is the Pochhammer symbol (see (A.14)).

Proof. The proof is similar to the proof of Lemma 3.3.8 in [Pip10]. Nevertheless, we carry it out
in detail.

First we have to check the absolute and locally uniform convergence of the series

∞∑

k=0

(
s
2

)
k

k!
Khyp(P,Q, s+ 2k) (6.29)

for fixed P,Q ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with Re(s) > n − 1. Because Γ acts
discontinuously on Hn and we assume P 6= γQ for any γ ∈ Γ, the minimum minγ∈Γ dHn(γP,Q)
exists and is greater than zero. Thus, there is a constant C = C(P,Q) > 1, depending only on P
and Q, such that

cosh(dHn(γP,Q)) ≥ C
for any γ ∈ Γ. Furthermore, for s′ ∈ C with Re(s′) > 0 we have the estimate

|Γ(s′)| ≤ |Γ(Re(s′))| = Γ(Re(s′)),

which implies that

∣∣∣
(s
2

)
k

∣∣∣ ≤
Γ
(

Re(s)
2 + k

)

|Γ
(
s
2

)
| =

Γ
(

Re(s)
2

)(
Re(s)

2

)
k

|Γ
(
s
2

)
|

for any k ∈ N0. Using these bounds and the identity (A.22), we get

∣∣∣∣∣

∞∑

k=0

(
s
2

)
k

k!
Khyp(P,Q, s+ 2k)

∣∣∣∣∣ ≤
∞∑

k=0

∣∣( s
2

)
k

∣∣
k!

∑

γ∈Γ

cosh(dHn(γP,Q))−Re(s)−2k

≤
Γ
(

Re(s)
2

)

|Γ
(
s
2

)
|

∞∑

k=0

(
Re(s)

2

)
k

k!
C−2k

∑

γ∈Γ

cosh(dHn(γP,Q))−Re(s)

=
Γ
(

Re(s)
2

)

|Γ
(
s
2

)
|

(
1− 1

C2

)−Re(s)/2

Khyp(P,Q,Re(s)).

This shows that the series (6.29) indeed converges absolutely and locally uniformly for s ∈ C with
Re(s) > n− 1.
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Now we are allowed to change the order of summation and obtain

1

|ΓQ|
∞∑

k=0

(
s
2

)
k

k!
Khyp(P,Q, s+ 2k) =

1

|ΓQ|
∞∑

k=0

(
s
2

)
k

k!

∑

γ∈Γ

cosh(dHn(γP,Q))−s−2k

=
1

|ΓQ|
∑

γ∈Γ

cosh(dHn(γP,Q))−s
∞∑

k=0

(
s
2

)
k

k!
cosh(dHn(γP,Q))−2k.

Finally, a second application of formula (A.22) gives us

1

|ΓQ|
∞∑

k=0

(
s
2

)
k

k!
Khyp(P,Q, s+ 2k) =

1

|ΓQ|
∑

γ∈Γ

cosh(dHn(γP,Q))−s

(
1− 1

cosh(dHn(γP,Q))2

)−s/2

=
1

|ΓQ|
∑

γ∈Γ

(
cosh(dHn(γP,Q))2 − 1

)−s/2
=

1

|ΓQ|
∑

γ∈Γ

sinh(dHn(γP,Q))−s

= Eell
Q (P, s).

This proves the asserted relation.

With Proposition 6.3.1 we are now able to derive the desired meromorphic continuation of the
elliptic Eisenstein series Eell

Q (P, s) associated to the point Q ∈ Hn to the whole complex plane.

Theorem 6.3.2. For P ∈ Hn with P 6= γQ for any γ ∈ Γ the elliptic Eisenstein series Eell
Q (P, s)

admits a meromorphic continuation in s to the whole complex plane. For any m ∈ N0 the possible
poles of the function

Eell
Q (P, s)

Γ
(
s− n−1

2

)

in the strip
Sm := {s ∈ C | n− 1− 2(m+ 1) < Re(s) ≤ n− 1− 2m}

are located at the following points:

(i) s = n−1
2 ± irj − 2N , where j ∈ N0 and λj = sj(n− 1− sj) =

(
n−1
2

)2
+ r2j is the eigenvalue

of the eigenfunction ψj(P ), and where N := m−
⌊
n−1
4 ∓

Re(irj)
2

⌋
.

(ii) s = n− 1− ρ− 2N , where w = ρ is a pole of the parabolic Eisenstein series Epar
ηk

(P,w) for

some k ∈ {1, . . . , cΓ} with ρ ∈
(
n−1
2 , n− 1

]
, and where N := m−

⌊
ρ
2

⌋
.

(iii) s = ρ − 2N , where w = ρ is a pole of the parabolic Eisenstein series Epar
ηk

(P,w) for some

k ∈ {1, . . . , cΓ} with Re(ρ) < n−1
2 , and where N := m−

⌊
n−1−Re(ρ)

2

⌋
.

The poles given in the cases (i), (ii), (iii) might coincide in parts.

Proof. First we prove that for P ∈ Hn with P 6= γQ for any γ ∈ Γ and any m ∈ N0 the elliptic
Eisenstein series Eell

Q (P, s) has a meromorphic continuation in s to the half-plane

Hm := {s ∈ C | Re(s) > n− 1− 2(m+ 1)}.
By Proposition 6.3.1, for P ∈ Hn with P 6= γQ for any γ ∈ Γ and s ∈ C with Re(s) > n − 1 the
elliptic Eisenstein series can be written in terms of the hyperbolic kernel function Khyp(P,Q, s) as

Eell
Q (P, s) =

1

|ΓQ|
∞∑

l=0

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l)

=
1

|ΓQ|
m∑

l=0

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) +

1

|ΓQ|
∞∑

l=m+1

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l). (6.30)
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Next we show that the series

1

|ΓQ|
∞∑

l=m+1

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) (6.31)

converges absolutely and locally uniformly for s ∈ C with Re(s) > n − 1 − 2(m + 1). As in the
proof of Proposition 6.3.1 there is a constant C = C(P,Q) > 1, depending only on P and Q, such
that

cosh(dHn(γP,Q)) ≥ C
for any γ ∈ Γ. Using this constant, we find the bound

∞∑

l=m+1

∣∣∣∣∣

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l)

∣∣∣∣∣ =
∞∑

l=0

∣∣∣∣∣

(
s
2

)
l+m+1

(l +m+ 1)!
Khyp(P,Q, s+ 2(l +m+ 1))

∣∣∣∣∣

≤
∞∑

l=0

∣∣ ( s
2

)
l+m+1

∣∣
(l +m+ 1)!

∑

γ∈Γ

cosh(dHn(γP,Q))−Re(s)−2(l+m+1)

≤
∞∑

l=0

∣∣ ( s
2

)
l+m+1

∣∣
(l +m+ 1)!

C−2l
∑

γ∈Γ

cosh(dHn(γP,Q))−Re(s)−2(m+1)

= Khyp(P,Q,Re(s) + 2(m+ 1)) ·
∞∑

l=0

∣∣ ( s
2

)
l+m+1

∣∣
(l +m+ 1)!

C−2l.

As Re(s) + 2(m + 1) > n − 1 holds true for any s ∈ C with Re(s) > n − 1 − 2(m + 1), the
series Khyp(P,Q,Re(s) + 2(m+ 1)) is absolutely and locally uniformly convergent for s ∈ C with
Re(s) > n − 1 − 2(m + 1). Moreover, the absolute value of the ratio of successive terms in the
series

∞∑

l=0

∣∣ ( s
2

)
l+m+1

∣∣
(l +m+ 1)!

C−2l (6.32)

has the limit

lim
l→∞

∣∣∣∣∣

(
s
2

)
l+m+2

(l +m+ 2)!
C−2(l+1) (l +m+ 1)!(

s
2

)
l+m+1

C2l

∣∣∣∣∣ = lim
l→∞

∣∣∣∣∣
Γ
(
s
2 + l +m+ 2

)

(l +m+ 2)Γ
(
s
2 + l +m+ 1

)
C2

∣∣∣∣∣

= lim
l→∞

∣∣∣∣
s
2 + l +m+ 1

(l +m+ 2)C2

∣∣∣∣ =
1

C2
< 1.

By the ratio test the series (6.32) converges absolutely and locally uniformly for s ∈ C with
Re(s) > n − 1 − 2(m + 1). This implies that also the series (6.31) is absolutely and locally
uniformly convergent for s ∈ C with Re(s) > n−1−2(m+1), so it defines a holomorphic function
on the half-plane Hm.

Since the finite sum
1

|ΓQ|
m∑

l=0

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l)

admits a meromorphic continuation in s to the whole complex plane by Theorem 6.1.1, this proves
the meromorphic continuation of the elliptic Eisenstein series Eell

Q (P, s) to the half-plane Hm. As

m was chosen arbitrarily, we can conclude that Eell
Q (P, s) has a meromorphic continuation in s to

the whole complex plane.

Now, in order to determine the poles of the function Γ
(
s− n−1

2

)−1
Eell

Q (P, s) in the strip

Sm = {s ∈ C | n− 1− 2(m+ 1) < Re(s) ≤ n− 1− 2m}
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for any m ∈ N0, we consider the decomposition (6.30). Since the infinite sum (6.31) is holomorphic
in this strip, the possible poles can only arise from the finite sum

1

|ΓQ|Γ
(
s− n−1

2

)
m∑

l=0

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l),

respectively from the functions Γ
(
s− n−1

2

)−1
Khyp(P,Q, s+ 2l) for l = 0, . . . ,m.

Writing

Khyp(P,Q, s+ 2l)

Γ
(
s− n−1

2

) =

(
s− n−1

2

)
2l

Γ(s+ 2l)

Γ(s+ 2l)Khyp(P,Q, s+ 2l)

Γ
(
s+ 2l − n−1

2

) ,

observing that the function
(
s− n−1

2

)
2l

Γ(s+2l)−1 has no poles and using Theorem 6.1.1, we see

that for any l ∈ {0, . . . ,m} the possible poles of Γ
(
s− n−1

2

)−1
Khyp(P,Q, s + 2l) are located at

the following points:

(i) s = n−1
2 ± irj − 2(M + l), where j,M ∈ N0 and λj = sj(n − 1 − sj) =

(
n−1
2

)2
+ r2j is the

eigenvalue of the eigenfunction ψj(P ),

(ii) s = n − 1 − ρ − 2(M + l), where M ∈ N0 and w = ρ is a pole of the parabolic Eisenstein
series Epar

ηk
(P,w) for some k ∈ {1, . . . , cΓ} with ρ ∈

(
n−1
2 , n− 1

]
,

(iii) s = ρ − 2(M + l), where M ∈ N0 and w = ρ is a pole of the parabolic Eisenstein series
Epar

ηk
(P,w) for some k ∈ {1, . . . , cΓ} with Re(ρ) < n−1

2 .

It remains to check which of these points are contained in the strip Sm.

For a pole of type (i) the condition n−1
2 ± irj − 2(M + l) ∈ Sm, i.e.

n− 1− 2(m+ 1) <
n− 1

2
± Re(irj)− 2(M + l) ≤ n− 1− 2m,

holds true if and only if

m− l − n− 1

4
± Re(irj)

2
≤M < m+ 1− l − n− 1

4
± Re(irj)

2
.

This gives usM =
⌈
m− l − n−1

4 ±
Re(irj)

2

⌉
= m−l−

⌊
n−1
4 ∓

Re(irj)
2

⌋
. So for any l ∈ {0, . . . ,m} in

the strip Sm the function Γ
(
s− n−1

2

)−1
Khyp(P,Q, s+2l) has the possible poles s = n−1

2 ±irj−2N ,

where j ∈ N0 and λj = sj(n− 1− sj) =
(
n−1
2

)2
+ r2j is the eigenvalue of the eigenfunction ψj(P ),

and where N :=M + l = m−
⌊
n−1
4 ∓

Re(irj)
2

⌋
.

Furthermore, for a pole of type (ii) we have n− 1− ρ− 2(M + l) ∈ Sm, i.e.

n− 1− 2(m+ 1) < n− 1− ρ− 2(M + l) ≤ n− 1− 2m,

if and only if

m− l − ρ

2
≤M < m+ 1− l − ρ

2
.

This yields M =
⌈
m− l − ρ

2

⌉
= m − l −

⌊
ρ
2

⌋
. Thus, for any l ∈ {0, . . . ,m} in the strip Sm the

function Γ
(
s− n−1

2

)−1
Khyp(P,Q, s+2l) has the possible poles s = n−1−ρ−2N , where w = ρ is

a pole of the parabolic Eisenstein series Epar
ηk

(P,w) for some k ∈ {1, . . . , cΓ} with ρ ∈
(
n−1
2 , n− 1

]
,

and where N :=M + l = m−
⌊
ρ
2

⌋
.
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Moreover, for a pole of type (iii) the condition ρ− 2(M + l) ∈ Sm, i.e.

n− 1− 2(m+ 1) < Re(ρ)− 2(M + l) ≤ n− 1− 2m,

is equivalent to

m− l − n− 1− Re(ρ)

2
≤M < m+ 1− l − n− 1− Re(ρ)

2
.

We obtainM =
⌈
m− l − n−1−Re(ρ)

2

⌉
= m−l−

⌊
n−1−Re(ρ)

2

⌋
, and for any l ∈ {0, . . . ,m} in the strip

Sm the function Γ
(
s− n−1

2

)−1
Khyp(P,Q, s+ 2l) has the possible poles s = ρ− 2N , where w = ρ

is a pole of the parabolic Eisenstein series Epar
ηk

(P,w) for some k ∈ {1, . . . , cΓ} with Re(ρ) < n−1
2 ,

and where N :=M + l = m−
⌊
n−1−Re(ρ)

2

⌋
.

Remark 6.3.3. The possible poles of the types (ii) and (iii) in Theorem 6.3.2 do not occur in
the case cΓ = 0, i.e. if the discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1) contains no parabolic
element.

To close this section, we show that the elliptic Eisenstein series Eell
Q (P, s) associated to the point

Q ∈ Hn has a simple pole at s = n− 1 and determine the corresponding residue.

Corollary 6.3.4. For P ∈ Hn with P 6= γQ for any γ ∈ Γ the elliptic Eisenstein series Eell
Q (P, s)

admits a simple pole at s = n− 1 with residue

Ress=n−1E
ell
Q (P, s) =

2πn/2

|ΓQ| vol(Γ\Hn) Γ
(
n
2

) .

Proof. By the proof of Theorem 6.3.2, in the strip S0 = {s ∈ C | n− 3 < Re(s) ≤ n− 1} we have
the decomposition

Eell
Q (P, s) =

1

|ΓQ|
Khyp(P,Q, s) +

1

|ΓQ|
∞∑

l=1

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l),

where the infinite sum over l is holomorphic in s. Since by Corollary 6.1.3 the hyperbolic kernel
function Khyp(P,Q, s) has a simple pole at s = n− 1 with residue

Ress=n−1K
hyp(P,Q, s) =

2πn/2

vol(Γ\Hn) Γ
(
n
2

) ,

we can conclude that also the elliptic Eisenstein series Eell
Q (P, s) admits a simple pole at this point,

and the residue is given by

Ress=n−1E
ell
Q (P, s) =

1

|ΓQ|
Ress=n−1K

hyp(P,Q, s) =
2πn/2

|ΓQ| vol(Γ\Hn) Γ
(
n
2

) .

149





7. Kronecker limit formulas for hyperbolic

Eisenstein series

Classically, in the case n = 2 and Γ = PSL2(Z), Kronecker’s limit formula states the behaviour of
the parabolic Eisenstein series Epar

∞ (z, s) at s = 1, and explicitly gives the constant term in the
Laurent expansion. In this chapter we are interested in an analogue for the hyperbolic Eisenstein
series Ehyp

(Q1,Q2)
(P, s) in Hn at the point s = 0, so we study its behaviour in terms of its Laurent

expansion. We compute the first two terms in the Laurent expansion for arbitrary dimension n
and an arbitrary discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1) in the first section. Then we
consider two examples of specific dimensions and groups in the subsequent sections, and prove a
formula of Kronecker limit type for the hyperbolic Eisenstein series in both cases. In the second
section we do this for n = 2 and Γ = PSL2(Z), while in the third section we treat the case n = 3
and Γ = PSL2(Z[i]).

7.1. The Laurent expansion at s = 0

In this section we determine the Laurent expansion of the hyperbolic Eisenstein series at s = 0 via
its meromorphic continuation established in section 6.2. We find that the form of this expansion
depends on n mod 4 for the dimension n of the hyperbolic space Hn. Therefore, we consider the
cases n ≡ 0 mod 2, n ≡ 3 mod 4 and n ≡ 1 mod 4 in three separate propositions.
Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Further, let (Q1, Q2) ∈ HΓ be a pair
of hyperbolic fixed points with hyperbolic scaling matrix σ(Q1,Q2) ∈ PSL2(Cn−1) and hyperbolic

stabilizer subgroup Γhyp
(Q1,Q2)

. Let L(Q1,Q2) be the unique geodesic in Hn connecting Q1 and Q2,

and let L(Q1,Q2) = πΓhyp
(Q1,Q2)

(L(Q1,Q2)) denote its image under the natural projection πΓhyp
(Q1,Q2)

:

Hn → Γhyp
(Q1,Q2)

\Hn, which is a closed geodesic in Γhyp
(Q1,Q2)

\Hn of hyperbolic length l(Q1,Q2).

Notation 7.1.1. To keep the notation simple, in this section we again omit the index n and
write Ehyp

(Q1,Q2)
(P, s) for the hyperbolic Eisenstein series Ehyp

n,(Q1,Q2)
(P, s) associated to the pair

(Q1, Q2) ∈ HΓ of hyperbolic fixed points, and Epar
ηk

(P, s) for the parabolic Eisenstein series
Epar

n,ηk
(P, s) associated to the cusp ηk ∈ CΓ (k = 1, . . . , cΓ).

In case that the dimension is even, i.e. n ≡ 0 mod 2, we find the following result.

Proposition 7.1.2. Let n ≡ 0 mod 2. For P ∈ Hn the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s)

admits a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− Gpar(Q1,Q2),1
(P, s)

=

(
l(Q1,Q2) π

n−1
2 Γ

(
1−n
2

)

2 vol(Γ\Hn)
+

2∑

l=1

Gn,(Q1,Q2),l(P )

)
· s

+

(
l(Q1,Q2) π

n−1
2 Γ

(
1−n
2

) (
γ + ψ(0)

(
1−n
2

))

4 vol(Γ\Hn)
+

4∑

l=1

Hn,(Q1,Q2),l(P )

)
· s2 +O(s3), (7.1)
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where

Gpar(Q1,Q2),1
(P, s) :=

2π
n−1
2

Γ
(
s
2

)2
bn−1

4 c∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)

·
cΓ∑

k=1

Epar
ηk

(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q),

γ denotes the Euler-Mascheroni constant (see (A.6)), ψ(0)(s) is the digamma function (see (A.8)),
and where the functions Gn,(Q1,Q2),l(P ) (l = 1, 2) and Hn,(Q1,Q2),l(P ) (l = 1, 2, 3, 4) are invariant
under the action of Γ, and are given by the formulas (7.3), (7.4), (7.5), (7.6), (7.7) and (7.8) in
the proof, respectively.

Proof. For P ∈ Hn the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) admits a meromorphic continua-

tion in s to the whole complex plane by Theorem 6.2.1. In the proof of this theorem we established
that for s ∈ C with n−1

2 − 2(m+1) < Re(s) < n−1
2 − 2m (m ∈ N0) this meromorphic continuation

is given by means of

Ehyp
(Q1,Q2)

(P, s) =

∞∑

j=0

bj(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt

+
2π

n−1
2

Γ
(
s
2

)2
m∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
) cΓ∑

k=1

Epar
ηk

(P, s+ 2l)

·
∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q),

where the coefficients bj(s) and bt,ηk
(s) are given by

bj(s) =
π

n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)∫

L(Q1,Q2)

ψj(Q) dsHn(Q),

bt,ηk
(s) =

π
n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)∫

L(Q1,Q2)

Epar
ηk

(
Q,

n− 1

2
− it

)
dsHn(Q),

respectively. In particular, in the strip n−1
2 − 2

(⌊
n−1
4

⌋
+ 1
)
< Re(s) < n−1

2 − 2
⌊
n−1
4

⌋
the identity

Ehyp
(Q1,Q2)

(P, s)− Gpar(Q1,Q2),1
(P, s)

=

∞∑

j=0

bj(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt (7.2)

holds true. From the assumption n ≡ 0 mod 2 we conclude that
⌊
n−1
4

⌋
< n−1

4 , which implies
that the point s = 0 lies in the considered strip. Hence, to derive the Laurent expansion at s = 0
we work from formula (7.2).

For j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) = vol(Γ\Hn)−1/2, the function bj(s)ψj(P ) in the

series in (7.2) arising from the discrete spectrum takes the form

b0(s)ψ0(P ) =
l(Q1,Q2) π

n−1
2

vol(Γ\Hn) Γ
(
s
2

)2 Γ
(s
2

)
Γ
(s− n+ 1

2

)
=
l(Q1,Q2) π

n−1
2 Γ

(
s−n+1

2

)

vol(Γ\Hn) Γ
(
s
2

) .

At s = 0 we have the Laurent expansions

1

Γ
(
s
2

) =
1

2
· s+ γ

4
· s2 +O(s3),

Γ
(s− n+ 1

2

)
= Γ

(1− n
2

)
+

1

2
Γ
(1− n

2

)
ψ(0)

(1− n
2

)
· s+O(s2),
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where γ denotes the Euler-Mascheroni constant (see (A.6)), ψ(0)(s) is the digamma function (see
(A.8)), and where we used n−1

2 /∈ N0, (A.9), (A.12) and (A.13). This implies that the function
b0(s)ψ0(P ) admits a Laurent expansion at s = 0 of the form

b0(s)ψ0(P ) =
l(Q1,Q2) π

n−1
2 Γ

(
1−n
2

)

2 vol(Γ\Hn)
· s+ l(Q1,Q2) π

n−1
2 Γ

(
1−n
2

) (
γ + ψ(0)

(
1−n
2

))

4 vol(Γ\Hn)
· s2 +O(s3).

Now we consider j ≥ 1 so that either rj > 0 or rj ∈
(
−i n−1

2 , 0
]
holds true. In the first case it is

clear that n−1
4 ±

irj
2 /∈ N0. In the latter case we have n−1

4 ±
irj
2 ∈ R with n−1

4 −
irj
2 ∈

(
0, n−1

4

]
and

n−1
4 +

irj
2 ∈

[
n−1
4 , n−1

2

)
. The natural numbers contained in the interval

(
0, n−1

4

]
are 1, . . . ,

⌊
n−1
4

⌋
,

while the interval
[
n−1
4 , n−1

2

)
contains the natural numbers

⌈
n−1
4

⌉
, . . . , n2 − 1.

This implies that the function Γ
(

s−n−1
2 +irj
2

)
has a pole at s = 0 if and only if

n− 1

4
− irj

2
∈
{
1, . . . ,

⌊n− 1

4

⌋}
⇐⇒ rj ∈

{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

⌊n− 1

4

⌋}}
,

while the function Γ
(

s−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
∈
{⌈n− 1

4

⌉
, . . . ,

n

2
− 1
}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{⌈n− 1

4

⌉
, . . . ,

n

2
− 1
}}

.

Further, if n−1
4 −

irj
2 = N for some N ∈

{
1, . . . ,

⌊
n−1
4

⌋}
, then n−1

2 6∈ Z implies that

n− 1

4
+
irj
2

=
n− 1

2
−N 6∈ Z

cannot be an element of N0; and if conversely n−1
4 +

irj
2 = N for some N ∈

{⌈
n−1
4

⌉
, . . . , n2 − 1

}
,

then n−1
2 6∈ Z yields that

n− 1

4
− irj

2
=
n− 1

2
−N 6∈ Z

cannot be an element of N0. This shows that for any j ≥ 1 at most one of the two functions

Γ
(

s−n−1
2 +irj
2

)
, Γ
(

s−n−1
2 −irj
2

)
has a pole at s = 0. Setting

M1(n) :=
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

⌊n− 1

4

⌋}}
,

M2(n) :=
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{⌈n− 1

4

⌉
, . . . ,

n

2
− 1
}}

,

we have shown above that M1(n) ∩M2(n) = ∅.

At s = 0 the function Γ
(
s
2

)−2
has the Laurent expansion

1

Γ
(
s
2

)2 =
1

4
· s2 + γ

4
· s3 +O(s4).

If rj ∈ M1(n), then rj 6∈ M2(n), and, by (A.12) and (A.13), at s = 0 we have the Laurent
expansions

Γ
(s− n−1

2 + irj

2

)
=

2 (−1)n−1
4 − irj

2(
n−1
4 −

irj
2

)
!
· 1
s
+

(−1)n−1
4 − irj

2(
n−1
4 −

irj
2

)
!




n−1
4 − irj

2∑

l=1

1

l
− γ


+O(s),

Γ
(s− n−1

2 − irj
2

)
= Γ

(
− irj

2
− n− 1

4

)
+

1

2
Γ
(
− irj

2
− n− 1

4

)
ψ(0)

(
− irj

2
− n− 1

4

)
· s+O(s2).
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Thus, setting

Cj,(Q1,Q2) :=

∫

L(Q1,Q2)

ψj(Q) dsHn(Q),

for j ≥ 1 with rj ∈ M1(n) the function bj(s)ψj(P ) admits a Laurent expansion at s = 0 of the
form

bj(s)ψj(P ) =
(−1)n−1

4 − irj
2 π

n−1
2

2
(

n−1
4 −

irj
2

)
!

Γ
(
− irj

2
− n− 1

4

)
ψj(P )Cj,(Q1,Q2) · s

+
(−1)n−1

4 − irj
2 π

n−1
2

4
(

n−1
4 −

irj
2

)
!

Γ
(
− irj

2
− n− 1

4

)



n−1
4 − irj

2∑

l=1

1

l
+ γ + ψ(0)

(
− irj

2
− n− 1

4

)



· ψj(P )Cj,(Q1,Q2) · s2 +O(s3),

and the respective part of the series in (7.2) arising from the discrete spectrum has a Laurent
expansion at s = 0 of the form

∑

j∈N:
rj∈M1(n)

bj(s)ψj(P ) = Gn,(Q1,Q2),1(P ) · s+Hn,(Q1,Q2),1(P ) · s2 +O(s3),

where

Gn,(Q1,Q2),1(P ) :=
∑

j∈N:
rj∈M1(n)

(−1)n−1
4 − irj

2 π
n−1
2

2
(

n−1
4 −

irj
2

)
!

Γ
(
− irj

2
− n− 1

4

)
ψj(P )Cj,(Q1,Q2), (7.3)

Hn,(Q1,Q2),1(P ) :=
∑

j∈N:
rj∈M1(n)

(−1)n−1
4 − irj

2 π
n−1
2

4
(

n−1
4 −

irj
2

)
!

Γ
(
− irj

2
− n− 1

4

)
ψj(P )Cj,(Q1,Q2)

·




n−1
4 − irj

2∑

l=1

1

l
+ γ + ψ(0)

(
− irj

2
− n− 1

4

)

 . (7.4)

If rj ∈ M2(n), then rj 6∈ M1(n), and, again by (A.12) and (A.13), at s = 0 we have the Laurent
expansions

Γ
(s− n−1

2 + irj

2

)
= Γ

( irj
2
− n− 1

4

)
+

1

2
Γ
( irj

2
− n− 1

4

)
ψ(0)

( irj
2
− n− 1

4

)
· s+O(s2),

Γ
(s− n−1

2 − irj
2

)
=

2 (−1)n−1
4 +

irj
2(

n−1
4 +

irj
2

)
!
· 1
s
+

(−1)n−1
4 +

irj
2(

n−1
4 +

irj
2

)
!




n−1
4 +

irj
2∑

l=1

1

l
− γ


+O(s).

Consequently, for j ≥ 1 with rj ∈ M2(n) the function bj(s)ψj(P ) admits a Laurent expansion at
s = 0 of the form

bj(s)ψj(P ) =
(−1)n−1

4 +
irj
2 π

n−1
2

2
(

n−1
4 +

irj
2

)
!

Γ
( irj

2
− n− 1

4

)
ψj(P )Cj,(Q1,Q2) · s

+
(−1)n−1

4 +
irj
2 π

n−1
2

4
(

n−1
4 +

irj
2

)
!

Γ
( irj

2
− n− 1

4

)



n−1
4 +

irj
2∑

l=1

1

l
+ γ + ψ(0)

( irj
2
− n− 1

4

)



· ψj(P )Cj,(Q1,Q2) · s2 +O(s3),
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which implies that the respective part of the series in (7.2) arising from the discrete spectrum has
a Laurent expansion at s = 0 of the form

∑

j∈N:
rj∈M2(n)

bj(s)ψj(P ) = Gn,(Q1,Q2),2(P ) · s+Hn,(Q1,Q2),2(P ) · s2 +O(s3),

where

Gn,(Q1,Q2),2(P ) :=
∑

j∈N:
rj∈M2(n)

(−1)n−1
4 +

irj
2 π

n−1
2

2
(

n−1
4 +

irj
2

)
!

Γ
( irj

2
− n− 1

4

)
ψj(P )Cj,(Q1,Q2), (7.5)

Hn,(Q1,Q2),2(P ) :=
∑

j∈N:
rj∈M2(n)

(−1)n−1
4 +

irj
2 π

n−1
2

4
(

n−1
4 +

irj
2

)
!

Γ
( irj

2
− n− 1

4

)
ψj(P )Cj,(Q1,Q2)

·




n−1
4 +

irj
2∑

l=1

1

l
+ γ + ψ(0)

( irj
2
− n− 1

4

)

 . (7.6)

If rj 6∈M1(n) ∪M2(n), then (A.13) implies that at s = 0 we have the Laurent expansions

Γ
(s− n−1

2 ± irj
2

)
= Γ

(
± irj

2
− n− 1

4

)
+

1

2
Γ
(
± irj

2
− n− 1

4

)
ψ(0)

(
± irj

2
− n− 1

4

)
· s+O(s2).

Hence, for j ≥ 1 with rj 6∈ M1(n) ∪M2(n) the function bj(s)ψj(P ) admits a Laurent expansion
at s = 0 of the form

bj(s)ψj(P ) =
π

n−1
2

4
Γ
( irj

2
− n− 1

4

)
Γ
(
− irj

2
− n− 1

4

)
ψj(P )Cj,(Q1,Q2) · s2 +O(s3),

so the respective part of the series in (7.2) arising from the discrete spectrum has a Laurent
expansion at s = 0 of the form

∑

j∈N:
rj 6∈M1(n)∪M2(n)

bj(s)ψj(P ) = Hn,(Q1,Q2),3(P ) · s2 +O(s3),

where

Hn,(Q1,Q2),3(P ) :=
∑

j∈N:
rj 6∈M1(n)∪M2(n)

π
n−1
2

4
Γ
( irj

2
−n− 1

4

)
Γ
(
− irj

2
−n− 1

4

)
ψj(P )Cj,(Q1,Q2). (7.7)

Moreover, for any t ∈ R at s = 0 we have the Laurent expansions

Γ
(s− n−1

2 ± it
2

)
= Γ

(
± it

2
− n− 1

4

)
+

1

2
Γ
(
± it

2
− n− 1

4

)
ψ(0)

(
± it

2
− n− 1

4

)
· s+O(s2),

where we used n−1
4 /∈ N0 and (A.13). From this we conclude that for k = 1, . . . , cΓ and any t ∈ R

the function bt,ηk
(s) in the integral in (7.2) arising from the continuous spectrum admits a Laurent

expansion at s = 0 of the form

bt,ηk
(s) =

π
n−1
2

4
Γ
( it
2
− n− 1

4

)
Γ
(
− it

2
− n− 1

4

)
Ct,ηk,(Q1,Q2) · s2 +O(s3)

=
π

n−1
2

4

∣∣∣Γ
( it
2
− n− 1

4

)∣∣∣
2

Ct,ηk,(Q1,Q2) · s2 +O(s3),
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where we have set

Ct,ηk,(Q1,Q2) :=

∫

L(Q1,Q2)

Epar
ηk

(
Q,

n− 1

2
− it

)
dsHn(Q).

Hence, at s = 0 we obtain the Laurent expansion

1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt = Hn,(Q1,Q2),4(P ) · s2 +O(s3)

of the continuous part, where

Hn,(Q1,Q2),4(P ) :=
π

n−3
2

16

cΓ∑

k=1

∫ ∞

−∞

∣∣∣Γ
( it
2
− n− 1

4

)∣∣∣
2

Epar
ηk

(
P,
n− 1

2
+ it

)
Ct,ηk,(Q1,Q2) dt. (7.8)

Summing up, for P ∈ Hn we obtain a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− Gpar(Q1,Q2),1
(P, s)

=

(
l(Q1,Q2) π

n−1
2 Γ

(
1−n
2

)

2 vol(Γ\Hn)
+

2∑

l=1

Gn,(Q1,Q2),l(P )

)
· s

+

(
l(Q1,Q2) π

n−1
2 Γ

(
1−n
2

) (
γ + ψ(0)

(
1−n
2

))

4 vol(Γ\Hn)
+

4∑

l=1

Hn,(Q1,Q2),l(P )

)
· s2 +O(s3),

where Gn,(Q1,Q2),l(P ) (l = 1, 2) and Hn,(Q1,Q2),l(P ) (l = 1, 2, 3, 4) are given by (7.3), (7.4), (7.5),
(7.6), (7.7) and (7.8), respectively.

We know that the eigenfunctions ψj(P ) (j ∈ N) and the parabolic Eisenstein series Epar
ηk

(P, s)
(k = 1, . . . , cΓ) are all Γ-invariant. Therefore, also the functions Gn,(Q1,Q2),l(P ) (l = 1, 2) and
Hn,(Q1,Q2),l(P ) (l = 1, 2, 3, 4) are invariant under the action of Γ.

Remark 7.1.3. In the cases n = 2 and n = 4 the Laurent expansion of the hyperbolic Eisenstein
series in Proposition 7.1.2 simplifies as follows:
If n = 2 or n = 4, there is no N ∈ N with 1 ≤ N ≤

⌊
n−1
4

⌋
, so the set

M1(n) =
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

⌊n− 1

4

⌋}}

in the proof of Proposition 7.1.2 is empty. This implies that both Gn,(Q1,Q2),1(P ) = 0 and
Hn,(Q1,Q2),1(P ) = 0 as the sums defining these functions are empty, meaning that the functions
Gn,(Q1,Q2),1(P ) and Hn,(Q1,Q2),1(P ) in the Laurent expansion (7.1) do not appear for n = 2 and
n = 4.
Moreover, if n = 2, there is no N ∈ N with

⌈
n−1
4

⌉
≤ N ≤ n

2 − 1 which yields that the set

M2(n) =
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{⌈n− 1

4

⌉
, . . . ,

n

2
− 1
}}

in the proof of Proposition 7.1.2 is empty. Hence, Gn,(Q1,Q2),2(P ) = 0 and Hn,(Q1,Q2),2(P ) = 0
since the sums defining these functions are empty. This shows that also the functionsGn,(Q1,Q2),2(P )
and Hn,(Q1,Q2),2(P ) in the Laurent expansion (7.1) do not appear for n = 2.

In the next proposition we consider the case n ≡ 3 mod 4.
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7.1. The Laurent expansion at s = 0

Proposition 7.1.4. Let n ≡ 3 mod 4. For P ∈ Hn the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s)

admits a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− Gpar(Q1,Q2),2
(P, s)

=
l(Q1,Q2) (−π)

n−1
2

(
n−1
2

)
! vol(Γ\Hn)

+ Fn,(Q1,Q2)(P ) +


 l(Q1,Q2) (−π)

n−1
2

2
(
n−1
2

)
! vol(Γ\Hn)

n−1
2∑

l=1

1

l
+Gn,(Q1,Q2)(P )


 · s+O(s2),

(7.9)

where

Gpar(Q1,Q2),2
(P, s) :=

2π
n−1
2

Γ
(
s
2

)2

n−3
4∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)

·
cΓ∑

k=1

Epar
ηk

(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q),

and where the functions Fn,(Q1,Q2)(P ) and Gn,(Q1,Q2)(P ) are invariant under the action of Γ, and
are given by the formulas (7.11) and (7.12) in the proof, respectively.

Proof. The assumption n ≡ 3 mod 4 gives us n−3
4 ∈ N0. Then, similar to the proof of Proposition

7.1.2, we see that for s ∈ C with n−1
2 − 2

(
n−3
4 + 1

)
< Re(s) < n−1

2 − 2 · n−3
4 the identity

Ehyp
(Q1,Q2)

(P, s)− Gpar(Q1,Q2),2
(P, s)

=
∞∑

j=0

bj(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt (7.10)

holds true, where the coefficients bj(s) and bt,ηk
(s) are given by the formulas

bj(s) =
π

n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)∫

L(Q1,Q2)

ψj(Q) dsHn(Q),

bt,ηk
(s) =

π
n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)∫

L(Q1,Q2)

Epar
ηk

(
Q,

n− 1

2
− it

)
dsHn(Q),

respectively. The equality n−1
2 −2 · n−3

4 = 1 yields that the point s = 0 lies in the considered strip.
To derive the Laurent expansion at s = 0 we work from formula (7.10).

Analogous to the proof of Proposition 7.1.2, for j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) =

vol(Γ\Hn)−1/2, the function bj(s)ψj(P ) has the form

b0(s)ψ0(P ) =
l(Q1,Q2) π

n−1
2 Γ

(
s−n+1

2

)

vol(Γ\Hn) Γ
(
s
2

) .

Using (A.12), at s = 0 we have the Laurent expansions

1

Γ
(
s
2

) =
1

2
· s+ γ

4
· s2 +O(s3),

Γ
(s− n+ 1

2

)
=

2 (−1)n−1
2(

n−1
2

)
!
· 1
s
+

(−1)n−1
2(

n−1
2

)
!




n−1
2∑

l=1

1

l
− γ


+O(s),
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as now n−1
2 ∈ N0. Consequently, the function b0(s)ψ0(P ) admits a Laurent expansion at s = 0 of

the form

b0(s)ψ0(P ) =
l(Q1,Q2) (−π)

n−1
2

(
n−1
2

)
! vol(Γ\Hn)

+
l(Q1,Q2) (−π)

n−1
2

2
(
n−1
2

)
! vol(Γ\Hn)




n−1
2∑

l=1

1

l


 · s+O(s2).

Now let j ≥ 1, so that we either have rj > 0 or rj ∈
(
−i n−1

2 , 0
]
. In the first case n−1

4 ±
irj
2 /∈ N0

holds true, while in the latter case n−1
4 ± irj

2 ∈ R with n−1
4 − irj

2 ∈
(
0, n−1

4

]
and n−1

4 +
irj
2 ∈[

n−1
4 , n−1

2

)
. The interval

(
0, n−1

4

]
contains the natural numbers 1, . . . , n−3

4 , while the natural

numbers contained in the interval
[
n−1
4 , n−1

2

)
are n+1

4 , . . . , n−3
2 .

As in the proof of the previous proposition, this implies that the function Γ
(

s−n−1
2 +irj
2

)
has a

pole at s = 0 if and only if

n− 1

4
− irj

2
∈
{
1, . . . ,

n− 3

4

}
⇐⇒ rj ∈

{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

n− 3

4

}}
,

while the function Γ
(

s−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
∈
{n+ 1

4
, . . . ,

n− 3

2

}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{n+ 1

4
, . . . ,

n− 3

2

}}
.

Moreover, if n−1
4 −

irj
2 = N for some N ∈

{
1, . . . , n−3

4

}
, then n−1

2 ∈ Z yields that

n− 1

4
+
irj
2

=
n− 1

2
−N ∈ Z and

n− 1

2
−N ∈

[n+ 1

4
,
n− 3

2

]
,

so also n−1
4 +

irj
2 ∈

{
n+1
4 , . . . , n−3

2

}
. Conversely, if we have n−1

4 +
irj
2 = N for some N ∈{

n+1
4 , . . . , n−3

2

}
, then n−1

2 ∈ Z implies that

n− 1

4
− irj

2
=
n− 1

2
−N ∈ Z and

n− 1

2
−N ∈

[
1,
n− 3

4

]
,

so also n−1
4 −

irj
2 ∈

{
1, . . . , n−3

4

}
holds true. This proves that for any j ≥ 1 either both of the two

functions Γ
(

s−n−1
2 +irj
2

)
, Γ
(

s−n−1
2 −irj
2

)
have a pole at s = 0, or none of them has. If we set

M1(n) :=
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

n− 3

4

}}
,

M2(n) :=
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{n+ 1

4
, . . . ,

n− 3

2

}}
,

the considerations above show that M1(n) =M2(n) =:M(n).

We recall that at s = 0 the function Γ
(
s
2

)−2
has the Laurent expansion

1

Γ
(
s
2

)2 =
1

4
· s2 + γ

4
· s3 +O(s4).

If rj ∈M(n), then, using (A.12), at s = 0 we have the Laurent expansions

Γ
(s− n−1

2 ± irj
2

)
=

2 (−1)n−1
4 ∓ irj

2(
n−1
4 ∓

irj
2

)
!
· 1
s
+

(−1)n−1
4 ∓ irj

2(
n−1
4 ∓

irj
2

)
!




n−1
4 ∓ irj

2∑

l=1

1

l
− γ


+O(s).
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This yields that for j ≥ 1 with rj ∈M(n) the function bj(s)ψj(P ) admits a Laurent expansion at
s = 0 of the form

bj(s)ψj(P ) =
(−π)n−1

2(
n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!
ψj(P )Cj,(Q1,Q2)

+
(−π)n−1

2

2
(

n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!




n−1
4 +

irj
2∑

l=1

1

l
+

n−1
4 − irj

2∑

l=1

1

l




· ψj(P )Cj,(Q1,Q2) · s+O(s2),

where again

Cj,(Q1,Q2) :=

∫

L(Q1,Q2)

ψj(Q) dsHn(Q).

Thus, the respective part of the series in (7.10) arising from the discrete spectrum has a Laurent
expansion at s = 0 of the form

∑

j∈N:
rj∈M(n)

bj(s)ψj(P ) = Fn,(Q1,Q2)(P ) +Gn,(Q1,Q2)(P ) · s+O(s2),

where

Fn,(Q1,Q2)(P ) :=
∑

j∈N:
rj∈M(n)

(−π)n−1
2(

n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!
ψj(P )Cj,(Q1,Q2), (7.11)

Gn,(Q1,Q2)(P ) :=
∑

j∈N:
rj∈M(n)

(−π)n−1
2

2
(

n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!




n−1
4 +

irj
2∑

l=1

1

l
+

n−1
4 − irj

2∑

l=1

1

l




· ψj(P )Cj,(Q1,Q2). (7.12)

If rj 6∈M(n) holds true, then (A.13) yields that at s = 0 we have the Laurent expansions

Γ
(s− n−1

2 ± irj
2

)
= Γ

(
± irj

2
− n− 1

4

)
+

1

2
Γ
(
± irj

2
− n− 1

4

)
ψ(0)

(
± irj

2
− n− 1

4

)
· s+O(s2).

This implies that for j ≥ 1 with rj 6∈ M(n) the function bj(s)ψj(P ) admits a Laurent expansion
at s = 0 of the form

bj(s)ψj(P ) =
π

n−1
2

4
Γ
( irj

2
− n− 1

4

)
Γ
(
− irj

2
− n− 1

4

)
ψj(P )Cj,(Q1,Q2) · s2 +O(s3).

Hence, the respective part of the series in (7.10) arising from the discrete spectrum has a Laurent
expansion at s = 0 of the form

∑

j∈N:
rj 6∈M(n)

bj(s)ψj(P ) = O(s2).

Further, as in the proof of Proposition 7.1.2, we have n−1
4 /∈ N0 and the continuous part in (7.10)

admits a Laurent expansion at s = 0 of the form

1

4π

cΓ∑

k=1

∫ ∞

−∞
bt,ηk

(s)Epar
ηk

(
P,
n− 1

2
+ it

)
dt = O(s2).
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Putting everything together, for P ∈ Hn we obtain a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− Gpar(Q1,Q2),2
(P, s)

=
l(Q1,Q2) (−π)

n−1
2

(
n−1
2

)
! vol(Γ\Hn)

+ Fn,(Q1,Q2)(P ) +


 l(Q1,Q2) (−π)

n−1
2

2
(
n−1
2

)
! vol(Γ\Hn)

n−1
2∑

l=1

1

l
+Gn,(Q1,Q2)(P )


 · s+O(s2),

where Fn,(Q1,Q2)(P ) and Gn,(Q1,Q2)(P ) are given by (7.11) and (7.12), respectively.

Since the eigenfunctions ψj(P ) (j ∈ N) are invariant under the action of Γ, the same is true for
the functions Fn,(Q1,Q2)(P ) and Gn,(Q1,Q2)(P ).

Remark 7.1.5. In the case n = 3 the Laurent expansion of the hyperbolic Eisenstein series in
Proposition 7.1.4 simplifies significantly:
Since for n = 3 there is no N ∈ N with 1 ≤ N ≤ n−3

4 and no N ∈ N with n+1
4 ≤ N ≤ n−3

2 , the set

M(n) =
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

n− 3

4

}}

=
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{n+ 1

4
, . . . ,

n− 3

2

}}
,

in the proof of Proposition 7.1.4 is empty. Thus, we have Fn,(Q1,Q2)(P ) = 0 and Gn,(Q1,Q2)(P ) = 0
as the sums defining these functions are empty. This shows that the functions Fn,(Q1,Q2)(P ) and
Gn,(Q1,Q2)(P ) in the Laurent expansion (7.9) do not appear for n = 3.

Now we treat the remaining case n ≡ 1 mod 4.

Proposition 7.1.6. Let n ≡ 1 mod 4. For P ∈ Hn the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s)

admits a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− Gpar(Q1,Q2),3
(P, s)

=
l(Q1,Q2) (−π)

n−1
2

(
n−1
2

)
! vol(Γ\Hn)

+ Fn,(Q1,Q2)(P ) +


 l(Q1,Q2) (−π)

n−1
2

2
(
n−1
2

)
! vol(Γ\Hn)

n−1
2∑

l=1

1

l
+

2∑

l=1

Gn,(Q1,Q2),l(P )


 · s

+O(s2), (7.13)

where

Gpar(Q1,Q2),3
(P, s) :=

2π
n−1
2

Γ
(
s
2

)2

n−5
4∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
)

·
cΓ∑

k=1

Epar
ηk

(P, s+ 2l)

∫

L(Q1,Q2)

Epar
ηk

(Q,n− 1− s− 2l) dsHn(Q),

and where the functions Fn,(Q1,Q2)(P ) and Gn,(Q1,Q2),l(P ) (l = 1, 2) are invariant under the action
of Γ, and are given by the formulas (7.15), (7.16) and (7.17) in the proof, respectively.

Proof. In the proof of Theorem 6.2.1 we have seen that for P ∈ Hn and s ∈ C with Re(s) =
n−1
2 −2m (m ∈ N0) the meromorphic continuation of the hyperbolic Eisenstein series Ehyp

(Q1,Q2)
(P, s)
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is given by

Ehyp
(Q1,Q2)

(P, s) =

∞∑

j=0

bj(s)ψj(P ) +
π

n−3
2

4 iΓ
(
s
2

)2
cΓ∑

k=1

∫

Wy,ε

Γ
(s− n+ 1 + w

2

)
Γ
(s− w

2

)
Epar

ηk
(P,w)

· Cηk,(Q1,Q2)(n− 1− w) dw

+
2π

n−1
2

Γ
(
s
2

)2
m−1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
) cΓ∑

k=1

Epar
ηk

(P, s+ 2l)Cηk,(Q1,Q2)(n− 1− s− 2l)

+
π

n−1
2

Γ
(
s
2

)2
(−1)m
m!

Γ
(
s− n− 1

2
+m

) cΓ∑

k=1

Epar
ηk

(P, s+ 2m)Cηk,(Q1,Q2)(n− 1− s− 2m),

where for z ∈ C we have set

Cηk,(Q1,Q2)(z) :=

∫

L(Q1,Q2)

Epar
ηk

(Q, z) dsHn(Q).

HereWy,ε denotes the following piecewise linear path: the vertical line from n−1
2 − i∞ to n−1

2 − iy,
the horizontal line segment from n−1

2 −iy to n−1
2 +ε−iy, the vertical line segment from n−1

2 +ε−iy
to n−1

2 + ε+ iy, the horizontal line segment from n−1
2 + ε+ iy to n−1

2 + iy, and the vertical line
from n−1

2 + iy to n−1
2 + i∞, where ε ∈ (0, 1) is chosen sufficiently small such that all parabolic

Eisenstein series Epar
ηk

(P, s) (k = 1, . . . , cΓ) have no poles in the strip n−1
2 −2ε < Re(s) < n−1

2 +2ε,
and y is chosen sufficiently large such that y > |Im(s)|. Moreover, the coefficient bj(s) is given by

bj(s) =
π

n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + irj

2

)
Γ
(s− n−1

2 − irj
2

)∫

L(Q1,Q2)

ψj(Q) dsHn(Q).

Substituting w = n−1
2 +it in the integral, the above meromorphic continuation on the line Re(s) =

n−1
2 − 2m (m ∈ N0) can be written as

Ehyp
(Q1,Q2)

(P, s) =

∞∑

j=0

bj(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫

W ′
y,ε

bt,ηk
(s)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

+
2π

n−1
2

Γ
(
s
2

)2
m−1∑

l=0

(−1)l
l!

Γ
(
s− n− 1

2
+ l
) cΓ∑

k=1

Epar
ηk

(P, s+ 2l)Cηk,(Q1,Q2)(n− 1− s− 2l)

+
π

n−1
2

Γ
(
s
2

)2
(−1)m
m!

Γ
(
s− n− 1

2
+m

) cΓ∑

k=1

Epar
ηk

(P, s+ 2m)Cηk,(Q1,Q2)(n− 1− s− 2m),

where W ′
y,ε denotes the following piecewise linear path: the horizontal line from −∞ to −y, the

vertical line segment from −y to −y − iε, the horizontal line segment from −y − iε to y − iε,
the vertical line segment from y − iε to y, and the horizontal line from y to ∞, and where the
coefficient bt,ηk

(s) is given by

bt,ηk
(s) =

π
n−1
2

Γ
(
s
2

)2 Γ
(s− n−1

2 + it

2

)
Γ
(s− n−1

2 − it
2

)∫

L(Q1,Q2)

Epar
ηk

(
Q,

n− 1

2
− it

)
dsHn(Q).

The assumption n ≡ 1 mod 4 yields n−1
4 ∈ N, so particularly on the line Re(s) = n−1

2 −2· n−1
4 = 0

the identity

Ehyp
(Q1,Q2)

(P, s)− Gpar(Q1,Q2),3
(P, s)

=

∞∑

j=0

bj(s)ψj(P ) +
1

4π

cΓ∑

k=1

∫

W ′
y,ε

bt,ηk
(s)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

+
π

n−1
2

Γ
(
s
2

)2
(−1)n−1

4(
n−1
4

)
!
Γ
(
s− n− 1

4

) cΓ∑

k=1

Epar
ηk

(
P,
n− 1

2
+ s
)
Cηk,(Q1,Q2)

(n− 1

2
− s
)

(7.14)
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holds true. Thus, to derive the Laurent expansion at s = 0 we work from formula (7.14).

As in the proof of Proposition 7.1.4, for j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) = vol(Γ\Hn)−1/2,

the function

b0(s)ψ0(P ) =
l(Q1,Q2) π

n−1
2 Γ

(
s−n+1

2

)

vol(Γ\Hn) Γ
(
s
2

)

admits a Laurent expansion at s = 0 of the form

b0(s)ψ0(P ) =
l(Q1,Q2) (−π)

n−1
2

(
n−1
2

)
! vol(Γ\Hn)

+
l(Q1,Q2) (−π)

n−1
2

2
(
n−1
2

)
! vol(Γ\Hn)




n−1
2∑

l=1

1

l


 · s+O(s2)

since we have n−1
2 ∈ N0.

Now we let j ≥ 1, so either rj > 0 or rj ∈
(
−i n−1

2 , 0
]
holds true. In the first case clearly

n−1
4 ±

irj
2 /∈ N0, while in the second case we have n−1

4 ±
irj
2 ∈ R with n−1

4 −
irj
2 ∈

(
0, n−1

4

]
and

n−1
4 +

irj
2 ∈

[
n−1
4 , n−1

2

)
. The natural numbers contained in the interval

(
0, n−1

4

]
are 1, . . . , n−1

4 ,

and the interval
[
n−1
4 , n−1

2

)
contains the natural numbers n−1

4 , . . . , n−3
2 .

Analogous to the proofs of the previous two propositions we see that the function Γ
(

s−n−1
2 +irj
2

)

has a pole at s = 0 if and only if

n− 1

4
− irj

2
∈
{
1, . . . ,

n− 1

4

}
⇐⇒ rj ∈

{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

n− 1

4

}}
,

while the function Γ
(

s−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
∈
{n− 1

4
, . . . ,

n− 3

2

}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{n− 1

4
, . . . ,

n− 3

2

}}
.

If n−1
4 −

irj
2 = N for some N ∈

{
1, . . . , n−1

4

}
, then from n−1

2 ∈ Z we derive that

n− 1

4
+
irj
2

=
n− 1

2
−N ∈ Z and

n− 1

2
−N ∈

[n− 1

4
,
n− 3

2

]
,

so that also n−1
4 +

irj
2 ∈

{
n−1
4 , . . . , n−3

2

}
holds true. Conversely, if n−1

4 +
irj
2 = N for some

N ∈
{

n−1
4 , . . . , n−3

2

}
, then n−1

2 ∈ Z gives us that

n− 1

4
− irj

2
=
n− 1

2
−N ∈ Z and

n− 1

2
−N ∈

[
1,
n− 1

4

]
,

so that also n−1
4 −

irj
2 ∈

{
1, . . . , n−1

4

}
. From this we can conclude that for any j ≥ 1 either both

of the two functions Γ
(

s−n−1
2 +irj
2

)
, Γ
(

s−n−1
2 −irj
2

)
have a pole at s = 0, or none of them has.

Setting

M1(n) :=
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

n− 1

4

}}
,

M2(n) :=
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{n− 1

4
, . . . ,

n− 3

2

}}
,

we have just proven that M1(n) =M2(n) =:M(n).
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7.1. The Laurent expansion at s = 0

As in the proof of Proposition 7.1.4, at s = 0 we find the Laurent expansion
∑

j∈N:
rj∈M(n)

bj(s)ψj(P ) = Fn,(Q1,Q2)(P ) +Gn,(Q1,Q2),1(P ) · s+O(s2),

where

Fn,(Q1,Q2)(P ) :=
∑

j∈N:
rj∈M(n)

(−π)n−1
2(

n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!
ψj(P )Cj,(Q1,Q2), (7.15)

Gn,(Q1,Q2),1(P ) :=
∑

j∈N:
rj∈M(n)

(−π)n−1
2

2
(

n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!




n−1
4 +

irj
2∑

l=1

1

l
+

n−1
4 − irj

2∑

l=1

1

l




· ψj(P )Cj,(Q1,Q2) (7.16)

with

Cj,(Q1,Q2) :=

∫

L(Q1,Q2)

ψj(Q) dsHn(Q),

as well as the Laurent expansion
∑

j∈N:
rj 6∈M(n)

bj(s)ψj(P ) = O(s2).

For any t ∈ W ′
y,ε with Re(t) 6= 0 we have n−1

4 ± it 6∈ R, so that in particular n−1
4 ± it 6∈ N0.

Further, the only t0 ∈ W ′
y,ε with Re(t0) = 0 is t0 = −iε. Using n−1

4 ∈ N0 and ε ∈ (0, 1), we also

have n−1
4 ± it0 = n−1

4 ± ε 6∈ N0. Together with (A.13) this implies that for any t ∈ W ′
y,ε at s = 0

we have the Laurent expansions

1

Γ
(
s
2

)2 =
1

4
· s2 + γ

4
· s3 +O(s4),

Γ
(s− n−1

2 ± it
2

)
= Γ

(
± it

2
− n− 1

4

)
+

1

2
Γ
(
± it

2
− n− 1

4

)
ψ(0)

(
± it

2
− n− 1

4

)
· s+O(s2).

Thus, for k = 1, . . . , cΓ and any t ∈W ′
y,ε the function bt,ηk

(s) in the integral in (7.14) arising from
the continuous spectrum admits a Laurent expansion at s = 0 of the form

bt,ηk
(s) =

π
n−1
2

4
Γ
( it
2
− n− 1

4

)
Γ
(
− it

2
− n− 1

4

)
Cηk,(Q1,Q2)

(n− 1

2
− it

)
· s2 +O(s3).

This shows that at s = 0 we have the Laurent expansion

1

4π

cΓ∑

k=1

∫

W ′
y,ε

bt,ηk
(s)Epar

ηk

(
P,
n− 1

2
+ it

)
dt = O(s2).

Moreover, the fact that n−1
4 ∈ N0 yields that at s = 0 we have the Laurent expansion

Γ
(
s− n− 1

4

)
=

(−1)n−1
4(

n−1
4

)
!
· 1
s
+

(−1)n−1
4(

n−1
4

)
!




n−1
4∑

l=1

1

l
− γ


+O(s).

Since the parabolic Eisenstein series Epar
ηk

(P,w) (k = 1, . . . , cΓ) have no poles on the line Re(w) =
n−1
2 , for k = 1, . . . , cΓ we find the Laurent expansions

Epar
ηk

(
P,
n− 1

2
+ s
)
= Epar

ηk

(
P,
n− 1

2

)
+O(s),

Cηk,(Q1,Q2)

(n− 1

2
− s
)
= Cηk,(Q1,Q2)

(n− 1

2

)
+O(s)
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at s = 0. Together this gives us that the last summand on the right-hand side of (7.14) admits a
Laurent expansion at s = 0 of the form

π
n−1
2

Γ
(
s
2

)2
(−1)n−1

4(
n−1
4

)
!
Γ
(
s− n− 1

4

) cΓ∑

k=1

Epar
ηk

(
P,
n− 1

2
+ s
)
Cηk,(Q1,Q2)

(n− 1

2
− s
)

= Gn,(Q1,Q2),2(P ) · s+O(s2),

where

Gn,(Q1,Q2),2(P ) =
(−π)n−1

2

4
((

n−1
4

)
!
)2

cΓ∑

k=1

Epar
ηk

(
P,
n− 1

2

)
Cηk,(Q1,Q2)

(n− 1

2

)
. (7.17)

Overall, for P ∈ Hn we obtain a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− Gpar(Q1,Q2),3
(P, s)

=
l(Q1,Q2) (−π)

n−1
2

(
n−1
2

)
! vol(Γ\Hn)

+ Fn,(Q1,Q2)(P ) +


 l(Q1,Q2) (−π)

n−1
2

2
(
n−1
2

)
! vol(Γ\Hn)

n−1
2∑

l=1

1

l
+

2∑

l=1

Gn,(Q1,Q2),l(P )


 · s

+O(s2),

where Fn,(Q1,Q2)(P ) and Gn,(Q1,Q2),l(P ) (l = 1, 2) are given by (7.15), (7.16) and (7.17), respec-
tively.

The eigenfunctions ψj(P ) (j ∈ N) and the parabolic Eisenstein series Epar
ηk

(P, s) (k = 1, . . . , cΓ)
are invariant under the action of Γ. Hence, also the functions Fn,(Q1,Q2)(P ) and Gn,(Q1,Q2),l(P )
(l = 1, 2) are Γ-invariant.

Remark 7.1.7. The functions Gpar(Q1,Q2),1
(P, s), Gpar(Q1,Q2),2

(P, s) and Gpar(Q1,Q2),3
(P, s) that are sub-

tracted from the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) in the Laurent expansions (7.1), (7.9)

and (7.13), respectively, differ only by the upper limit of summation in the sum over l. This is

because the explicit formulas for the meromorphic continuation of Ehyp
(Q1,Q2)

(P, s) to the point s = 0

slightly vary in the different cases for n.

7.2. Example 1: The case n = 2, Γ = PSL2(Z)

In this section we first give a Laurent expansion at s = 0 of the hyperbolic Eisenstein series on
the upper half-plane H for a general Fuchsian subgroup Γ ⊆ PSL2(R) of the first kind. Then we
consider the case Γ = PSL2(Z) and use the Laurent expansions of the parabolic Eisenstein series
associated to the cusp ∞ at the points s = 0 and s = 1 to derive a Kronecker limit formula for
the hyperbolic Eisenstein series for PSL2(Z).
Throughout the section we let n = 2. Let Γ ⊆ PSL2(R) be a discrete and cofinite subgroup, i.e. a
Fuchsian subgroup of the first kind. Further, let (Q1, Q2) ∈ HΓ be a pair of hyperbolic fixed points

with hyperbolic scaling matrix σ(Q1,Q2) ∈ PSL2(R) and hyperbolic stabilizer subgroup Γhyp
(Q1,Q2)

.

Then Γhyp
(Q1,Q2)

agrees with the full stabilizer subgroup Γ(Q1,Q2) of (Q1, Q2). Let L(Q1,Q2) be the

unique geodesic in H connecting Q1 and Q2, and let L(Q1,Q2) = πΓ(Q1,Q2)
(L(Q1,Q2)) denote its

image under the natural projection πΓ(Q1,Q2)
: H → Γ(Q1,Q2)\H, which is a closed geodesic in

Γ(Q1,Q2)\H of hyperbolic length l(Q1,Q2).

Notation 7.2.1. To keep the notation simple, in this section we again omit the index 2 and
write Ehyp

(Q1,Q2)
(z, s) for the hyperbolic Eisenstein series Ehyp

2,(Q1,Q2)
(z, s) associated to the pair

(Q1, Q2) ∈ HΓ of hyperbolic fixed points, and Epar
ηk

(z, s) for the parabolic Eisenstein series
Epar

2,ηk
(z, s) associated to the cusp ηk ∈ CΓ (k = 1, . . . , cΓ).
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Before we consider the specific case of the modular group PSL2(Z), we first state a consequence
of Proposition 7.1.2 for a general Fuchsian subgroup of the first kind.

Proposition 7.2.2. For z ∈ H the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(z, s) admits a Laurent

expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(z, s)− 2
√
π Γ
(
s− 1

2

)

Γ
(
s
2

)2
cΓ∑

k=1

Epar
ηk

(z, s)

∫

L(Q1,Q2)

Epar
ηk

(w, 1− s) dsH(w)

= − l(Q1,Q2) π

vol(Γ\H)
· s+

(
− l(Q1,Q2) π (1− log(2))

vol(Γ\H)
+

4∑

l=3

H2,(Q1,Q2),l(z)

)
· s2 +O(s3),

where the functions H2,(Q1,Q2),l(z) (l = 3, 4) are invariant under the action of Γ, and are given
by the formulas (7.18) and (7.19) in the proof, respectively. Moreover, for z ∈ H they satisfy the
differential equation

∆H

(
4∑

l=3

H2,(Q1,Q2),l(z)

)
= − l(Q1,Q2) π

vol(Γ\H)
+ Ehyp

(Q1,Q2)
(z, 2).

Proof. From Proposition 7.1.2 we can deduce that for z ∈ H the hyperbolic Eisenstein series
Ehyp

(Q1,Q2)
(z, s) admits a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(z, s)− 2
√
π Γ
(
s− 1

2

)

Γ
(
s
2

)2
cΓ∑

k=1

Epar
ηk

(z, s)

∫

L(Q1,Q2)

Epar
ηk

(w, 1− s) dsH(w)

=

(
− l(Q1,Q2) π

vol(Γ\H)
+

2∑

l=1

G2,(Q1,Q2),l(z)

)
· s+

(
− l(Q1,Q2) π (1− log(2))

vol(Γ\H)
+

4∑

l=1

H2,(Q1,Q2),l(z)

)
· s2

+O(s3),

where we used the special values Γ
(
− 1

2

)
= −2√π and ψ(0)

(
− 1

2

)
= 2− γ − log(4) (which follows

from (A.10) and the recursion formula (A.11)). Further, in Remark 7.1.3 we have seen that the
functions G2,(Q1,Q2),l(z) (l = 1, 2) and H2,(Q1,Q2),l(z) (l = 1, 2) vanish identically as the sums
defining these functions are all empty. Consequently, we have a Laurent expansion at s = 0 of the
form

Ehyp
(Q1,Q2)

(z, s)− 2
√
π Γ
(
s− 1

2

)

Γ
(
s
2

)2
cΓ∑

k=1

Epar
ηk

(z, s)

∫

L(Q1,Q2)

Epar
ηk

(w, 1− s) dsH(w)

= − l(Q1,Q2) π

vol(Γ\H)
· s+

(
− l(Q1,Q2) π (1− log(2))

vol(Γ\H)
+

4∑

l=3

H2,(Q1,Q2),l(z)

)
· s2 +O(s3),

where the functions H2,(Q1,Q2),l(z) (l = 3, 4) are given by

H2,(Q1,Q2),3(z) =

√
π

4

∞∑

j=1

Γ
( irj

2
− 1

4

)
Γ
(
− irj

2
− 1

4

)
ψj(z)

∫

L(Q1,Q2)

ψj(w) dsH(w), (7.18)

H2,(Q1,Q2),4(z) =
1

16
√
π

cΓ∑

k=1

∫ ∞

−∞

∣∣∣Γ
( it
2
− 1

4

)∣∣∣
2

Epar
ηk

(
z,

1

2
+ it

)

·
(∫

L(Q1,Q2)

Epar
ηk

(
w,

1

2
− it

)
dsH(w)

)
dt, (7.19)

respectively, and are invariant under the action of Γ. It remains to prove the claimed differential
equation.
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We write the above Laurent expansion at s = 0 as

Ehyp
(Q1,Q2)

(z, s)− 2
√
π Γ
(
s− 1

2

)

Γ
(
s
2

)2
cΓ∑

k=1

Epar
ηk

(z, s)

∫

L(Q1,Q2)

Epar
ηk

(w, 1−s) dsH(w) =
∞∑

r=1

c(Q1,Q2),r(z) ·sr

(7.20)
with

c(Q1,Q2),1(z) = −
l(Q1,Q2) π

vol(Γ\H)
, c(Q1,Q2),2(z) = −

l(Q1,Q2) π (1− log(2))

vol(Γ\H)
+

4∑

l=3

H2,(Q1,Q2),l(z).

Moreover, for z ∈ H the function Ehyp
(Q1,Q2)

(z, s+ 2) is holomorphic at s = 0 and non-vanishing by

the definition of the series. Thus, we have a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(z, s+ 2) =

∞∑

r=0

d(Q1,Q2),r(z) · sr (7.21)

with d(Q1,Q2),0(z) = Ehyp
(Q1,Q2)

(z, 2) 6= 0. Making use of the differential equations

(∆H − s(1− s))Ehyp
(Q1,Q2)

(z, s) = s2Ehyp
(Q1,Q2)

(z, s+ 2)

and
(∆H − s(1− s))Epar

ηk
(z, s) = 0 (k = 1, . . . , cΓ),

we obtain

(∆H − s(1− s))
(
Ehyp

(Q1,Q2)
(z, s)− 2

√
π Γ
(
s− 1

2

)

Γ
(
s
2

)2
cΓ∑

k=1

Epar
ηk

(z, s)

∫

L(Q1,Q2)

Epar
ηk

(w, 1− s) dsH(w)
)

= s2Ehyp
(Q1,Q2)

(z, s+ 2).

Substituting the Laurent expansions (7.20) and (7.21) into both sides of this equality yields the
identities

∞∑

r=1

∆H c(Q1,Q2),r(z) · sr −
∞∑

r=1

s(1− s) c(Q1,Q2),r(z) · sr =

∞∑

r=0

s2 d(Q1,Q2),r(z) · sr

and
∞∑

r=1

∆H c(Q1,Q2),r(z) · sr =

∞∑

r=2

c(Q1,Q2),r−1(z) · sr−
∞∑

r=3

c(Q1,Q2),r−2(z) · sr +
∞∑

r=2

d(Q1,Q2),r−2(z) · sr.

Comparing coefficients gives us the recurrence formula

∆H c(Q1,Q2),r(z) = c(Q1,Q2),r−1(z)− c(Q1,Q2),r−2(z) + d(Q1,Q2),r−2(z),

where c(Q1,Q2),r(z) = 0 for r < 1 and d(Q1,Q2),r(z) = 0 for r < 0. In particular, for r = 2 we get

∆H c(Q1,Q2),2(z) = c(Q1,Q2),1(z) + d(Q1,Q2),0(z),

i.e.

∆H

(
4∑

l=3

H2,(Q1,Q2),l(z)

)
= ∆H

(
− l(Q1,Q2) π (1− log(2))

vol(Γ\H)
+

4∑

l=3

H2,(Q1,Q2),l(z)

)

= − l(Q1,Q2) π

vol(Γ\H)
+ Ehyp

(Q1,Q2)
(z, 2).

This finishes the proof of the proposition.
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Remark 7.2.3. Taking into account that

∆H ψj(z) = λj ψj(z) =
(1
2
+ irj

)(1
2
− irj

)
ψj(z)

for j ∈ N, and

∆HE
par
ηk

(
z,

1

2
+ it

)
=
(1
2
+ it

)(1
2
− it

)
Epar

ηk

(
z,

1

2
+ it

)

for k = 1, . . . , cΓ and t ∈ R, and using the spectral expansion (5.8) with n = 2 and s = 2, the
differential equation

∆H

(
4∑

l=3

H2,(Q1,Q2),l(z)

)
= − l(Q1,Q2) π

vol(Γ\H)
+ Ehyp

(Q1,Q2)
(z, 2)

can also be obtained by a direct computation.

For the rest of this section we let Γ = PSL2(Z). In this case we have CΓ = {c1 = ∞} and
vol(Γ\H) = π/3. From Example 3.4.15 (b) we recall that the parabolic Eisenstein series Epar

∞ (z, s)
for Γ admits the Laurent expansions

Epar
∞ (z, s) = 1 + log

(
|∆(z)|1/6 Im(z)

)
· s+O(s2), (7.22)

Epar
∞ (z, s) =

3

π
· 1

s− 1
− 1

2π
log
(
|∆(z)| Im(z)6

)
+

6− 72 ζ ′(−1)− 6 log(4π)

π
+O(s− 1) (7.23)

at s = 0 and s = 1, respectively, where the Delta function ∆(z) is given by (3.20).

Using (7.22) and (7.23) together with Proposition 7.2.2, we find the following Kronecker limit

formula for Ehyp
(Q1,Q2)

(z, s).

Theorem 7.2.4. Let Γ = PSL2(Z). For z ∈ H the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(z, s)

admits a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(z, s) =

(
1

2

∫

L(Q1,Q2)

log
(
|∆(z)| |∆(w)| Im(z)6 Im(w)6

)
dsH(w)

+3 l(Q1,Q2)

(
24 ζ ′(−1) + log(8π2)− 1

)
+

4∑

l=3

H2,(Q1,Q2),l(z)

)
· s2 +O(s3),

where the functions H2,(Q1,Q2),l(z) (l = 3, 4) are invariant under the action of Γ, and are given
by the formulas (7.24) and (7.25) in the proof, respectively. Moreover, for z ∈ H they satisfy the
differential equation

∆H

(
4∑

l=3

H2,(Q1,Q2),l(z)

)
= −3 l(Q1,Q2) + Ehyp

(Q1,Q2)
(z, 2).

Proof. By Proposition 7.2.2, for z ∈ H the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(z, s) admits a

Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(z, s)− 2
√
π Γ
(
s− 1

2

)

Γ
(
s
2

)2 Epar
∞ (z, s)

∫

L(Q1,Q2)

Epar
∞ (w, 1− s) dsH(w)

= −3 l(Q1,Q2) · s+
(
−3 l(Q1,Q2) (1− log(2)) +

4∑

l=3

H2,(Q1,Q2),l(z)

)
· s2 +O(s3),
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where the functions

H2,(Q1,Q2),3(z) =

√
π

4

∞∑

j=1

Γ
( irj

2
− 1

4

)
Γ
(
− irj

2
− 1

4

)
ψj(z)

∫

L(Q1,Q2)

ψj(w) dsH(w), (7.24)

H2,(Q1,Q2),4(z) =
1

16
√
π

∫ ∞

−∞

∣∣∣Γ
( it
2
− 1

4

)∣∣∣
2

Epar
∞
(
z,

1

2
+ it

)(∫

L(Q1,Q2)

Epar
∞
(
w,

1

2
− it

)
dsH(w)

)
dt

(7.25)

are invariant under the action of Γ and satisfy the asserted differential equation.

In order to derive the Laurent expansion of the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(z, s) at s = 0,

we first determine the respective expansion of

2
√
π Γ
(
s− 1

2

)

Γ
(
s
2

)2 Epar
∞ (z, s)

∫

L(Q1,Q2)

Epar
∞ (w, 1− s) dsH(w).

At s = 0 we have the Laurent expansions

1

Γ
(
s
2

)2 =
1

4
· s2 + γ

4
· s3 +O(s4),

Γ
(
s− 1

2

)
= −2√π − 2

√
π (2− γ − log(4)) · s+O(s2),

yielding the expansion

2
√
π Γ
(
s− 1

2

)

Γ
(
s
2

)2 = −π · s2 − 2π (1− log(2)) · s3 +O(s4).

Further, from (7.22) and

Epar
∞ (w, 1− s) = − 3

π
· 1
s
− 1

2π
log
(
|∆(w)| Im(w)6

)
+

6− 72 ζ ′(−1)− 6 log(4π)

π
+O(s),

which is an immediate consequence of (7.23), at s = 0 we obtain the Laurent expansion

Epar
∞ (z, s)

∫

L(Q1,Q2)

Epar
∞ (w, 1− s) dsH(w)

= −3 l(Q1,Q2)

π
· 1
s
− 3 l(Q1,Q2)

π
log
(
|∆(z)|1/6 Im(z)

)
− 1

2π

∫

L(Q1,Q2)

log
(
|∆(w)| Im(w)6

)
dsH(w)

+
l(Q1,Q2) (6− 72 ζ ′(−1)− 6 log(4π))

π
+O(s).

This implies that at s = 0 we have a Laurent expansion of the form

2
√
π Γ
(
s− 1

2

)

Γ
(
s
2

)2 Epar
∞ (z, s)

∫

L(Q1,Q2)

Epar
∞ (w, 1− s) dsH(w)

= 3 l(Q1,Q2) · s+
(
6 l(Q1,Q2) (1− log(2)) + 3 l(Q1,Q2) log

(
|∆(z)|1/6 Im(z)

)

+
1

2

∫

L(Q1,Q2)

log
(
|∆(w)| Im(w)6

)
dsH(w)− l(Q1,Q2) (6− 72 ζ ′(−1)− 6 log(4π))

)
· s2 +O(s3)

= 3 l(Q1,Q2) · s

+

(
6 l(Q1,Q2) (12 ζ

′(−1) + log(2π)) +
1

2

∫

L(Q1,Q2)

log
(
|∆(z)| |∆(w)| Im(z)6 Im(w)6

)
dsH(w)

)
· s2

+O(s3).
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Consequently, for z ∈ H the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(z, s) admits a Laurent expansion

at s = 0 of the form

Ehyp
(Q1,Q2)

(z, s) =

(
1

2

∫

L(Q1,Q2)

log
(
|∆(z)| |∆(w)| Im(z)6 Im(w)6

)
dsH(w)

+3 l(Q1,Q2)

(
24 ζ ′(−1) + log(8π2)− 1

)
+

4∑

l=3

H2,(Q1,Q2),l(z)

)
· s2 +O(s3).

Remark 7.2.5. A different Kronecker limit type formula at s = 0 for the hyperbolic Eisenstein
series for PSL2(Z) is proven by Matsusaka in Appendix B in the preprint [Mat20]. Instead of using
spectral expansions he follows a different approach involving the automorphic Green’s function.
For his result we refer to [Mat20].

7.3. Example 2: The case n = 3, Γ = PSL2(Z[i])

As a second example we treat the case n = 3 and Γ = PSL2(Z[i]) in this section. First we give a
Laurent expansion of the hyperbolic Eisenstein series at s = 0 for a general discrete and cofinite
subgroup Γ ⊆ PSL2(C). Then we let Γ = PSL2(Z[i]) and examine the behaviour of the parabolic
Eisenstein series associated to the only cusp ∞ of this group at the points s = 0 and s = 2. This
leads to a Kronecker limit formula for the hyperbolic Eisenstein series for PSL2(Z[i]).
Throughout the section we let n = 3. Let Γ ⊆ PSL2(C) be a discrete and cofinite subgroup.
Further, let (Q1, Q2) ∈ HΓ be a pair of hyperbolic fixed points with hyperbolic scaling matrix

σ(Q1,Q2) ∈ PSL2(C) and hyperbolic stabilizer subgroup Γhyp
(Q1,Q2)

. Let L(Q1,Q2) be the unique

geodesic inH3 connectingQ1 andQ2, and let L(Q1,Q2) = πΓhyp
(Q1,Q2)

(L(Q1,Q2)) denote its image under

the natural projection πΓhyp
(Q1,Q2)

: H3 → Γhyp
(Q1,Q2)

\H3, which is a closed geodesic in Γhyp
(Q1,Q2)

\H3 of

hyperbolic length l(Q1,Q2).

Notation 7.3.1. To keep the notation simple, in this section we again omit the index 3 and
write Ehyp

(Q1,Q2)
(P, s) for the hyperbolic Eisenstein series Ehyp

3,(Q1,Q2)
(P, s) associated to the pair

(Q1, Q2) ∈ HΓ of hyperbolic fixed points, and Epar
ηk

(P, s) for the parabolic Eisenstein series
Epar

3,ηk
(P, s) associated to the cusp ηk ∈ CΓ (k = 1, . . . , cΓ).

Before we consider the specific case Γ = PSL2(Z[i]) later in this section, from Proposition 7.1.4 we
can easily draw the following conclusion for a general discrete and cofinite subgroup Γ ⊆ PSL2(C).

Proposition 7.3.2. For P ∈ H3 the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s) admits a Laurent

expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− 2π Γ(s− 1)

Γ
(
s
2

)2
cΓ∑

k=1

Epar
ηk

(P, s)

∫

L(Q1,Q2)

Epar
ηk

(Q, 2− s) dsH3(Q)

= − l(Q1,Q2) π

vol(Γ\H3)
− l(Q1,Q2) π

2 vol(Γ\H3)
· s+O(s2).

Proof. Proposition 7.1.4 implies that for P ∈ H3 the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s)

admits a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− 2π Γ(s− 1)

Γ
(
s
2

)2
cΓ∑

k=1

Epar
ηk

(P, s)

∫

L(Q1,Q2)

Epar
ηk

(Q, 2− s) dsH3(Q)

= − l(Q1,Q2) π

vol(Γ\H3)
+ F3,(Q1,Q2)(P ) +

(
− l(Q1,Q2) π

2 vol(Γ\H3)
+G3,(Q1,Q2)(P )

)
· s+O(s2).
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Moreover, we have noted in Remark 7.1.5 that the functions F3,(Q1,Q2)(P ) and G3,(Q1,Q2)(P )
vanish identically since the sums defining these two functions are empty. Thus, we obtain the
claimed Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− 2π Γ(s− 1)

Γ
(
s
2

)2
cΓ∑

k=1

Epar
ηk

(P, s)

∫

L(Q1,Q2)

Epar
ηk

(Q, 2− s) dsH3(Q)

= − l(Q1,Q2) π

vol(Γ\H3)
− l(Q1,Q2) π

2 vol(Γ\H3)
· s+O(s2).

Now let K be an imaginary quadratic field with ring of integers OK , discriminant dK and class
number hK . Here and throughout this section we assume that a fixed embedding K ⊆ C has
been chosen. Recalling Example 2.4.17 (b) and Example 2.6.19 (b), the group Γ = PSL2(OK) is
a discrete and cofinite subgroup of PSL2(C). It admits hK cusps and the finite hyperbolic volume

vol(Γ\H3) =
|dK |3/2
4π2

ζK(2)

with

ζK(s) =
∑

I⊆OK ideal,
I 6={0}

N (I)−s

denoting the Dedekind zeta function, where s ∈ C with Re(s) > 1 and N (I) is the norm of I.

We write elements of H3 in the form P = z + jr = x+ iy + jr with z ∈ C, x, y, r ∈ R and r > 0.
Then for P ∈ H3 and s ∈ C with Re(s) > 1 the Eisenstein series E∞(P, s) associated to the cusp
∞ after Elstrodt, Grunewald and Mennicke (see, e.g., [EGM13], section 3.2) is defined by

E∞(P, s) =
∑

γ∈Γ′
∞\Γ

r(γP )s+1,

where

Γ′
∞ = {γ ∈ Γ∞ | γ = id or γ is parabolic}

is the maximal unipotent subgroup of the stabilizer subgroup

Γ∞ = {γ ∈ Γ | γ∞ =∞}

of ∞ in Γ. This Eisenstein series is invariant in P under the action of Γ, holomorphic in s, and
admits a meromorphic continuation in s to the whole complex plane with a simple pole at s = 1
with residue

RK := Ress=1E∞(P, s) =
2π2

|dK | ζK(2)
.

In this setting the Kronecker limit formula states

lim
s→1

(
E∞(P, s)− RK

s− 1

)
= −RK log(ηK(P ) r(P )) + CK

(see, e.g., [EGM13], chapter 8, or also [Her+19]), where CK ∈ C is a constant depending only on

K. The function ηK : H3 → R satisfies ηK(γP ) = ||cP + d||2 ηK(P ) for any γ =

(
a b
c d

)
∈ Γ and

can be seen as an analogue of the weight 2 real-analytic modular form |η(z)|4.
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We want to derive the respective residue and Kronecker limit formula of the parabolic Eisenstein
series Epar

∞ (P, s) associated to the cusp ∞ from Definition 3.4.1, which is given for P ∈ H3 and
s ∈ C with Re(s) > 2 by

Epar
∞ (P, s) =

∑

γ∈Γ∞\Γ
r(γP )s.

Replacing the summation condition γ ∈ Γ∞\Γ by the condition γ ∈ Γ′
∞\Γ results in a multipli-

cation by the finite index [Γ∞ : Γ′
∞] (see Remark 3.4.3 (b)) which is equal to 1

2 |O×
K | by Example

2.6.19 (b). This implies

E∞(P, s) =
|O×

K |
2

Epar
∞ (P, s+ 1), respectively Epar

∞ (P, s) =
2

|O×
K |

E∞(P, s− 1).

Hence, the parabolic Eisenstein series Epar
∞ (P, s) admits a simple pole at s = 2 with residue

Ress=2E
par
∞ (P, s) =

2

|O×
K |

Ress=1E∞(P, s) =
2RK

|O×
K |

=
4π2

|O×
K | |dK | ζK(2)

,

and the Kronecker limit formula takes the form

lim
s→2

(
Epar

∞ (P, s)− 2RK

|O×
K | (s− 2)

)
= −2RK

|O×
K |

log(ηK(P ) r(P )) +
2CK

|O×
K |

with RK , CK and ηK(P ) as above.

Now we let K = Q(i) which is an imaginary quadratic field with ring of integers OK = Z[i],
discriminant dK = dQ(i) = −4 and class number hK = hQ(i) = 1. Then the group Γ = PSL2(OK) =
PSL2(Z[i]) has only one cusp η1 =∞ and the hyperbolic volume

vol(Γ\H3) =
|dQ(i)|3/2

4π2
ζQ(i)(2) =

2 ζQ(i)(2)

π2
. (7.26)

Moreover, we have |O×
K | = |Z[i]×| = 4, which gives us

E∞(P, s) = 2Epar
∞ (P, s+ 1), respectively Epar

∞ (P, s) =
1

2
E∞(P, s− 1).

We obtain the residue

Ress=2E
par
∞ (P, s) =

RQ(i)

2
=

π2

4 ζQ(i)(2)
=

1

2 vol(Γ\H3)
,

and at s = 2 we have the Laurent expansion

Epar
∞ (P, s) =

π2

4 ζQ(i)(2)
· 1

s− 2
− π2

4 ζQ(i)(2)
log(ηQ(i)(P ) r(P )) +

CQ(i)

2
+ O(s− 2), (7.27)

where CQ(i) ∈ C is a constant and ηQ(i) : H
3 → R satisfies ηQ(i)(γP ) = ||cP + d||2 ηQ(i)(P ) for any

γ =

(
a b
c d

)
∈ Γ. For the rest of this section we let Γ = PSL2(Z[i]).

Introducing the normalized Dedekind zeta function

ζ∗Q(i)(s) := 4π−s Γ(s) ζQ(i)(s),

satisfying

ζ∗Q(i)(s) = ζ∗Q(i)(1− s),
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and the normalized parabolic Eisenstein series

Ẽpar
∞ (P, s) := ζ∗Q(i)(s)E

par
∞ (P, s) = 4π−s Γ(s) ζQ(i)(s)E

par
∞ (P, s),

we have the functional equation (see, e.g., [Szm83], p. 395)

Ẽpar
∞ (P, s) = Ẽpar

∞ (P, 2− s).

This yields the identity

Epar
∞ (P, s) =

4πs−2 Γ(2− s) ζQ(i)(2− s)
4π−s Γ(s) ζQ(i)(s)

Epar
∞ (P, 2− s)

=
4πs−2 Γ(2− s) ζQ(i)(2− s)

ζ∗
Q(i)(s)

Epar
∞ (P, 2− s), (7.28)

which we will use together with (7.27) to derive the Laurent expansion of Epar
∞ (P, s) at s = 0.

Prior to that we need two further lemmas.

Lemma 7.3.3. For s ∈ C with Re(s) > 1 the Dedekind zeta function ζQ(i)(s) satisfies the identity

ζQ(i)(s) =
1

2
ζ(2s)Epar

2,PSL2(Z),∞(i, s),

where ζ(s) is the Riemann zeta function (see (A.28)) and Epar
2,PSL2(Z),∞(z, s) denotes the parabolic

Eisenstein series on the upper half-plane H associated to the modular group PSL2(Z) and the cusp
∞.

Proof. As Z[i] is a principal ideal domain, any non-trivial ideal {0} 6= I ⊆ Z[i] is of the form
I = 〈ci + d〉 for some pair (c, d) ∈ Z2 with (c, d) 6= (0, 0). Moreover, two elements ω1, ω2 ∈ Z[i]
generate the same principal ideal if and only if ω2 = µω1 for some µ ∈ Z[i]× = {±1,±i}.
Thus, for any ideal {0} 6= I ⊆ Z[i] there are exactly four pairs (cj , dj) ∈ Z2 (j = 1, 2, 3, 4) with
(cj , dj) 6= (0, 0) and I = 〈cji+ dj〉. Taking into account that

N (〈ci+ d〉) = NQ(i)/Q(ci+ d) = c2 + d2,

this leads to

ζQ(i)(s) =
∑

I⊆Z[i] ideal,
I 6={0}

N (I)−s =
1

4

∑

(c,d)∈Z2,
(c,d) 6=(0,0)

N (〈ci+ d〉)−s =
1

4

∑

(c,d)∈Z2,
(c,d) 6=(0,0)

1

(c2 + d2)s
.

On the other hand we can rewrite Epar
2,PSL2(Z),∞(i, s) as

Epar
2,PSL2(Z),∞(i, s) =

1

2

∑

(c,d)∈Z2,
gcd(c,d)=1

1

|ci+ d|2s =
1

2 ζ(2s)

∞∑

k=1

1

|k|2s
∑

(c,d)∈Z2,
gcd(c,d)=1

1

|ci+ d|2s

=
1

2 ζ(2s)

∞∑

k=1

∑

(c,d)∈Z2,
gcd(c,d)=1

1

|kci+ kd|2s =
1

2 ζ(2s)

∑

(c,d)∈Z2,
(c,d) 6=(0,0)

1

|ci+ d|2s

=
1

2 ζ(2s)

∑

(c,d)∈Z2,
(c,d) 6=(0,0)

1

(c2 + d2)s
.

Consequently, we obtain

ζQ(i)(s) =
1

2
ζ(2s)Epar

2,PSL2(Z),∞(i, s).
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Lemma 7.3.4. At s = 0 we have the Laurent expansions

ζ∗Q(i)(s) = −
1

s
− log

(
|∆(i)|1/6

)
+ γ − log(4π) + O(s),

1

ζ∗
Q(i)(s)

= −s+
(
log
(
|∆(i)|1/6

)
− γ + log(4π)

)
· s2 +O(s3),

where ∆(z) is the Delta function given by (3.20) and γ denotes the Euler-Mascheroni constant
(see (A.6)).

Proof. The previous lemma gives us the identity

ζ∗Q(i)(s) = 4π−s Γ(s) ζQ(i)(s) = 2π−s Γ(s) ζ(2s)Epar
2,PSL2(Z),∞(i, s).

At s = 0 we have

π−s = 1− log(π) · s+O(s2),

Γ(s) =
1

s
− γ +O(s),

ζ(2s) = −1

2
− log(2π) · s+O(s2),

so that we obtain the Laurent expansion

2π−s Γ(s) ζ(2s) = −1

s
+ γ − log(4π) + O(s)

at this point. Further, we recall from (7.22) that

Epar
2,PSL2(Z),∞(i, s) = 1 + log

(
|∆(i)|1/6

)
· s+O(s2).

Combining these two formulas, at s = 0 we get

ζ∗Q(i)(s) = −
1

s
− log

(
|∆(i)|1/6

)
+ γ − log(4π) + O(s),

as claimed. Setting a := −1 and

b := − log
(
|∆(i)|1/6

)
+ γ − log(4π),

the second of the asserted Laurent expansions follows from

1

ζ∗
Q(i)(s)

=
1

a
s + b+O(s)

=
s

a
− b

a2
· s2 +O(s3)

= −s+
(
log
(
|∆(i)|1/6

)
− γ + log(4π)

)
· s2 +O(s3).

Now we turn to determine the Laurent expansions of the parabolic Eisenstein series Epar
∞ (P, s) and

of the product Epar
∞ (Q, 2− s)Epar

∞ (P, s) at s = 0, where P,Q ∈ H3.
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Lemma 7.3.5. Let Γ = PSL2(Z[i]). For P,Q ∈ H3, at s = 0 we have the Laurent expansions

Epar
∞ (Q, 2− s) = − π2

4 ζQ(i)(2)
· 1
s
− π2

4 ζQ(i)(2)
log(ηQ(i)(Q) r(Q)) +

CQ(i)

2
+ O(s),

Epar
∞ (P, s) = 1 +

(
log(ηQ(i)(P ) r(P ))−

2CQ(i) ζQ(i)(2)

π2

− log
(
|∆(i)|1/6

)
+ 2γ − 1− log(4)−

ζ ′
Q(i)(2)

ζQ(i)(2)

)
· s+O(s2),

Epar
∞ (Q, 2− s)Epar

∞ (P, s) = − π2

4 ζQ(i)(2)
· 1
s
− π2

4 ζQ(i)(2)
log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
+ CQ(i)

+
π2

4 ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
+ 1− 2γ + log(4) +

ζ ′
Q(i)(2)

ζQ(i)(2)

)
+O(s).

Proof. The first of the stated Laurent expansions, i.e.

Epar
∞ (Q, 2− s) = − π2

4 ζQ(i)(2)
· 1
s
− π2

4 ζQ(i)(2)
log(ηQ(i)(Q) r(Q)) +

CQ(i)

2
+ O(s),

is an immediate consequence of (7.27).

Next we derive the Laurent expansion of Epar
∞ (P, s) at s = 0 with the aid of relation (7.28). Using

(A.9) and (A.13), at s = 0 we have

πs−2 =
1

π2
+

log(π)

π2
· s+O(s2),

Γ(2− s) = 1 + (γ − 1) · s+O(s2),

which implies the Laurent expansion

4πs−2 Γ(2− s) = 4

π2
+

4 (γ − 1 + log(π))

π2
· s+O(s2).

Together with the Laurent expansion

ζQ(i)(2− s) = ζQ(i)(2)− ζ ′Q(i)(2) · s+O(s2)

this yields

4πs−2 Γ(2− s) ζQ(i)(2− s) =
4 ζQ(i)(2)

π2
+

4
((
γ − 1 + log(π)

)
ζQ(i)(2)− ζ ′Q(i)(2)

)

π2
· s+O(s2).

Further, by Lemma 7.3.4 we have

1

ζ∗
Q(i)(s)

= −s+
(
log
(
|∆(i)|1/6

)
− γ + log(4π)

)
· s2 +O(s3).

All in all, at s = 0 we find Laurent expansions of the form

4πs−2 Γ(2− s) ζQ(i)(2− s)
ζ∗
Q(i)(s)

= −4 ζQ(i)(2)

π2
· s+

4
((

log
(
|∆(i)|1/6

)
+ 1− 2γ + log(4)

)
ζQ(i)(2) + ζ ′

Q(i)(2)
)

π2
· s2 +O(s3)
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and

Epar
∞ (P, s) =

4πs−2 Γ(2− s) ζQ(i)(2− s)
ζ∗
Q(i)(s)

Epar
∞ (P, 2− s)

= 1 +

(
log(ηQ(i)(P ) r(P ))−

2CQ(i) ζQ(i)(2)

π2
− log

(
|∆(i)|1/6

)
+ 2γ − 1− log(4)−

ζ ′
Q(i)(2)

ζQ(i)(2)

)
· s

+O(s2).

This proves the second Laurent expansion in the lemma.

Finally, combining the first two expansions, at s = 0 we get the Laurent expansion

Epar
∞ (Q, 2− s)Epar

∞ (P, s) = − π2

4 ζQ(i)(2)
· 1
s
− π2

4 ζQ(i)(2)
log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
+ CQ(i)

+
π2

4 ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
+ 1− 2γ + log(4) +

ζ ′
Q(i)(2)

ζQ(i)(2)

)
+O(s),

which finishes the proof.

With the aid of the last lemma we are now able to derive a Kronecker limit formula for the
hyperbolic Eisenstein series Ehyp

(Q1,Q2)
(P, s).

Theorem 7.3.6. Let Γ = PSL2(Z[i]). For P ∈ H3 the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s)

admits a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s) = −3 l(Q1,Q2) π
3

8 ζQ(i)(2)

+

(
π3

8 ζQ(i)(2)

∫

L(Q1,Q2)

log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
dsH3(Q)− l(Q1,Q2) π CQ(i)

2

− l(Q1,Q2) π
3

8 ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
+ 2 (1− γ + log(2)) +

ζ ′
Q(i)(2)

ζQ(i)(2)

))
· s+O(s2).

Proof. From Proposition 7.3.2 we know that for P ∈ H3 the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s)

admits a Laurent expansion at s = 0 of the form

Ehyp
(Q1,Q2)

(P, s)− 2π Γ(s− 1)

Γ
(
s
2

)2 Epar
∞ (P, s)

∫

L(Q1,Q2)

Epar
∞ (Q, 2− s) dsH3(Q)

= − l(Q1,Q2) π
3

2 ζQ(i)(2)
− l(Q1,Q2) π

3

4 ζQ(i)(2)
· s+O(s2),

where we used (7.26). To derive the Laurent expansion of the hyperbolic Eisenstein series Ehyp
(Q1,Q2)

(P, s)

at s = 0, we first compute the respective expansion of

2π Γ(s− 1)

Γ
(
s
2

)2 Epar
∞ (P, s)

∫

L(Q1,Q2)

Epar
∞ (Q, 2− s) dsH3(Q).

Using the Laurent expansions

1

Γ
(
s
2

)2 =
1

4
· s2 + γ

4
· s3 +O(s4),

Γ(s− 1) = −1

s
+ γ − 1 + O(s),
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at s = 0 we obtain the Laurent expansion

2π Γ(s− 1)

Γ
(
s
2

)2 = −π
2
· s− π

2
· s2 +O(s3).

From Lemma 7.3.5 we can conclude that at s = 0 we have the Laurent expansion

Epar
∞ (P, s)

∫

L(Q1,Q2)

Epar
∞ (Q, 2− s) dsH3(Q)

= − l(Q1,Q2) π
2

4 ζQ(i)(2)
· 1
s
− π2

4 ζQ(i)(2)

∫

L(Q1,Q2)

log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
dsH3(Q) + l(Q1,Q2) CQ(i)

+
l(Q1,Q2) π

2

4 ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
+ 1− 2γ + log(4) +

ζ ′
Q(i)(2)

ζQ(i)(2)

)
+O(s).

Hence, at s = 0 we have

2π Γ(s− 1)

Γ
(
s
2

)2 Epar
∞ (P, s)

∫

L(Q1,Q2)

Epar
∞ (Q, 2− s) dsH3(Q)

=
l(Q1,Q2) π

3

8 ζQ(i)(2)
+

(
π3

8 ζQ(i)(2)

∫

L(Q1,Q2)

log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
dsH3(Q)− l(Q1,Q2) π CQ(i)

2

− l(Q1,Q2) π
3

8 ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
− 2γ + log(4) +

ζ ′
Q(i)(2)

ζQ(i)(2)

))
· s+O(s2).

Adding up, at s = 0 we get the Laurent expansion

Ehyp
(Q1,Q2)

(P, s) = −3 l(Q1,Q2) π
3

8 ζQ(i)(2)

+

(
π3

8 ζQ(i)(2)

∫

L(Q1,Q2)

log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
dsH3(Q)− l(Q1,Q2) π CQ(i)

2

− l(Q1,Q2) π
3

8 ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
+ 2 (1− γ + log(2)) +

ζ ′
Q(i)(2)

ζQ(i)(2)

))
· s+O(s2).

Remark 7.3.7. Similar to Theorem 7.3.6, one could also derive a Kronecker limit formula for
hyperbolic Eisenstein series in H3 for Γ = PSL2(OK), where K is some other imaginary quadratic
field with ring of integers OK and class number hK = 1.
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Eisenstein series

As we have done for the hyperbolic Eisenstein series, in this final chapter we study the behaviour of
the elliptic Eisenstein series Eell

Q (P, s) in Hn at the point s = 0 in terms of its Laurent expansion. In
the first section we determine the first two terms in this Laurent expansion for arbitrary dimension
n and an arbitrary discrete and cofinite subgroup Γ ⊆ PSL2(Cn−1). Afterwards we consider two
examples of specific dimensions and groups. In the special case n = 2 and Γ = PSL2(Z) the
Kronecker limit formula for the elliptic Eisenstein series was proven by von Pippich in [Pip10],
and we recall her results in the second section. Finally, in the third section we derive a Kronecker
limit formula for the elliptic Eisenstein series in the case n = 3 and Γ = PSL2(Z[i]).

8.1. The Laurent expansion at s = 0

In this section we use the meromorphic continuation of the elliptic Eisenstein series established
in section 6.3 to compute its Laurent expansion at s = 0. Since the form of this expansion again
depends on the dimension n of the hyperbolic space Hn, precisely on n mod 4, we have to consider
the cases n ≡ 0 mod 2, n ≡ 3 mod 4 and n ≡ 1 mod 4 separately.
Let Γ ⊆ PSL2(Cn−1) be a discrete and cofinite subgroup. Further, let Q ∈ Hn be a point with
elliptic scaling matrix σQ ∈ PSL2(Cn−1) and stabilizer subgroup ΓQ.

Notation 8.1.1. To keep the notation simple, in this section we again omit the index n and write
Eell

Q (P, s) for the elliptic Eisenstein series Eell
n,Q(P, s) associated to the point Q ∈ Hn, and Epar

ηk
(P, s)

for the parabolic Eisenstein series Epar
n,ηk

(P, s) associated to the cusp ηk ∈ CΓ (k = 1, . . . , cΓ).

We first assume that the dimension is even, i.e. that n ≡ 0 mod 2.

Proposition 8.1.2. Let n ≡ 0 mod 2. For P ∈ Hn with P 6= ηQ for any η ∈ Γ the elliptic
Eisenstein series Eell

Q (P, s) admits a Laurent expansion at s = 0 of the form

Eell
Q (P, s)− GparQ,1(P, s)

=
π

n−1
2 Γ

(
1−n
2

)

|ΓQ| vol(Γ\Hn)
+

1

|ΓQ|
2∑

m=1

Gn,Q,m(P ) +
1

|ΓQ|

n
2 −1∑

l=1

2∑

m=1

Gn,Q,l,m(P )

+

(
π

n−1
2 Γ

(
1−n
2

) (
γ + log(4) + ψ(0)

(
1−n
2

))

2 |ΓQ| vol(Γ\Hn)
+

1

|ΓQ|
5∑

m=1

Hn,Q,m(P )

+

n
2 −1∑

l=1

4l−1 π
n−1
2 (l − 1)! Γ

(
1−n
2 + l

)

l (2l − 1)! |ΓQ| vol(Γ\Hn)
+

1

|ΓQ|

n
2 −1∑

l=1

4∑

m=1

Hn,Q,l,m(P )


 · s+O(s2), (8.1)

where

GparQ,1(P, s) :=
1

|ΓQ|

n
2 −1∑

l=0

2s+2l π
n−1
2

(
s
2

)
l

l! Γ(s+ 2l)

bn−1
4 c∑

l′=l

(−1)l′−l

(l′ − l)! Γ
(
s− n− 1

2
+ l + l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l′)Epar
ηk

(P, s+ 2l′),
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γ denotes the Euler-Mascheroni constant (see (A.6)), ψ(0)(s) is the digamma function (see (A.8)),
and where the functions Gn,Q,m(P ) (m = 1, 2), Gn,Q,l,m(P )

(
l = 1, . . . , n2 − 1, m = 1, 2

)
, Hn,Q,m(P )

(m = 1, 2, 3, 4, 5) and Hn,Q,l,m(P )
(
l = 1, . . . , n2 − 1, m = 1, 2, 3, 4

)
are invariant under the action

of Γ, and are given by the formulas (8.8), (8.10), (8.11), (8.12), (8.13), (8.14), (8.15), (8.18),
(8.19), (8.20), (8.21), (8.22) and (8.23) in the proof, respectively.

Proof. For P ∈ Hn with P 6= ηQ for any η ∈ Γ and s ∈ C with Re(s) > n− 1− 2(N +1) (N ∈ N0)
the elliptic Eisenstein series Eell

Q (P, s) is given by the decomposition (6.30) in the proof of Theorem
6.3.2, i.e. as

Eell
Q (P, s) =

1

|ΓQ|
N∑

l=0

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) +

1

|ΓQ|
∞∑

l=N+1

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l),

where the infinite sum is a holomorphic function in s. In particular, for Re(s) > n− 1− 2 · n2 we
have

Eell
Q (P, s) =

1

|ΓQ|

n
2 −1∑

l=0

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) +

1

|ΓQ|
∞∑

l=n
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l), (8.2)

where the infinite sum is holomorphic for s ∈ C with Re(s) > n − 1 − 2 · n2 = −1, and the point
s = 0 lies in this half-plane.

Moreover, for P,Q ∈ Hn and l = 0, . . . , n2 −1 the function Khyp(P,Q, s+2l) admits a meromorphic
continuation in s to the whole complex plane by Theorem 6.1.1. From the proof of this theorem
we deduce that for s ∈ C with n−1

2 −2(m+1) < Re(s)+2l < n−1
2 −2m (m ∈ N0) the meromorphic

continuation is given by means of

Khyp(P,Q, s+ 2l) =

∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

+
2s+2l π

n−1
2

Γ(s+ 2l)

m∑

l′=0

(−1)l′

l′!
Γ
(
s+ 2l − n− 1

2
+ l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2(l + l′))Epar
ηk

(P, s+ 2(l + l′)),

(8.3)

where the coefficients aj,Q(s+ 2l) and at,ηk,Q(s+ 2l) are given by

aj,Q(s+ 2l) =
2s+2l−1 π

n−1
2

Γ(s+ 2l)
Γ
(s+ 2l − n−1

2 + irj

2

)
Γ
(s+ 2l − n−1

2 − irj
2

)
ψj(Q),

at,ηk,Q(s+ 2l) =
2s+2l−1 π

n−1
2

Γ(s+ 2l)
Γ
(s+ 2l − n−1

2 + it

2

)
Γ
(s+ 2l − n−1

2 − it
2

)
Epar

ηk

(
Q,

n− 1

2
− it

)
,

respectively, while for s ∈ C with n−1
2 < Re(s)+2l the meromorphic continuation is already given

by

Khyp(P,Q, s+ 2l) =
∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt.

As
∑m

l′=0 becomes the empty sum for m < 0, formula (8.3) is indeed valid for s ∈ C with
n−1
2 − 2(m+ 1) < Re(s) + 2l < n−1

2 − 2m for any m ∈ Z.
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Especially, in the strip n−1
2 −2

(⌊
n−1
4

⌋
− l + 1

)
< Re(s)+2l < n−1

2 −2
(⌊

n−1
4

⌋
− l
) (
l ∈
{
0, . . . , n2 − 1

})

the identity

Khyp(P,Q, s+ 2l) =

∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

+
2s+2l π

n−1
2

Γ(s+ 2l)

bn−1
4 c−l∑

l′=0

(−1)l′

l′!
Γ
(
s+ 2l − n− 1

2
+ l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2(l + l′))Epar
ηk

(P, s+ 2(l + l′))

(8.4)

holds true, where we can rewrite the sum over l′ as

bn−1
4 c∑

l′=l

(−1)l′−l

(l′ − l)! Γ
(
s− n− 1

2
+ l + l′

) cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l′)Epar
ηk

(P, s+ 2l′).

The assumption n ≡ 0 mod 2 gives us
⌊
n−1
4

⌋
< n−1

4 , which yields that for l = 0, . . . , n2 − 1 the
point s = 0 lies in the considered strip.

Thus, inserting (8.4) into (8.2), at s = 0 we obtain the identity

Eell
Q (P, s)− GparQ,1(P, s) =

1

|ΓQ|
∞∑

l=n
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) +

1

|ΓQ|

n
2 −1∑

l=0

(
s
2

)
l

l!

∞∑

j=0

aj,Q(s+ 2l)ψj(P )

+
1

|ΓQ|

n
2 −1∑

l=0

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt,

(8.5)

and to derive the Laurent expansion at this point we work from formula (8.5).

We start by determining the Laurent expansion at s = 0 of the series

1

|ΓQ|
∞∑

l=n
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l).

By the proof of Theorem 6.3.2 this series is a holomorphic function for P ∈ Hn with P 6= ηQ for
any η ∈ Γ and s ∈ C with Re(s) > n−1−2 · n2 = −1. For any l ≥ n

2 the function Khyp(P,Q, s+2l)
admits a Laurent expansion at s = 0 of the form

Khyp(P,Q, s+ 2l) = Khyp(P,Q, 2l) + O(s),

while the Pochhammer symbol
(
s
2

)
l
has the Laurent expansion

(s
2

)
l
=

(l − 1)!

2
· s+ (l − 1)!

4

(
l−1∑

m=1

1

m

)
· s2 +O(s3) (8.6)

at s = 0 (see (A.15)). Thus, at s = 0 we obtain the Laurent expansion

1

|ΓQ|
∞∑

l=n
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) =

Hn,Q,1(P )

|ΓQ|
· s+O(s2), (8.7)
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where

Hn,Q,1(P ) :=

∞∑

l=n
2

1

2l
Khyp(P,Q, 2l). (8.8)

Now we turn to the other summands on the right-hand side of (8.5), and first consider the case
l = 0.

For j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) = vol(Γ\Hn)−1/2, the function aj,Q(s)ψj(P ) in the

series
∞∑

j=0

aj,Q(s)ψj(P ) (8.9)

arising from the discrete spectrum takes the form

a0,Q(s)ψ0(P ) =
2s−1 π

n−1
2

vol(Γ\Hn) Γ(s)
Γ
(s
2

)
Γ
(s− n+ 1

2

)
.

At s = 0 we have the Laurent expansions

2s−1 =
1

2
+

log(2)

2
· s+O(s2),

1

Γ(s)
= s+ γ · s2 +O(s3),

Γ
(s
2

)
= 2 · 1

s
− γ +O(s),

Γ
(s− n+ 1

2

)
= Γ

(1− n
2

)
+

1

2
Γ
(1− n

2

)
ψ(0)

(1− n
2

)
· s+O(s2),

where γ denotes the Euler-Mascheroni constant (see (A.6)), ψ(0)(s) is the digamma function
(see (A.8)), and where we used n−1

2 /∈ N0, (A.12) and (A.13). This implies that the function
a0,Q(s)ψ0(P ) admits a Laurent expansion at s = 0 of the form

a0,Q(s)ψ0(P ) =
π

n−1
2 Γ

(
1−n
2

)

vol(Γ\Hn)
+
π

n−1
2 Γ

(
1−n
2

) (
γ + log(4) + ψ(0)

(
1−n
2

))

2 vol(Γ\Hn)
· s+O(s2).

Now we consider j ≥ 1, so that either rj > 0 or rj ∈
(
−i n−1

2 , 0
]
holds true. In the proof of

Proposition 7.1.2 we have shown that the function Γ
(

s−n−1
2 +irj
2

)
has a pole at s = 0 if and only

if

n− 1

4
− irj

2
∈
{
1, . . . ,

⌊n− 1

4

⌋}

⇐⇒ rj ∈
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

⌊n− 1

4

⌋}}
=:M1(n),

while the function Γ
(

s−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
∈
{⌈n− 1

4

⌉
, . . . ,

n

2
− 1
}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{⌈n− 1

4

⌉
, . . . ,

n

2
− 1
}}

=:M2(n),

and that M1(n) ∩M2(n) = ∅.
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8.1. The Laurent expansion at s = 0

If rj ∈ M1(n), then rj 6∈ M2(n), and, using (A.12) and (A.13), at s = 0 we have the Laurent
expansions

Γ
(s− n−1

2 + irj

2

)
=

2 (−1)n−1
4 − irj

2(
n−1
4 −

irj
2

)
!
· 1
s
+

(−1)n−1
4 − irj

2(
n−1
4 −

irj
2

)
!




n−1
4 − irj

2∑

m=1

1

m
− γ


+O(s),

Γ
(s− n−1

2 − irj
2

)
= Γ

(
− irj

2
− n− 1

4

)
+

1

2
Γ
(
− irj

2
− n− 1

4

)
ψ(0)

(
− irj

2
− n− 1

4

)
· s+O(s2).

Hence, for j ≥ 1 with rj ∈M1(n) the function aj,Q(s)ψj(P ) admits a Laurent expansion at s = 0
of the form

aj,Q(s)ψj(P ) =
(−1)n−1

4 − irj
2 π

n−1
2(

n−1
4 −

irj
2

)
!

Γ
(
− irj

2
− n− 1

4

)
ψj(P )ψj(Q)

+
(−1)n−1

4 − irj
2 π

n−1
2

2
(

n−1
4 −

irj
2

)
!

Γ
(
− irj

2
− n− 1

4

)



n−1
4 − irj

2∑

m=1

1

m
+ γ + log(4) + ψ(0)

(
− irj

2
− n− 1

4

)



· ψj(P )ψj(Q) · s+O(s2),

and the respective part of the series (8.9) arising from the discrete spectrum has a Laurent expan-
sion at s = 0 of the form

∑

j∈N:
rj∈M1(n)

aj,Q(s)ψj(P ) = Gn,Q,1(P ) +Hn,Q,2(P ) · s+O(s2),

where

Gn,Q,1(P ) :=
∑

j∈N:
rj∈M1(n)

(−1)n−1
4 − irj

2 π
n−1
2(

n−1
4 −

irj
2

)
!

Γ
(
− irj

2
− n− 1

4

)
ψj(P )ψj(Q), (8.10)

Hn,Q,2(P ) :=
∑

j∈N:
rj∈M1(n)

(−1)n−1
4 − irj

2 π
n−1
2

2
(

n−1
4 −

irj
2

)
!

Γ
(
− irj

2
− n− 1

4

)

·




n−1
4 − irj

2∑

m=1

1

m
+ γ + log(4) + ψ(0)

(
− irj

2
− n− 1

4

)

ψj(P )ψj(Q). (8.11)

If rj ∈M2(n), then rj 6∈M1(n), and, using (A.12) and (A.13) again, at s = 0 we have the Laurent
expansions

Γ
(s− n−1

2 + irj

2

)
= Γ

( irj
2
− n− 1

4

)
+

1

2
Γ
( irj

2
− n− 1

4

)
ψ(0)

( irj
2
− n− 1

4

)
· s+O(s2),

Γ
(s− n−1

2 − irj
2

)
=

2 (−1)n−1
4 +

irj
2(

n−1
4 +

irj
2

)
!
· 1
s
+

(−1)n−1
4 +

irj
2(

n−1
4 +

irj
2

)
!




n−1
4 +

irj
2∑

m=1

1

m
− γ


+O(s).

Thus, for j ≥ 1 with rj ∈ M2(n) the function aj,Q(s)ψj(P ) admits a Laurent expansion at s = 0
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8. Kronecker limit formulas for elliptic Eisenstein series

of the form

aj,Q(s)ψj(P ) =
(−1)n−1

4 +
irj
2 π

n−1
2(

n−1
4 +

irj
2

)
!

Γ
( irj

2
− n− 1

4

)
ψj(P )ψj(Q)

+
(−1)n−1

4 +
irj
2 π

n−1
2

2
(

n−1
4 +

irj
2

)
!

Γ
( irj

2
− n− 1

4

)



n−1
4 +

irj
2∑

m=1

1

m
+ γ + log(4) + ψ(0)

( irj
2
− n− 1

4

)



· ψj(P )ψj(Q) · s+O(s2),

which implies that the respective part of the series (8.9) arising from the discrete spectrum has a
Laurent expansion at s = 0 of the form

∑

j∈N:
rj∈M2(n)

aj,Q(s)ψj(P ) = Gn,Q,2(P ) +Hn,Q,3(P ) · s+O(s2),

where

Gn,Q,2(P ) :=
∑

j∈N:
rj∈M2(n)

(−1)n−1
4 +

irj
2 π

n−1
2(

n−1
4 +

irj
2

)
!

Γ
( irj

2
− n− 1

4

)
ψj(P )ψj(Q), (8.12)

Hn,Q,3(P ) :=
∑

j∈N:
rj∈M2(n)

(−1)n−1
4 +

irj
2 π

n−1
2

2
(

n−1
4 +

irj
2

)
!

Γ
( irj

2
− n− 1

4

)

·




n−1
4 +

irj
2∑

m=1

1

m
+ γ + log(4) + ψ(0)

( irj
2
− n− 1

4

)

ψj(P )ψj(Q). (8.13)

If rj 6∈M1(n) ∪M2(n), then (A.13) yields that at s = 0 we have the Laurent expansions

Γ
(s− n−1

2 ± irj
2

)
= Γ

(
± irj

2
− n− 1

4

)
+

1

2
Γ
(
± irj

2
− n− 1

4

)
ψ(0)

(
± irj

2
− n− 1

4

)
· s+O(s2).

Thus, for j ≥ 1 with rj 6∈ M1(n) ∪M2(n) the function aj,Q(s)ψj(P ) admits a Laurent expansion
at s = 0 of the form

aj,Q(s)ψj(P ) =
π

n−1
2

2
Γ
( irj

2
− n− 1

4

)
Γ
(
− irj

2
− n− 1

4

)
ψj(P )ψj(Q) · s+O(s2),

so the respective part of the series (8.9) arising from the discrete spectrum has a Laurent expansion
at s = 0 of the form

∑

j∈N:
rj 6∈M1(n)∪M2(n)

aj,Q(s)ψj(P ) = Hn,Q,4(P ) · s+O(s2),

where

Hn,Q,4(P ) :=
∑

j∈N:
rj 6∈M1(n)∪M2(n)

π
n−1
2

2
Γ
( irj

2
− n− 1

4

)
Γ
(
− irj

2
− n− 1

4

)
ψj(P )ψj(Q). (8.14)

Further, for any t ∈ R at s = 0 we have the Laurent expansions

Γ
(s− n−1

2 ± it
2

)
= Γ

(
± it

2
− n− 1

4

)
+

1

2
Γ
(
± it

2
− n− 1

4

)
ψ(0)

(
± it

2
− n− 1

4

)
· s+O(s2),
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8.1. The Laurent expansion at s = 0

where we made use of n−1
4 /∈ N0 and (A.13). Hence, for k = 1, . . . , cΓ and any t ∈ R the function

at,ηk,Q(s) in the integral ∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt

arising from the continuous spectrum admits a Laurent expansion at s = 0 of the form

at,ηk,Q(s) =
π

n−1
2

2
Γ
( it
2
− n− 1

4

)
Γ
(
− it

2
− n− 1

4

)
Epar

ηk

(
Q,

n− 1

2
− it

)
· s+O(s2)

=
π

n−1
2

2

∣∣∣Γ
( it
2
− n− 1

4

)∣∣∣
2

Epar
ηk

(
Q,

n− 1

2
− it

)
· s+O(s2).

We conclude that at s = 0 we have the Laurent expansion

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt = Hn,Q,5(P ) · s+O(s2)

of the continuous part, where

Hn,Q,5(P ) :=
π

n−3
2

8

cΓ∑

k=1

∫ ∞

−∞

∣∣∣Γ
( it
2
− n− 1

4

)∣∣∣
2

Epar
ηk

(
P,
n− 1

2
+ it

)
Epar

ηk

(
Q,

n− 1

2
− it

)
dt. (8.15)

Adding up and using
(
s
2

)
0
/0! = 1, the summand for l = 0 on the right-hand side of formula (8.5)

admits a Laurent expansion at s = 0 of the form

1

|ΓQ|
∞∑

j=0

aj,Q(s)ψj(P ) +
1

4π |ΓQ|

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt

=
π

n−1
2 Γ

(
1−n
2

)

|ΓQ| vol(Γ\Hn)
+

1

|ΓQ|
2∑

m=1

Gn,Q,m(P )

+

(
π

n−1
2 Γ

(
1−n
2

) (
γ + log(4) + ψ(0)

(
1−n
2

))

2 |ΓQ| vol(Γ\Hn)
+

1

|ΓQ|
5∑

m=2

Hn,Q,m(P )

)
· s+O(s2). (8.16)

Now we consider the case l > 0, i.e. l ∈
{
1, . . . , n2 − 1

}
.

If j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) = vol(Γ\Hn)−1/2, the function aj,Q(s + 2l)ψj(P ) in

the series ∞∑

j=0

aj,Q(s+ 2l)ψj(P ) (8.17)

arising from the discrete spectrum takes the form

a0,Q(s+ 2l)ψ0(P ) =
2s+2l−1 π

n−1
2

vol(Γ\Hn) Γ(s+ 2l)
Γ
(s
2
+ l
)
Γ
(s− n+ 1

2
+ l
)
.

At s = 0 we have the Laurent expansions

2s+2l−1 = 22l−1 + 22l−1 log(2) · s+O(s2),

1

Γ(s+ 2l)
=

1

Γ(2l)
− ψ(0)(2l)

Γ(2l)
· s+O(s2) =

1

(2l − 1)!
− 1

(2l − 1)!

(
2l−1∑

m=1

1

m
− γ
)
· s+O(s2),

Γ
(s
2
+ l
)
= Γ(l) +

1

2
Γ(l)ψ(0)(l) · s+O(s2) = (l − 1)! +

(l − 1)!

2

(
l−1∑

m=1

1

m
− γ
)
· s+O(s2),

Γ
(s− n+ 1

2
+ l
)
= Γ

(1− n
2

+ l
)
+

1

2
Γ
(1− n

2
+ l
)
ψ(0)

(1− n
2

+ l
)
· s+O(s2),
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where we used n−1
2 /∈ N0 and the formulas (A.9) and (A.13). This implies that the function

a0,Q(s+ 2l)ψ0(P ) admits a Laurent expansion at s = 0 of the form

a0,Q(s+ 2l)ψ0(P ) =
22l−1 π

n−1
2 (l − 1)! Γ

(
1−n
2 + l

)

(2l − 1)! vol(Γ\Hn)

+
4l−1 π

n−1
2 (l − 1)! Γ

(
1−n
2 + l

)

(2l − 1)! vol(Γ\Hn)

(
l−1∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+ γ + log(4) + ψ(0)

(1− n
2

+ l
))
· s

+O(s2).

Together with the Laurent expansion (8.6) of the Pochhammer symbol
(
s
2

)
l
, at s = 0 we obtain

the Laurent expansion
(
s
2

)
l

l!
a0,Q(s+ 2l)ψ0(P ) =

4l−1 π
n−1
2 (l − 1)! Γ

(
1−n
2 + l

)

l (2l − 1)! vol(Γ\Hn)
· s+O(s2).

Now we let j ≥ 1 so that either rj > 0 or rj ∈
(
−i n−1

2 , 0
]
holds true. In the first case it is clear that

n−1
4 ±

irj
2 − l /∈ N0. In the latter case we have n−1

4 ±
irj
2 − l ∈ R with n−1

4 −
irj
2 − l ∈

(
−l, n−1

4 − l
]

and n−1
4 +

irj
2 − l ∈

[
n−1
4 − l, n−1

2 − l
)
.

The elements of N0 contained in the interval
(
−l, n−1

4 − l
]
are 0, . . . ,

⌊
n−1
4

⌋
− l. The interval[

n−1
4 − l, n−1

2 − l
)
contains the elements

⌈
n−1
4

⌉
− l, . . . , n2 − l−1 of N0 if l ≤ n−1

4 , and the elements
0, . . . , n2 − l − 1 of N0 if l > n−1

4 , showing that the elements of N0 contained in the interval[
n−1
4 − l, n−1

2 − l
)
are max

(⌈
n−1
4

⌉
− l, 0

)
, . . . , n2 − l − 1.

This implies that the function Γ
(

s+2l−n−1
2 +irj
2

)
has a pole at s = 0 if and only if

n− 1

4
− irj

2
− l ∈

{
0, . . . ,

⌊n− 1

4

⌋
− l
}
⇐⇒ n− 1

4
− irj

2
∈
{
l, . . . ,

⌊n− 1

4

⌋}

⇐⇒ rj ∈
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
l, . . . ,

⌊n− 1

4

⌋}}
,

while the function Γ
(

s+2l−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
− l ∈

{
max

(⌈n− 1

4

⌉
− l, 0

)
, . . . ,

n

2
− l − 1

}

⇐⇒ n− 1

4
+
irj
2
∈
{
max

(⌈n− 1

4

⌉
, l
)
, . . . ,

n

2
− 1
}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{
max

(⌈n− 1

4

⌉
, l
)
, . . . ,

n

2
− 1
}}

.

Further, if n−1
4 −

irj
2 = N for some N ∈

{
l, . . . ,

⌊
n−1
4

⌋}
, then n−1

2 6∈ Z implies that

n− 1

4
+
irj
2

=
n− 1

2
−N 6∈ Z

cannot be an element of N0; and if n−1
4 +

irj
2 = N for some N ∈

{
max

(⌈
n−1
4

⌉
, l
)
, . . . , n2 − 1

}
,

then n−1
2 6∈ Z yields that

n− 1

4
− irj

2
=
n− 1

2
−N 6∈ Z

cannot be an element of N0. This proves that for any j ≥ 1 at most one of the two functions

Γ
(

s+2l−n−1
2 +irj
2

)
, Γ
(

s+2l−n−1
2 −irj
2

)
has a pole at s = 0. Now we set

M1(n, l) :=
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
l, . . . ,

⌊n− 1

4

⌋}}
,

M2(n, l) :=
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{
max

(⌈n− 1

4

⌉
, l
)
, . . . ,

n

2
− 1
}}

,
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8.1. The Laurent expansion at s = 0

and we have just shown that M1(n, l) ∩M2(n, l) = ∅.

If rj ∈M1(n, l), then rj 6∈M2(n, l), and at s = 0 we have the Laurent expansions

Γ
(s+ 2l − n−1

2 + irj

2

)
=

2 (−1)n−1
4 − irj

2 −l

(
n−1
4 −

irj
2 − l

)
!
· 1
s
+

(−1)n−1
4 − irj

2 −l

(
n−1
4 −

irj
2 − l

)
!




n−1
4 − irj

2 −l∑

m=1

1

m
− γ


+O(s),

Γ
(s+ 2l − n−1

2 − irj
2

)
= Γ

(
− irj

2
− n− 1

4
+ l
)

+
1

2
Γ
(
− irj

2
− n− 1

4
+ l
)
ψ(0)

(
− irj

2
− n− 1

4
+ l
)
· s+O(s2).

Together with the Laurent expansion

2s+2l−1

Γ(s+ 2l)
=

22l−1

(2l − 1)!
+

22l−1

(2l − 1)!

(
−

2l−1∑

m=1

1

m
+ γ + log(2)

)
· s+O(s2)

this implies that for j ≥ 1 with rj ∈ M1(n, l) the function aj,Q(s + 2l)ψj(P ) admits a Laurent
expansion at s = 0 of the form

aj,Q(s+ 2l)ψj(P ) =
4l (−1)n−1

4 − irj
2 −l π

n−1
2

(2l − 1)!
(

n−1
4 −

irj
2 − l

)
!
Γ
(
− irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q) · 1

s

+
22l−1 (−1)n−1

4 − irj
2 −l π

n−1
2

(2l − 1)!
(

n−1
4 −

irj
2 − l

)
!
Γ
(
− irj

2
− n− 1

4
+ l
)

·




n−1
4 − irj

2 −l∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+ γ + log(4) + ψ(0)

(
− irj

2
− n− 1

4
+ l
)

ψj(P )ψj(Q) + O(s),

and the respective part of the series (8.17) after multiplication by
(
s
2

)
l
/l! has a Laurent expansion

at s = 0 of the form

(
s
2

)
l

l!

∑

j∈N:
rj∈M1(n,l)

aj,Q(s+ 2l)ψj(P ) = Gn,Q,l,1(P ) +Hn,Q,l,1(P ) · s+O(s2),

where

Gn,Q,l,1(P ) :=
∑

j∈N:
rj∈M1(n,l)

22l−1 (−1)n−1
4 − irj

2 −l π
n−1
2

l (2l − 1)!
(

n−1
4 −

irj
2 − l

)
!
Γ
(
− irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q), (8.18)

Hn,Q,l,1(P ) :=
∑

j∈N:
rj∈M1(n,l)

4l−1 (−1)n−1
4 − irj

2 −l π
n−1
2

l (2l − 1)!
(

n−1
4 −

irj
2 − l

)
!
Γ
(
− irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q)

·




n−1
4 − irj

2 −l∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+

l−1∑

m=1

1

m
+ γ + log(4) + ψ(0)

(
− irj

2
− n− 1

4
+ l
)

 .

(8.19)
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In the case rj ∈M2(n, l) we have rj 6∈M1(n, l) and at s = 0 we have the Laurent expansions

Γ
(s+ 2l − n−1

2 + irj

2

)
= Γ

( irj
2
− n− 1

4
+ l
)

+
1

2
Γ
( irj

2
− n− 1

4
+ l
)
ψ(0)

( irj
2
− n− 1

4
+ l
)
· s+O(s2),

Γ
(s+ 2l − n−1

2 − irj
2

)
=

2 (−1)n−1
4 +

irj
2 −l

(
n−1
4 +

irj
2 − l

)
!
· 1
s
+

(−1)n−1
4 +

irj
2 −l

(
n−1
4 +

irj
2 − l

)
!




n−1
4 +

irj
2 −l∑

m=1

1

m
− γ


+O(s).

Hence, for j ≥ 1 with rj ∈M2(n, l) the function aj,Q(s+2l)ψj(P ) admits a Laurent expansion at
s = 0 of the form

aj,Q(s+ 2l)ψj(P ) =
4l (−1)n−1

4 +
irj
2 −l π

n−1
2

(2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q) · 1

s

+
22l−1 (−1)n−1

4 +
irj
2 −l π

n−1
2

(2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)

·




n−1
4 +

irj
2 −l∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+ γ + log(4) + ψ(0)

( irj
2
− n− 1

4
+ l
)

ψj(P )ψj(Q) + O(s),

which implies that the respective part of the series (8.17) after multiplication by
(
s
2

)
l
/l! has a

Laurent expansion at s = 0 of the form

(
s
2

)
l

l!

∑

j∈N:
rj∈M2(n,l)

aj,Q(s+ 2l)ψj(P ) = Gn,Q,l,2(P ) +Hn,Q,l,2(P ) · s+O(s2),

where

Gn,Q,l,2(P ) :=
∑

j∈N:
rj∈M2(n,l)

22l−1 (−1)n−1
4 +

irj
2 −l π

n−1
2

l (2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q), (8.20)

Hn,Q,l,2(P ) :=
∑

j∈N:
rj∈M2(n,l)

4l−1 (−1)n−1
4 +

irj
2 −l π

n−1
2

l (2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q)

·




n−1
4 +

irj
2 −l∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+

l−1∑

m=1

1

m
+ γ + log(4) + ψ(0)

( irj
2
− n− 1

4
+ l
)

 .

(8.21)

If rj 6∈M1(n, l) ∪M2(n, l), then at s = 0 we have the Laurent expansions

Γ
(s+ 2l − n−1

2 ± irj
2

)
= Γ

(
± irj

2
− n− 1

4
+ l
)

+
1

2
Γ
(
± irj

2
− n− 1

4
+ l
)
ψ(0)

(
± irj

2
− n− 1

4
+ l
)
· s+O(s2).

This yields that for j ≥ 1 with rj 6∈ M1(n, l) ∪M2(n, l) the function aj,Q(s + 2l)ψj(P ) admits a
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Laurent expansion at s = 0 of the form

aj,Q(s+ 2l)ψj(P ) =
22l−1 π

n−1
2

(2l − 1)!
Γ
( irj

2
− n− 1

4
+ l
)
Γ
(
− irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q)

+
4l−1 π

n−1
2

(2l − 1)!
Γ
( irj

2
− n− 1

4
+ l
)
Γ
(
− irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q)

·
(
−2

2l−1∑

m=1

1

m
+ 2γ + log(4) + ψ(0)

( irj
2
− n− 1

4
+ l
)
+ ψ(0)

(
− irj

2
− n− 1

4
+ l
))
· s+O(s2),

so the respective part of the series (8.17) after multiplication by
(
s
2

)
l
/l! has a Laurent expansion

at s = 0 of the form
(
s
2

)
l

l!

∑

j∈N:
rj 6∈M1(n,l)∪M2(n,l)

aj,Q(s+ 2l)ψj(P ) = Hn,Q,l,3(P ) · s+O(s2),

where

Hn,Q,l,3(P ) :=
∑

j∈N:
rj 6∈M1(n,l)∪M2(n,l)

4l−1 π
n−1
2

l (2l − 1)!
Γ
( irj

2
− n− 1

4
+ l
)
Γ
(
− irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q).

(8.22)
Moreover, for any t ∈ R at s = 0 we have the Laurent expansions

Γ
(s+ 2l − n−1

2 ± it
2

)
= Γ

(
± it

2
− n− 1

4
+ l
)
+

1

2
Γ
(
± it

2
− n− 1

4
+ l
)
ψ(0)

(
± it

2
− n− 1

4
+ l
)
· s

+O(s2),

where we used n−1
4 /∈ N0 and (A.13) again. Hence, for k = 1, . . . , cΓ and any t ∈ R the function

at,ηk,Q(s+ 2l) in the integral

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

arising from the continuous spectrum admits a Laurent expansion at s = 0 of the form

at,ηk,Q(s+ 2l) =
22l−1 π

n−1
2

(2l − 1)!

∣∣∣Γ
( it
2
− n− 1

4
+ l
)∣∣∣

2

Epar
ηk

(
Q,

n− 1

2
− it

)

+
4l−1 π

n−1
2

(2l − 1)!

∣∣∣Γ
( it
2
− n− 1

4
+ l
)∣∣∣

2

Epar
ηk

(
Q,

n− 1

2
− it

)

·
(
−2

2l−1∑

m=1

1

m
+ 2γ + log(4) + ψ(0)

( it
2
− n− 1

4
+ l
)
+ ψ(0)

(
− it

2
− n− 1

4
+ l
))
· s+O(s2).

We conclude that, after multiplication by
(
s
2

)
l
/l!, at s = 0 we have the Laurent expansion

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt = Hn,Q,l,4(P ) · s+O(s2),

where

Hn,Q,l,4(P ) :=
4l−2 π

n−3
2

l (2l − 1)!

cΓ∑

k=1

∫ ∞

−∞

∣∣∣Γ
( it
2
− n− 1

4
+l
)∣∣∣

2

Epar
ηk

(
P,
n− 1

2
+it
)
Epar

ηk

(
Q,

n− 1

2
−it
)
dt.

(8.23)
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Summing up, for l = 1, . . . , n2 − 1 we obtain a Laurent expansion at s = 0 of the form

1

|ΓQ|

(
s
2

)
l

l!

∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

|ΓQ|

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

=
1

|ΓQ|
2∑

m=1

Gn,Q,l,m(P ) +

(
4l−1 π

n−1
2 (l − 1)! Γ

(
1−n
2 + l

)

l (2l − 1)! |ΓQ| vol(Γ\Hn)
+

1

|ΓQ|
4∑

m=1

Hn,Q,l,m(P )

)
· s

+O(s2). (8.24)

Putting (8.7), (8.16) and (8.24) together, for P ∈ Hn, we finally obtain a Laurent expansion at
s = 0 of the form

Eell
Q (P, s)− GparQ,1(P, s)

=
π

n−1
2 Γ

(
1−n
2

)

|ΓQ| vol(Γ\Hn)
+

1

|ΓQ|
2∑

m=1

Gn,Q,m(P ) +
1

|ΓQ|

n
2 −1∑

l=1

2∑

m=1

Gn,Q,l,m(P )

+

(
π

n−1
2 Γ

(
1−n
2

) (
γ + log(4) + ψ(0)

(
1−n
2

))

2 |ΓQ| vol(Γ\Hn)
+

1

|ΓQ|
5∑

m=1

Hn,Q,m(P )

+

n
2 −1∑

l=1

4l−1 π
n−1
2 (l − 1)! Γ

(
1−n
2 + l

)

l (2l − 1)! |ΓQ| vol(Γ\Hn)
+

1

|ΓQ|

n
2 −1∑

l=1

4∑

m=1

Hn,Q,l,m(P )


 · s+O(s2),

whereGn,Q,m(P ) (m = 1, 2), Gn,Q,l,m(P )
(
l = 1, . . . , n2 − 1, m = 1, 2

)
,Hn,Q,m(P ) (m = 1, 2, 3, 4, 5)

and Hn,Q,l,m(P )
(
l = 1, . . . , n2 − 1, m = 1, 2, 3, 4

)
are given by (8.8), (8.10), (8.11), (8.12), (8.13),

(8.14), (8.15), (8.18), (8.19), (8.20), (8.21), (8.22) and (8.23), respectively.

We know that the eigenfunctions ψj(P ) (j ∈ N), the parabolic Eisenstein series Epar
ηk

(P, s) (k =

1, . . . , cΓ) and the hyperbolic kernel function Khyp(P,Q, s) are all Γ-invariant. Therefore, also
the functions Gn,Q,m(P ) (m = 1, 2), Gn,Q,l,m(P )

(
l = 1, . . . , n2 − 1, m = 1, 2

)
, Hn,Q,m(P ) (m =

1, 2, 3, 4, 5) and Hn,Q,l,m(P )
(
l = 1, . . . , n2 − 1, m = 1, 2, 3, 4

)
are invariant under the action of Γ.

Remark 8.1.3.

(a) In the cases n = 2 and n = 4 the Laurent expansion of the elliptic Eisenstein series in
Proposition 8.1.2 simplifies as follows:
For n = 2 or n = 4 there is no N ∈ N with 1 ≤ N ≤

⌊
n−1
4

⌋
, so the set

M1(n) =
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

⌊n− 1

4

⌋}}

in the proof of Proposition 8.1.2 is empty. This implies that both Gn,Q,1(P ) = 0 and
Hn,Q,2(P ) = 0 as the sums defining these functions are empty. Hence, the functions
Gn,Q,1(P ) and Hn,Q,2(P ) in the Laurent expansion (8.1) do not appear for n = 2 and
n = 4.
Moreover, if n = 2 or n = 4, then for l = 1, . . . , n2 − 1 there exists no N ∈ N with
l ≤ N ≤

⌊
n−1
4

⌋
, so that the set

M1(n, l) =
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
l, . . . ,

⌊n− 1

4

⌋}} (
l = 1, . . . ,

n

2
− 1
)

in the proof of Proposition 8.1.2 is also empty. Therefore, Gn,Q,l,1(P ) = 0
(
l = 1, . . . , n2 − 1

)

and Hn,Q,l,1(P ) = 0
(
l = 1, . . . , n2 − 1

)
because the sums defining these functions are empty,

and the functions Gn,Q,l,1(P )
(
l = 1, . . . , n2 − 1

)
and Hn,Q,l,1(P )

(
l = 1, . . . , n2 − 1

)
in the
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Laurent expansion (8.1) do not appear for n = 2 and n = 4.
Further, for n = 2 there is no N ∈ N with

⌈
n−1
4

⌉
≤ N ≤ n

2 − 1 which implies that the set

M2(n) =
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{⌈n− 1

4

⌉
, . . . ,

n

2
− 1
}}

in the proof of Proposition 8.1.2 is empty. Thus, we have Gn,Q,2(P ) = 0 and Hn,Q,3(P ) = 0
since the sums defining these functions are empty. We conclude that also the functions
Gn,Q,2(P ) and Hn,Q,3(P ) in the Laurent expansion (8.1) do not appear for n = 2.

Additionally, in the case n = 2 the sum
∑n

2 −1

l=1 is empty. Hence, the functions Gn,Q,l,2(P )(
l = 1, . . . , n2 − 1

)
and Hn,Q,l,m(P )

(
l = 1, . . . , n2 − 1, m = 2, 3, 4

)
in the Laurent expansion

(8.1) do also not appear for n = 2.

(b) If n ≡ 0 mod 2 and l >
⌊
n−1
4

⌋
, the set M1(n, l) in the proof of Proposition 8.1.2 is

empty, so we always have Gn,Q,l,1(P ) = 0
(
l =

⌊
n−1
4

⌋
+ 1, . . . , n2 − 1

)
and Hn,Q,l,1(P ) = 0(

l =
⌊
n−1
4

⌋
+ 1, . . . , n2 − 1

)
since the sums defining these functions are empty.

Next we treat the case n ≡ 3 mod 4.

Proposition 8.1.4. Let n ≡ 3 mod 4. For P ∈ Hn with P 6= ηQ for any η ∈ Γ the elliptic
Eisenstein series Eell

Q (P, s) admits a Laurent expansion at s = 0 of the form

Eell
Q (P, s)− GparQ,2(P, s)

=


 2 (−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)

+
Fn,Q(P )

|ΓQ|
+

1

|ΓQ|

n−1
2∑

l=1

Fn,Q,l(P )


 · 1

s

+
(−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)




n−1
2∑

m=1

1

m
+ log(4)


+

Gn,Q(P )

|ΓQ|

+

n−1
2∑

l=1

22l−1 (−1)n−1
2 −l π

n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! |ΓQ| vol(Γ\Hn)

+
1

|ΓQ|

n−1
2∑

l=1

2∑

m=1

Gn,Q,l,m(P ) + O(s), (8.25)

where

GparQ,2(P, s) :=
1

|ΓQ|

n−1
2∑

l=0

2s+2l π
n−1
2

(
s
2

)
l

l! Γ(s+ 2l)

n−3
4∑

l′=l

(−1)l′−l

(l′ − l)! Γ
(
s− n− 1

2
+ l + l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l′)Epar
ηk

(P, s+ 2l′),

and where the functions Fn,Q(P ), Fn,Q,l(P )
(
l = 1, . . . , n−1

2

)
, Gn,Q(P ) and Gn,Q,l,m(P )(

l = 1, . . . , n−1
2 , m = 1, 2

)
are invariant under the action of Γ, and are given by the formulas

(8.29), (8.30), (8.33), (8.34) and (8.35) in the proof, respectively.

Proof. Similar to the proof of Proposition 8.1.2, for P ∈ Hn with P 6= ηQ for any η ∈ Γ and
Re(s) > n− 1− 2 (n−1

2 + 1) = −2 we have

Eell
Q (P, s) =

1

|ΓQ|

n−1
2∑

l=0

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) +

1

|ΓQ|
∞∑

l=n+1
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l),

where the infinite sum is holomorphic in s and we used that n−1
2 ∈ N.
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Furthermore, making use of
⌊
n−1
4

⌋
= n−3

4 , for P,Q ∈ Hn, l = 0, . . . , n−1
2 and s ∈ C with

n−1
2 − 2

(
n−3
4 − l + 1

)
< Re(s) + 2l < n−1

2 − 2
(
n−3
4 − l

)
the identity

Khyp(P,Q, s+ 2l) =

∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

+
2s+2l π

n−1
2

Γ(s+ 2l)

n−3
4∑

l′=l

(−1)l′−l

(l′ − l)! Γ
(
s− n− 1

2
+ l + l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l′)Epar
ηk

(P, s+ 2l′)

holds true, where the coefficients aj,Q(s+ 2l) and at,ηk,Q(s+ 2l) are given by the formulas

aj,Q(s+ 2l) =
2s+2l−1 π

n−1
2

Γ(s+ 2l)
Γ
(s+ 2l − n−1

2 + irj

2

)
Γ
(s+ 2l − n−1

2 − irj
2

)
ψj(Q),

at,ηk,Q(s+ 2l) =
2s+2l−1 π

n−1
2

Γ(s+ 2l)
Γ
(s+ 2l − n−1

2 + it

2

)
Γ
(s+ 2l − n−1

2 − it
2

)
Epar

ηk

(
Q,

n− 1

2
− it

)
,

respectively. Since n−1
2 − 2

(
n−3
4 − l

)
= 1 + 2l, for l = 0, . . . , n−1

2 the point s = 0 lies in the
considered strip.

Putting the above equalities together, at s = 0 we obtain the identity

Eell
Q (P, s)− GparQ,2(P, s) =

1

|ΓQ|
∞∑

l=n+1
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) +

1

|ΓQ|

n−1
2∑

l=0

(
s
2

)
l

l!

∞∑

j=0

aj,Q(s+ 2l)ψj(P )

+
1

|ΓQ|

n−1
2∑

l=0

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt.

(8.26)

To derive the Laurent expansion at s = 0 we work from formula (8.26).

As in the proof of Proposition 8.1.2, at s = 0 we obtain a Laurent expansion of the form

1

|ΓQ|
∞∑

l=n+1
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) = O(s). (8.27)

Now we consider the other summands on the right-hand side of (8.26), and start with the case
l = 0.

Analogous to the proof of Proposition 8.1.2, for j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) =

vol(Γ\Hn)−1/2, the function aj,Q(s)ψj(P ) in the series

∞∑

j=0

aj,Q(s)ψj(P ) (8.28)

arising from the discrete spectrum has the form

a0,Q(s)ψ0(P ) =
2s−1 π

n−1
2

vol(Γ\Hn) Γ(s)
Γ
(s
2

)
Γ
(s− n+ 1

2

)
.
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Using formula (A.12), at s = 0 we have the Laurent expansions

2s−1 =
1

2
+

log(2)

2
· s+O(s2),

1

Γ(s)
= s+ γ · s2 +O(s3),

Γ
(s
2

)
= 2 · 1

s
− γ +O(s),

Γ
(s− n+ 1

2

)
=

2 (−1)n−1
2(

n−1
2

)
!
· 1
s
+

(−1)n−1
2(

n−1
2

)
!




n−1
2∑

m=1

1

m
− γ


+O(s),

since n−1
2 ∈ N0 holds true. Consequently, the function a0,Q(s)ψ0(P ) admits a Laurent expansion

at s = 0 of the form

a0,Q(s)ψ0(P ) =
2 (−π)n−1

2(
n−1
2

)
! vol(Γ\Hn)

· 1
s
+

(−π)n−1
2(

n−1
2

)
! vol(Γ\Hn)




n−1
2∑

m=1

1

m
+ log(4)


+O(s).

Now we let j ≥ 1, so that we either have rj > 0 or rj ∈
(
−i n−1

2 , 0
]
. In the proof of Proposition

7.1.4 we have verified that the function Γ
(

s−n−1
2 +irj
2

)
has a pole at s = 0 if and only if

n− 1

4
− irj

2
∈
{
1, . . . ,

n− 3

4

}

⇐⇒ rj ∈
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

n− 3

4

}}
=:M1(n),

while the function Γ
(

s−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
∈
{n+ 1

4
, . . . ,

n− 3

2

}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{n+ 1

4
, . . . ,

n− 3

2

}}
=:M2(n),

and that M1(n) =M2(n) =:M(n).

If rj ∈M(n), then, by (A.12), at s = 0 we have the Laurent expansions

Γ
(s− n−1

2 ± irj
2

)
=

2 (−1)n−1
4 ∓ irj

2(
n−1
4 ∓

irj
2

)
!
· 1
s
+

(−1)n−1
4 ∓ irj

2(
n−1
4 ∓

irj
2

)
!




n−1
4 ∓ irj

2∑

m=1

1

m
− γ


+O(s).

This implies that for j ≥ 1 with rj ∈M(n) the function aj,Q(s)ψj(P ) admits a Laurent expansion
at s = 0 of the form

aj,Q(s)ψj(P ) =
2 (−π)n−1

2(
n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!
ψj(P )ψj(Q) · 1

s

+
(−π)n−1

2(
n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!




n−1
4 +

irj
2∑

m=1

1

m
+

n−1
4 − irj

2∑

m=1

1

m
+ log(4)


ψj(P )ψj(Q) + O(s),

and the respective part of the series (8.28) arising from the discrete spectrum has a Laurent
expansion at s = 0 of the form

∑

j∈N:
rj∈M(n)

aj,Q(s)ψj(P ) = Fn,Q(P ) ·
1

s
+Gn,Q(P ) + O(s),
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where

Fn,Q(P ) :=
∑

j∈N:
rj∈M(n)

2 (−π)n−1
2(

n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!
ψj(P )ψj(Q), (8.29)

Gn,Q(P ) :=
∑

j∈N:
rj∈M(n)

(−π)n−1
2(

n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!




n−1
4 +

irj
2∑

m=1

1

m
+

n−1
4 − irj

2∑

m=1

1

m
+ log(4)


ψj(P )ψj(Q).

(8.30)

If rj 6∈M(n) holds true, then (A.13) yields that at s = 0 we have the Laurent expansions

Γ
(s− n−1

2 ± irj
2

)
= Γ

(
± irj

2
− n− 1

4

)
+

1

2
Γ
(
± irj

2
− n− 1

4

)
ψ(0)

(
± irj

2
− n− 1

4

)
· s+O(s2).

So for j ≥ 1 with rj 6∈ M(n) the function aj,Q(s)ψj(P ) admits a Laurent expansion at s = 0 of
the form

aj,Q(s)ψj(P ) =
π

n−1
2

2
Γ
( irj

2
− n− 1

4

)
Γ
(
− irj

2
− n− 1

4

)
ψj(P )ψj(Q) · s+O(s2).

Hence, the respective part of the series (8.28) arising from the discrete spectrum has a Laurent
expansion at s = 0 of the form

∑

j∈N:
rj 6∈M(n)

aj,Q(s)ψj(P ) = O(s).

Further, since n−1
4 /∈ N0 holds true again, as in the proof of Proposition 8.1.2 we find the Laurent

expansion

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt = O(s)

of the continuous part at s = 0.

Adding up and making use of
(
s
2

)
0
/0! = 1, we obtain that the summand for l = 0 on the right-hand

side of formula (8.26) admits a Laurent expansion at s = 0 of the form

1

|ΓQ|
∞∑

j=0

aj,Q(s)ψj(P ) +
1

4π |ΓQ|

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s)E

par
ηk

(
P,
n− 1

2
+ it

)
dt

=

(
2 (−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)

+
Fn,Q(P )

|ΓQ|

)
· 1
s

+
(−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)




n−1
2∑

m=1

1

m
+ log(4)


+

Gn,Q(P )

|ΓQ|
+O(s). (8.31)

Now we turn to the case l > 0, i.e. l ∈
{
1, . . . , n−1

2

}
.

For j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) = vol(Γ\Hn)−1/2, the function aj,Q(s + 2l)ψj(P )

in the series
∞∑

j=0

aj,Q(s+ 2l)ψj(P ) (8.32)
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arising from the discrete spectrum has the form

a0,Q(s+ 2l)ψ0(P ) =
2s+2l−1 π

n−1
2

vol(Γ\Hn) Γ(s+ 2l)
Γ
(s
2
+ l
)
Γ
(s− n+ 1

2
+ l
)
.

At s = 0 we have the Laurent expansions

2s+2l−1 = 22l−1 + 22l−1 log(2) · s+O(s2),

1

Γ(s+ 2l)
=

1

(2l − 1)!
− 1

(2l − 1)!

(
2l−1∑

m=1

1

m
− γ
)
· s+O(s2),

Γ
(s
2
+ l
)
= (l − 1)! +

(l − 1)!

2

(
l−1∑

m=1

1

m
− γ
)
· s+O(s2),

Γ
(s− n+ 1

2
+ l
)
=

2 (−1)n−1
2 −l

(
n−1
2 − l

)
!
· 1
s
+

(−1)n−1
2 −l

(
n−1
2 − l

)
!




n−1
2 −l∑

m=1

1

m
− γ


+O(s),

where we used n−1
2 ∈ N0 and l ≤ n−1

2 , as well as the identities (A.9), (A.12) and (A.13). It follows
that the function a0,Q(s+ 2l)ψ0(P ) admits a Laurent expansion at s = 0 of the form

a0,Q(s+ 2l)ψ0(P ) =
4l (−1)n−1

2 −l π
n−1
2 (l − 1)!

(2l − 1)!
(
n−1
2 − l

)
! vol(Γ\Hn)

· 1
s

+
22l−1 (−1)n−1

2 −l π
n−1
2 (l − 1)!

(2l − 1)!
(
n−1
2 − l

)
! vol(Γ\Hn)




l−1∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+

n−1
2 −l∑

m=1

1

m
+ log(4)


+O(s).

Together with the Laurent expansion of the Pochhammer symbol
(
s
2

)
l
, at s = 0 we obtain the

Laurent expansion
(
s
2

)
l

l!
a0,Q(s+ 2l)ψ0(P ) =

22l−1 (−1)n−1
2 −l π

n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! vol(Γ\Hn)

+ O(s).

Now let j ≥ 1 so that we either have rj > 0 or rj ∈
(
−i n−1

2 , 0
]
. In the first case n−1

4 ±
irj
2 − l /∈ N0

holds, while in the latter case n−1
4 ± irj

2 − l ∈ R with n−1
4 − irj

2 − l ∈
(
−l, n−1

4 − l
]
and

n−1
4 +

irj
2 − l ∈

[
n−1
4 − l, n−1

2 − l
)
.

The interval
(
−l, n−1

4 − l
]
contains the elements 0, . . . , n−3

4 − l of N0. The elements of N0 con-

tained in the interval
[
n−1
4 − l, n−1

2 − l
)
are n+1

4 − l, . . . , n−3
2 − l if l ≤ n−1

4 , and 0, . . . , n−3
2 − l

if l > n−1
4 , proving that the elements of N0 contained in the interval

[
n−1
4 − l, n−1

2 − l
)
are

max
(
n+1
4 − l, 0

)
, . . . , n−3

2 − l.
This shows that the function Γ

(
s+2l−n−1

2 +irj
2

)
has a pole at s = 0 if and only if

n− 1

4
− irj

2
− l ∈

{
0, . . . ,

n− 3

4
− l
}
⇐⇒ n− 1

4
− irj

2
∈
{
l, . . . ,

n− 3

4

}

⇐⇒ rj ∈
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
l, . . . ,

n− 3

4

}}
=:M1(n, l),

while the function Γ
(

s+2l−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
− l ∈

{
max

(n+ 1

4
− l, 0

)
, . . . ,

n− 3

2
− l
}

⇐⇒ n− 1

4
+
irj
2
∈
{
max

(n+ 1

4
, l
)
, . . . ,

n− 3

2

}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{
max

(n+ 1

4
, l
)
, . . . ,

n− 3

2

}}
=:M2(n, l).
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If l > n−3
4 , then M1(n, l) = ∅ and trivially M1(n, l) ⊆ M2(n, l). Moreover, if l ≤ n−3

4 and
n−1
4 −

irj
2 = N for some N ∈

{
l, . . . , n−3

4

}
, then max

(
n+1
4 , l

)
= n+1

4 and n−1
2 ∈ Z gives us

n− 1

4
+
irj
2

=
n− 1

2
−N ∈ Z and

n− 1

2
−N ∈

[n+ 1

4
,
n− 1

2
− l
]
,

so also n−1
4 +

irj
2 ∈

{
n+1
4 , . . . , n−1

2 − l
}
⊆
{
max

(
n+1
4 , l

)
, . . . , n−3

2

}
. Therefore, we have proven

that in any case M1(n, l) ⊆M2(n, l) holds true.

Similar to the proof of Proposition 8.1.2, we see that for j ≥ 1 with rj ∈ M2(n, l) \M1(n, l) we
obtain a Laurent expansion of the function aj,Q(s+ 2l)ψj(P ) at s = 0 of the form

aj,Q(s+ 2l)ψj(P ) =
4l (−1)n−1

4 +
irj
2 −l π

n−1
2

(2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q) · 1

s

+
22l−1 (−1)n−1

4 +
irj
2 −l π

n−1
2

(2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)

·




n−1
4 +

irj
2 −l∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+ γ + log(4) + ψ(0)

( irj
2
− n− 1

4
+ l
)

ψj(P )ψj(Q) + O(s),

implying that the respective part of the series (8.32) after multiplication by
(
s
2

)
l
/l! has a Laurent

expansion at s = 0 of the form

(
s
2

)
l

l!

∑

j∈N:
rj∈M2(n,l)\M1(n,l)

aj,Q(s+ 2l)ψj(P ) = Gn,Q,l,1(P ) + O(s),

where

Gn,Q,l,1(P ) :=
∑

j∈N:
rj∈M2(n,l)\M1(n,l)

22l−1 (−1)n−1
4 +

irj
2 −l π

n−1
2

l (2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q).

(8.33)
In the case rj ∈M1(n, l) ⊆M2(n, l) we have the Laurent expansions

Γ
(s+ 2l − n−1

2 + irj

2

)
=

2 (−1)n−1
4 − irj

2 −l

(
n−1
4 −

irj
2 − l

)
!
· 1
s
+

(−1)n−1
4 − irj

2 −l

(
n−1
4 −

irj
2 − l

)
!




n−1
4 − irj

2 −l∑

m=1

1

m
− γ


+O(s),

Γ
(s+ 2l − n−1

2 − irj
2

)
=

2 (−1)n−1
4 +

irj
2 −l

(
n−1
4 +

irj
2 − l

)
!
· 1
s
+

(−1)n−1
4 +

irj
2 −l

(
n−1
4 +

irj
2 − l

)
!




n−1
4 +

irj
2 −l∑

m=1

1

m
− γ


+O(s)

at s = 0. This implies that for j ≥ 1 with rj ∈ M1(n, l) the function aj,Q(s + 2l)ψj(P ) admits a
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Laurent expansion at s = 0 of the form

aj,Q(s+ 2l)ψj(P ) =
22l+1 (−π)n−1

2

(2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
(

n−1
4 −

irj
2 − l

)
!
ψj(P )ψj(Q) · 1

s2

+
4l (−π)n−1

2

(2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
(

n−1
4 −

irj
2 − l

)
!
ψj(P )ψj(Q)

·




n−1
4 +

irj
2 −l∑

m=1

1

m
+

n−1
4 − irj

2 −l∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+ log(4)


 · 1

s
+O(1),

and the respective part of the series (8.32) after multiplication by
(
s
2

)
l
/l! admits a Laurent ex-

pansion at s = 0 of the form

(
s
2

)
l

l!

∑

j∈N:
rj∈M1(n,l)

aj,Q(s+ 2l)ψj(P ) = Fn,Q,l(P ) ·
1

s
+Gn,Q,l,2(P ) + O(s),

where

Fn,Q,l(P ) :=
∑

j∈N:
rj∈M1(n,l)

4l (−π)n−1
2

l (2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
(

n−1
4 −

irj
2 − l

)
!
ψj(P )ψj(Q), (8.34)

Gn,Q,l,2(P ) :=
∑

j∈N:
rj∈M1(n,l)

22l−1 (−π)n−1
2

l (2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
(

n−1
4 −

irj
2 − l

)
!
ψj(P )ψj(Q)

·




n−1
4 +

irj
2 −l∑

m=1

1

m
+

n−1
4 − irj

2 −l∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+

l−1∑

m=1

1

m
+ log(4)


 . (8.35)

As in the case rj 6∈M1(n, l)∪M2(n, l) in the proof of Proposition 8.1.2, for j ≥ 1 with rj 6∈M2(n, l)
the function aj,Q(s+ 2l)ψj(P ) has a Laurent expansion at s = 0 of the form

aj,Q(s+ 2l)ψj(P ) =
22l−1 π

n−1
2

(2l − 1)!
Γ
( irj

2
− n− 1

4
+ l
)
Γ
(
− irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q)

+
4l−1 π

n−1
2

(2l − 1)!
Γ
( irj

2
− n− 1

4
+ l
)
Γ
(
− irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q)

·
(
−2

2l−1∑

m=1

1

m
+ 2γ + log(4) + ψ(0)

( irj
2
− n− 1

4
+ l
)
+ ψ(0)

(
− irj

2
− n− 1

4
+ l
))
· s+O(s2),

so the respective part of the series (8.32) after multiplication by
(
s
2

)
l
/l! has a Laurent expansion

at s = 0 of the form (
s
2

)
l

l!

∑

j∈N:
rj 6∈M2(n,l)

aj,Q(s+ 2l)ψj(P ) = O(s).

Moreover, because of n−1
4 /∈ N0 we immediately obtain, analogous to the proof of Proposition

8.1.2, that at s = 0 we have the Laurent expansion

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt = O(s).
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Summing up, for l = 1, . . . , n−1
2 we get a Laurent expansion at s = 0 of the form

1

|ΓQ|

(
s
2

)
l

l!

∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

|ΓQ|

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

=
Fn,Q,l(P )

|ΓQ|
· 1
s
+

22l−1 (−1)n−1
2 −l π

n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! |ΓQ| vol(Γ\Hn)

+
1

|ΓQ|
2∑

m=1

Gn,Q,l,m(P ) + O(s).

(8.36)

Putting (8.27), (8.31) and (8.36) together, for P ∈ Hn we finally obtain a Laurent expansion at
s = 0 of the form

Eell
Q (P, s)− GparQ,2(P, s)

=


 2 (−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)

+
Fn,Q(P )

|ΓQ|
+

1

|ΓQ|

n−1
2∑

l=1

Fn,Q,l(P )


 · 1

s

+
(−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)




n−1
2∑

m=1

1

m
+ log(4)


+

Gn,Q(P )

|ΓQ|

+

n−1
2∑

l=1

22l−1 (−1)n−1
2 −l π

n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! |ΓQ| vol(Γ\Hn)

+
1

|ΓQ|

n−1
2∑

l=1

2∑

m=1

Gn,Q,l,m(P ) + O(s),

where Fn,Q(P ), Fn,Q,l(P )
(
l = 1, . . . , n−1

2

)
, Gn,Q(P ) and Gn,Q,l,m(P )

(
l = 1, . . . , n−1

2 ,m = 1, 2
)

are given by (8.29), (8.30), (8.33), (8.34) and (8.35), respectively.

Since the eigenfunctions ψj(P ) (j ∈ N) are invariant under the action of Γ, the same is true for the
functions Fn,Q(P ), Fn,Q,l(P )

(
l = 1, . . . , n−1

2

)
, Gn,Q(P ) andGn,Q,l,m(P )

(
l = 1, . . . , n−1

2 ,m = 1, 2
)
.

Remark 8.1.5.

(a) In the case n = 3 the Laurent expansion of the elliptic Eisenstein series in Proposition 8.1.4
simplifies considerably:
Since for n = 3 there is no N ∈ N with 1 ≤ N ≤ n−3

4 and no N ∈ N with n+1
4 ≤ N ≤ n−3

2 ,
the set

M(n) =
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

n− 3

4

}}
,

=
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{n+ 1

4
, . . . ,

n− 3

2

}}
,

in the proof of Proposition 8.1.4 is empty. Thus, we have Fn,Q(P ) = 0 and Gn,Q(P ) = 0
as the sums defining these functions are empty. This shows that the functions Fn,Q(P ) and
Gn,Q(P ) in the Laurent expansion (8.25) do not appear for n = 3.
Moreover, for n = 3 and l = 1, . . . , n−1

2 there exists no N ∈ N with max
(
n+1
4 , l

)
≤ N ≤ n−3

2 ,
which implies that also the set

M2(n, l) =
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{
max

(n+ 1

4
, l
)
, . . . ,

n− 3

2

}}

in the proof of Proposition 8.1.4 is empty. Hence, we get Fn,Q,l(P ) = 0
(
l = 1, . . . , n−1

2

)
and

Gn,Q,l,m(P ) = 0
(
l = 1, . . . , n−1

2 , m = 1, 2
)
since the sums defining these functions are empty,

and the functions Fn,Q,l(P )
(
l = 1, . . . , n−1

2

)
and Gn,Q,l,m(P )

(
l = 1, . . . , n−1

2 , m = 1, 2
)
in

the Laurent expansion (8.25) do also not appear for n = 3.
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(b) If n ≡ 3 mod 4 and l > n−3
4 , the set

M1(n, l) =
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
l, . . . ,

n− 3

4

}}

in the proof of Proposition 8.1.4 is empty. We can conclude that we always have Fn,Q,l(P ) = 0(
l = n+1

4 , . . . , n−1
2

)
and Gn,Q,l,2(P ) = 0

(
l = n+1

4 , . . . , n−1
2

)
since the sums defining these

functions are empty.

It remains to consider the case n ≡ 1 mod 4.

Proposition 8.1.6. Let n ≡ 1 mod 4. For P ∈ Hn with P 6= ηQ for any η ∈ Γ the elliptic
Eisenstein series Eell

Q (P, s) admits a Laurent expansion at s = 0 of the form

Eell
Q (P, s)− GparQ,3(P, s)

=


 2 (−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)

+
Fn,Q(P )

|ΓQ|
+

1

|ΓQ|

n−1
4∑

l=1

Fn,Q,l(P )


 · 1

s

+
(−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)




n−1
2∑

m=1

1

m
+ log(4)


+

1

|ΓQ|
2∑

m=1

Gn,Q,m(P )

+

n−1
2∑

l=1

22l−1 (−1)n−1
2 −l π

n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! |ΓQ| vol(Γ\Hn)

+
1

|ΓQ|

n−1
4∑

l=1

3∑

m=1

Gn,Q,l,m(P )

+
1

|ΓQ|

n−1
2∑

l=n+3
4

Gn,Q,l,4(P ) + O(s), (8.37)

where

GparQ,3(P, s) :=
1

|ΓQ|

n−1
4∑

l=0

2s+2l π
n−1
2

(
s
2

)
l

l! Γ(s+ 2l)

n−5
4∑

l′=l

(−1)l′−l

(l′ − l)! Γ
(
s− n− 1

2
+ l + l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l′)Epar
ηk

(P, s+ 2l′),

and where the functions Fn,Q(P ), Fn,Q,l(P )
(
l = 1, . . . , n−1

4

)
, Gn,Q,m(P ) (m = 1, 2), Gn,Q,l,m(P )(

l = 1, . . . , n−1
4 ,m = 1, 2, 3

)
and Gn,Q,l,4(P )

(
l = n+3

4 , . . . , n−1
2

)
are invariant under the action of

Γ, and are given by the formulas (8.43), (8.44), (8.45), (8.47), (8.48), (8.49), (8.50) and (8.52) in
the proof, respectively.

Proof. As in the proof of Proposition 8.1.4, for P ∈ Hn with P 6= ηQ for any η ∈ Γ and Re(s) >
n− 1− 2 (n−1

2 + 1) = −2 we have

Eell
Q (P, s) =

1

|ΓQ|

n−1
2∑

l=0

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) +

1

|ΓQ|
∞∑

l=n+1
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l), (8.38)

where the infinite sum is holomorphic in s and we made use of n−1
2 ∈ N again.

Moreover, in the proof of Theorem 6.1.1 we have seen that for P,Q ∈ Hn, l = 0, . . . , n−1
2 and s ∈ C

with Re(s) + 2l = n−1
2 − 2m (m ∈ N0) the function Khyp(P,Q, s + 2l) admits the meromorphic
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continuation

Khyp(P,Q, s+ 2l) =

∞∑

j=0

aj,Q(s+ 2l)ψj(P )

+
2s+2l−1 π

n−3
2

4 iΓ(s+ 2l)

cΓ∑

k=1

∫

Wy,ε

Γ
(s+ 2l − n+ 1 + w

2

)
Γ
(s+ 2l − w

2

)
Epar

ηk
(Q,n− 1− w)Epar

ηk
(P,w) dw

+
2s+2l π

n−1
2

Γ(s+ 2l)

m−1∑

l′=0

(−1)l′

l′!
Γ
(
s+ 2l − n− 1

2
+ l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2(l + l′))Epar
ηk

(P, s+ 2(l + l′))

+
2s+2l−1 π

n−1
2

Γ(s+ 2l)

(−1)m
m!

Γ
(
s+ 2l − n− 1

2
+m

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2(l +m))Epar
ηk

(P, s+ 2(l +m)).

HereWy,ε denotes the following piecewise linear path: the vertical line from n−1
2 − i∞ to n−1

2 − iy,
the horizontal line segment from n−1

2 −iy to n−1
2 +ε−iy, the vertical line segment from n−1

2 +ε−iy
to n−1

2 + ε+ iy, the horizontal line segment from n−1
2 + ε+ iy to n−1

2 + iy, and the vertical line
from n−1

2 + iy to n−1
2 + i∞, where ε ∈ (0, 1) is chosen sufficiently small such that all parabolic

Eisenstein series Epar
ηk

(P, s) (k = 1, . . . , cΓ) have no poles in the strip n−1
2 −2ε < Re(s) < n−1

2 +2ε,
and y is chosen sufficiently large such that y > |Im(s)|. Further, the coefficient aj,Q(s+2l) is given
by

aj,Q(s+ 2l) =
2s+2l−1 π

n−1
2

Γ(s+ 2l)
Γ
(s+ 2l − n−1

2 + irj

2

)
Γ
(s+ 2l − n−1

2 − irj
2

)
ψj(Q).

Through the substitution w = n−1
2 + it in the integral the above meromorphic continuation on the

line Re(s) + 2l = n−1
2 − 2m (m ∈ N0) becomes

Khyp(P,Q, s+ 2l) =

∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

4π

cΓ∑

k=1

∫

W ′
y,ε

at,Q,ηk
(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

+
2s+2l π

n−1
2

Γ(s+ 2l)

m−1∑

l′=0

(−1)l′

l′!
Γ
(
s+ 2l − n− 1

2
+ l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2(l + l′))Epar
ηk

(P, s+ 2(l + l′))

+
2s+2l−1 π

n−1
2

Γ(s+ 2l)

(−1)m
m!

Γ
(
s+ 2l − n− 1

2
+m

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2(l +m))Epar
ηk

(P, s+ 2(l +m)),

where W ′
y,ε denotes the following piecewise linear path: the horizontal line from −∞ to −y, the

vertical line segment from −y to −y − iε, the horizontal line segment from −y − iε to y − iε,
the vertical line segment from y − iε to y, and the horizontal line from y to ∞, and where the
coefficient at,Q,ηk

(s+ 2l) is given by

at,ηk,Q(s+ 2l) =
2s+2l−1 π

n−1
2

Γ(s+ 2l)
Γ
(s+ 2l − n−1

2 + it

2

)
Γ
(s+ 2l − n−1

2 − it
2

)
Epar

ηk

(
Q,

n− 1

2
− it

)
.

198



8.1. The Laurent expansion at s = 0

The assumption n ≡ 1 mod 4 implies that n−1
4 ∈ N, so particularly on the line Re(s) + 2l =

n−1
2 − 2

(
n−1
4 − l

)
= 2l

(
l ∈
{
0, . . . , n−1

4

})
the identity

Khyp(P,Q, s+ 2l) =

∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

4π

cΓ∑

k=1

∫

W ′
y,ε

at,Q,ηk
(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

+
2s+2l π

n−1
2

Γ(s+ 2l)

n−5
4 −l∑

l′=0

(−1)l′

l′!
Γ
(
s+ 2l − n− 1

2
+ l′

)

·
cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2(l + l′))Epar
ηk

(P, s+ 2(l + l′))

+
2s+2l−1 π

n−1
2

Γ(s+ 2l)

(−1)n−1
4 −l

(
n−1
4 − l

)
!
Γ
(
s+ l − n− 1

4

)

·
cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
− s
)
Epar

ηk

(
P,
n− 1

2
+ s
)

(8.39)

holds true, and the sum over l′ in (8.39) can be rewritten as

n−5
4∑

l′=l

(−1)l′−l

(l′ − l)! Γ
(
s− n− 1

2
+ l + l′

) cΓ∑

k=1

Epar
ηk

(Q,n− 1− s− 2l′)Epar
ηk

(P, s+ 2l′).

On the line Re(s) + 2l = n−1
2 − 2

(
n−1
4 − l

)
= 2l

(
l ∈
{

n+3
4 , . . . , n−1

2

})
we have Re(s) + 2l > n−1

2 ,
so the meromorphic continuation is already given by means of

Khyp(P,Q, s+ 2l) =
∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt.

(8.40)
Inserting (8.39) and (8.40) into (8.38), at s = 0 we obtain

Eell
Q (P, s)− GparQ,3(P, s) =

1

|ΓQ|
∞∑

l=n+1
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) +

1

|ΓQ|

n−1
2∑

l=0

(
s
2

)
l

l!

∞∑

j=0

aj,Q(s+ 2l)ψj(P )

+
1

|ΓQ|

n−1
4∑

l=0

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫

W ′
y,ε

at,ηk,Q(s+ 2l)Epar
ηk

(
P,
n− 1

2
+ it

)
dt

+
1

|ΓQ|

n−1
2∑

l=n+3
4

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

+
1

|ΓQ|

n−1
4∑

l=0

2s+2l−1 π
n−1
2

(
s
2

)
l

l! Γ(s+ 2l)

(−1)n−1
4 −l

(
n−1
4 − l

)
!
Γ
(
s+ l − n− 1

4

)

·
cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
− s
)
Epar

ηk

(
P,
n− 1

2
+ s
)
, (8.41)

and to derive the Laurent expansion at s = 0 we work from formula (8.41).

As in the proofs of Proposition 8.1.2 and Proposition 8.1.4, at s = 0 we have the Laurent expansion

1

|ΓQ|
∞∑

l=n+1
2

(
s
2

)
l

l!
Khyp(P,Q, s+ 2l) = O(s). (8.42)
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We start the treatment of the other summands on the right-hand side of (8.41) with the case l = 0.

As in the proof of Proposition 8.1.4, for j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) = vol(Γ\Hn)−1/2,

the function

a0,Q(s)ψ0(P ) =
2s−1 π

n−1
2

vol(Γ\Hn) Γ(s)
Γ
(s
2

)
Γ
(s− n+ 1

2

)

admits a Laurent expansion at s = 0 of the form

a0,Q(s)ψ0(P ) =
2 (−π)n−1

2(
n−1
2

)
! vol(Γ\Hn)

· 1
s
+

(−π)n−1
2(

n−1
2

)
! vol(Γ\Hn)




n−1
2∑

m=1

1

m
+ log(4)


+O(s)

since n−1
2 ∈ N0 holds true.

Now we let j ≥ 1, so either rj > 0 or rj ∈
(
−i n−1

2 , 0
]
holds true. In the proof of Proposition 7.1.6

we have seen that the function Γ
(

s−n−1
2 +irj
2

)
has a pole at s = 0 if and only if

n− 1

4
− irj

2
∈
{
1, . . . ,

n− 1

4

}
⇐⇒ rj ∈

{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
1, . . . ,

n− 1

4

}}
=:M1(n),

while the function Γ
(

s−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
∈
{n− 1

4
, . . . ,

n− 3

2

}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{n− 1

4
, . . . ,

n− 3

2

}}
=:M2(n),

and that M1(n) =M2(n) =:M(n).

Completely analogous to the proof of Proposition 8.1.4, at s = 0 we find the Laurent expansion

∑

j∈N:
rj∈M(n)

aj,Q(s)ψj(P ) = Fn,Q(P ) ·
1

s
+Gn,Q,1(P ) + O(s),

where

Fn,Q(P ) :=
∑

j∈N:
rj∈M(n)

2 (−π)n−1
2(

n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!
ψj(P )ψj(Q), (8.43)

Gn,Q,1(P ) :=
∑

j∈N:
rj∈M(n)

(−π)n−1
2(

n−1
4 +

irj
2

)
!
(

n−1
4 −

irj
2

)
!




n−1
4 +

irj
2∑

m=1

1

m
+

n−1
4 − irj

2∑

m=1

1

m
+ log(4)


ψj(P )ψj(Q),

(8.44)

as well as the Laurent expansion

∑

j∈N:
rj 6∈M(n)

aj,Q(s)ψj(P ) = O(s).

Analogous to the proof of Proposition 7.1.6, the assumptions n−1
4 ∈ N0 and ε ∈ (0, 1) imply that

n−1
4 ± it 6∈ N0 for any t ∈ W ′

y,ε. Together with (A.13) this yields that for any t ∈ W ′
y,ε at s = 0
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we have the Laurent expansions

2s−1 =
1

2
+

log(2)

2
· s+O(s2),

1

Γ(s)
= s+ γ · s2 +O(s3),

Γ
(s− n−1

2 ± it
2

)
= Γ

(
± it

2
− n− 1

4

)
+

1

2
Γ
(
± it

2
− n− 1

4

)
ψ(0)

(
± it

2
− n− 1

4

)
· s+O(s2).

Thus, for k = 1, . . . , cΓ and any t ∈ W ′
y,ε the function at,ηk,Q(s) admits a Laurent expansion at

s = 0 of the form

at,ηk,Q(s) =
π

n−1
2

2
Γ
( it
2
− n− 1

4

)
Γ
(
− it

2
− n− 1

4

)
Epar

ηk

(
Q,

n− 1

2
− it

)
· s+O(s2).

This shows that at s = 0 we have the Laurent expansion

1

4π

cΓ∑

k=1

∫

W ′
y,ε

at,ηk,Q(s)E
par
ηk

(
P,
n− 1

2
+ it

)
dt = O(s).

Moreover, the fact that n−1
4 ∈ N0 implies that at s = 0 we have the Laurent expansion

Γ
(
s− n− 1

4

)
=

(−1)n−1
4(

n−1
4

)
!
· 1
s
+

(−1)n−1
4(

n−1
4

)
!




n−1
4∑

m=1

1

m
− γ


+O(s).

As the parabolic Eisenstein series Epar
ηk

(P,w) (k = 1, . . . , cΓ) have no poles on the line Re(w) = n−1
2 ,

for k = 1, . . . , cΓ we find the Laurent expansions

Epar
ηk

(
P,
n− 1

2
+ s
)
= Epar

ηk

(
P,
n− 1

2

)
+O(s),

Epar
ηk

(
Q,

n− 1

2
− s
)
= Epar

ηk

(
Q,

n− 1

2

)
+O(s)

at s = 0. Together this gives us a Laurent expansion at s = 0 of the form

2s−1 π
n−1
2

Γ(s)

(−1)n−1
4(

n−1
4

)
!
Γ
(
s− n− 1

4

) cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
−s
)
Epar

ηk

(
P,
n− 1

2
+s
)
= Gn,Q,2(P )+O(s),

where

Gn,Q,2(P ) :=
(−π)n−1

2

2
((

n−1
4

)
!
)2

cΓ∑

k=1

Epar
ηk

(
P,
n− 1

2

)
Epar

ηk

(
Q,

n− 1

2

)
. (8.45)

Adding up and taking into account that
(
s
2

)
0
/0! = 1, the summand for l = 0 on the right-hand

side of formula (8.41) admits a Laurent expansion at s = 0 of the form

1

|ΓQ|
∞∑

j=0

aj,Q(s)ψj(P ) +
1

4π |ΓQ|

cΓ∑

k=1

∫

W ′
y,ε

at,ηk,Q(s)E
par
ηk

(
P,
n− 1

2
+ it

)
dt

+
2s−1 π

n−1
2

|ΓQ|Γ(s)
(−1)n−1

4(
n−1
4

)
!
Γ
(
s− n− 1

4

) cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
− s
)
Epar

ηk

(
P,
n− 1

2
+ s
)

=

(
2 (−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)

+
Fn,Q(P )

|ΓQ|

)
· 1
s

+
(−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)




n−1
2∑

m=1

1

m
+ log(4)


+

1

|ΓQ|
2∑

m=1

Gn,Q,m(P ) + O(s). (8.46)
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Next we turn to the case l ∈
{
1, . . . , n−1

4

}
.

If j = 0, i.e. λj = 0, rj = −i n−1
2 and ψj(P ) = vol(Γ\Hn)−1/2, analogous to the proof of

Proposition 8.1.4, the function

(
s
2

)
l

l!
a0,Q(s+ 2l)ψ0(P ) =

(
s
2

)
l

l!

2s+2l−1 π
n−1
2

vol(Γ\Hn) Γ(s+ 2l)
Γ
(s
2
+ l
)
Γ
(s− n+ 1

2
+ l
)

admits a Laurent expansion at s = 0 of the form

(
s
2

)
l

l!
a0,Q(s+ 2l)ψ0(P ) =

22l−1 (−1)n−1
2 −l π

n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! vol(Γ\Hn)

+ O(s).

Now we let j ≥ 1, so that either rj > 0 or rj ∈
(
−i n−1

2 , 0
]
holds true. In the first case clearly

n−1
4 ±

irj
2 − l /∈ N0, and in the latter case n−1

4 ±
irj
2 − l ∈ R with n−1

4 −
irj
2 − l ∈

(
−l, n−1

4 − l
]

and n−1
4 +

irj
2 − l ∈

[
n−1
4 − l, n−1

2 − l
)
.

The elements of N0 contained in the interval
(
−l, n−1

4 − l
]
are 0, . . . , n−1

4 − l, and the interval[
n−1
4 − l, n−1

2 − l
)
contains the elements n−1

4 − l, . . . , n−3
2 − l of N0.

Analogous to the proofs of the previous propositions, this implies that the function Γ
(

s+2l−n−1
2 +irj
2

)

has a pole at s = 0 if and only if

n− 1

4
− irj

2
− l ∈

{
0, . . . ,

n− 1

4
− l
}
⇐⇒ n− 1

4
− irj

2
∈
{
l, . . . ,

n− 1

4

}

⇐⇒ rj ∈
{
− i
(n− 1

2
− 2N

) ∣∣∣ N ∈
{
l, . . . ,

n− 1

4

}}
=:M1(n, l),

while the function Γ
(

s+2l−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
− l ∈

{n− 1

4
− l, . . . , n− 3

2
− l
}
⇐⇒ n− 1

4
+
irj
2
∈
{n− 1

4
, . . . ,

n− 3

2

}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{n− 1

4
, . . . ,

n− 3

2

}}
=:M2(n, l).

Moreover, if n−1
4 −

irj
2 = N for some N ∈

{
l, . . . , n−1

4

}
, then n−1

2 ∈ Z gives us

n− 1

4
+
irj
2

=
n− 1

2
−N ∈ Z and

n− 1

2
−N ∈

[n− 1

4
,
n− 1

2
− l
]
,

so also n−1
4 +

irj
2 ∈

{
n−1
4 , . . . , n−1

2 − l
}
⊆
{

n−1
4 , . . . , n−3

2

}
. Therefore, we have proven that

M1(n, l) ⊆M2(n, l).

Exactly as in the proof of Proposition 8.1.4, at s = 0 we obtain the Laurent expansion

(
s
2

)
l

l!

∑

j∈N:
rj∈M2(n,l)\M1(n,l)

aj,Q(s+ 2l)ψj(P ) = Gn,Q,l,1(P ) + O(s),

where

Gn,Q,l,1(P ) :=
∑

j∈N:
rj∈M2(n,l)\M1(n,l)

22l−1 (−1)n−1
4 +

irj
2 −l π

n−1
2

l (2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q),

(8.47)
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the Laurent expansion

(
s
2

)
l

l!

∑

j∈N:
rj∈M1(n,l)

aj,Q(s+ 2l)ψj(P ) = Fn,Q,l(P ) ·
1

s
+Gn,Q,l,2(P ) + O(s),

where

Fn,Q,l(P ) :=
∑

j∈N:
rj∈M1(n,l)

4l (−π)n−1
2

l (2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
(

n−1
4 −

irj
2 − l

)
!
ψj(P )ψj(Q), (8.48)

Gn,Q,l,2(P ) :=
∑

j∈N:
rj∈M1(n,l)

22l−1 (−π)n−1
2

l (2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
(

n−1
4 −

irj
2 − l

)
!
ψj(P )ψj(Q)

·




n−1
4 +

irj
2 −l∑

m=1

1

m
+

n−1
4 − irj

2 −l∑

m=1

1

m
− 2

2l−1∑

m=1

1

m
+

l−1∑

m=1

1

m
+ log(4)


 , (8.49)

and the Laurent expansion

(
s
2

)
l

l!

∑

j∈N:
rj 6∈M2(n,l)

aj,Q(s+ 2l)ψj(P ) = O(s).

Moreover, from n−1
4 , l ∈ N0 and ε ∈ (0, 1) we can conclude that n−1

4 − l ± ε
2 6∈ N0, yielding that

n−1
4 − l ± it 6∈ N0 for any t ∈ W ′

y,ε. Consequently, for any t ∈ W ′
y,ε at s = 0 we have the Laurent

expansions

2s+2l−1 = 22l−1 + 22l−1 log(2) · s+O(s2),

1

Γ(s+ 2l)
=

1

(2l − 1)!
− 1

(2l − 1)!

(
2l−1∑

m=1

1

m
− γ
)
· s+O(s2),

Γ
(s+ 2l − n−1

2 ± it
2

)
= Γ

(
± it

2
− n− 1

4
+ l
)

+
1

2
Γ
(
± it

2
− n− 1

4
+ l
)
ψ(0)

(
± it

2
− n− 1

4
+ l
)
· s+O(s2).

This implies that for k = 1, . . . , cΓ and any t ∈W ′
y,ε the function at,ηk,Q(s+ 2l) admits a Laurent

expansion at s = 0 of the form

at,ηk,Q(s+ 2l) =
22l−1 π

n−1
2

(2l − 1)!
Γ
( it
2
− n− 1

4
+ l
)
Γ
(
− it

2
− n− 1

4
+ l
)
Epar

ηk

(
Q,

n− 1

2
− it

)
+O(s).

Together with the Laurent expansion

(s
2

)
l
=

(l − 1)!

2
· s+ (l − 1)!

4

(
l−1∑

m=1

1

m

)
· s2 +O(s3)

at s = 0 of the Pochhammer symbol
(
s
2

)
l
this shows that after multiplication by

(
s
2

)
l
/l! at s = 0

we have the Laurent expansion

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫

W ′
y,ε

at,ηk,Q(s+ 2l)Epar
ηk

(
P,
n− 1

2
+ it

)
dt = O(s).
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8. Kronecker limit formulas for elliptic Eisenstein series

Furthermore, n−1
4 ∈ N0 and l ≤ n−1

4 imply that at s = 0 we have the Laurent expansions

Γ
(
s+ l − n− 1

4

)
=

(−1)n−1
4 −l

(
n−1
4 − l

)
!
· 1
s
+

(−1)n−1
4 −l

(
n−1
4 − l

)
!




n−1
4 −l∑

m=1

1

m
− γ


+O(s),

Epar
ηk

(
P,
n− 1

2
+ s
)
= Epar

ηk

(
P,
n− 1

2

)
+O(s),

Epar
ηk

(
Q,

n− 1

2
− s
)
= Epar

ηk

(
Q,

n− 1

2

)
+O(s).

Using this together with the Laurent expansion of
(
s
2

)
l
, we obtain a Laurent expansion at s = 0

of the form

2s+2l−1 π
n−1
2

(
s
2

)
l

l! Γ(s+ 2l)

(−1)n−1
4 −l

(
n−1
4 − l

)
!
Γ
(
s+ l − n− 1

4

) cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
− s
)
Epar

ηk

(
P,
n− 1

2
+ s
)

= Gn,Q,l,3(P ) + O(s),

where

Gn,Q,l,3(P ) :=
4l−1 (−π)n−1

2

l (2l − 1)!
((

n−1
4 − l

)
!
)2

cΓ∑

k=1

Epar
ηk

(
P,
n− 1

2

)
Epar

ηk

(
Q,

n− 1

2

)
. (8.50)

Summing up, for l = 1, . . . , n−1
4 we obtain a Laurent expansion at s = 0 of the form

1

|ΓQ|

(
s
2

)
l

l!

∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

|ΓQ|

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫

W ′
y,ε

at,ηk,Q(s+ 2l)Epar
ηk

(
P,
n− 1

2
+ it

)
dt

+
1

|ΓQ|
2s+2l−1 π

n−1
2

(
s
2

)
l

l! Γ(s+ 2l)

(−1)n−1
4 −l

(
n−1
4 − l

)
!
Γ
(
s+ l − n− 1

4

)

·
cΓ∑

k=1

Epar
ηk

(
Q,

n− 1

2
− s
)
Epar

ηk

(
P,
n− 1

2
+ s
)

=
Fn,Q,l(P )

|ΓQ|
· 1
s
+

22l−1 (−1)n−1
2 −l π

n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! |ΓQ| vol(Γ\Hn)

+
1

|ΓQ|
3∑

m=1

Gn,Q,l,m(P ) + O(s).

(8.51)

It remains to consider the case l ∈
{

n+3
4 , . . . , n−1

2

}
.

As for l ∈
{
1, . . . , n−1

4

}
, if j = 0, i.e. λj = 0, rj = −i n−1

2 and ψj(P ) = vol(Γ\Hn)−1/2, then the
function

(
s
2

)
l

l!
a0,Q(s+ 2l)ψ0(P ) =

(
s
2

)
l

l!

2s+2l−1 π
n−1
2

vol(Γ\Hn) Γ(s+ 2l)
Γ
(s
2
+ l
)
Γ
(s− n+ 1

2
+ l
)

admits a Laurent expansion at s = 0 of the form

(
s
2

)
l

l!
a0,Q(s+ 2l)ψ0(P ) =

22l−1 (−1)n−1
2 −l π

n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! vol(Γ\Hn)

+ O(s).

Let j ≥ 1, so we either have rj > 0 or rj ∈
(
−i n−1

2 , 0
]
. In the first case n−1

4 ± irj
2 − l /∈ N0,

while in the latter case we have n−1
4 ± irj

2 − l ∈ R with n−1
4 − irj

2 − l ∈
(
−l, n−1

4 − l
]
and

n−1
4 +

irj
2 − l ∈

[
n−1
4 − l, n−1

2 − l
)
.

The interval
(
−l, n−1

4 − l
]
contains no element of N0 because of l > n−1

4 , whereas the interval
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8.1. The Laurent expansion at s = 0

[
n−1
4 − l, n−1

2 − l
)
contains the elements 0, . . . , n−3

2 − l of N0.

This shows that the function Γ
(

s+2l−n−1
2 +irj
2

)
cannot have a pole at s = 0, while the function

Γ
(

s+2l−n−1
2 −irj
2

)
has a pole at s = 0 if and only if

n− 1

4
+
irj
2
− l ∈

{
0, . . . ,

n− 3

2
− l
}
⇐⇒ n− 1

4
+
irj
2
∈
{
l, . . . ,

n− 3

2

}

⇐⇒ rj ∈
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{
l, . . . ,

n− 3

2

}}
=:M3(n, l).

If rj ∈M3(n, l), then at s = 0 we have the Laurent expansions

Γ
(s+ 2l − n−1

2 + irj

2

)
= Γ

( irj
2
− n− 1

4
+ l
)

+
1

2
Γ
( irj

2
− n− 1

4
+ l
)
ψ(0)

( irj
2
− n− 1

4
+ l
)
· s+O(s2),

Γ
(s+ 2l − n−1

2 − irj
2

)
=

2 (−1)n−1
4 +

irj
2 −l

(
n−1
4 +

irj
2 − l

)
!
· 1
s
+

(−1)n−1
4 +

irj
2 −l

(
n−1
4 +

irj
2 − l

)
!




n−1
4 +

irj
2 −l∑

m=1

1

m
− γ


+O(s).

Therefore, for j ≥ 1 with rj ∈M3(n, l) the function aj,Q(s+2l)ψj(P ) admits a Laurent expansion
at s = 0 of the form

aj,Q(s+ 2l)ψj(P ) =
4l (−1)n−1

4 +
irj
2 −l π

n−1
2

(2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q) · 1

s
+O(1),

implying that the respective part of the series after multiplication by
(
s
2

)
l
/l! admits a Laurent

expansion at s = 0 of the form
(
s
2

)
l

l!

∑

j∈N:
rj∈M3(n,l)

aj,Q(s+ 2l)ψj(P ) = Gn,Q,l,4(P ) + O(s),

where

Gn,Q,l,4(P ) :=
∑

j∈N:
rj∈M3(n,l)

22l−1 (−1)n−1
4 +

irj
2 −l π

n−1
2

l (2l − 1)!
(

n−1
4 +

irj
2 − l

)
!
Γ
( irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q). (8.52)

In the case rj 6∈M3(n, l) we have the Laurent expansions

Γ
(s+ 2l − n−1

2 ± irj
2

)
= Γ

(
± irj

2
− n− 1

4
+ l
)

+
1

2
Γ
(
± irj

2
− n− 1

4
+ l
)
ψ(0)

(
± irj

2
− n− 1

4
+ l
)
· s+O(s2).

at s = 0. For j ≥ 1 with rj 6∈ M3(n, l) this gives us a Laurent expansion of the function
aj,Q(s+ 2l)ψj(P ) at s = 0 of the form

aj,Q(s+ 2l)ψj(P ) =
22l−1 π

n−1
2

(2l − 1)!
Γ
( irj

2
− n− 1

4
+ l
)
Γ
(
− irj

2
− n− 1

4
+ l
)
ψj(P )ψj(Q) + O(s),

and the respective part of the series after multiplication by
(
s
2

)
l
/l! has a Laurent expansion at

s = 0 of the form (
s
2

)
l

l!

∑

j∈N:
rj 6∈M3(n,l)

aj,Q(s+ 2l)ψj(P ) = O(s).

205



8. Kronecker limit formulas for elliptic Eisenstein series

Moreover, from the inequality l > n−1
4 we derive that for any t ∈ R at s = 0 we have the Laurent

expansions

Γ
(s+ 2l − n−1

2 ± it
2

)
= Γ

(
± it

2
− n− 1

4
+ l
)

+
1

2
Γ
(
± it

2
− n− 1

4
+ l
)
ψ(0)

(
± it

2
− n− 1

4
+ l
)
· s+O(s2).

Thus, for k = 1, . . . , cΓ and any t ∈ R the function at,ηk,Q(s+ 2l) admits a Laurent expansion at
s = 0 of the form

at,ηk,Q(s+ 2l) =
22l−1 π

n−1
2

(2l − 1)!
Γ
( it
2
− n− 1

4
+ l
)
Γ
(
− it

2
− n− 1

4
+ l
)
Epar

ηk

(
Q,

n− 1

2
− it

)
+O(s).

This implies that after multiplication by
(
s
2

)
l
/l! we have the Laurent expansion

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt = O(s)

at s = 0.

Summing up, for l = n+3
4 , . . . , n−1

2 we get a Laurent expansion at s = 0 of the form

1

|ΓQ|

(
s
2

)
l

l!

∞∑

j=0

aj,Q(s+ 2l)ψj(P ) +
1

|ΓQ|

(
s
2

)
l

l!

1

4π

cΓ∑

k=1

∫ ∞

−∞
at,ηk,Q(s+ 2l)Epar

ηk

(
P,
n− 1

2
+ it

)
dt

=
22l−1 (−1)n−1

2 −l π
n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! |ΓQ| vol(Γ\Hn)

+
Gn,Q,l,4(P )

|ΓQ|
+O(s). (8.53)

If we finally put together (8.42), (8.46), (8.51) and (8.53), for P ∈ Hn we obtain a Laurent
expansion at s = 0 of the form

Eell
Q (P, s)− GparQ,3(P, s)

=


 2 (−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)

+
Fn,Q(P )

|ΓQ|
+

1

|ΓQ|

n−1
4∑

l=1

Fn,Q,l(P )


 · 1

s

+
(−π)n−1

2(
n−1
2

)
! |ΓQ| vol(Γ\Hn)




n−1
2∑

m=1

1

m
+ log(4)


+

1

|ΓQ|
2∑

m=1

Gn,Q,m(P )

+

n−1
2∑

l=1

22l−1 (−1)n−1
2 −l π

n−1
2 (l − 1)!

l (2l − 1)!
(
n−1
2 − l

)
! |ΓQ| vol(Γ\Hn)

+
1

|ΓQ|

n−1
4∑

l=1

3∑

m=1

Gn,Q,l,m(P )

+
1

|ΓQ|

n−1
2∑

l=n+3
4

Gn,Q,l,4(P ) + O(s),

where Fn,Q(P ), Fn,Q,l(P )
(
l = 1, . . . , n−1

4

)
, Gn,Q,m(P ) (m = 1, 2), Gn,Q,l,m(P )

(
l = 1, . . . , n−1

4 ,

m = 1, 2, 3) and Gn,Q,l,4(P )
(
l = n+3

4 , . . . , n−1
2

)
are given by (8.43), (8.44), (8.45), (8.47), (8.48),

(8.49), (8.50) and (8.52), respectively.

The eigenfunctions ψj(P ) (j ∈ N) and the parabolic Eisenstein series Epar
ηk

(P, s) (k = 1, . . . , cΓ)

are invariant under the action of Γ. Hence, also the functions Fn,Q(P ), Fn,Q,l(P )
(
l = 1, . . . , n−1

4

)
,

Gn,Q,m(P ) (m = 1, 2), Gn,Q,l,m(P )
(
l = 1, . . . , n−1

4 , m = 1, 2, 3
)
andGn,Q,l,4(P )

(
l = n+3

4 , . . . , n−1
2

)

are Γ-invariant.
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Remark 8.1.7. For n ≡ 1 mod 4 and l > n−3
2 the set

M3(n, l) =
{
− i
(
2N − n− 1

2

) ∣∣∣ N ∈
{
l, . . . ,

n− 3

2

}}
.

in the proof of Proposition 8.1.6 is empty. Thus, we always have Gn,Q,l,4(P ) = 0 for l = n−1
2 since

the sum defining this function is empty.

Remark 8.1.8. The functions GparQ,1(P, s), GparQ,2(P, s) and GparQ,3(P, s) that are subtracted from the

elliptic Eisenstein series Eell
Q (P, s) in the Laurent expansions (8.1), (8.25) and (8.37), respectively,

differ only by the upper limits of summation in the sums over l and l′. This is because the explicit
formulas for the meromorphic continuation of Eell

Q (P, s) to the point s = 0 slightly vary in the
different cases for n.

8.2. Example 1: The case n = 2, Γ = PSL2(Z)

For elliptic Eisenstein series on the upper half-plane H the Laurent expansion at s = 0 and the
Kronecker limit formula in the case Γ = PSL2(Z) were determined by von Pippich in her PhD
thesis [Pip10]. Therefore, the results stated in this section are already known. Nonetheless, we
include them here for the sake of completeness.
Throughout the section we let n = 2. Let Γ ⊆ PSL2(R) be a discrete and cofinite subgroup, i.e. a
Fuchsian subgroup of the first kind. Further, let w ∈ H be a point with elliptic scaling matrix
σw ∈ PSL2(R) and stabilizer subgroup Γw.

Notation 8.2.1. To keep the notation simple, in this section we again omit the index 2 and write
Eell

w (z, s) for the elliptic Eisenstein series Eell
2,w(z, s) associated to the point w ∈ H, and Epar

ηk
(z, s)

for the parabolic Eisenstein series Epar
2,ηk

(z, s) associated to the cusp ηk ∈ CΓ (k = 1, . . . , cΓ).

As an application of Proposition 8.1.2 we can reprove the Laurent expansion of the elliptic Eisen-
stein series Eell

w (z, s) on the upper half-plane H at s = 0, which was established as Proposition 6.1.1.
in [Pip10] (see also Proposition 5.1 in [Pip16]). Note that our function Khyp(z, w, s) differs from
the function P ell

w (z, s) in [Pip10] and [Pip16] by the factor |Γw|, i.e. Khyp(z, w, s) = |Γw|P ell
w (z, s).

Proposition 8.2.2. For z ∈ H with z 6= ηw for any η ∈ Γ the elliptic Eisenstein series Eell
w (z, s)

admits a Laurent expansion at s = 0 of the form

Eell
w (z, s)− 2s

√
π Γ
(
s− 1

2

)

|Γw|Γ(s)

cΓ∑

k=1

Epar
ηk

(w, 1− s)Epar
ηk

(z, s)

= − 2π

|Γw| vol(Γ\H)
+

(
− 2π

|Γw| vol(Γ\H)
+

1

|Γw|
(H2,w,1(z) +H2,w,4(z) +H2,w,5(z))

)
· s+O(s2),

where the functions H2,w,m(z) (m = 1, 4, 5) are invariant under the action of Γ, and are given by
the formulas (8.54), (8.55) and (8.56) in the proof, respectively. Moreover, for z ∈ H they satisfy
the differential equation

∆H (H2,w,1(z) +H2,w,4(z) +H2,w,5(z)) = −
2π

vol(Γ\H)
.

Proof. Proposition 8.1.2 gives us that for z ∈ H with z 6= ηw for any η ∈ Γ the elliptic Eisenstein
series Eell

w (z, s) admits a Laurent expansion at s = 0 of the form

Eell
w (z, s)− 2s

√
π Γ
(
s− 1

2

)

|Γw|Γ(s)

cΓ∑

k=1

Epar
ηk

(w, 1− s)Epar
ηk

(z, s)

= − 2π

|Γw| vol(Γ\H)
+

1

|Γw|
2∑

m=1

G2,w,m(z) +

(
− 2π

|Γw| vol(Γ\H)
+

1

|Γw|
5∑

m=1

H2,w,m(z)

)
· s+O(s2),
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where we used the special values Γ
(
− 1

2

)
= −2√π and ψ(0)

(
− 1

2

)
= 2 − γ − log(4). Moreover, in

Remark 8.1.3 (a) we have noted that the functions G2,w,m(z) (m = 1, 2) and H2,w,m(z) (m = 2, 3)
vanish identically since the sums defining these functions are all empty. Thus, we obtain a Laurent
expansion at s = 0 of the form

Eell
w (z, s)− 2s

√
π Γ
(
s− 1

2

)

|Γw|Γ(s)

cΓ∑

k=1

Epar
ηk

(w, 1− s)Epar
ηk

(z, s)

= − 2π

|Γw| vol(Γ\H)
+

(
− 2π

|Γw| vol(Γ\H)
+

1

|Γw|
(H2,w,1(z) +H2,w,4(z) +H2,w,5(z))

)
· s+O(s2),

where the functions H2,w,m(z) (m = 1, 4, 5) are given by

H2,w,1(z) =

∞∑

l=1

1

2l
Khyp(z, w, 2l), (8.54)

H2,w,4(z) =

√
π

2

∞∑

j=1

Γ
( irj

2
− 1

4

)
Γ
(
− irj

2
− 1

4

)
ψj(z)ψj(w), (8.55)

H2,w,5(z) =
1

8
√
π

cΓ∑

k=1

∫ ∞

−∞

∣∣∣Γ
( it
2
− 1

4

)∣∣∣
2

Epar
ηk

(
z,

1

2
+ it

)
Epar

ηk

(
w,

1

2
− it

)
dt, (8.56)

respectively, and are invariant under the action of Γ. We are left to prove the asserted differential
equation.

We write the above Laurent expansion at s = 0 as

Eell
w (z, s)− 2s

√
π Γ
(
s− 1

2

)

|Γw|Γ(s)

cΓ∑

k=1

Epar
ηk

(w, 1− s)Epar
ηk

(z, s) =

∞∑

r=0

cw,r(z) · sr, (8.57)

where

cw,0(z) = −
2π

|Γw| vol(Γ\H)
, cw,1(z) = −

2π

|Γw| vol(Γ\H)
+

1

|Γw|
(H2,w,1(z)+H2,w,4(z)+H2,w,5(z)).

Further, for z ∈ H the function Eell
w (z, s + 2) is holomorphic at s = 0 and non-vanishing by the

definition of the series. Hence, we have a Laurent expansion at s = 0 of the form

Eell
w (z, s+ 2) =

∞∑

r=0

dw,r(z) · sr, (8.58)

where dw,0(z) = Eell
w (z, 2) 6= 0. Using the differential equations

(∆H − s(1− s))Eell
w (z, s) = −s2Eell

w (z, s+ 2)

and
(∆H − s(1− s))Epar

ηk
(z, s) = 0 (k = 1, . . . , cΓ),

we obtain the identity

(∆H − s(1− s))
(
Eell

w (z, s)− 2s
√
π Γ
(
s− 1

2

)

|Γw|Γ(s)

cΓ∑

k=1

Epar
ηk

(w, 1− s)Epar
ηk

(z, s)

)
= −s2Eell

w (z, s+ 2).

Substituting the Laurent expansions (8.57) and (8.58) into both sides of this equation gives us the
identities ∞∑

r=0

∆H cw,r(z) · sr −
∞∑

r=0

s(1− s) cw,r(z) · sr = −
∞∑

r=0

s2 dw,r(z) · sr
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and ∞∑

r=0

∆H cw,r(z) · sr =

∞∑

r=1

cw,r−1(z) · sr −
∞∑

r=2

cw,r−2(z) · sr −
∞∑

r=2

dw,r−2(z) · sr.

Comparing coefficients yields the recurrence formula

∆H cw,r(z) = cw,r−1(z)− cw,r−2(z)− dw,r−2(z),

where cw,r(z) = dw,r(z) = 0 for r < 0. In particular, for r = 1 we obtain

∆H cw,1(z) = cw,0(z),

which leads to

∆H (H2,w,1(z) +H2,w,4(z) +H2,w,5(z))

= |Γw|∆H

(
− 2π

|Γw| vol(Γ\H)
+

1

|Γw|
(H2,w,1(z) +H2,w,4(z) +H2,w,5(z))

)
= − 2π

vol(Γ\H)
.

This finishes the proof.

Remark 8.2.3. Observing that

∆HK
hyp(z, w, 2l) = 2l (1− 2l)Khyp(z, w, 2l) + 2l (2l + 1)Khyp(z, w, 2l + 2)

for l ∈ N,

∆H ψj(z) = λj ψj(z) =
(1
2
+ irj

)(1
2
− irj

)
ψj(z)

for j ∈ N, and

∆HE
par
ηk

(
z,

1

2
+ it

)
=
(1
2
+ it

)(1
2
− it

)
Epar

ηk

(
z,

1

2
+ it

)

for k = 1, . . . , cΓ and t ∈ R, and using the spectral expansion (5.1) with n = 2 and s = 2, the
differential equation

∆H (H2,w,1(z) +H2,w,4(z) +H2,w,5(z)) = −
2π

vol(Γ\H)
.

can also be verified by a direct computation.

In the remainder of this section we state the results from [Pip10] and [Pip16]. We omit the proofs
here.

Theorem 8.2.4. For z ∈ H with z 6= γw for any γ ∈ Γ the elliptic Eisenstein series Eell
w (z, s)

admits a Laurent expansion at s = 0 of the form

Eell
w (z, s)− 2s

√
π Γ
(
s− 1

2

)

|Γw|Γ(s)

cΓ∑

k=1

Epar
ηk

(w, 1− s)Epar
ηk

(z, s)

= − 2π

|Γw| vol(Γ\H)
− log

(
|Hw(z)| Im(z)Cw

)
· s+O(s2),

where Hw(z) is a holomorphic function, unique up to multiplication with a complex constant of
absolute value 1, which vanishes if and only if z = γw for some γ ∈ Γ, and which satisfies

Hw(γz) = εw(γ) (cz + d)2Cw Hw(z)

for any γ =

(
a b
c d

)
∈ Γ. Here εw(γ) ∈ C is a constant of absolute value 1 which depends only on

w and γ but is independent of z, and

Cw :=
2π

|Γw| vol(Γ\H)
∈ Q.
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Proof. See [Pip10], Theorem 6.1.2. See also [Pip16], Theorem 5.2.

For the specific group Γ = PSL2(Z) and the elliptic Eisenstein series Eell
ej (z, s) associated to the

elliptic fixed points e1 = i and e2 = ρ := exp
(
2πi
3

)
of Γ, von Pippich has proven the following

Kronecker limit formulas.

Proposition 8.2.5. Let Γ = PSL2(Z). For z ∈ H with z 6= γi for any γ ∈ Γ the elliptic Eisenstein
series Eell

i (z, s) admits a Laurent expansion at s = 0 of the form

Eell
i (z, s)− 2s−1

√
π Γ
(
s− 1

2

)

Γ(s)
Epar

∞ (i, 1− s)Epar
∞ (z, s)

= −3 +
(
− log(|E6(z)| Im(z)3) +Bi

)
· s+O(s2),

where Bi := −72 ζ ′(−1)+3 log(2π)−12 log
(
Γ
(
1
4

))
, and where E6(z) is the holomorphic Eisenstein

series of weight 6 given by (3.21).
Further, for z ∈ H with z 6= γρ for any γ ∈ Γ the elliptic Eisenstein series Eell

ρ (z, s) admits a
Laurent expansion at s = 0 of the form

Eell
ρ (z, s)− 2s

√
π Γ
(
s− 1

2

)

3Γ(s)
Epar

∞ (ρ, 1− s)Epar
∞ (z, s)

= −2 +
(
− log(|E4(z)| Im(z)2) +Bρ

)
· s+O(s2),

where Bρ := −48 ζ ′(−1)+4 log
(

2π√
3

)
−12 log

(
Γ
(
1
3

))
, and where E4(z) is the holomorphic Eisen-

stein series of weight 4 given by (3.21).

Proof. See [Pip10], Proposition 6.2.2. See also [Pip16], Proposition 6.2.

Corollary 8.2.6. Let Γ = PSL2(Z). For z ∈ H with z 6= γi for any γ ∈ Γ the elliptic Eisenstein
series Eell

i (z, s) admits a Laurent expansion at s = 0 of the form

Eell
i (z, s) = − log

(
|E6(z)| |∆(z)|−1/2

)
· s+O(s2).

Further, for z ∈ H with z 6= γρ for any γ ∈ Γ the elliptic Eisenstein series Eell
ρ (z, s) admits a

Laurent expansion at s = 0 of the form

Eell
ρ (z, s) = − log

(
|E4(z)| |∆(z)|−1/3

)
· s+O(s2).

Here ∆(z) is the Delta function given by (3.20).

Proof. See [Pip10], Corollary 6.2.3. See also [Pip16], Corollary 6.3.

8.3. Example 2: The case n = 3, Γ = PSL2(Z[i])

As in the previous chapter we now consider the specific case n = 3 and Γ = PSL2(Z[i]) as a
second example. We first give a Laurent expansion of the elliptic Eisenstein series at s = 0 for
a general discrete and cofinite subgroup Γ ⊆ PSL2(C), and then use our knowledge about the
parabolic Eisenstein series Epar

∞ (P, s) for PSL2(Z[i]) to derive a Kronecker limit formula for the
elliptic Eisenstein series for this group.
Throughout the section we let n = 3. Let Γ ⊆ PSL2(C) be a discrete and cofinite subgroup.
Further, let Q ∈ H3 be a point with elliptic scaling matrix σQ ∈ PSL2(C) and stabilizer subgroup
ΓQ.
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Notation 8.3.1. To keep the notation simple, in this section we again omit the index 3 and write
Eell

Q (P, s) for the elliptic Eisenstein series Eell
3,Q(P, s) associated to the point Q ∈ H3, and Epar

ηk
(P, s)

for the parabolic Eisenstein series Epar
3,ηk

(P, s) associated to the cusp ηk ∈ CΓ (k = 1, . . . , cΓ).

Before we treat the special case Γ = PSL2(Z[i]), from Proposition 8.1.4 we derive the following
Laurent expansion for a general discrete and cofinite subgroup Γ ⊆ PSL2(C).

Proposition 8.3.2. For P ∈ H3 with P 6= γQ for any γ ∈ Γ the elliptic Eisenstein series
Eell

Q (P, s) admits a Laurent expansion at s = 0 of the form

Eell
Q (P, s)− 2s π

|ΓQ| (s− 1)

cΓ∑

k=1

Epar
ηk

(Q, 2− s)Epar
ηk

(P, s)

= − 2π

|ΓQ| vol(Γ\H3)
· 1
s
+

π (1− log(4))

|ΓQ| vol(Γ\H3)
+ O(s).

Proof. Proposition 8.1.4 implies that for P ∈ H3 with P 6= γQ for any γ ∈ Γ the elliptic Eisenstein
series Eell

Q (P, s) admits a Laurent expansion at s = 0 of the form

Eell
Q (P, s)− 2s π

|ΓQ| (s− 1)

cΓ∑

k=1

Epar
ηk

(Q, 2− s)Epar
ηk

(P, s)

=

(
− 2π

|ΓQ| vol(Γ\H3)
+
F3,Q(P )

|ΓQ|
+
F3,Q,1(P )

|ΓQ|

)
· 1
s

− π (1 + log(4))

|ΓQ| vol(Γ\H3)
+
G3,Q(P )

|ΓQ|
+

2π

|ΓQ| vol(Γ\H3)
+

1

|ΓQ|
2∑

m=1

G3,Q,1,m(P ) + O(s),

where we used that Γ(s)−1 Γ(s− 1) = (s− 1)−1. Further, we have noted in Remark 8.1.5 (a) that
the functions F3,Q(P ), G3,Q(P ), F3,Q,1(P ) and G3,Q,1,m(P ) (m = 1, 2) all vanish identically since
the sums defining these functions are empty. Thus, we obtain a Laurent expansion at s = 0 of the
form

Eell
Q (P, s)− 2s π

|ΓQ| (s− 1)

cΓ∑

k=1

Epar
ηk

(Q, 2− s)Epar
ηk

(P, s)

= − 2π

|ΓQ| vol(Γ\H3)
· 1
s
+

π (1− log(4))

|ΓQ| vol(Γ\H3)
+ O(s).

In the remainder of this section we consider the case Γ = PSL2(Z[i]). To that aim we quickly
recall the setting and the results from section 7.3.

The imaginary quadratic field K = Q(i) has the ring of integers OK = Z[i], discriminant dK =
dQ(i) = −4 and class number hK = hQ(i) = 1. Further, the group Γ = PSL2(OK) = PSL2(Z[i])
is a discrete and cofinite subgroup of PSL2(C) which admits only one cusp η1 = ∞ and has the
hyperbolic volume

vol(Γ\H3) =
|dQ(i)|3/2

4π2
ζQ(i)(2) =

2 ζQ(i)(2)

π2
. (8.59)

The parabolic Eisenstein series Epar
∞ (P, s) associated to the cusp∞ of Γ, which is given for P ∈ H3

and s ∈ C with Re(s) > 2 by

Epar
∞ (P, s) =

∑

γ∈Γ∞\Γ
r(γP )s,

admits a simple pole at s = 2 with residue

Ress=2E
par
∞ (P, s) =

π2

4 ζQ(i)(2)
=

1

2 vol(Γ\H3)
.
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At s = 2 it has the Laurent expansion

Epar
∞ (P, s) =

π2

4 ζQ(i)(2)
· 1

s− 2
− π2

4 ζQ(i)(2)
log(ηQ(i)(P ) r(P )) +

CQ(i)

2
+ O(s− 2),

where CQ(i) ∈ C is a constant and ηQ(i) : H3 → R is a function which satisfies ηQ(i)(γP ) =

||cP + d||2 ηQ(i)(P ) for any γ =

(
a b
c d

)
∈ Γ.

Using Proposition 8.3.2 and the results from section 7.3, in particular Lemma 7.3.5, we now find
the following Kronecker limit formula for the elliptic Eisenstein series Eell

Q (P, s).

Theorem 8.3.3. Let Γ = PSL2(Z[i]). For P ∈ H3 with P 6= ηQ for any η ∈ Γ the elliptic
Eisenstein series Eell

Q (P, s) admits a Laurent expansion at s = 0 of the form

Eell
Q (P, s) = − 3π3

4 |ΓQ| ζQ(i)(2)
· 1
s
+

π3

4 |ΓQ| ζQ(i)(2)
log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
− π CQ(i)

|ΓQ|

− π3

4 |ΓQ| ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
− 2 (1 + γ) + log(32) +

ζ ′
Q(i)(2)

ζQ(i)(2)

)
+O(s),

where ζQ(i)(s) is the Dedekind zeta function of Q(i) and ∆(z) is the Delta function given by (3.20).

Proof. Proposition 8.3.2 yields that for P ∈ H3 with P 6= ηQ for any η ∈ Γ the elliptic Eisenstein
series Eell

Q (P, s) admits a Laurent expansion at s = 0 of the form

Eell
Q (P, s)− 2s π

|ΓQ| (s− 1)
Epar

∞ (Q, 2− s)Epar
∞ (P, s)

= − π3

|ΓQ| ζQ(i)(2)
· 1
s
+
π3 (1− log(4))

2 |ΓQ| ζQ(i)(2)
+ O(s),

where we inserted the hyperbolic volume (8.59). In order to obtain the Laurent expansion of the
elliptic Eisenstein series Eell

Q (P, s) at s = 0, we first determine the respective expansion of

2s π

|ΓQ| (s− 1)
Epar

∞ (Q, 2− s)Epar
∞ (P, s).

From the Laurent expansions

2s = 1 + log(2) · s+O(s2),

1

s− 1
= −1− s+O(s2),

at s = 0 we derive the Laurent expansion

2s π

|ΓQ| (s− 1)
= − π

|ΓQ|
− π (1 + log(2))

|ΓQ|
· s+O(s2).

Moreover, by Lemma 7.3.5, at s = 0 we have the Laurent expansion

Epar
∞ (Q, 2− s)Epar

∞ (P, s) = − π2

4 ζQ(i)(2)
· 1
s
− π2

4 ζQ(i)(2)
log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
+ CQ(i)

+
π2

4 ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
+ 1− 2γ + log(4) +

ζ ′
Q(i)(2)

ζQ(i)(2)

)
+O(s).
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Therefore, at s = 0 we obtain

2s π

|ΓQ| (s− 1)
Epar

∞ (Q, 2− s)Epar
∞ (P, s)

=
π3

4 |ΓQ| ζQ(i)(2)
· 1
s
+

π3

4 |ΓQ| ζQ(i)(2)
log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
− π CQ(i)

|ΓQ|

− π3

4 |ΓQ| ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
− 2γ + log(2) +

ζ ′
Q(i)(2)

ζQ(i)(2)

)
+O(s).

Adding up, at s = 0 we finally get the Laurent expansion

Eell
Q (P, s) = − 3π3

4 |ΓQ| ζQ(i)(2)
· 1
s
+

π3

4 |ΓQ| ζQ(i)(2)
log
(
ηQ(i)(P ) ηQ(i)(Q) r(P ) r(Q)

)
− π CQ(i)

|ΓQ|

− π3

4 |ΓQ| ζQ(i)(2)

(
log
(
|∆(i)|1/6

)
− 2 (1 + γ) + log(32) +

ζ ′
Q(i)(2)

ζQ(i)(2)

)
+O(s).

Remark 8.3.4. Similar to Theorem 8.3.3, one could also derive a Kronecker limit formula for
elliptic Eisenstein series in H3 for Γ = PSL2(OK), where K is some other imaginary quadratic
field with ring of integers OK and class number hK = 1.
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A. Appendix: Special functions and

identities

The main references for this appendix are [GR14] and [AS48].

A.1. The gamma function and related functions

For s ∈ C with Re(s) > 0 the gamma function Γ(s) is defined as the integral

Γ(s) :=

∫ ∞

0

exp(−t) ts−1 dt.

It admits a meromorphic continuation in s to the whole complex plane, which is given by

Γ(s) =

∫ ∞

0

exp(−t) ts−1 dt+

∞∑

m=0

(−1)m
m!

1

s+m
.

This implies that Γ(s) has a simple pole at the point s = −m for any m ∈ N0 with residue

Ress=−m Γ(s) =
(−1)m
m!

. (A.1)

The meromorphically continued function Γ(s) has no zeros in C, so that 1/Γ(s) is an entire function.

For any m ∈ N the gamma function has the special value

Γ(m) = (m− 1)!,

while other important values are

Γ
(1
2

)
=
√
π and Γ

(
− 1

2

)
= −2√π.

A further useful property is the identity

Γ(s) = Γ(s). (A.2)

The function Γ(s) satisfies the well-known recursion formula

Γ(s+ 1) = sΓ(s), (A.3)

the functional equation

Γ(s) Γ(1− s) = π

sin(πs)

and the duplication formula

Γ(s) Γ
(
s+

1

2

)
= 21−2s

√
π Γ(2s). (A.4)

Stirling’s asymptotic formula states that

log(Γ(s)) =
1

2
log(2π)− 1

2
log(s) + s log(s)− s+ o(1)
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as s → ∞, provided that s remains in a sector of the form |arg(s)| < π − ε for some ε > 0. In
particular, for fixed σ ∈ R and |t| → ∞ we have the asymptotics

|Γ(σ + it)| ∼
√
2π |t|σ−1/2 exp

(
− π|t|

2

)
(A.5)

with an implied constant depending on σ.

The Euler-Mascheroni constant γ is defined as the limit

γ := lim
n→∞

(
n∑

l=1

1

l
− log(n)

)
. (A.6)

It has the numerical value γ = 0.57721....

For k ∈ N0 the polygamma function ψ(k)(s) of order k is defined as the (k + 1)-th derivative of
the logarithm of the gamma function, i.e.

ψ(k)(s) :=
dk+1

dsk+1
log(Γ(s)). (A.7)

The function ψ(k)(s) is meromorphic on C and admits a pole of order k + 1 at the point s = −m
for any m ∈ N0.
In particular, for k = 0 we get the digamma function ψ(0)(s), which is given by

ψ(0)(s) =
d

ds
log(Γ(s)) =

Γ′(s)
Γ(s)

(A.8)

and satisfies the identity

ψ(k)(s) =
dk

dsk
ψ(0)(s).

Thus, the derivative Γ′(s) of the gamma function can be written as

Γ′(s) = Γ(s)ψ(0)(s) (k ∈ N0).

For any m ∈ N the function ψ(0)(s) has the special value

ψ(0)(m) =

m−1∑

l=1

1

l
− γ, (A.9)

while for m ∈ N0 we have

ψ(0)
(
m+

1

2

)
=

m∑

l=1

2

2l − 1
− γ − 2 log(2). (A.10)

The digamma function satisfies the recursion formula

ψ(0)(s+ 1) = ψ(0)(s) +
1

s
. (A.11)

For any m ∈ N0, at the pole s = −m the gamma function admits a Laurent expansion of the form

Γ(s) =
(−1)m
m!

· 1

s+m
+

(−1)m
m!

ψ(0)(m+ 1) + O(s+m)

=
(−1)m
m!

· 1

s+m
+

(−1)m
m!

(
m∑

l=1

1

l
− γ
)

+O(s+m). (A.12)
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A.1. The gamma function and related functions

If Γ(s) is holomorphic at some point s0 ∈ C, then at s = s0 it admits the Laurent expansion
(respectively, the Taylor expansion)

Γ(s) = Γ(s0) + Γ(s0)ψ
(0)(s0) · (s− s0) + O((s− s0)2). (A.13)

For s ∈ C and m ∈ N0 the Pochhammer symbol (s)m is given by

(s)m :=
Γ(s+m)

Γ(s)
. (A.14)

From (A.3) one derives the alternative formula

(s)m =

m−1∏

j=0

(s+ j).

At s = 0 the Pochhammer symbol (s)m admits the Laurent expansion

(s)m = Γ(m) · s+ Γ(m) (ψ(0)(m) + γ) · s2 +O(s3)

= (m− 1)! · s+ (m− 1)!

(
m−1∑

l=1

1

l

)
· s2 +O(s3). (A.15)

For a, b ∈ C with Re(a),Re(b) > 0 the beta function B(a, b) is defined as

B(a, b) :=

∫ 1

0

ta−1 (1− t)b−1 dt. (A.16)

It is related to the gamma function via the identity

B(a, b) =
Γ(a) Γ(b)

Γ(a+ b)
= B(b, a).

For α ∈ C with Re(α) > 0 we have (see, e.g., [GR14], formula 3.249, 5.)

∫ 1

0

(1− t2)α−1 dt =
1

2
B
(1
2
, α
)
=

√
π Γ(α)

2 Γ
(
α+ 1

2

) . (A.17)

Further, for µ, ν ∈ C with Re(µ) > −1 and Re(ν − µ) > 0 the integral formula

∫ ∞

0

sinh(u)µ

cosh(u)ν
du =

1

2
B
(µ+ 1

2
,
ν − µ
2

)

holds true (see, e.g., [GR14], formula 3.512, 2.). Choosing µ = 0, for Re(ν) > 0 we obtain

∫ ∞

0

cosh(u)−ν du =
1

2
B
(1
2
,
ν

2

)
=

√
π Γ
(
ν
2

)

2Γ
(
ν+1
2

) .

Applying the duplication formula (A.4) for the Gamma function now yields the identity

∫ ∞

0

cosh(u)−ν du =
2ν−2 Γ

(
ν
2

)2

Γ(ν)
, (A.18)

where Re(ν) > 0.
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A.2. The Gauss hypergeometric function

The differential equation

z(1− z) f ′′ + (c− (a+ b+ 1)z) f ′ − ab f = 0,

where a, b, c ∈ C, c 6= −m for any m ∈ N0 and z ∈ C, has as solution the Gauss hypergeometric
function 2F1(a, b; c; z). For z ∈ C with |z| < 1 it is given by the series

2F1(a, b; c; z) =
∞∑

k=0

(a)k (b)k
k! (c)k

zk. (A.19)

For Re(c) > Re(b) > 0 the Gauss hypergeometric function has the integral representation (see,
e.g., [GR14], formula 9.111)

2F1(a, b; c; z) =
Γ(c)

Γ(b) Γ(c− b)

∫ 1

0

tb−1 (1− t)c−b−1 (1− tz)−a dt.

This integral is an analytic function for z lying in the complex plane cut along the real axis from
1 to ∞, giving the analytic continuation of the series (A.19).

The function 2F1(a, b; c; z) satisfies a variety of transformation formulas, examples of these being
the linear transformation rules

2F1(a, b; c; z) = (1− z)−a
2F1

(
a, c− b; c; z

z − 1

)
= (1− z)−b

2F1

(
b, c− a; c; z

z − 1

)

= (1− z)c−a−b
2F1(c− a, c− b; c; z) (A.20)

(see, e.g., [GR14], formula 9.131, 1.), and

2F1(a, b; c; z) =
Γ(c) Γ(b− a)
Γ(b) Γ(c− a) (1− z)

−a
2F1

(
a, c− b; a− b+ 1;

1

1− z
)

+
Γ(c) Γ(a− b)
Γ(a) Γ(c− b) (1− z)

−b
2F1

(
b, c− a; b− a+ 1;

1

1− z
)
, (A.21)

where |arg(1− z)| < π (see, e.g., [AS48], formula 15.3.8).

Moreover, for z ∈ C with |z| < 1 the identity

2F1(a, b; b; z) =

∞∑

k=0

(a)k
k!

zk = (1− z)−a (A.22)

holds true (see, e.g., [AS48], formula 15.1.8).

A.3. Associated Legendre functions

The differential equation

(1− z2) f ′′ − 2z f ′ +

(
ν(ν + 1)− µ2

1− z2
)
f = 0, (A.23)

where the degree ν ∈ C and the order µ ∈ C are arbitrary complex numbers, is called associated
Legendre equation. A fundamental system of solutions for this homogeneous linear differential
equation of second order is given by the associated Legendre functions Pµ

ν (z) and Q
µ
ν (z).
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For z ∈ C with |arg(z ± 1)| < π the associated Legendre function of the first kind Pµ
ν (z) of degree

ν and order µ is given by

Pµ
ν (z) =

1

Γ(1− µ)

(
z + 1

z − 1

)µ/2

2F1

(
− ν, ν + 1; 1− µ; 1− z

2

)
, (A.24)

while for z ∈ R with −1 < z < 1 we have the representation

Pµ
ν (z) =

1

Γ(1− µ)

(
1 + z

1− z

)µ/2

2F1

(
− ν, ν + 1; 1− µ; 1− z

2

)
.

Furthermore, for z ∈ C with |arg(z ± 1)| < π the associated Legendre function of the second kind
Qµ

ν (z) of degree ν and order µ is given by

Qµ
ν (z) =

eµπi
√
π Γ(ν + µ+ 1)

2ν+1 Γ
(
ν + 3

2

) (z2−1)µ/2 z−ν−µ−1
2F1

(ν + µ+ 2

2
,
ν + µ+ 1

2
; ν+

3

2
;
1

z2

)
, (A.25)

and for z ∈ R with −1 < z < 1 we have the representation

Qµ
ν (z) =

π

2 sin(µπ)

(
Pµ
ν (z) cos(µπ)−

Γ(ν + µ+ 1)

Γ(ν − µ+ 1)
P−µ
ν (z)

)
.

In the case µ = 0, equation (A.23) is called Legendre equation and its linearly independent solutions

Pν(z) := P 0
ν (z) = 2F1

(
− ν, ν + 1; 1;

1− z
2

)

and Qν(z) := Q0
ν(z) are called Legendre functions of the first and second kind, respectively. For

µ = 0 and ν ∈ N0, equation (A.23) reduces to the differential equation for Legendre polynomials.

For Re(µ) > − 1
2 and |arg(z ± 1)| < π the associated Legendre function of the first kind has the

integral representation

P−µ
ν (z) =

(z2 − 1)µ/2

2µ
√
π Γ
(
µ+ 1

2

)
∫ 1

−1

(1− t2)µ−1/2

(
z + t

√
z2 − 1

)µ−ν dt (A.26)

(see, e.g., [GR14], formula 8.711, 1.).

Moreover, for Re(µ) < 1, Re(s+ µ+ ν) > 0 and Re(s+ µ− ν) > 1 we have the identity (see, e.g.,
formula [GR14], 7.132, 7.)

∫ ∞

1

t−s (t2 − 1)−µ/2 Pµ
ν (t) dt =

2s+µ−2

√
π Γ(s)

Γ
(s+ µ+ ν

2

)
Γ
(s+ µ− ν − 1

2

)
. (A.27)

A.4. Further functions and identities

For s ∈ C with Re(s) > 1 the Riemann zeta function ζ(s) is defined as the Dirichlet series

ζ(s) :=

∞∑

k=1

1

ks
. (A.28)

It admits a meromorphic continuation in s to the whole complex plane, which is holomorphic on
C \ {1} and has a simple pole at s = 1 with residue 1.
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The function ζ(s) satisfies the functional equation

ζ(s) = 2s πs−1 sin
(π s

2

)
Γ(1− s) ζ(1− s),

which can also be written in the symmetric form

Γ
(s
2

)
π−s/2 ζ(s) = Γ

(1− s
2

)
π(s−1)/2 ζ(1− s).

The Riemann zeta function ζ(s) has no zero with Re(s) > 1, and a zero at the point s = −2m for
any m ∈ N. The remaining zeros of ζ(s) are all located in the strip {s ∈ C | 0 < Re(s) < 1}.

Well-known values of the Riemann zeta function include

ζ(2) =
π2

6
, ζ(0) = −1

2
and ζ(−1) = − 1

12
.

The differential equation
z2 f ′′ + z f ′ − (z2 − ν2) f = 0

has as solutions the modified Bessel functions. The modified Bessel function of the first kind Iν(z)
is given by

Iν(z) =

∞∑

k=0

1

k! Γ(ν + k + 1)

(z
2

)ν+2k

,

while the modified Bessel function of the second kind Kν(z) is given by

Kν(z) =
π (I−ν(z)− Iν(z))

2 sin(πν)
. (A.29)

Finally, we state the first law of cosines in hyperbolic geometry, which we quote from Theorem
3.5.3. in [Rat94]: If α, β, γ are the angles of a hyperbolic triangle and a, b, c are the lengths of the
opposite sides, then we have

cos(γ) =
cosh(a) cosh(b)− cosh(c)

sinh(a) sinh(b)
. (A.30)

In case that γ is a right angle, we have cos(γ) = 0, so (A.30) implies that the side lengths satisfy
the identity

cosh(c) = cosh(a) cosh(b). (A.31)
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