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Abstract I 

 

Abstract 
The drivability of a vehicle is strongly affected by its transmission. Especially dual clutch transmis-
sions (DCT) offer the chance of a comfortable drivability through its ability of blending the torque 
during gear shifts from one clutch to the other (jerkless shifting). Another advantage is the higher 
efficiency compared to torque converters. These advantages come with the drawback of a high 
control effort for the clutch engagement of the two clutches. The control effort is handled with 
software functions (developed using model-based programming languages) deployed on the trans-
mission control unit (TCU) with adjustable control parameters (calibration parameters). With 
these control parameters e.g., the driving behavior is adjustable for different vehicle, engine com-
binations. Calibration engineers set these parameters at different ambient conditions to comply 
with customer requirements in an iterative time-consuming process on costly test trips. Therefore, 
costs are increasing with increasing control opportunities. An approach for decreasing these costs 
is to automate the optimization of the calibration parameters. Several approaches have already 
been introduced but some suffer from lack of stability or time efficiency. Hence, to optimize these 
parameters the target state optimization (TSO) algorithm is illustrated where a target state is ap-
proached with a hybrid solution of reinforcement learning (RL) and supervised learning (SL) to 
overcome existing drawbacks. Since particularly at low speeds the transmission behavior must 
meet the intention of the driver (drivers tend to be more perceptive at low speeds) the control of 
the launch behavior is crucial and is therefore investigated in this study. The algorithm is applied 
in different environments e.g., in a software in the loop (SiL) environment as well as in different 
test vehicles to optimize the launch behavior and to verify if a deployment in existing development 
processes is possible. Further the application in different environments such as in different test 
vehicles proves the ability of the TSO algorithm to generalize. 



 

 

II Kurzfassung 

 

Kurzfassung 
Das Fahrverhalten eines Fahrzeugs mit Verbrennungsmotor wird stark von dessen Getriebe beein-
flusst. Vor allem Doppelkupplungsgetriebe (DCT) bieten durch die Fähigkeit bei Schaltungen das 
Drehmoment von der aktiven Kupplung (aktueller Gang) auf die passive Kupplung (nächst höhe-
rer/kleiner Gang) zu überblenden die Möglichkeit eines komfortablen Fahrverhaltens. Mit dieser 
Eigenschaft lassen sich Gangwechsel ruckfrei durchführen. Ein weiterer Vorteil ist die höhere Effi-
zienz im Vergleich zu automatisierten Getrieben mit Drehmomentwandlern. Diese Vorteile gehen 
mit dem Nachteil eines hohen Kalibrationsaufwands einher. Die aufwendige Regelung wird mit 
Softwarefunktionen (entwickelt mit modellbasierten Programmiersprachen), welche auf dem Ge-
triebesteuergerät (TCU) ausgeführt werden realisiert. Diese Softwarefunktionen enthalten einstell-
bare Kalibrationsparameter. Mit diesen Kalibrationsparametern kann das Fahrverhalten für ver-
schiedene Fahrzeug-Motoren-Kombinationen eingestellt werden. Kalibrierungsingenieure stellen 
diese Parameter in verschiedenen Umgebungsbedingungen unter Berücksichtigung von Kunden-
anforderungen ein. Dieser iterative und zeitaufwendige Prozess findet üblicherweise auf kostspie-
ligen Fahrzeugerprobungen statt. Ein Ansatz, die entstehenden Kosten zu senken, besteht darin, 
die Optimierung der Kalibrierungsparameter zu automatisieren. Dazu gibt es bereits mehrere An-
sätze, wobei einige allerdings sehr zeitintensiv oder Ergebnisse teilweise nicht reproduzierbar sind. 
Aus diesem Grund wird in dieser Arbeit der Target State Optimization (TSO) Algorithmus veran-
schaulicht, welcher versucht, ein vordefiniertes Ziel anzunähern. Der Algorithmus ist hierbei eine 
Hybridlösung aus Reinforcement Learning (RL) und Supervised Learning (SL) und versucht damit 
bestehende Nachteile zu überwinden. Da besonders bei niedrigen Geschwindigkeiten das Fahrver-
halten dem Fahrerwunsch entsprechen sollte (Fahrer neigen dazu, bei niedrigen Geschwindigkei-
ten feinfühliger gegenüber Beschleunigungsänderungen zu sein), wird in dieser Arbeit die Opti-
mierung des Anfahrvorgangs angestrebt. Dabei wird der Algorithmus in verschiedenen Testumge-
bungen (z.B. in einer Software-in-the-Loop-Umgebung), aber auch in verschiedenen Testfahrzeu-
gen eingesetzt. Dabei soll ermittelt werden, ob ein Einsatz in bestehende Entwicklungsprozesse 
möglich ist. Durch Anwendung des Algorithmus in verschiedenen Testumgebungen und Testfahr-
zeugen wird die Anpassungsfähigkeit des Algorithmus auf unterschiedliche Optimierungsumge-
bungen gezeigt. 
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1 Introduction 
Since the legislative requirements regarding emissions are constantly getting stricter, manufactur-
ers of the automotive industry are urged to improve their products to meet these requirements and 
additionally the customer demands. The improvements must be considered by the vehicle manu-
facturers itself as well as by their suppliers. Therefore, beside the improvement of internal com-
bustion engines also parts of the entire powertrain must be improved. Since changing mechanical 
parts is very expensive the software of the engine control unit (ECU) and the transmission control 
unit (TCU) are preferably improved to change the behavior of the corresponding powertrain com-
ponents. 

With an increasing number of legislative requirements also the amount of software functions e.g., 
due to the hybridization of the powertrain are increasing. With the number of functions within the 
software, also the number of parameters to be optimized is increasing. 

The transmission is also the component which affects the drivability of a vehicle the most. Thus, 
leads to the issue of an optimization of the software of the TCU regarding emissions, drivability 
without worsening the lifetime of a gear box. The problem is that adjustments of the software of 
the ECU (e.g., due to legislative requirements or engine optimization) requires necessarily the 
adjustment of the parameters of the TCU. The adjustments on the TCU are required since usually 
the engine torque behavior is controlled by the ECU which is an input of the TCU. To fit e.g., the 
clutch engagement (during gear shifts or vehicle launches) to the new engine torque behavior, 
therefore the TCU parameters also need an adjustment. 

Since the dual clutch transmission (DCT) delivers several advantages like decreasing emissions, a 
comfortable drivability through jerkless shifting and a higher efficiency, the study focuses on the 
investigation of DCTs and hybrid dual clutch transmissions (HDTs) of the company Magna. Nev-
ertheless, beside these advantages there are also some disadvantages which must be considered, 
such as the higher control effort. The software of the TCU for example consists of about 15000 
control parameters, of which 600 are only for the launching behavior of the vehicle. These param-
eters are necessary to influence the drivability at all possible driving conditions. This leads to high 
costs due to necessary test drives in different countries. The test drives are necessary to improve 
and validate the drivability at e.g., high altitudes, high and low temperatures and on different 
street surfaces.  

Since there are many vehicle, engine, transmission combinations (the same engine and the same 
transmission can be deployed in different vehicles with different weights resulting in different 
driving resistances) the same parameters have to be adjusted multiple times in different vehicles. 
Therefore, an efficient parameter optimization method is required, which is decreasing develop-
ment time of the different powertrain combinations to further save costs. 

The aim is to automate the parameter optimization with a machine learning (ML) based algorithm, 
which is a hybrid of reinforcement learning (RL) and supervised learning (SL). The proposed al-
gorithm is called target state optimization (TSO) and is introduced in the conference paper [1] 
and the article [2]. These publications are the foundation of this thesis. Further, the optimization 
is performed considering objective values chosen with respect to the test subject study of He et al. 



 

 

2 Introduction 

 

[3].  

To understand the motivation of the thesis some fundamentals are introduced in Chapter 2. Chap-
ter 2 explains the driving resistance and how it is calculated. In Chapter 2.2 a brief introduction 
into internal combustion engines (ICEs) and electric motors is given to illustrate why transmissions 
are required in a vehicle. The fundamentals of hybrid powertrains and its benefits are described in 
Chapter 2.3. Chapter 2.4 is introduced to examine the comparison between manual and dual clutch 
transmissions. The heart of an automatic transmission is the TCU. An overview of the TCU archi-
tecture and its functionalities is given in Chapter 2.5. The functionalities of the TCU enable the 
software to be calibrated regarding a specific vehicle which is outlined in Chapter 2.6. The current 
state of the art of automating the calibration process with knowledge-free self-learning algorithms 
is illustrated in Chapter 3. The optimization objectives which are required to automize the calibra-
tion is introduced in Chapter 4. The environments to test different self-learning approaches are 
outlined in Chapter 5. The new promising TSO approach to optimize the parameters of the TCU 
based on [1] and [2] is illustrated in Chapter 6. The results of the different self-learning approaches 
are given in Chapter 7. A brief discussion is introduced in Chapter 8. The thesis is concluded in 
Chapter 9. 
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2 Fundamentals 
The Chapter “Fundamentals” is introduced to provide a brief summary about the driving resistance, 
the characteristic of combustion engines and electric motors and their joint use in hybrid vehicles. 
This introduction is intended to clarify the need of transmissions and illustrates the difficulties in 
the calibration specially for dual clutch transmissions. 

2.1 Driving Resistance – Power Demand 

To ensure a vehicle motion or driving at a certain velocity any vehicle has to provide torque to 
overcome the driving resistance required for the demanded driving maneuver. The driving re-
sistance is calculated using the resistance equations from [4]. 

The rolling resistance 𝐹"#$$ is calculated with: 

 𝐹"#$$ = 𝑓 ∙ 𝑚 ∙ 𝑔 ∙ cos(𝛼) (2.1) 

With 𝑓 as the rolling resistance coefficient, 𝑚 as the vehicle mass and 𝑔 as the gravitational accel-
eration.  

The gradient resistance 𝐹%$#&' is another driving resistance which is calculated with: 

 𝐹%$#&' = 𝑚 ∙ 𝑔 ∙ sin(𝛼) (2.2) 

With 𝛼 as the slope angle. It is observable that the gradient resistance 𝐹%$#&' and rolling resistance 

𝐹"#$$ are constant values and not dependent on the velocity. 

In contrast the aerodynamic drag 𝐹(")* is calculated with: 

 
𝐹(")* = 𝑐+ ∙ 𝐴 ∙ 𝜌) ∙

𝑣,

2  (2.3) 

Where 𝑐+ is the drag coefficient, 𝐴 is the reference area, 𝜌) is the density of the air and 𝑣 is the 

velocity of a vehicle. It is observable that the aerodynamic drag 𝐹(")* does only have a minor 

influence on the driving resistance at low velocities. In contrast at greater speeds the aerodynamic 
drag 𝐹(")* has a major influence on the driving resistance since the aerodynamic drag is calculated 

with the squared velocity. 

To accelerate a vehicle the force resulting from acceleration has to be overcome. The translatory 
acceleration 𝐹)-- is determined with: 
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𝐹)-- = 𝑚"'( ∙

𝑑𝑣
𝑑𝑡 ≈ 𝑚"'( ∙ 𝑎 (2.4) 

With 𝑎 as the acceleration. To determine the force the reduced mass 𝑚"'( is needed: 

 
𝑚"'( = 𝑚 +

𝐽. + 𝑖, ∙ 𝐽'
𝑟%/)/ ∙ 𝑟(01

 (2.5) 

With 𝐽. as the inertia of the wheel, 𝐽' as the inertia of the engine, 𝑟%/)/ as the static rolling radius, 

𝑟(01 as the dynamic rolling radius and 𝑖 as the ratio of the drivetrain. The total gear ratio 𝑖 of the 

drivetrain is: 

 𝑖 = 	 𝑖* ∙ 𝑖( (2.6) 

With 𝑖* as the gear ratio of the transmission and 𝑖( as the gear ratio of the differential transmission. 

The resulting driving resistance 𝐹" is determined with: 

 𝐹" = 𝐹(")* + 𝐹"#$$ + 𝐹%$#&' + 𝐹)-- (2.7) 

To illustrate the forces which are influencing the driving behavior Figure 2.1 is introduced. 



 

 

Fundamentals 5 

 

 

Figure 2.1. Illustration of the Driving Resistances based on [5]. 

With the driving resistance and the velocity, it is possible to determine the power at driven axle 
𝑃2: 

 𝑃" = 𝐹" ∙ 𝑣 (2.8) 

The torque at the driven axles 𝑇) to achieve the desired motion can be determined with: 

 
𝑇) =

𝑃"
𝜔!

 (2.9) 

Therefore, the angular velocity at the wheel is needed: 

 𝜔! =
𝑣

2 ∙ 𝜋 ∙ 𝑟(01
 (2.10) 

Hence, the torque summarizes to 𝑇): 

 
𝑇) = I𝑐+ ∙ 𝐴 ∙ 𝜌 ∙

𝑣,

2 + 𝑓 ∙ 𝑚 ∙ 𝑔 ∙ cos(𝛼) + 𝑚 ∙ 𝑔 ∙ sin(𝛼) + 𝑚 ∙ 𝑎J ∙ 2 ∙ 𝜋 ∙ 𝑟(01 (2.11) 

And by neglecting the slope the torque is: 

α

x

Fdrag

Froll

Fslope

Facc
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𝑇) = I𝑐+ ∙ 𝐴 ∙ 𝜌 ∙

𝑣,

2 + 𝑓 ∙ 𝑚 ∙ 𝑔 + 𝑚 ∙ 𝑎J ∙ 2 ∙ 𝜋 ∙ 𝑟(01 (2.12) 

To visualize the resulting torque as a function of the velocity the following estimations are consid-
ered: 

Table 2.1. Estimated coefficients 

Description Abbreviation Value 

Drag coefficient [4] 𝑐+ 0.3 

Cross sectional area [4] 𝐴 1.9	𝑚, 

Density of the air 𝜌 1.225	
𝑘𝑔
𝑚3 

Rolling resistance coefficient [4] 𝑓 0.01 

Static / Dynamic rolling radius (estimated)  𝑟(01 = 	𝑟%/)/ 0.3	𝑚 

Vehicle mass (estimated) 𝑚 1800	𝑘𝑔 

Inertia of the wheel (estimated)  𝐽. 1.2	
𝑘𝑔

𝑚 ∙ 𝑠, 

Inertia of the engine (estimated based on [6]) 𝐽' 0.3	
𝑘𝑔

𝑚 ∙ 𝑠, 

Gear ratio 1st gear [5] 𝑖* 4 

Gear ratio differential transmission (estimated) 𝑖( 4 

 

These estimations are also used in the simplified powertrain model of Section 5.3 to illustrate the 
behavior of the TSO algorithm of Chapter 6. 

Based on these equations the aerodynamic drag and the rolling resistance are shown as a function 
of the velocity: 
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Figure 2.2. Driving Resistance of the fictive Vehicle 

The aerodynamic drag is squared velocity dependent. Therefore, the driving resistance increases 
with the velocity. The rolling resistance has a constant level since the velocity does not influence 
it. Hence, it builds an offset for the resulting driving resistance. 

The figure above illustrates the driving resistance of a vehicle driving with a constant velocity (no 
influence of acceleration). 

2.2 Propulsion Unit – Power Source 

The Chapter is introduced to present a brief overview over common propulsion units of a vehicle. 
Section 2.2.1 describes the behavior of an ICE and why a transmission is necessary in vehicles with 
ICEs. Electric motors are described in Section 2.2.3. Also, the benefits of having a transmission in 
electric drivetrains is outlined. 

2.2.1 Combustion Engines – Characteristic 
Although policies aim to reduce carbon emissions and hence urge manufacturers to accelerate 
innovations in the electric mobility sector [7] the vast majority of sold vehicles are still powered 
by ICEs [8]. Therefore, this Section illustrates the basic behavior of an ICE. 

An ICE provides torque to accelerate a vehicle. For examining the engine torque and speed and its 
creation only the full load curve of the engine is observed. To calculate the torque of an ICE ac-
cording to Heywood the following calculations have to be considered: 

The cylinder swept volume 𝑉' is determined by [9]: 



 

 

8 Fundamentals 

 

 𝑉' = V
𝜋
4 ∙ 𝑑-

,W ∙ 𝐿 ∙ 𝑐 (2.13) 

With 𝑑- as the cylinder bore diameter, 𝐿 as the stroke length and 𝑐 as the number of cylinders. 

Further, the engine torque 𝑇 is calculated by: 

 
𝑇 = 𝑝4' ∙ 𝑉' ∙

𝑖
2 ∙ 𝜋 (2.14) 

With 𝑝4' as the mean effective pressure and 𝑖 as the revolutions per stroke (for four stroke engines 

𝑖 = 0.5 ). 

The Power is: 

 
𝑃 = 𝑇 ∙ 𝜔 = 𝑝4' ∙ 𝑉' ∙

𝑖 ∙ 𝜔
2 ∙ 𝜋 (2.15) 

With 𝜔 as the angular velocity of the crankshaft. 

According the equation above a linear increase of the power could be expected with increasing 
engine speeds and a constant mean effective pressure [10]. 

The effective mean pressure is determined with [9]: 

 𝑝4' = 𝜂' ∙ 𝐻5678 ∙ 𝜆9 (2.16) 

With 𝐻5678 as the calorific value of the air fuel mixture, 𝜆9 as the volumetric efficiency and 𝜂' as 
the effective efficiency. 

The volumetric efficiency for a gasoline engine is calculated by: 

 
𝜆9 =

𝑉478
𝑉'

 (2.17) 

With 𝑉478 as the volume of the air fuel mixture. With increasing engine speed there is a higher 
flow resistance in the cylinder that is leading to a decreasing volume of the air fuel mixture. 

The effective efficiency is calculated by: 

 
𝜂' =

1
𝑏' ∙ 𝐻5

 (2.18) 
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With 𝑏' as the specific fuel consumption and 𝐻5 as the calorific value of the fuel. The calorific 
value of the air fuel mixture is calculated by: 

 
𝐻5678 =

𝐻5 ∙ 𝑚:5'$

𝑉478
 (2.19) 

With 𝑚:5'$ as the mass of the fuel. Therefore, the effective mean pressure is: 

 𝑝4' =
𝑚:5'$

𝑏' ∙ 𝑉'
 (2.20) 

Hence the torque at the crankshaft is: 

 
𝑇 =

𝑚:5'$ ∙ 𝑖
𝑏' ∙ 2 ∙ 𝜋

 (2.21) 

Since the volume of the air fuel mixture is decreasing, also the fuel mass is influenced by this 
behavior. The torque is therefore dependent by the mass of fuel in the cylinder and the specific 
fuel consumption, which also varies with the engine speed. Therefore, an engine map is not com-
parable to a linear curve, instead especially at higher engine speeds there are additional losses.  
According to van Basshuysen and Schäfer [11] the full load curve of the effective mean pressure 
over the engine speed is different whether the ICE is a Diesel or Gasoline engine. For the corre-
sponding engine types the following curves of Figure 2.3 are exemplary [11]. 

  

(a) (b) 

Figure 2.3. Effective mean Pressure: (a) Gasoline engine, (b) Diesel Engine according to [11] 

Based on Equation (2.14) from these values of the effective mean pressure the engine torque can 
be derived. For the exemplary visualization of the torque a cylinder swept volume of 𝑉' = 1.8	𝑙 is 
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assumed. For the four stroke engines the revolutions per stroke is 𝑖 = 0.5. This leads to the follow-
ing engine characteristic. 

  

(a) (b) 

Figure 2.4. Engine torque behavior: (a) Gasoline Engine, (b) Diesel Engine based on [11]. 

With these curves in mind the following curve of Figure 2.5 is set up with fictive values for illus-
trating the engine behavior in interaction with the fictive transmission of Section 2.4. 

 

Figure 2.5. Fictive torque map. 

By multiplying the torque of Figure 2.5 with the angular velocity, the power is calculated which is 
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illustrated with the following map (with fictive values). 

 

Figure 2.6. Engine Power over engine speed. 

The typical behavior of an ICE is illustrated in Figure 2.5 and Figure 2.6. It demonstrates that the 
optimal operating mode is dependent from the engine speed. 

2.2.2 Combustion Engines – The purpose of the transmission 
The fictional engine behavior of Figure 2.6 illustrates a typical behavior of an ICE. It is observable 
that the maximum power can be determined at 5.500 rpm with 127 kW. Based on this maximum 
power the optimal tractive effort can be determined with the vehicle speed: 

 
𝐹 =

𝑃4)8
𝑣  (2.22) 

The equation above results in the red curve of Figure 2.7. The blue curve of Figure 2.7 is indicating 
the actual tractive effort of the ICE. 
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Figure 2.7. Optimal Traction effort and the engine behavior based on [12]. 

The grey area below the blue curve marks the possible operating points of the ICE and illustrates 
that not every operating point in the optimal tractive effort map is reachable without a transmis-
sion or with a transmission with only one gear and a fixed ratio of one [12]. 

Therefore, the main purpose of a transmission is to transform forces, torques and speeds onto a 
desired level since ICEs have limited operation modes [12], [13]. For this aim the gears of a trans-
mission are designed to fit a desired gear ratio. The gear ratio of a transmission is determined by 
the ratio of the speed of the input-shaft and the speed of the output-shaft [12]. 

 𝑖* =
𝑛71
𝑛#5/

 (2.23) 

But also, by the ratio of the output torque and the input torque as well as the ratio of the number 
of teeth 𝑧 of a gear. 

 
𝑖* =

𝑇#5/
𝑇71

=
𝑧#5/
𝑧71

 (2.24) 

Based on the example of driving resistance of Figure 2.7 the gear ratio and the number of gears 
should be adjusted in a way that most operating points are reachable. Therefore, the gear ratio of 
the first gear is estimated with 4 and the gear ratio of the differential transmission is estimated 
with 4 as well. The other gears are set in the following table: 
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Table 2.2. Fictive Gear ratios (estimation based on [5]) 

Description Value 

Differential gear ratio 4 

Gear ratio 4 3.2 2.4 1.6 0.8 

Total gear ratio 16 12.8 9.6 6.4 3.2 

 

By combining these gear ratios with the map of the fictive ICE from Section 2.2.1 the curves for 
each gear can be determined. It is observable that a wider space of operating points can be reached 
by the ICE. These curves are illustrated in Figure 2.8. 

 

Figure 2.8. Enhanced operating points by deploying a transmission. 

It is observable that compared to Figure 2.7 almost the entire area below the optimal tractive effort 
curve is now reachable with the combination of the ICE and the transmission (the white areas are 
still not reachable). The behavior could still be improved with more gears. 

By comparing the curves with the driving resistance of Figure 2.2 the actual limitations of the 
vehicle can be investigated in Figure 2.9. 
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Figure 2.9. Provided Engine Force and Driving Resistance 

Since there is not any intersection of the curves from the engine with the driving resistance (with-
out slope – dark red curve) the maximum velocity of the vehicle is limited by the maximum speed 
of the engine. 

Observable is that the maximum velocity with the first gear is at about 44 km/h and the maximum 
velocity with the fifth gear is at about 230 km/h (indicated with the red vertical lines). The map 
illustrates that different gear ratios lead to different velocity profiles (the higher the gear ratio the 
lesser the maximum velocity but the higher the force transmitted to the wheels). With the high 
forces of the first gear, it is possible to perform launches at slope but not to drive with high veloc-
ities. With the fifth gear instead, it is possible to drive with high velocities but at higher driving 
resistances (e.g., due to slopes) the shifting into a lower gear is required. Therefore, with increas-
ing slope or wind the maximum velocity is limited (green vertical line). The red curve indicates a 
driving resistance with 15% slope and illustrates that driving in fifth gear is not possible at these 
slopes. The maximum velocity is limited to 115 km/h. Hence, the gear ratio and the transmission 
itself strongly influences the maximum velocity and the desired usage of the vehicle. 

If a vehicle is accelerating, it also has an influence on the resulting driving resistance. The torque 
needed to accelerate a vehicle with 2.5 m/s² to 10 km/h is about 2.050 Nm at the axle. The simple 
example illustrates the need of torque conversion especially during launch. With a gear ratio of 4 
[5] for the first gear and also a gear ratio of 4 for the differential transmission the engine has to 
provide a torque of 137 Nm for performing the desired launch. Due to the high level of torque 
needed to launch a vehicle it is necessary to run a passenger car with a transmission as a torque 
transformer. From the torque needed the force to launch the vehicle can be determined to 6.840 
N. Figure 2.10 illustrates the driving resistance and the possible provided force by the engine. 
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Figure 2.10. Gear Selection based on the Driving Resistance 

The driving resistances with and without slope indicate the force needed to launch the fictive 
vehicle. Observable is a launch in first, second and third gear is possible since the force the engine 
provides is higher than the force needed for a launch without slope. 

By increasing the slope to 15% the driving resistance is increasing further. Hence, a launch is not 
possible in third gear anymore. Thus, the transmission is required to compensate the limited oper-
ating modes of ICEs. 

2.2.3 Electric Motors 
Despite the fact that the study is not specifically focused on the calibration of transmissions of 
electric vehicles (EVs), this Section serves as a quick overview. The behavior of the torque of an 
electric motor is very different compared to the one of an ICE. A typical behavior is illustrated in 
Figure 2.11 based on [14]. 
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Figure 2.11. Torque map of an electric motor based on [14]. 

It is observable that the maximum torque is available at zero rpm. According to Naunheimer [12] 
this is an advantage compared to ICEs, since ICEs have the drawback of not being able to provide 
torque during standstill [12]. Therefore, EVs do not require a clutch for launching a vehicle. Fur-
ther, most EVs not even have a multi-speed transmission like the Nissan Leaf, the Tesla Model S 
or the Chevrolet Spark. Instead, a single speed transmission and therefore a transmission with a 
fixed gear ratio is installed [15]. According to Vynakov [16] the Tesla Model S P85 has an electric 
motor with a gear ratio of the final drive of 9.73 at the rear axle. Figure 2.12 illustrates the torque 
map of the Tesla Model S based Sieklucki [17]. 
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Figure 2.12. Torque map of the Tesla Model S based on [17]. 

From this map and the gear ratio the optimal tractive effort can be derived which is illustrated in 
Figure 2.13 without considering wheel slip thresholds. 

 

Figure 2.13. Optimal tractive effort of the Tesla model S derived from [16] and [17] without considering wheel 
slip thresholds.  

The optimal tractive effort of Figure 2.13 is again determined with Equation (2.12). It is observable 



 

 

18 Fundamentals 

 

that in Figure 2.13 the tractive effort at lower speeds does not reach the optimal tractive effort. 

According to Kollmeyer [15] an approach to overcome the issue is to also apply a transmission 
similar to powertrains with ICEs to provide high wheel torques at low speeds but additionally 
maintain high top speeds. A further advantage of applying a multi speed transmission to the elec-
tric drivetrain is that it comes with the possibility of downsizing the motor of the electric vehicle 
(EV) and reducing the energy consumption [18]. Therefore, a two speed transmission is already 
applied in the Porsche Taycan and in the Rimac concept cars [19]. 

2.3 Hybrid Vehicles 

Hybrid vehicles combine multiple engine types usually ICEs and electric motors. The hybridization 
has several advantages for reducing the emissions of a vehicle [20]. Therefore, for reducing emis-
sions different levels of hybridization exist according to Chan et al. [21]. These levels are micro 
hybrid, mild hybrid, full hybrid and plug-in hybrid (PHEV). Figure 2.14 illustrates the different 
levels based on the level of electrification according to Naunheimer [12]. The longer the grey bars 
are the more electric energy is used for the hybrid functions. Therefore, the micro hybrid covers 
the least hybrid functionality compared to the other types. 

 

Figure 2.14. Types of hybrid Vehicles based on [12].  

The next higher levels of hybridization include the functionality of the prior ones. The notation is 
only introduced to outline the functionality which comes with the next higher level of electrifica-
tion. This means the functionality of the mild hybrid also includes the functionality of the micro 
hybrid. The length of the bars is chosen exemplary and not determined by the actual power ratio.  
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In contrast to micro-, mild- and full hybrids the battery of the PHEV (and those of the levels above) 
has the ability to be charged externally. If the battery can be additionally charged by the ICE the 
hybrid vehicle is a range extended EV [21]. 

2.3.1 Hybrid functions 
The hybrid functions of Figure 2.14 are further illustrated in this Section based on Reif et al. [22].  

Electric Driving 

One advantage is that the vehicle can have the ability of driving with electrical energy which im-
proves the fuel consumption of the vehicle and hence the overall emissions. Therefore, if the strat-
egy enables the vehicle to drive with electric energy only the energy is provided by the battery. If 
the energy capacity of the battery is too low or if the driver demand requires additional power the 
ICE can be switched on [22]. 

Start Stop 

In hybrid powertrains the ICE is often switched off if there is no torque demand of the ICE. One 
situation is e.g., when the vehicle is in standstill the ICE is usually in idle which leads to emissions 
without providing torque to the axle. Therefore, switching the ICE off during the standstill reduces 
the emissions but the vehicle still requires power e.g., to maintain a functioning air condition. This 
power can be provided with the electric engine. Further also the engine can be switched off during 
braking or coasting. The ICE is switched on again with the help of the electric motor [22]. 

Boosting 

The electric motor also can be used in parallel with the ICE. One use case is boosting. While driving 
with maximum power provided by the ICE the electric motor can be used to increase the overall 
power and therefore the torque to assist the ICE and hence fulfilling the drivers request e.g. for a 
higher demand of torque during vehicle acceleration [22]. 

Load point shifting  

As explained in Section 2.2.1 the operating points of the ICE are very limited. Further the optimal 
fuel consumption is dependent on the load point of the ICE. The highest amounts of torque the 
ICE can provide are exemplary illustrated with the load points of Figure 2.5. The dependency of 
the specific fuel consumption on the load points are exemplary illustrated in Figure 2.15. The 
values are chosen arbitrarily and are not realistic. The characteristic of the efficiency map is based 
on [23]. 
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Figure 2.15. Efficiency map of an ICE based on [23] illustrating the specific fuel consumption in g/kWh. 

With the load point shifting the torque of the ICE is shifted to a more beneficial point in the effi-
ciency map to reduce the fuel consumption. Therefore, the ICE is used to fulfill the driver request 
and the torque exceeding the driver demand is used to charge the battery. With the increased state 
of charge the electric motor can further be used in other driving situations to reduce the fuel con-
sumption [22]. 

Energy recovery 

For the energy recovery the electric motor is operated in generator mode. For decelerating the 
hybrid vehicle, the mechanical brakes are only used partially. With the generator mode of the 
electric motor, it is possible to buffer kinetic energy within the battery. With a control unit the 
desired brake torque is divided into the torque from the mechanical brake and the torque required 
by the electric motor. 

2.3.2 Hybrid Topologies 
To realize the hybridization there are multiple options to mount the electric motor within the 
powertrain. The following topologies illustrate different options which are illustrated in Figure 
2.16. 
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Figure 2.16. Hybrid topologies according to [22] and [24]. 

P0 Hybrid 
The electric motor is connected to the ICE with a belt. With this configuration the electric motor 
has the ability to start the ICE [24]. 

P1 Hybrid 

In a P1 hybrid the electric motor is mounted at the crankshaft before the clutch. The P1 hybrid 
also has the ability to start the engine but additionally enables boosting. Through boosting the 
torque especially at lower engine speeds can be increased [24]. 

P2 Hybrid 

The electric motor within a P2 hybrid is mounted between the ICE and the transmission after the 
clutch [22] and offers in contrast to the former topologies the possibility of electric driving and 
load point shifting [24]. 
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ICE Trans-
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P2.5 Hybrid 

Another solution to implement an electric motor in the powertrain is the P2.5 hybrid where the 
electric motor is mounted on one shaft of the dual clutch transmission [25]. This hybrid configu-
ration is further explained in Section 2.4.3. 

P3 Hybrid 

The P3 hybrid has the ability to avoid a dropping acceleration during gear shifts since the electric 
motor is mounted at the output-shaft of the transmission. Therefore when the clutch is opened 
during gearshifts and the torque of the ICE cannot be transmitted to the wheels the electric motor 
provides torque to ensure a comfortable driving behavior [24]. 

P4 Hybrid 

Within a P4 hybrid the electric motor is not coupled to the ICE and the transmission instead one 
axis is driven by the electric motor. This enables the possibility of an all-wheel drive where one 
axis is driven by the electric motor solely [24]. 

2.4 Transmission 

As it has been outlined in Section 2.2 and 2.2.3 transmissions are needed in powertrains with ICEs 
and preferable to be installed in powertrains with electric motors the scope of this Section is on 
the transmission itself. 

To shift the gears of the transmission and hence to change the gear ratio, the transmission has to 
be decoupled from the engine with a clutch. The clutch is also used to launch a vehicle since as 
mentioned previously in Section 2.2.3 an ICE is not able to provide torque during standstill. In-
stead, the engine speed has to be greater than zero to launch a vehicle, so the clutch reduces the 
slip between a standing vehicle and a rotating engine. Therefore, the engagement of the clutch has 
a crucial role. 

2.4.1 Clutch Engagement 
The clutch is the element which connects the engine to the transmission (and the driven axle) and 
thus transfers the torque and speed of the engine (Figure 2.17) [4].  
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Figure 2.17. Clutch configuration of manual transmissions (based on [4]) 

For gear shifts the torque of the engine must be decoupled from the transmission to synchronize 
the desired gears. To decouple the engine from the transmission the clutch needs to be opened 
until the engagement of the gear is finished. After the gear engagement the clutch is closed again. 
During the engagement of the clutch (after the gear shift) the engine has a different speed than 
the transmission input-shaft speed since the gear ratio has been changed during the gear shift. The 
speed difference is called slip. The slip speed needs to be zero to transmit the entire power of the 
engine to the wheels. To reduce the slip speed the engine speed is adjusted to the new gear ratio. 
Since, the connection between the engine and the transmission is lost during gear shifts the longi-
tudinal acceleration collapses due to the lack of transmitted engine torque to the wheels in manual 
transmissions [5]. The engine torque of a powertrain with manual transmission is illustrated in 
Figure 2.18. 

 

Figure 2.18. Engine torque behavior for manual transmissions (based on [5]) 

To avoid this behavior the DCT is invented. 
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2.4.2 Dual Clutch Transmission (DCT) 
The advantage of the DCT is the ability to perform gear shifts without reducing the load of the 
engine. This is realized with the installation of two clutches. The transmission itself is divided into 
two parts. One with odd gears attached and one with even gears. Each clutch is connected to one 
of those gear sets e.g. clutch 1 is connected to the 1st, 3rd and 5th gear and clutch 2 is connected 
to the 2nd, 4th, 6th and the reverse gear as illustrated in Figure 2.19 [5]. 

 

Figure 2.19. Clutch configuration of DCT (based on [5]) 

With this transmission configuration it is possible to switch from an odd to an even gear or vice 
versa without reducing the load. Therefore, the next lower or higher gear is pre-selected. If e.g., 
the vehicle is running in second gear either the first or the third gear (depending on the shift 
strategy and the engine speed) is already engaged so the torque is blended from clutch 2 to clutch 
1. So, during a gear shift the clutch torque of the former active clutch is decreased and simultane-
ously the clutch torque of the new active clutch is increased. Therefore, the sum of both clutch 
torques remains steady. This leads to the advantage of avoiding torque interruptions which are 
typical for gear shifts with automatic manual transmissions (AMTs). Hence the longitudinal accel-
eration does not drop uncomfortably. The torque behavior is shown in Figure 2.20 [26]. 
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Figure 2.20. Clutch torque behavior during the shift with a DCT (based on [26]). 

When the clutch torque of the new gear is in a steady state an engine intervention is performed 
(engine torque is decreased under the clutch torque) to decrease the engine speed to fit the new 
gear ratio. The behavior of the engine speed is shown in Figure 2.20. 

 

Figure 2.21. Engine speed behavior during the gear shift (based on [26]). 

Shifting with the DCT is, therefore, more comfortable than with manual transmissions (MT) or 
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with an AMT. Another advantage is the better efficiency and hence the better fuel consumption 
compared to a continuously variable transmission (CVT) and transmissions using a torque con-
verter. This results in a comfortable drivability but also enables the vehicle to be sporty, responsive 
and efficient like a manual transmission [27]. An advantage of the DCT is the ability to vary pa-
rameters to fit in several vehicles under different driving conditions. The flexible application is a 
result of the fact that the DCT needs much more calibration work compared to an automatic trans-
mission with torque converter [12], [28]. 

2.4.3 Hybrid Dual Clutch Transmission (HDT) 
Since the legislative requirements regarding the CO2 emissions in Europe became stricter there is 
also an approach to enable the conventional DCT (Section 2.4.2) to a hybrid system. This approach 
led to the hybrid dual clutch transmission (HDT) [29]. The HDT is a DCT with an electric motor 
applied. It has the ability to transmit torque with an electric motor if the second of the two clutches 
is closed [25]. As mentioned in Section 2.3.2 the HDT has a P 2.5 hybrid topology. This topology 
is illustrated in Figure 2.22 according to [25]. 

 

Figure 2.22. HDT / P 2.5 hybrid topology according to [25]. 

With this transmission it is possible to enable multiple hybrid functionalities like the load point 
shifting and the start of the engine during standstill but also during electrical driving (after the 
ICE is switched off during coasting) (see Section 2.3.1) [29]. The electric motor can be used if the 
ICE is operated with an engaged odd gear and by closing clutch 2 without engaging an even gear 
[30]. If clutch 2 is open and an even gear is engaged it is also possible to use the electric motor 
[29]. With the configuration of the HDT the fuel consumption can be decreased compared to a 
vehicle equipped with a DCT of about 14.5% [31]. 
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2.5 Transmission Control Unit (TCU) 

There are several control units installed in a common vehicle e.g., the ECU (which is calculating 
the engine torque, etc.), the TCU, control units for the suspension, steering and many others which 
are necessary to control the behavior of a vehicle. The clutch engagement in an automatic trans-
mission is realized with functions implemented on the TCU. With these functions the clutch en-
gagement for shift and launch events are realized and the clutch pedal can be omitted [12]. Any 
signal which is important for the control of the clutch and the gear engagement is transmitted to 
the TCU e.g., the engine speed and torque are received from the ECU or from sensors. These signals 
are processed by the Software implemented on the TCU. The software calculates output signals 
for other control units and signals for actuators [5]. 

2.5.1 TCU Architecture 
The operations are performed on the microcontroller of the TCU. The architecture of the micro-
controller itself consists of a central processing unit (CPU), non-volatile memory like Read only 
memory (ROM), erasable programmable read-only memory (EPROM), Flash-EPROM or electri-
cally erasable programmable read-only memory (EEPROM) and a working memory like random 
access memory (RAM) [32]. According to [33] the ROM is a non-volatile memory so it can keep 
data if the system is powered off but is not erasable. It contains the operating program which is 
executed by the CPU first after the system is switched on [33]. The EPROM and the EEPROM can 
keep data during the system is powered off like the ROM (non-volatile) but these memories are 
erasable [34], [35]. The EEPROM has the advantage that the memory is byte wise replaceable 
compared to the EPROM [35]. The RAM is a volatile memory so it loses its data when the system 
is powered off [33]. 

The TCU uses the ROM for hardware specific software components, the Flash-EPROM is used for 
flashing updates of the TCU software and can be deleted and rewritten e.g., during a vehicle ser-
vice. Adaption values and errors are stored in the EEPROM. The RAM memory can be read but 
also be written and is used to store data which is needed during the operation [12]. 

Since the electronic hardware is deployed under different ambient conditions it must fulfill special 
requirements. It must be ready to be used at temperatures from -40 °C to +140 °C, under vibrations 
and contamination of oil and other fluids [12]. 

2.5.2 Transmission functions 
The microcontroller is used to run the TCU software which can be divided into subsystems. Figure 
2.23 illustrates the common function structure of a TCU according to [36]. 
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Figure 2.23. TCU function structure based on [36], [37] 

The raw signals from sensors and other control units must be pre-processed before they are passed 
to the software of the microcontroller which is performed from the basic software [36]. 
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Figure 2.24. signal structure of a TCU based on [5] 

The pre-processing of the raw signals can include e.g., the filtering of the signal, setting signal 
boundaries, etc. During the signal pre-processing the signals can be monitored to detect failures 
hence the pre-processing is used for diagnostics. These sensor signals are usually electrical voltage 
or current signals which are converted to the desired signals units for e.g. pressure or temperature 
[12]. 

The driving strategy is used to determine the gear depending on the driving situation and the 
driver intention. The driving situation is influenced by the vehicle velocity and the detection of the 
driving resistance which can influence the gear selection. Since the vehicle velocity can get slower 
although the acceleration pedal remains constant the driving resistance probably is increasing e.g. 
due to slope which could force a downshift. If the vehicle velocity is increasing an upshift is forced. 
The driver can also influence the driving strategy through the variation of the acceleration pedal. 
If the acceleration pedal is increased the driver signalizes the demand of a higher acceleration 
(e.g., for overtaking another vehicle) which leads to a downshift. The driving strategy is also in-
fluenced through the different driving modes e.g. eco, sport, normal which set the vehicle velocity 
thresholds for the shift strategy depending on the drivers selection [36]. 

The driving functions can be divided in several subfunctions for launch, creep, upshift, downshift, 
start/stop, slip control, etc. With these functions the calibration engineer can set values to meet 
customer defined targets. Therefore, it is possible to set the desired torques which shall be trans-
mitted with the clutch for each driving situation and hence to influence the drivability through the 
determination of the clutch engagement [36]. 

The transmission functions include the clutch engagement through providing pressure to meet the 
desired clutch torque determined within the driving functions, engaging gears and the pump ac-
tuation to provide the clutch cooling. It also consists of adaption functions to consider the clutch 
wear. Since the clutch is actuated with pressure there is a correlation factor between the clutch 
pressure and the clutch torque. The correlation factor is altering due to the changing friction coef-
ficient of the clutch i.e. the pressure to actuate the clutch in the same way is different at 0 km and 
50000 km clutch life so the correlation factor needs to be adapted [36]. 

The functions are developed using typical programming languages like C, C++, Assembler [36] 
or model-based programming languages. To influence the characteristic of a vehicle the functions 
include parameters to calibrate the vehicle [12]. The calibration is used to optimize the clutch 
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engagement depending on the vehicle type but with the same software. With these parameters it 
is therefore possible to consider the different vehicle weights, engine specifications and other fac-
tors influencing the clutch engagement. 

2.6 Calibration 

The aim of the calibration is to fit transmissions to different combinations of vehicles, engines, 
gear sets and markets. For this purpose the parameters of the driving functions of the TCU are 
adjustments considering the customer requirements and the legislative requirements of the market 
[5].  

 

Figure 2.25. Simplified Calibration process 

Figure 2.25 describes the simplified calibration process. The software of a transmission is usually 
based on requirements created by the customer or by the transmission manufacturer itself. During 
test drives under different ambient conditions the transmission is calibrated to meet the require-
ments in any situation. After an approval the calibration is completed, or another development 
loop is performed to meet the requirements. This process is usually performed by several calibra-
tion engineers in an iterative way during test trips [5]. The optimization of the parameters of the 
TCU software is performed to meet different criteria like reducing vibrations, fuel consumption, 
emissions, ensure comfort and/or sportiness, safety and avoiding damage [12]. Within these trials 
the calibration engineers try to find the parameters which fits the requirements. The optimization 
of these calibration parameters is based on subjective feelings of the calibration engineer [26]. 
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The process is performed for every demanded transmission / engine / vehicle variant of the cus-
tomer. 

The calibration process of a DCT is driven by the system optimization under meeting internal, 
customer and legislative requirements. With regard on the optimization of the launch behavior, 
the goal is the optimization of the clutch engagement.  

The driver is expecting a quick response without acceleration inconsistencies during the clutch 
engagement throughout the entire lifetime of the clutch and under each driving condition [38]. 
To achieve these customer requirements parameters are introduced into the TCU software to cali-
brate the behavior of the vehicle. Since a DCT enables jerkless shifts with its two clutches it also 
requires a greater calibration effort due to the complex architecture and actuation compared to 
torque converters. Also, legislative requirements lead to new powertrain concepts with electrified 
powertrains and hence to a wider range of engine, transmission and vehicle combinations, which 
also result in an increasing calibration effort [28]. The variety of these combinations are necessary 
to fulfill the customer demands for different markets but lead to increasing test trips and engineers 
involved. With new requirements (like legislative requirements), and therefore growing software 
functions and calibration parameters, the calibration process is getting even more expensive. Dur-
ing these test trips the calibration engineer has to optimize parameters in an iterative manner to 
improve the driving behavior [5]. This conventional process is very time consuming [39] and is 
getting even more expensive with further requirements since also the number of software functions 
are increasing which can lead to further calibration parameters. 

Vehicle Launch 

As outlined in Section 2.2 the clutch is also necessary to launch a vehicle with ICEs. During stand-
still the clutch is disengaged. By engaging the clutch, the connection between the engine and the 
transmission leads to a moving vehicle [12]. Such as during shift events, the slip between the 
engine speed and the input-shaft speed of the transmission must be reduced while launching a 
vehicle with a clutch to fully connect the engine to the driven axle. Before the vehicle is launched, 
it is (as mentioned earlier) in standstill or in low velocities and the engine is idling. Further the 
launch process is divided into three phases which are observable in Figure 2.26 [40]: 

1. The engine and clutch torque are increased. The clutch torque is lower than the engine 

torque, so the engine speed is increasing to reach the desired launch speed. With in-

creasing clutch torque, the vehicle starts accelerating. The launch speed and the engine 

torque are dependent on the driver demand (left to the red marked area – second 0 to 

0.8). 

2. The engine and the clutch torque are equal, so the engine speed remains steady until 

the input-shaft speed of the transmission is almost equal to the engine speed (red 

marked area – second 0.8 to 1.2). 

3. The clutch is opened slightly to increase the engine speed for engaging the clutch with 

almost equal speed gradients of the engine speed and input-shaft speed (for a comfort-

able engagement) (right to the red marked area – second 1.2 to 2). 



 

 

32 Fundamentals 

 

After the engine speed is equal to the input-shaft speed the launch is finished. At this point the 
engine torque is accelerating the vehicle with closed clutch. The process is illustrated in Figure 
2.26. 

 

Figure 2.26. Engine speed (red) and input-shaft speed (green) behavior during vehicle launch. 

The gradient of the engine speed is during slip phases dependent from the difference of the engine 
torque and the clutch torque. If e.g., the engine torque is increasing, and the clutch torque is zero 
(transmission in neutral) the engine speed is increasing faster than with clutch torque applied 
since there is no resistance from the road. In general, the engine speed is increasing, if the clutch 
torque is lower than the engine torque. The greater the difference of the engine and the clutch 
torque the faster the engine speed is increasing. Accordingly, the engine speed remains constant if 
the clutch torque is equal to the engine torque and if the clutch torque is greater than the engine 
torque the engine speed is decreasing.  

The behavior is illustrated in Figure 2.27. In the red area, the clutch torque is equal the engine 
torque, so the engine speed is not increasing. In the other areas it is observable that the clutch 
torque is lower than engine torque and that the engine speed is increasing. 
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Figure 2.27. Engine torque (red) and clutch torque (green) behavior during vehicle launch. 

Therefore, if the clutch is closed too fast the clutch torque rises soon higher than the engine torque 
and the engine speed could fall below idle speed and urge the engine to stall. 

Thus, the engine speed can be controlled by the clutch during clutch slip phases [5]. 

Further, the gradient of the clutch torque has an influence on the driving behavior during slip 
phases since it is transmitted directly to the wheels [37]. This fact leads to a relation of the clutch 
torque and the longitudinal acceleration. Figure 2.28 illustrates the similarities of the shape of the 
clutch torque and the longitudinal acceleration. 
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(a) (b) 

Figure 2.28. Relation of Clutch Torque and longitudinal acceleration: (a) Clutch torque, (b) Longitudinal acceler-
ation 

It is observable that the longitudinal acceleration is changing its gradient similarly to clutch torque 
gradient. After reviewing the importance of the clutch engagement, the urgency of a proper clutch 
control is illustrated in this Chapter. The control of the clutch is performed with the TCU. 
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3 Automizing the calibration – Known approaches 
(State of the Art) 

The aim of this study is to find ways to reduce the tasks of a calibration engineer, to shorten the 
time on test trips and to generally shorten the development time. To fulfill this requirement the 
study strives to find methods to automize the calibration for reducing the effort of engineers. 

According to Liao [41] the automated calibration can be classified into knowledge based methods, 
knowledge-free methods and model-based methods. Knowledge-based methods rely on logical 
rules set up by experienced engineers. These rules e.g., describe which parameters have to be 
changed based on specific criteria. An advantage of knowledge-based methods is that solutions are 
found fast but require experienced engineers. Knowledge-free methods in contrast have the ad-
vantage of not requiring experienced engineers in the system domain. Instead, stochastic algo-
rithms are applied to find a set of optimal parameters with the disadvantage of a potentially long 
search process (e.g., genetic algorithms). Model-based methods rely on simulation models which 
can predict the system behavior. This prediction is used in optimization algorithms therefore the 
search process is shortened compared to entirely knowledge-free methods. The disadvantage is the 
need of a design of experiments (DOE) to create the required simulation models [41]. 

The method to automize the calibration is desired to be able to generalize for different calibration 
tasks without needing experienced engineers and pre-defined models. Therefore, knowledge-free 
methods are evaluated in this study. In contrast to the mentioned drawback of having a potentially 
long search process the method should also be able to find optimal solutions relatively fast to 
ensure the ability of applying the method in development processes in simulations as well as in 
test vehicles. Further the methods should be applicable for any kind of embedded software without 
being limited on a certain software structure. The methods applied in this study are introduced to 
optimize the launch behavior of a vehicle (equipped with a DCT or HDT) from standstill. 

Since the conventional iterative calibration process is very time consuming, the automation of the 
calibration process has gained attention in research since it is expected to optimize the system in 
a shorter time period. 

One option to automize the calibration process is the iterative model and trajectory refinement 
(IMTR) method used by Jennifer Hudson [42] to optimize the clutch trajectory for the launch 
behavior of a vehicle with a DCT. The optimization is performed considering constraints like en-
ergy input on the clutch, vehicle acceleration, engine speed bound, etc. With acceleration and jerk 
as the optimization criteria Zhao [43] introduced a PID controller to optimize control parameters 
for the clutch engagement of a DCT transmission during launch within a simulation environment. 
The model-based iterative learning control is deployed by Gregory Pinte [44] to optimize the qual-
ity of the clutch filling process during clutch engagement to reduce the common calibration work. 
Van der Heijden [45] and Horn [46] both optimize the clutch engagement for the launch behavior 
of automatic manual transmissions with different control strategies. Dolcini [47] optimized the 
clutch engagement by reducing the clutch slipping time with a sliding speed trajectory with an 
analytically derived controller. 

There are also similar calibration approaches for optimizing the behavior of ICEs like the fuzzy 
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based optimization algorithms of Tino Naumann [48] to minimize the fuel consumption while 
complying emission thresholds. The algorithm has been verified in offline optimization loops and 
then applied at the test bench of a common-rail diesel engine. The fuzzy based method has also 
been applied to optimize the quality of the shift comfort for automatic transmissions [49]. 

However, these authors did not implement knowledge-free methods for optimizing the driving 
behavior. Beside knowledge-based approaches usually model-based approaches are proposed [41]. 

Since ML is gaining attention through optimizing the performance of common tasks through learn-
ing by past experience [50] this thesis investigates the potential of knowledge-free self-learning 
algorithms in scope of parameter optimization especially for clutch engagement. 

3.1 Reinforcement Learning 

Deep learning has gained attention by fulfilling tasks like speech recognition and object recognition 
with neural networks [51], which also led to advanced reinforcement learning (RL) algorithms. A 
famous example of a RL algorithm is the deep Q-learning (DQL) algorithm which is e.g. playing 
Atari Games [52]. In Q-learning the learning behavior of creatures is mimicked by the RL algorithm 
(called agent) which is a computational approach by making machines interact with an environ-
ment to obtaining information about the problem. The agent affects the environment through ac-
tions, and the environment reacts by adopting a state in response to the action which is fed back 
to the agent. The next action is chosen regarding the fed back state, to influence the environment 
towards a goal. The quality of an action is measured with the reward. A reward is high if an action 
leads to an environmental state toward an optimization goal and low if the state indicates a con-
trary behavior. The agent strives to maximize the reward and hence learns to take actions accord-
ingly. Therefore, the aim is to increase the reward with actions of higher quality [53]. According 
to [52] the following structure of  

Figure 3.1 represents the Q-learning scheme in order to illustrate the interaction of the actions 
with the environment and the state as the response of the environment. 
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Figure 3.1. Q-learning structure according to [52]. 

3.1.1 Background and Motivation 
Any RL algorithm consists of a policy which maps states and a possible set of actions which could 
be taken. A simple RL approach is based on lookup tables mapping these state action pairs [53]. A 
common task to test RL algorithms is the cartpole problem of Michie and Chambers [54]. The idea 
is to have a cart which can be moved left and right to balance a pole mounted to the cart. The task 
is fulfilled if the pole is kept upright by the movements of the cart and the collapsing is avoided. 
Thereby the cart can only be moved within a defined range. The states are therefore containing 
(1) 𝑥 the position of the cart, (2) 𝛼 the angle of the pole, (3) 𝑥̇ the velocity of the cart and (4) 𝛼̇ 
the rate of the change of the angle. The actions are the left and right movements [54]. The example 
is illustrated in Figure 3.2: 
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Figure 3.2. RL example task: cartpole 

The policy of the task can be realized with the Q-Table in Table 3.1 which is initialized with zeros: 

Table 3.1. Q-Table example 

States Left Right 

𝑆;(𝑥;, 𝛼;, 𝑥̇;, 𝛼̇;) 0 0 

… … … 

𝑆1(𝑥1, 𝛼1, 𝑥̇1, 𝛼̇1) 0 0 

 

The values in Table 3.1 are the rewards of each action. Choosing the action based on the depending 
state can either be greedily by picking the action with the higher expected reward or exploratory 
by choosing the action randomly. The resulting reward is then updated in the table for the corre-
sponding state-action pair. The more often the RL agent interacts with the environment the more 
values are stored in the table and the lesser actions are chosen randomly. The filled table is the 
learned value function [53].  

The more complex the problem is the greater such a table gets which led to the implementation of 
other value functions. With DQL the Q-Table has been replaced by a neural network as the value 
function. According to Li [55] RL methods had been unstable and sometimes divergent before the 
deep Q-network (DQN) has been introduced. The DQL algorithm of Mnih et al. [56] brought the 
advantages through having an experience replay implemented where the agents experience is 
stored into a memory [57]. DQL updates are performed with randomly chosen samples from the 
memory. The advantage of having an experience replay rather than updating the DQN every con-
secutive step is that data can be used more efficiently since a single sample can be used for weight 
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updates multiple times and through choosing the samples randomly neglects the correlations be-
tween consecutive steps which reduces the variance between updates. Therefore, the probability 
of getting stuck in a local minimum or diverging is reduced by avoiding unwanted feedback loops. 
Another advantage is the implementation of the target network. Since the Q-network is a function 
approximator which is updated at each time step it does not only affect the next action rather than 
many further actions (in a Q-Table on the other hand the value of a state-action pair is assigned 
certainly – refer to Table 3.1). Therefore, the target network is updated (unlike the Q-network) 
periodically with the parameters of the Q-network. The weights of the target network are kept 
constant to avoid instability [56]. The DQL algorithm is illustrated with the following pseudo-code 
of Mnih et al. [56]: 

 

Algorithm 3.1. DQL algorithm of Mnih et al. [56]. 

Initialize replay memory D with size N 
Initialize action-value function 𝑄 with random weights 𝑤 
Initialize target action-value function 𝑄d  with random weights 𝑤< = 𝑤 
For episode = 1 to M do 
 Initialize sequence 𝑠; = {𝑥;} and preprocessed sequence 𝜙; = 𝜙(𝑠;) 
 For t = 1 to T do 

  Set an action 𝑎 = h𝑟𝑎𝑛𝑑𝑜𝑚	𝑎𝑐𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ	𝑝𝑟𝑜𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦	𝜖
𝑄	𝑎𝑐𝑡𝑖𝑜𝑛	𝑣𝑎𝑙𝑢𝑒 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  

  Execute action and observe reward 𝑟/ and resulting state 𝑥/=; 
  Set 𝑠/=; and preprocess 𝜙/=; 
  Store results in memory D 

Set discounted reward 
Perform gradient descent step on Q-network 
Every C step reset 𝑄d = 𝑄 

 End For 
End For 

 

Since the DQL example above is limited to a discrete action space Lillicrap et al. [58] enhanced 
the DQL algorithm to an actor-critic algorithm called deep deterministic policy gradient (DDPG). 
The actor function is the policy which maps states and actions and selects actions and the critic is 
the value function (as in DQL) and determines the Q-Values. The actor function is updated with 
respect to the determined Q-Value of the critic function [58]. The ability of the actor of choosing 
continuous actions enable actor-critic algorithms to solve a wider range of tasks e.g., the auto-
mated calibration of control units. 

3.1.2 Deployment in the scope of the study 
To solve combinatorial issues like the traveling salesman problem, RL algorithms are frequently 
employed [59], [60]. However, RL has also been applied to optimize the clutch engagement. 
Within simulations the parameters of a PID controller have been varied with a RL algorithm to 
minimize the jerk and the friction losses for the clutch engagement during launch by Xiaohui et al. 
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[61]. RL has also been applied by Gagliolo et al. [62] and Van Vaerenbergh et al. [63] to optimize 
the clutch engagement by minimizing the piston velocity and the engagement time of the clutch 
which led to promising results after a few hundred epochs [62], [63]. A similar optimization prob-
lem is investigated by Brys et al. [64] with focus on multi-objective aspects. Further the effects of 
scalarization on the performance is investigated. The study is carried out within simulations. 
Lampe et al. [65] applied a RL algorithm to optimize the quality of the clutch engagement while 
ensuring an immediate response. None of the studies focused on the optimization of the calibration 
parameters of the TCU. The calibration problem is not a combinatorial one which could be a rea-
son. Also, the time spent to find a possible solution could be one fact not to use RL algorithms for 
solving such kind of problems since many optimization epochs are needed for the algorithm to 
converge, as illustrated in [62], [66]. 

3.2 Genetic Algorithms 

Another option to achieve parameters by a self-learning system is the usage of a genetic algorithm 
(GA). These algorithms are inspired by the evolution species must experience in nature to populate 
further and avoid being extinct [67]. Further GAs are introduced to optimize problems with more 
than one and even conflicting optimization objectives [68]. 

3.2.1 Background and Motivation 
A GA typically consists of the steps selection, mutation and recombination. To perform these steps 
a first population is usually initialized with arbitrary values [69]. Each population consists of sev-
eral individuals. For each individual a fitness value is assigned based on the behavior the individual 
performs in the desired environment (how it fits to the optimization objectives) [70]. Hence, the 
fitness value is introduced to select the individuals for the further steps: mutation and recombina-
tion [71]. To understand the logic beyond a GA it is necessary to observe the process of genetic 
evolution in nature. 

From a biological point of view, Herbert Spencer delivers a definition of genetic fitness. In his 
book: “A System of Synthetic Philosophy. The Principles of Biology.” Spencer describes fitness as 
the ability of an individual adapting to its environment. In detail, he describes that a species can 
vary compared to its parents of the former generation and the environment can change either. This 
variation leads to specific modifications of a species, which can be unexperienced. Thus, the envi-
ronmental change can be fatal for some species, which does not have the ability to adapt to its new 
environment while other species are still able to live or even are more stable due to altering genet-
ics. This leads to the well-known sentence “survival of the fittest” by Herbert Spencer [72]. The 
ability of adaption of a species to its environment called fitness is therefore the decisive argument 
for natural selection (the better the fitness the better the chance of a species to survive) [70]. By 
altering the genetic over several generations, the genetic of a species is turning to an equilibrium 
(stable state). When an equilibrium is reached, further alteration is not needed anymore as long 
as the environment does not change. This is called genetic drift [73]. 

To alter the genetic of a species, two different methods are common: recombination and mutation. 
Mutation describes a spontaneous altered genetic, which is inheritable to the next generations 
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[74]. Recombination is the process of sharing genetics of parents of a population to a child of the 
next generation [75]. Recombination comes with the advantage of fixing beneficial mutations and 
transferring them to further generations. Negative mutations respectively will not be transferred 
due to natural selection [76]. 

After mutation and recombination, new individuals are part of the following generation. For using 
a GA, the population size and the number of generations have to be defined [69].  

A simplified GA is presented in [77] and [78] and could be presented with the following pseudo-
code. 

 

Algorithm 3.2. Pseudo-Code of a simple GA. 

Set number of generations G 
Set population size P 
Set g = 0 
Set p = 0 
Initialize population of size P randomly 
While g < G do 

Determine the fitness value of each chromosome  
While p < P do 

Select two parent chromosomes depending on the fitness values 
Define point where to split each chromosome 

Based on probability 𝑐ℎ𝑖𝑙𝑑 = m𝐂𝐨𝐦𝐛𝐢𝐧𝐞	or	𝐂𝐨𝐩𝐲	the	chromosomes
𝐌𝐮𝐭𝐚𝐭𝐞	the	chromosomes

 

Add child to new generation 
End While 

 If termination condition is met 
  Break 
 End If 
End While 

3.2.2 Deployment in the scope of the study 
To solve complex tasks like the automated calibration of control units several GAs exist. The GA 
NSGA-II from Deb et al. [69] is a well-tested algorithm for solving such kinds of multi-objective 
optimization problems, and has been applied in a wide range of optimization problems [26], [39], 
[79], [80], [81], [82]. 

In order to achieve the best shift control for DCTs, Kahlbau [26], [81] used the NSGA-II algorithm 
for parameter optimization. As optimization objectives, the jerk and the derivative of the jerk are 
minimized to optimize the shift control. Additionally to the optimization objective of Kahlbau [26], 
[81] another optimization objective is introduced by Wehbi et al. [39] by measuring the time from 
start of the launch (acceleration pedal unequal zero) to synchronization (clutch slip speed equal 
zero) to optimize the driving behavior of the launch. The vehicle launch is optimized by Bachinger 
et al. [83] with the clutch closing time and a scaling factor for clutch slip speed as optimization 
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objectives using the differential evolution algorithm for vehicles with DCTs. By using a multi-ob-
jective evolutionary algorithm on a dynamic model, Huang [37] introduces the concept of model-
based automated calibration. The algorithm approaches a desired trajectory that is controlled by 
a sliding mode controller to achieve the best match of comfort and sportiness criteria for the shift 
evaluation. In general, to improve the clutch engagement of a transmission to optimize the driving 
behavior GAs have been [84]. 

Also, to optimize the calibration parameters of the ECU GAs have been applied. 

With a special DOE to identify an initial population and a novel GA based on existing GAs the 
calibration parameters of the ECU are optimized by Zaglauer [85] (only the method is knowledge-
free the DoE is model-based). The determined initial population has the advantage of reducing the 
evaluation time. The engine is modeled using a gray-box model-based on a neural networks [85]. 

But GAs also have some drawbacks. The computation time and the quality of the evaluation is 
directly affected by the parameter population size (number of individuals per generation) [86]. 
There is also the possibility of remaining in a local minimum [87] and a long computation time 
[88]. Also, choosing the right parameters for crossover and mutation is influencing the quality of 
the solution of a GA [89]. 

3.3 Outcome 

The drawbacks of RL and GA approaches in the optimization of the launch behavior through opti-
mizing calibration parameters makes these approaches difficult to use in the regular development 
process of DCTs. To overcome these issues, the TSO algorithm has been introduced in [1] and [2]. 
The TSO algorithm is also knowledge-free and based on ML as a hybrid approach of RL and SL. 
The application of the TSO algorithm increases the efficiency of the calibration process within 
different test environments. 
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4 Optimization objectives 
Typically, calibration parameters can be used to influence a vehicle and its component behavior. 
The software for the corresponding vehicle component includes these parameters, making it pos-
sible to adapt the software to various vehicle types without changing any software functions or the 
entire software. These parameters also provide the opportunity to modify the system behavior to 
fit customer requirements. To ensure a functioning vehicle with the highest possible quality and 
by fulfilling any requirement in the widest range of circumstances, the calibration parameters must 
be set iteratively under various environmental conditions. As a result, a lot of calibration parame-
ters needs to be implemented into the software, which increases the calibration effort. These cali-
bration parameters are implemented in the TCU software to affect the way a vehicle behaves. 
Experienced engineers optimize the driving behavior based on their subjective feelings with these 
parameters [26]. Due to the bias introduced by personal preferences, the evaluation of the driving 
behavior can therefore differ between engineers. This might result in additional adjustment loops 
and a greater calibration effort [90]. Therefore, the automated optimization of the drivability is 
strived to be implemented in the development process in order to lessen the workload of an engi-
neer. To enable the optimization algorithms to monitor the quality of driving behavior without the 
involvement of an engineer, subjective feelings must be converted into objective measurements 
[39]. The research in [1] and [2] and the present study itself uses four different launch behavior 
objectives to measure the transfer of these subjective feelings. The objectives are: (1) the acceler-
ation objective, (2) the reaction time objective, (3) the engine speed objective, and (4) the clutch 
torque objective. 

These objectives are examined within a test subject study which is carried out and documented by 
He et al. [3]. The test subject study took place in a driving simulator before being applied in the 
automated optimization. The use of a driving simulator makes it possible to conduct studies on 
test subjects and examine the influence of the engine noise, maximum acceleration, acceleration 
build-up (mean jerk: first-time derivative of the acceleration) and reaction time on the evaluation 
of the vehicle launch. Based on these values the vehicle launch can be assessed regarding its: 
sportiness, comfort and jerkiness [3]. 

The driving simulator has the ability to simulate the dynamics of the vehicle's longitudinal direc-
tion and was created for the study of human perception during longitudinal drive maneuvers. By 
combining translatory and rotatory motions of the driver cabin, it can simulate acceleration and 
deceleration [91]. By using virtual reality technology, simulating the driving environment (such 
as the roads, traffic signs, and landscape), and synthesizing the engine sound, the test subjects 
experience a driving situation that is close to reality. In addition to the simulation of the auditory 
and visual senses, the haptic sense is also taken into account [78]. 

The optimization objectives are divided into two categories: customer objectives (Section 4.1) and 
discomfort objectives (Section 4.2). These objectives are evaluated within a Python script which is 
connected to the optimization algorithms. 
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4.1 Customer Objectives 

Since customer requirements form the basis of the customer objectives 𝑜𝑏𝑗-5%/#4'", a measured 

value (𝑣4')%) is compared with a reference value (𝑣"'>) that is defined by the customer. The abso-

lute deviation is normalized to ensure that every customer objective is in a similar range: 

 
𝑜𝑏𝑗-5%/#4'" = �

𝑣4')% − 𝑣"'>
𝑣"'>

� (4.1) 

In order to equalize the weight of the objectives and make them comparable, the normalization is 
used, which opens up the possibility of setting a relative tolerance. This objective value is set to 
zero if it is less than 0.1. The result is the introduction of a 10% tolerance based on the reference 
value: 

 𝑣"'> ∙ 0.9 ≤ 𝑣4')% ≤ 𝑣"'> ∙ 1.1 (4.2) 

As a result, the following equation is used to determine the customer objectives of Sections 4.1.1 
and 4.1.2: 

 

𝑜𝑏𝑗-5%/#4'",!#$'")1-' = �
0 	𝑣"'> ∙ 0.9 ≤ 𝑣4')% ≤ 𝑣"'> ∙ 1.1

�
𝑣4')% − 𝑣"'>

𝑣"'>
� 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (4.3) 

4.1.1 Acceleration Peak and Acceleration Build-Up Objective 
While speed cannot be perceived by humans, acceleration and jerk can [92]. Since the purpose of 
a vehicle launch is to increase speed from standstill, the driver's perception is affected by the ac-
celeration and the acceleration build-up during launch. The test subject study of He et al. [3] varies 
the maximum acceleration and the acceleration build-up in order to investigate the impact on the 
evaluation criteria of sportiness, comfort, and jerkiness. Figure 4.1 illustrates an exemplary accel-
eration profile during a vehicle launch. 
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Figure 4.1. Acceleration profile of a launch [3]. 

In the test subject study [3] the acceleration build-up only refers to the mean jerk during the 
acceleration's rise. The transitions from standstill to a steadily increasing acceleration and then the 
transition to the maximal acceleration are not included in the calculation of the mean jerk. It is 
calculated from 15% and ends at 85% of the maximal acceleration according to [90]. Figure 4.1 
highlights the beginning and ending locations in red. In the study, contrary effects of the acceler-
ation build-up on comfort and jerkiness can be observed. The launches are evaluated jerkier and 
less comfortable the higher the maximum acceleration and the acceleration build-up are [3]. 

Further, conflicts exist between the demands for a sporty and a comfortable launch [26]. The 
comfort of the passengers is improved by reducing the maximum acceleration and the acceleration 
build-up [93]. In contrast, rapid accelerations and mean jerks (with shorter build-up times) tend 
to be more sportier [39]. The maximum acceleration and mean jerk must both be greater than 
zero in order to increase a vehicle's speed, but they must also not be too high to avoid discomfort. 
The measured values maximal acceleration 𝑎4)8 and the acceleration build-up 𝑎̇@57$( are compared 

with its corresponding reference values (𝑎4)8,"'> and 𝑎̇@57$(,"'>) which should be chosen with re-

gard on the subject study of [3]. So, using the equation below, the maximal acceleration objective 
𝑜𝑏𝑗4)8,)-- is calculated: 

 

𝑜𝑏𝑗4)8,)-- = �
0 	𝑎4)8,"'> ∙ 0.9 ≤ 𝑎4)8 ≤ 𝑎4)8,"'> ∙ 1.1

�
𝑎4)8 − 𝑎4)8,"'>

𝑎4)8,"'>
� 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (4.4) 

And thus, using the equation below, the acceleration build-up objective 𝑜𝑏𝑗@57$(,)-- is determined: 
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𝑜𝑏𝑗@57$(,)-- = �
0 	𝑎̇@57$(,"'> ∙ 0.9 ≤ 𝑎̇@57$( ≤ 𝑎̇@57$(,"'> ∙ 1.1

�
𝑎̇@57$( − 𝑎̇@57$(,"'>

𝑎̇@57$(,"'>
� 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (4.5) 

As stated in Section 4.1, if the measured values fall within a 10% range of the corresponding 
reference values, the objectives are zero. Since these reference values are defined by the customer 
both objectives are customer objectives. Nevertheless, the reference values should be chosen with 
respect to the study by He et al. [3]. 

4.1.2 Reaction Time Objective 
According to Simon [90], a noticeable acceleration during launch occurs if 15% of the maximum 
acceleration is reached. So, the reaction time is the time between the driver actuating the acceler-
ator pedal and reaching the noticeable acceleration. 

He also investigated in a study similar to [3] the influence of the reaction time on the criteria of 
sportiness and comfort and published the results in Schmiedt et al. [2]. In the study the reaction 
time is varied with the three values 250, 550, and 850 ms. The reaction time is applied to different 
positions of the accelerator pedal since the driver is expecting different vehicle reactions depending 
on this position. Therefore, the accelerator pedal position is also varied with the three values 20%, 
40% and 60% during these tests. The study of He concluded that the reaction time has a significant 
influence on the perception of the vehicle launch regarding its sportiness but less on the comfort 
criterion. From the test subject study, it can be derived that at low accelerator pedal positions the 
driver is expecting higher reaction times. Contrary the expectation for lower reaction times are 
increasing with increased accelerator pedal position since the driver is expecting a sportier behav-
ior [2]. In order to determine the reaction time objective 𝑜𝑏𝑗"'), the results of this study can be 

used to set the reference value 𝑡"'),"'> (depending on the position of the accelerator pedal). Ac-

cording to the study the reference value 𝑡"'),"'> for low accelerator pedal positions can be set 

higher than for high accelerator pedal position values. The reference value 𝑡"'),"'> is compared to 

the measured reaction time 𝑡"'),4')%: 

 

𝑜𝑏𝑗"') = �
0 	𝑡"'),"'> ∙ 0.9 ≤ 𝑡"'),4')% ≤ 𝑡"'),"'> ∙ 1.1

�
𝑡"'),4')% − 𝑡"'),"'>

𝑡"'),"'>
� 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (4.6) 

The reaction time objective is a customer objective as well as the acceleration and acceleration 
build-up objectives of Section 4.1.1. 
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4.2 Discomfort Objectives 

The discomfort objectives differ from the customer objectives of Section 4.1 since they are not 
based on a reference value. Instead, the objectives must be zero to achieve the best results. Any 
value greater than zero has a negative impact on a driving behavior. In Sections 4.2.1 and 4.2.2, 
the discomfort objectives are described. 

4.2.1 Engine Speed Objective 
The driver's perception of the launch is influenced by the engine speed behavior, which has an 
impact on the acoustics. Therefore, the driving comfort during the vehicle launch is directly im-
pacted by a dropping engine speed (Figure 4.2b). By varying the engine speed drops 𝑛("#& between 

0, 250, 500, and 750 rpm during a test subject study, the impact on the driver's perception is 
assessed. The test subject study is again carried out in the driving simulator by He similarly to [3] 
and the results are presented in Schmiedt et al. [2]. The subject study concludes that the launch 
behavior can be improved by ensuring that the engine speed is solely increasing [94] (Figure 4.2a) 
or, at the least, not dropping by more than 250 rpm. As stated in Chapter 2.6 the clutch torque 
during clutch slip phases can influence the engine speed behavior [5]. Decreasing the engine speed 
is only possible by increasing the clutch torque over the engine torque or by requesting an engine 
intervention. Since increasing the clutch torque can cause discomfort [37] and requesting an en-
gine intervention can increase pollutant emissions [95], both options for reducing the engine speed 
should be avoided during the vehicle launch. Therefore, achieving an engine speed that is solely 
increasing is further beneficial to ensure a comfortable launch while meeting legislative require-
ments and not only to improve the acoustic behavior. The optimization objective 𝑜𝑏𝑗1 is formed 
with these requirements: 

 𝑜𝑏𝑗1 =
𝑛("#&

1000	𝑟𝑝𝑚 (4.7) 

In order to maintain the objective value within a similar range as the customer objectives (see 
Section 4.1), the objective is normalized. Also, a tolerance is implemented for this objective since 
He et al. [3] investigated that an engine speed drop of less than 250 rpm is not critical. However, 
a stricter threshold of 100 rpm is desired for the evaluation. Therefore, the objective is normalized 
with 1000 rpm resulting in a tolerance value of 0.1 comparable to the customer's objectives. 

 

𝑜𝑏𝑗1 = �
0 	

𝑛("#&
1000	𝑟𝑝𝑚 ≤ 0.1

𝑛("#&
1000	𝑟𝑝𝑚 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (4.8) 
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(a) (b) 

Figure 4.2. (a) Engine speed (red) does not drop, (b) Engine speed drops; Input-shaft speed is green. 

The behavior of the engine speed is shown in Figure 4.2. The left measurement (a) is measured 
with a vehicle, the right one (b) is modified manually to illustrate the behavior. 

4.2.2 Clutch Torque/Jerk Objective 
Humans are even more sensitive to high jerks (first derivative of the acceleration) than to acceler-
ation. High accelerations are uncomfortable, but a vehicle's change in acceleration is also related 
to passenger comfort [96]. During vehicle tests it turned out that the acceleration build-up of 
Equation (4.5) is suitable for the SiL environment but in the vehicle a bumpy feeling could occur 
anyhow despite fulfilling every objective. Therefore, the clutch torque objective is introduced for 
vehicle tests to identify changes in the acceleration. 

Since the clutch torque (𝑇-$5) is directly transmitted to the wheels during slip phases, the longitu-
dinal acceleration of the vehicle is directly related to the clutch torque (see Figure 2.28). Due to 
the discomfort caused by inconsistencies during clutch engagement, it is mandatory to take care 
of the clutch torque gradient when controlling the clutch [37]. In order to determine whether there 
is a drop in the acceleration signal during launch, the clutch torque is analyzed during launch for 

local minima (Figure 4.4). If the first derivative of the clutch torque 𝑇̇-$5 is zero and its second 

derivative 𝑇̈-$5 is greater than zero, a local minimum is discovered. To detect an uncomfortable 

driving behavior, the number of local minima 𝑜𝑏𝑗! is counted and should ideally be zero: 

 
𝑜𝑏𝑗! =��𝑇̇-$5(𝑡) = 0	 ∧ 𝑇̈-$5(𝑡) > 0�

7

1

7A;

 (4.9) 

Since the measured signal is sample-based, it is often not possible to find an exact zero of the 
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derivatives, which makes a numerical analysis difficult. Instead, Algorithm 4.1 is used to investi-
gate the torque for local minima. 

 

Algorithm 4.1. Local minima detection of the clutch torque. 

Set gradient = gradient(signal) 
Declare ExtremePoints 
Set q = 0 
Set i = 1 
 
While i < length(gradient) do 
    If (gradient[i] < 0 && gradient[i – 1] ≥ 0) || (gradient[i] ≥ 0 && gradient[i – 1] < 0) then 
        Set ExtremePoints[q] = i 
        Set q++ 
    End If  
End While 
 
Declare LowPoints 
Set l = 0 
 
For Each e in ExtremePoints do 
    If signal[e – 1] > signal[e] then 
        Set LowPoints[l] = e 
        Set l++ 
    End If 
End For 
 
Set 𝑜𝑏𝑗! = length(LowPoints) 

 
Return 𝑜𝑏𝑗! 

 

If a sign change is detected in the derivative of the torque (ExtremePoints) an extremum is detected. 
An extremum is a local minimum if the value is lower than the value of the previously discovered 
extrema. The value of the objective is equal to the quantity of local minima. 

The measured clutch torque in a real vehicle is a noisy signal with multiple local minima, making 
it challenging to apply the algorithm above, even though it is theoretically correct. To lessen the 
noise, the signal is therefore filtered using a one-dimensional gaussian filter [97]. Figure 4.3 illus-
trates the impact of the filtering. 
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(a) (b) 

Figure 4.3. Influence of the filtering on the signal (a) unfiltered, (b) filtered. 

Due to the unfiltered signal's noisy behavior, there are 25 local minima (counted with Algorithm 
4.1) on the left in Figure 4.3a which indicates an uncomfortable driving behavior. However, a 
behavior like this with small amplitudes is not noticeable and does not have a negative impact on 
the evaluation. Algorithm 4.1 on the filtered signal, on the other hand, predicts a driving behavior 
without discomfort because no local minimum is found (Figure 4.3b). In contrast in Figure 4.4, a 
typical clutch torque behavior that causes discomfort is illustrated. 
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Figure 4.4. Clutch torque with one local minimum. 

The red marker indicates the local minima of the clutch torque which would be noticed as discom-
fort. The second local minimum is highlighted to visualize the change of the gradient. 

Unlike the other objectives, 𝑜𝑏𝑗! is not normalized so if an inconsistency occurs, the objective value 
is equal to or greater than one. Therefore, the possibility of a successful launch in the event of an 
objective value deviating from zero is eliminated. 

4.3 The Reward 

As aforementioned, the reward in RL algorithms is introduced to measure the quality of an action. 
The algorithm aims to maximize the reward based on the state of the environment. The reward in 
this case is the negated sum of the objectives. A launch is successful if the state is equal to the 
target state. If this happens all objectives are zero and hence the reward is zero too. This would be 
the highest (and best) value the reward can reach. The reward within the software in the loop 
(SiL) environment and thus the quality of a calibration is determined as follows: 

 𝑟𝑒𝑤𝑎𝑟𝑑 = −�𝑜𝑏𝑗1 + 𝑜𝑏𝑗4)8,)-- + 𝑜𝑏𝑗@57$(,)-- + 𝑜𝑏𝑗"')� (4.10) 

According to Table 4.1, the target state for any optimization within the SiL environment has been 
set with regard to the study by He et al. [3] as follows: 
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Table 4.1. Target state for the SiL environment. 

Objective Value  Unit  

Engine Speed Drop (𝑛("#&) 0.00 rpm 

Acceleration Peak (𝑎4)8,"'>) 3.25 m/s² 

Acceleration Build-up (𝑎̇@57$(,"'>) 6.50 m/s3 

Reaction Time (𝑡"'),"'>) 0.50 s 

 

Every benchmark optimization algorithm of Section 7.2 has been tested using this target state, 
which has been reproducibly reached in simulations. 

The application of the algorithms within a test vehicle was initially carried out with the same target 
state as that shown in Table 4.1. 

From a practical point of view, it turned out that some launches that met the requirement felt 
bumpy. Also, some launches that had an acceleration build-up that was different from the refer-
ence value could have also produced subjectively satisfying launches. As a result, the discomfort 
objective of Section 4.2.2 has replaced the acceleration build-up objective of Section 4.1.1 to pre-
vent jerky launches during optimization. Therefore, the reward function for the test vehicle 
changes to: 

 𝑟𝑒𝑤𝑎𝑟𝑑 = −�𝑜𝑏𝑗1 + 𝑜𝑏𝑗4)8,)-- + 𝑜𝑏𝑗! + 𝑜𝑏𝑗"')� (4.11) 

The summed-up reward is in addition also used as an assessment of the individuals of the GA and 
the actions of the TSO algorithm. 
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5 Test environments 
To optimize the driving behavior according to the objectives of Chapter 4 there are different test 
environments available. 

5.1 Test Vehicle 

Usually, the calibration of any control unit takes place in test vehicles. This kind of vehicles can be 
equipped with engines, transmissions or infotainment systems which are not necessarily produc-
tion ready but used for developing the hardware or software solutions. With these vehicles e.g., 
the control software of embedded systems is adjusted during test trips. Since the vehicles and its 
parts during development phase are prototypes the costs to produce the test vehicles are high and 
an efficient usage is required. 

To optimize the launch behavior the embedded software solution (illustrated in Section 2.5.2) is 
implemented on the TCU. The optimization of the launch behavior at sea level, without slope and 
in first gear is primarily driven through five calibration parameters.  The driver's requested torque, 
which is determined by the position of the accelerator pedal, usually affect (see Table 5.1) these 
parameters. The calibration parameters affect the different phases of the vehicle launch of Chapter 
2.6 which are shown in Figure 2.26: 

• Parameter 1–phase 1: To increase the engine speed to phase 2, a certain percentage of 

the engine torque should be applied (a low value results in a quick vehicle reaction, 

whereas high value indicates a rapid increase in engine speed but with a worsen vehicle 

reaction). 

• Parameter 2–phase 1: Minimum engine torque that should be applied to speed up the 

engine to phase 2 (active if the value of parameter 1 is too low). 

• Parameter 3: To control how the engine speed behaves in relation to the engine target 

speed, the P-gain control value is used. 

• Parameter 4–phase 3: parameter setting the time until the slip speed should be 0. 

• Parameter 5–phase 3: parameter setting the engine speed which should be reached at 

the end of phase 3. 

These parameters are, as previously mentioned, dependent from one or more input signals e.g., 
the driver request torque. With the input signals the parameters can be interpreted as a one-di-
mensional curve or a two-dimensional map. The latter example of a map is illustrated in Table 5.1. 
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Table 5.1. Example of a calibration map–Parameter 3: P-gain. 

P-gain Engine Speed Error / rpm 

  –500 –250 0 250 500 

Driver request / Nm 0 z11 z12 z13 z14 z15 

150 z21 z22 z23 z24 z25 

300 z31 z32 z33 z34 z35 

 

The difference between the engine target speed and the engine speed that is actually measured is 
the engine speed error. The value of the P-gain can be varied for various engine speed errors, as 
shown in Table 5.1 (the values are interpolated between the nodes). 

During the optimization in this study only the values of the nodes that have an impact on the 
driving behavior are changed. For example, if the driver request is 150 Nm, altering values of the 
nodes of 0 Nm or 300 Nm does not affect the driving behavior hence these values are not consid-
ered during optimization. The marked row of Table 5.1 is illustrating this exemplary. Only the 
marked row needs to be adjusted to best suit the desired driving maneuver. Therefore, 22 values 
that need to be changed during optimization are derived from these five calibration parameters. 

Since the calibration of a component requires access to the corresponding control unit, the opti-
mization algorithms as well as the evaluation algorithms communicate with the programming in-
terface of the common calibration software INCA of the company ETAS. Therefore, the calibration 
parameters are adjusted by the optimization algorithms and after the measurement is finished the 
required signals are evaluated regarding the objectives of Section 4. 

5.2 Software in the Loop (SiL) Environment 

In a SiL environment, as mentioned in Section 4.3, the different algorithms are tested. The soft-
ware solution deployed in the test vehicle (implied in Section 5.1) is equal to the one in the SiL 
environment. Therefore, software functions can be tested without the use of expensive prototypes. 
Testing optimization algorithms in a virtual vehicle has the advantage of reproducible results, free 
from environmental influences. The tool Silver, a Synopsys product, is a virtual ECU platform used 
to configure the SiL environment and has a programming interface which can be accessed with 
Python [98], [99]. Within a SiL environment it is possible to develop some tasks without the use 
of hardware. Since the SiL environment is entirely modeled beside the TCU software also the entire 
powertrain (engine, transmission, etc.) is modeled. As a torque source the ICE model is used which 
also, takes auxiliary torques into account. In order to come as close to a digital twin of a real 
vehicle as possible, the hardware models of the vehicle itself for calculating the driving resistances 
and the transmission model with its inertias are also implemented. The models cannot be fully 
illustrated due to confidential reasons. 
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The SiL environment is not well suited for calibration tasks because the system behavior of the 
powertrain model differs from a real vehicle. To illustrate the clutch torque behavior of both test 
environments Figure 5.1 is introduced. 

  

(a) (b) 

Figure 5.1. Clutch torque behavior of (a) a real vehicle and (b) the SiL environment. 

It is observable that the behavior of the clutch torque is different between the two test environ-

ments. The maximum clutch torque of the real vehicle (a) occurs at about second 1.75 while the 
maximum acceleration within the SiL environment is measured earlier. Therefore, also the gradi-
ent of the clutch torque until the maximum acceleration is reached is much steeper in the SiL 
environment. Since as explained the clutch torque and the engine torque of the environments are 
different this also affects the behavior of the engine speed and the input-shaft which is illustrated 
in Figure 5.2. 
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(a) (b) 

Figure 5.2. Engine speed (red) and input-shaft speed beahvior of (a) a real vehicle and (b) the SiL environment. 

The input-shaft speed of the SiL environment (b) is remaining longer at 0 rpm compared to the 

input-shaft speed of the real vehicle (a) which indicates that the reaction time is probably worse 
in the SiL environment compared with the real vehicle. Although the calibration of the environ-
ments was different, the example of Figure 5.1 and Figure 5.2 illustrates the fact that the underly-
ing vehicle models of the SiL environment are hardly to be adjusted to fit the behavior of the test 
vehicle. Therefore, the calibration is not transferable between the vehicle and its digital twin. 

Nevertheless, the SiL environment has the advantage of having the ability to produce repeatable 
results. This enables the possibility to test various calibration techniques for automating the cali-
bration process effectively. All tested algorithms of Section 7.2 are tested within the SiL environ-
ment. Those algorithms which are most promising are further tested in a test vehicle. The results 
are illustrated in Section 7.3. All of the tests are run/simulated at sea level, at 20 °C, and with zero 
slope. 

5.3 Simplified model 

Since the embedded TCU software cannot be presented due to confidential reasons a simplified 
model is set up with Python. The model is introduced to illustrate the embedded software of the 
TCU and the influence of calibration parameters (described in Section 5.1). The model contains 
the engine control, the vehicle control and the transmission control shown in Figure 5.3. The 
powertrain parameters which affect the vehicles behavior are defined in Table 2.1. 



 

 

Test environments 57 

 

 

 

Figure 5.3. Simplified vehicle model. 

5.3.1 Simplified Engine Model 
The simplified engine model is basically a model for generating a torque signal as an input for the 
transmission model. Further also the engine specific constants are defined. These are the engine 
inertia and the engine idle speed. According to Bulatovi�et al. [6] the engine inertia can range 
depending on the engine geometry between 0.168 kgm2 and 1.012 kgm2 [6]. For the exemplary 
simulation an engine inertia of 0.3 𝑘𝑔𝑚, is chosen (see Section 2.2.3). The engine idle speed is 
set to 850 rpm. 

Since the model is a fictive one the engine torque behavior is not modeled accurately. To approach 
the behavior a factor (𝑓𝑎𝑐!) is introduced (starting with 1) which is decreased at each step. 

 𝑓𝑎𝑐!(𝑖) = 0.98 ∙ 𝑓𝑎𝑐!(𝑖 − 1) (5.1) 

The decreasing factor of 0.98 is only an estimation for approaching the fictive engine torque to a 
behavior similar to Figure 2.5 or the clutch torque during launch of Figure 4.3. With the torque 
factor (𝑓𝑎𝑐!) the engine torque (𝑇') is determined by multiplying it with the torque request (𝑇"'B) 

(which is set to 100 Nm).  

 𝑇' = (1 − 𝑓𝑎𝑐!) 	 ∙ 𝑇"'B (5.2) 

The resulting engine torque is illustrated in Figure 5.4. 
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Figure 5.4. Engine torque of the simplified engine model. 

With the difference of the engine torque (𝑇') and the clutch torque (𝑇-$5) as well as with the engine 

inertia 𝐽' the gradient of the engine speed (𝑛̇') is determined. 

 
𝑛̇' =

(𝑇' − 𝑇-$5)
𝐽'

 (5.3) 

With the gradient of the engine speed the engine speed can be determined by integrating the 
gradient over time with the engine idle speed as the starting condition. The pseudocode of the 
simplified engine model is illustrated in Algorithm 5.1. As stated earlier the powertrain parameters 
e.g. the engine inertia can be found in Table 2.1. 
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Algorithm 5.1. Simplified Engine Model. 

Declare EngineInertia = 0.3 
Declare EngineSpeedIdle = 850 
Declare TorqueRequest = 100 
Declare TorqueFactor = 1 
 
Function EngineStep 
    Pass In Variables: TorqueClutch, time 

 
    Calculate TorqueFactor = 0.98 * TorqueFactor 
    Calculate TorqueEngine(t) = (1 – TorqueFactor) * TorqueRequest 
    Calculate EngineSpeedGradient = (TorqueEngine(t) – TorqueClutch(t)) / EngineInertia 
    Calculate SpeedEngine(t) = Integrate EngineSpeedGradient over time with EngineSpeedIdle 
        as Starting Condition 

 
    Return Variables SpeedEngine, TorqueEngine 
    Return Constants EngineSpeedIdle, EngineInertia 
End Function 

 

The engine torque and speed are further used in the transmission model. 

5.3.2 Simplified Vehicle Model 
Beside the engine model also a vehicle model is required to illustrate the calibration of the trans-
mission. In the vehicle model the constants of Section 2.2.3 are defined. These constants are the 
total ratio of the first gear of the transmission and the differential transmission (𝑖 – estimated with 

16), the efficiency of the powertrain (𝜂&./ – estimated with 0.98), the radius of the wheel (𝑟(01 – 

estimated with 0.3 m) and the mass of the vehicle (𝑚C – estimated with 1.800 kg).  

With these constants and the clutch torque, the torque at the wheels (𝑇.), the corresponding force 

(𝐹.) and the acceleration (𝑎) can be determined. 

 𝑇. = 𝑇-$5 ∙ 𝑖 ∙ 𝜂&./ (5.4) 

 𝐹. = 𝑇. ∙ 𝑟(01 (5.5) 

 
𝑎 =

𝐹.
𝑚C

 (5.6) 

With the acceleration the velocity is determined through integrating the acceleration over time. 
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The vehicle velocity is further used to determine the wheel speed. This simplified vehicle model is 
illustrated in Algorithm 5.2. 

 

Algorithm 5.2. Simplified Vehicle Model. 

Declare RatioTotal = 16 
Declare EfficiencyPowertrain = 0.98 
Declare RadiusWheel = 0.3 
Declare MassVehicle = 1800 
 
Function VehicleStep 
    Pass In Variables: TorqueClutch, time 

 
    Calculate TorqueWheel = TorqueClutch(t) * RatioTotal * PowertrainEfficiency 
    Calculate ForceWheel = TorqueWheel / RadiusWheel 
    Calculate Acceleration = ForceWheel / MassVehicle 
    Calculate Velocity = Integrate Acceleration over time 
    Calculate SpeedWheel(t) = (Velocity * 2 * Pi) / RadiusWheel 

 
    Return Variables SpeedWheel 
    Return Constants RatioTotal 
End Function 

 

5.3.3 Simplified Transmission Model 
The simplified transmission model requires the input of the vehicle and the engine model to de-
termine its torques and speeds. With the total ratio and the wheel speed the input-shaft speed is 
determined. As mentioned prior the clutch torque is influenced by the desired engine speed which 
is shaped by the calibration parameters. 

The simplified transmission model has two calibration parameters which are similar (SpeedEn-
gineGradient) or equal (P-Gain) to the illustrated parameters of Section 5.1: 

- SpeedEngineGradient: increases the desired engine speed at each time step until the 
SpeedDesiredLaunch has been reached. 

- P-Gain: defines the deviation of the clutch torque and the engine torque to control the 
engine speed. The P-Gain is dependent on the engine speed error (deviation of the de-
sired engine speed and the engine speed). 

Further the desired engine speed is also dependent on the input-shaft-speed. After the input-shaft-
speed has increased close to the desired engine speed the desired engine speed is increasing with 
the input-shaft-speed (but with an offset – green area) to ensure that the engine speed is greater 
than the input shaft speed. The gap between the desired engine speed and the input-shaft-speed 
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is dependent on the desired slip of 10 rpm (between the engine speed and the input-shaft-speed) 
as well as the calibrated P-Gain value (observable in Algorithm 5.3). This enables a smooth en-
gagement of the clutch. The desired engine speed is illustrated in Figure 5.5. 

 

Figure 5.5. Desired engine speed of the simplified model. 

It is observable that the desired engine speed is increasing at each time step from the engine idle 
speed until the desired launch speed is reached (red area). The desired engine speed remains at 
this level (blue area) until the input-shaft-speed (including the offset) exceeds the desired launch 
speed and becomes the desired engine speed itself (green area). 

With the P-Gain, the engine inertia and the engine speed error the torque is determined which is 
required to increase the engine speed to the desired engine speed. This torque is subtracted from 
the engine torque to determine the clutch torque. Therefore, the desired engine speed has an in-
fluence on the clutch torque. 

The determination of the clutch torque and the desired engine speed is illustrated in Algorithm 
5.3. 
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Algorithm 5.3. Simplified Transmission Model. 

Declare SpeedDesiredLaunch = 1500 
Declare SpeedDesiredSlip = 10 
 
Function TransmissionStep 
    Pass In Variables: SpeedWheel, SpeedEngine, TorqueEngine, time as t 
    Pass In Constants: RatioTotal, EngineSpeedIdle, EngineInertia 
    Pass In Parameters: SpeedEngineGradient, PGain 

 
    Calculate SpeedInputShaft(t) = SpeedWheel(t) * RatioTotal 
    Calculate SpeedSlip = SpeedEngine – SpeedInputShaft(t) 
    Calculate SpeedDesiredMinimum = max(SpeedEngineDesired(t-1), EngineSpeedIdle) 
    Calculate EngineSpeedDesiredRise = SpeedDesiredMinimum + SpeedEngineGradient 
    Calculate SpeedDesiredLaunch = min(SpeedDesiredLaunch, EngineSpeedDesiredRise) 
    Calculate SpeedEngineEngage = SpeedInputShaft(t) + SpeedDesiredSlip 
    Calculate SpeedEngineDesired(t) = max(SpeedDesiredLaunch, SpeedEngineEngage) 
    Calculate SpeedError = max(SpeedEngine(t), EngineSpeedIdle) – SpeedEngineDesired(t) 
 
    If SpeedSlip < 100 / PGain(SpeedError) Then 
        Calculate SlipDifference = SpeedDesiredSlip – SpeedSlip 
        SpeedEngineDesired(t) = SpeedEngineDesired(t) + SlipDifference / PGain(SpeedError) 
    End If 
 
    If SpeedEngineDesired(t) < SpeedEngineDesired(t-1) Then 
        Calculate SpeedInputShaftGradient = SpeedInputShaft(t) – SpeedInputShaft(t-1) 
        SpeedEngineDesired(t) = SpeedEngineDesired(t-1) + SpeedInputShaftGradient 
    End If 
 
    Calculate SpeedError = max(SpeedEngine(t), EngineSpeedIdle) – SpeedEngineDesired(t) 
    Calculate EngineSpeedControlTorque = EngineInertia * PGain(SpeedError) * SpeedError 
    Calculate TorqueClutch(t) = max(TorqueEngine(t) – EngineSpeedControlTorque, 0) 

 
    Return TorqueClutch 
End Function 

 

5.3.4 Main Loop 
Each of the functions of Section 5.3.1 to 5.3.3 are called at each time step. To perform a vehicle, 
launch with the simplified model the main loop has to be triggered which is illustrated in Algorithm 
5.4. 
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Algorithm 5.4. Main Loop of the Simplified Model. 

Initialize time = 0 
Declare EndTime = 3 
Declare TimeStep = 0.01 
 
While time < EndTime then 
    Call EngineStep pass ClutchTorque, time 
    Call Vehicle Step pass ClutchTorque, time 
    Call TransmissionStep pass SpeedWheel, SpeedEngine, TorqueEngine, time 
 
    Set time = time + TimeStep 
End While 

 

5.3.5 Influence of the Calibration Parameters 
The SpeedEngineGradient is a scalar value which determines the gradient of the desired engine 
speed. In contrast the P-Gain is a curve similarly to Table 5.1 which is as mentioned dependent on 
the engine speed error. The P-Gain is illustrated in Table 5.2. 

Table 5.2. P-Gain of the simplified model 

Engine Speed Error / rpm –500 –250 0 250 500 

P-Gain z11 z12 z13 z14 z15 

 

Since the calibration parameters influence the engine speed as well as the clutch torque there is 
also an influence regarding the driving behavior (see Chapter 4) e.g., by influencing the reaction 
time. 

Varying the calibration parameter “SpeedEngineGradient” results in the speeds of Figure 5.6: 
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(a) (b) 

Figure 5.6. Influence of the "SpeedEngineGradient "; (a/b): desired engine speed (blue), engine speed (red), in-
put-shaft speed (green). 

The corresponding torque is illustrated in Figure 5.7. 

  

(a) (b) 

Figure 5.7. Influence of the "SpeedEngineGradient "; (a/b): engine torque (blue), clutch torque (green). 

The P-gain in both situations is set to 0.5 while the “SpeedEngineGradient” is varied in Figure 5.6 
and Figure 5.7. On the left side (Figure 5.6a / Figure 5.7a) the calibration parameter is set to 10 
while it is set to 50 on the right side (Figure 5.6b / Figure 5.7b). It is observable that the gradient 
of the desired engine speed is steeper on the right which results in a worsened response (the clutch 
torque is rising delayed in (Figure 5.7b) compared to (Figure 5.6b)) but the target speed of 1500 
rpm is reached faster compared to (Figure 5.6a). 

Figure 5.8 illustrates the influence of the P-Gain on the speeds. 
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(a) (b) 

Figure 5.8. Influence of the P-gain; (a/b): desired engine speed (blue), engine speed (red), input-shaft speed 
(green). 

Again, the corresponding torque is illustrated in Figure 5.9. 

  

(a) (b) 

Figure 5.9. Influence of the P-gain (a/b): engine torque (blue), clutch torque (green). 

The “SpeedEngineGradient” in both situations are set to 20 while the P-gain is varied in Figure 5.8 
and Figure 5.9. On the left (Figure 5.8a / Figure 5.9a) the P-gain is set again to 0.5 and on the 
right (Figure 5.8b / Figure 5.9b) the P-gain is set to 3. The behavior is different on the right since 
the engine speed is following the desired engine speed closer compared to the left side. Also, the 
response is worsened on the right indicated by the delayed clutch torque. 

This simple example illustrates how calibration parameters affect the driving behavior. Neverthe-
less, the model is very simplified and not comparable to e.g., the SiL environment but illustrates 
the scheme of the models behind the embedded software solution. 
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6 Target State Optimization 
The TSO approach suggested in [1] and [2] is motivated by the stated drawbacks of the existing 
knowledge-free self-learning algorithms of Section 3.3 and combines the advantages of RL and SL. 

The interaction with an environment is comparable to RL (Figure 3.1). The action of the TSO agent 
affects the environment, which then reacts with a state. Similar to the RL algorithm DQL the agent 
is a feedforward neural network model which is trained during optimization based on the dataset 
that is created in parallel. In contrast to RL and TSO an existing dataset is used in SL, to train and 
optimize a neural network. 

The quality of an action is measured with the reward (as explained in Section 4.3) but it is not 
used to optimize the actions in contrast to RL. Anyway, if the reward is zero it is indicating a 
successful optimization. The flowchart of  

Figure 6.1 illustrates the main loop of the TSO algorithm. The generation of the action is further 
explained in Section 6.1. To illustrate the relevance of the hyperparameters of neural networks a 
brief introduction in neural networks is outlined in Section 6.2. These hyperparameters as well as 
the weights of the model are optimized during optimization. The optimization of the neural net-
work model is further explained in Section 6.3. Another hyperparameter is the activation function 
of a neural network which is illustrated in Section 6.4. The batch size of neural networks influences 
the training process and is introduced in Section 6.5. The robustness of the algorithm is tested in 
Section 6.6. 
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Figure 6.1. Flowchart of the TSO algorithm: main loop. 

The entire algorithm is implemented in Python to enable the option to communicate with the SiL 
environment as well as with the programming interface of the calibration software INCA. 

6.1 Generation of the Action 

The trade-off between exploration and exploitation affects optimization algorithms like GAs [100] 
and RL [101] algorithms. An optimization algorithm tries to find (explore) good solutions in the 
state space. After a good solution has been found one option is to exploit the state space to find 
similar solutions which are maybe better. A possible disadvantage is that new solutions are not 
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being explored because the optimization is stuck in a local minimum [100]. 

To solve this problem, Mnih [52], [56] considered the 𝜀-Greedy approach for DQL to ensure a 
trade-off between exploration and exploitation Mnih [56]: 

 𝜀(𝑖) = max	(𝜀('-7 , 𝜀471) (6.1) 

The equation above illustrates the 𝜀-Greedy approach where 𝜀 is decreasing with 𝜀('- in each iter-

ation 𝑖 until 𝜀471 is reached. Epsilon's progression for different values is shown in Figure 6.2. 

  

(a) (b) 

Figure 6.2. Progress of 𝜀 with (a) 𝜀!"# = 0.98 and 𝜀$%& = 0.1, (b) 𝜀!"# = 0.995 and 𝜀$%& = 0.01. 

The action type is determined in parallel by generating a random number 𝑟 between 0 and 1 in 

each iteration. If the random number is greater than 𝜀(𝑖), the neural network generates an action, 
otherwise an action is generated randomly. Therefore, the first actions are primarily generated 
randomly (to explore the state space) because 𝜀 is decreasing over time, whereas the model gen-
erates later actions with exploitation in focus. 

The RL algorithm described in Mnih [52] is introduced to optimize combinatorial problems (where 
an optimization can last for multiple steps) and tries to predict an action, which maximizes the 
reward depending on the previous state of the environment. After executing the action another 
state is achieved and the next action is predicted. In contrast, the TSO algorithm is not intended 
to optimize combinatorial problems. Therefore, during an optimization with the TSO algorithm 
the initial state in each step is equal. The neural network learns from previous state-action pairs 
after a certain number of iterations (𝑖𝑡), by mapping the environmental states to the actions that 
caused them. The neural network is supposed to learn the system behavior of the environment 
through the early random actions that are assumed to cover a large state space. Depending on the 
𝜀-Greedy approach (if an action is requested from the neural network) the neural network receives 
the optimization objectives as a target state to forecast an action. The environmental state resulting 
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from the action is expected to be equivalent the target state (based to the previous assumptions of 
having learned prior state-action pairs). An indication that the neural network needs to be opti-
mized or more random actions are required is given if the state from the environment is not equal 
to the target state. The optimization is successful, and the reward is zero if the resulting state is 
equal to the target state. The generation of the action within the TSO algorithm is illustrated in 
the flowchart of Figure 6.3. 
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Figure 6.3. Flowchart of the TSO algorithm: generation of the action. 

If an action is taken by the model, which has not led to a successful result the fail count (𝑓) is 
incremented. The model has to be created or optimized if the model is not existing or the threshold 
𝑇* is exceeded by the fail count. To understand the model optimization Section 6.2 is introduced 

to get a brief overview over the hyperparameters of a neural network. 
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6.2 Brief Introduction into Neural Networks 

This section is introduced since the TSO algorithms uses hyperparameter optimization and should 
therefore provide a brief introduction into neural networks.  

A neural network computes the relationship between its input and its output, and hence it is acting 
as a function estimator [102]. The number of units (neurons) of each layer and the number of 
layers are the model design hyperparameters [103] which are detected during hyperparameter-
tuning in Section 6.3. 

According to Yang and Shami [104] all neural network models have an input and an output layer. 
The number of hidden layers influences the complexity of a neural network [104]. Figure 6.4 
illustrates such a neural network architecture [103]. 

 

Figure 6.4. Neural network architecture according to [103]. 

To determine the input of a single unit 𝑎 of a neural network a set of input variables 𝑑 is weighted 

with 𝑤7 [105]: 

 
𝑎 =�𝑤7 ∙ 𝑥7 +

(

7A;

𝑤D (6.2) 

The processing of the unit 𝑎 within a nonlinear activation function 𝑔 yields the output	𝑧 of a unit: 

 𝑧 = 𝑔(𝑎) (6.3) 

Input layer Output layerHidden Layers
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The representation changes for multiple units with the same inputs (single layer neural network) 
for 𝑥D = 1 to: 

 
𝑧E = 𝑔��𝑤E7 ∙ 𝑥7

(

7AD

�, (6.4) 

In cases where there are multiple layers, the output of layer (𝑗 + 1) is based on the output of the 

previous layer 𝑗, which is represented in: 

 
𝑧E=; = 𝑔��𝑤(E=;)E ∙ 𝑧E

4

EAD

�, (6.5) 

Thus, the notation of 𝑧E=; is represented for a neural network with two layers as follows: 

 

𝑦- = 𝑧E=; = 𝑔��𝑤(E=;)E ∙ 𝑔
4

EAD

��𝑤E7 ∙ 𝑥7

(

7AD

�� (6.6) 

The weights of the neural network are established within training using the available input (𝑥) 

and output (𝑦) data. The number of data points is denoted with 𝑛. The predictions of the neural 

network 𝑦- based on the input 𝑥 are compared with its true value 𝑦 [105]. This process is called 
forward propagation due to the fact that the data is passed through the network. The predicted 
(𝑦-) and true value (𝑦) are compared using an error (or cost) function like the mean squared error 

𝐸: 

 
𝐸 =

1
𝑛�

�𝑦-�𝑥B, 𝑤� − 𝑦B�
,

1

BA;

 (6.7) 

Since Equation (6.6) is insertable into Equation (6.7) the cost function is depending on the 
weights. By minimizing the cost function with its derivative, the weights are determined during 
backpropagation. This takes place by taking fixed steps (learning rate) in the direction of negative 
gradients (gradient descent) until a minimum is approached [105]. The trade-off between faster 
learning but a potential lack of convergence (with large learning rates) and more precise predic-
tions but longer computation times (with small learning rates) drives the selection of learning rate. 
This behavior is illustrated with a simplified example in Figure 6.5 according to [104]. 
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(a) (b) 

Figure 6.5. Cost function with (a) small learning rate, (b) large learning rate. 

Due to its importance the learning rate [106] but also the number of layers and the number of 
neurons per layer are optimized within the TSO algorithm. The optimization is illustrated in Sec-
tion 6.3. 

6.3 Model Optimization and Hyperparameter-Tuning 

The model parameters (updated during learning) and hyperparameters (which cannot be learned 
from the data) are two crucial different kind of parameters in ML [104]. The hyperparameters 
have a major influence on the accuracy of the ML model [107] and have to be defined before 
starting the training process [108]. For optimizing the predictions of a ML model the hyperparam-
eters have to be adjusted to a dataset [104]. 

As mentioned previously, the three hyperparameters of Section 6.2 (learning rate, number of layers 
and the number of neurons per layer) are usually adjusted to a dataset the model should be trained 
on. Different to SL where hyperparameters are adjusted to an existing dataset, the dataset in RL 
algorithms as well as in the TSO algorithm is growing with the optimization progress. Therefore, 
the hyperparameters in RL algorithms are typically not adjusted to the dataset during optimization 
(according to the research carried out about RL algorithms by this date). In an optimization algo-
rithm this can result in an unsatisfying performance since the accuracy of a neural network can be 
negatively affected by a misleading set of initial hyperparameters. 

As described in Section 6.1 the data is collected with randomly generated actions for a certain 
number of iterations (𝑖𝑇) to bypass the absence of a dataset. During these iterations the neural 
network in TSO does not exist. After these iterations and if an action should be generated by the 
neural network (requested by the 𝜀-greedy approach – Figure 6.2), the hyperparameter optimiza-
tion is carried out to generate the neural network model. The hyperparameter-tuning is carried 
out with the Bayesian optimization based on Gaussian Processes and the collected state-action 
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pairs. The Bayesian optimization outperforms other hyperparameter-tuning methods (e.g., grid-
search, random-search, etc.) [109] and is hence used within TSO. 

If the neural network's predictions are still inaccurate (after the hyperparameter-tuning), it is op-
timized again. 

For indicating the need of an optimization and to differentiate between optimization methods the 
fail counter (𝑓) is introduced as well as the gradient threshold (𝑇*), and the tuning threshold (𝑇/). 

The fail counter 𝑓 is incremented if the action is generated by the neural network and the target 
state is not equal to the environmental state. If a neural network already exists and this behavior 
occurs multiple times (𝑓 > 𝑇*) it is re-trained with the new collected data. The hyperparameter-

tuning is repeated and a new model 𝑛 is created if the model still fails (𝑓 > 𝑇/) to predict an action 

which is leading to the target state. The tuning threshold (𝑇/) is greater than the gradient threshold 

(𝑇*) to ensure that the model is first re-trained before the hyperparameter-tuning is performed. 

Since the hyperparameter-tuning is very expensive regarding computation time, the optimization 
is only performed 𝑚 times. Every new created model is additionally compared with the ones which 
have already been created during previous optimization processes.  

Figure 6.6 illustrates the model optimization process of the TSO algorithm. 
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Figure 6.6. Flowchart of the model optimization. 

The development of the hyperparameters due to hyperparameter-tuning is exemplary illustrated 
in Table 6.1 and Table 6.2. In this example two test runs in the SiL environment (Section 5.2) are 
carried out. In each test run 1000 iterations (vehicle launches) are performed. The optimization 
of the hyperparameters is carried out three times in this example. 
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Table 6.1. Hyperparameter propagation test run 1. 

Test Run / Iteration Layer Neurons Learning Rate 

7 1 512 0.0237 

16 1 25 0.0545 

23 1 512 0.0237 

 

In Table 6.1 it is observable that in any optimization a neural network with one layer is preferred. 
Further it is observable that in the third hyperparameter-tuning process a neural network archi-
tecture is generated which has not reached a better performance than the neural network archi-
tecture of the first tuning process (the hyperparameter set is equal to the first one after the model 
comparison). 

Table 6.2. Hyperparameter propagation test run 2. 

Test Run / Iteration Layer Neurons Learning Rate 

6 6 130 0.0247 

16 1 180 0.0414 

20 4 425 0.0012 

 

Other than in Table 6.1 in Table 6.2 it is observable that the hyperparameter-tuning in each tuning 
process led to a different neural network architecture. 

Although the optimization objectives in both test runs are equal the hyperparameters are different. 
This issue is probably caused by the fact that the first iterations are performed with randomly 
chosen action values leading to a different exploration of the state space. Therefore, despite equal 
targets the state-action pairs for the hyperparameter-tuning are different. 

6.4 Relevance of the Activation Function 

As part of the error function (shown in Section 6.2) the activation function affects the training. To 
reduce the computation time the activation function is not determined during hyperparameter-
tuning of Section 6.3 (although it is also a hyperparameter), instead three common activation 
functions are investigated in this Section. These are: (a) the linear identity activation function, (b) 
the rectified linear unit (ReLU) and (c) the logistic sigmoid activation function [110] illustrated in 
Figure 6.7: 
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(a) (b) (c) 

Figure 6.7. (a) linear, (b) ReLU, and (c) logistic sigmoid activation function (red) and its derivative (blue). 

The following equation is representing the linear activation function: 

 𝑔(𝑥) = 𝑥 (6.8) 

The linear activation function simplifies the neural network into a simple matrix multiplication 
since it reduces the neural network to a single-layer network. Thus, results in limited computa-
tional capabilities. For more sophisticated tasks a neural network with multiple layers is required 
(deep neural network) [105] which prerequisites a non-linear activation function like the ReLU 
function [111]: 

 𝑔(𝑥) = max	(0, 𝑥) (6.9) 

or the logistic sigmoid activation function [105]: 

 
𝑔(𝑥) =

1
1 + 𝑒<8 (6.10) 

Using the logistic sigmoid function comes with the drawback of having a greater computational 
effort compared to implementing the rectified linear unit (ReLU). The issue becomes more relevant 
with a growing number of weights due to added layers and/or neurons since the weight estimation 
becomes computationally more expensive [111]. To investigate the influence of the activation 
function on the performance of the optimization the TSO algorithm is tested with both activation 
functions within the SiL environment. For this purpose, each activation function is tested within 
five test runs (one test run is containing 1000 iterations). The performance is determined with the 
average number of successful iterations 𝑥̅H and the average number of the first successful iteration 

𝑥̅: out of the five test runs. For both activation functions equal optimization targets are proposed. 
The results are illustrated in Table 6.3. 
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Table 6.3. Comparison of the activation functions. 

Activation function 𝒙�𝑺 𝒙�𝑭 

Sigmoidal 7.8 221.6 

ReLU 250.0 20.6 

 

It is observable that the performance of the TSO algorithm is significantly affected by the chosen 
activation function. Figure 6.8 illustrates the difference of the behavior: 

  

(a) (b) 

Figure 6.8. Comparison of the influence of the activation functions of the TSO algorithm on the results. (a) sig-
moidal activation function, (b) ReLU activation function. 

The results indicate that the ReLU activation function is preferable to be used for the TSO algo-
rithm. 

6.5 Batch Size 

The number of training samples used to update the neural network model is determined by another 
hyperparameter called batch size [112].  The batch size influences the behavior of the neural net-
work in terms of accuracy of the predictions but also during training. Thus, a bad generalization 
and inaccurate predictions may be the outcome of a batch size which is too large. A better quality 
but longer computation times, in contrast, are the result of a too small batch size [113]. Since the 
dataset is increasing its size (during the optimization with the TSO algorithm), the batch size is 
not kept at a constant value in contrast to e.g., SL or RL. An increasing computation time would 
be observable with an increasing dataset size if the batch size is small during the entire optimiza-
tion process. In contrast the possibility of misleading predictions could occur over a longer time 
period with a large batch size. Thus, the batch size 𝑏 in TSO is dependent on the size of the dataset 
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𝑡 and determined as follows: 

 𝑏 = �
𝑡
4
� (6.11) 

 𝑏471 < 𝑏 < 𝑏4)8 (6.12) 

The dataset size, 𝑡, is used to dynamically determine the batch size based on the optimization 

progress. The batch size's minimum and maximum values are 𝑏471 and 𝑏4)8. 

6.6 Robustness 

Since in real world environments it is difficult to find stationary conditions, optimization algo-
rithms should be robust. Robustness means the ability of a system to function under perturbations 
and hence under changing conditions according to Kitano [114]. The optimization of the launch 
behavior is usually not carried out in a stationary environment (outside simulations) since roads 
or test tracks are not entirely flat. For a desired optimization of the launch at flat conditions obvi-
ously roads with high slopes should be avoided. Nevertheless, roads without any slope are hardly 
available. However, small changes in the driving resistance urge the system to behave differently 
compared to optimal conditions. To test the robustness of the TSO algorithm a real-world behavior 
is simulated within the SiL environment by altering the slope randomly at each vehicle launch 
between –1% and 1% as well as between –2% and 2%. This test is repeated four times with 100 
launches each. Table 6.4 illustrates the results. 

Table 6.4. Successful iterations of the robustness test with the TSO algorithm. 

Test run ±1 % ±2 % 

1 20 21 

2 78 33 

3 17 74 

4 7 0 

Average 30.5 32 

 

As shown in Table 6.4 the results vary strongly. With the outliers of 78 and 74 successful launches 
and one outlier without any successful launch the behavior is very different. The average number 
of successful launches in both test cases are very similar anyway (30.5 for ±1%, 32 for ±2% slope). 
Despite the varying results it indicates that minor changes in the system behavior are acceptable 
for the optimization with the TSO algorithm. 



 

 

80 Results of the calibration of the launch behavior 

 

7 Results of the calibration of the launch behavior 
To find a calibration resulting in a driving behavior which matches the objectives of Chapter 4 
several self-learning algorithms have been applied. First, tests have been carried out with the TSO 
algorithm deployed on the simplified model of Section 5.3 to evaluate the potential of the algo-
rithm. In the SiL environment tests are carried out with existing RL algorithms and the GA NSGA-
II. These results are compared with the performance of the TSO algorithm in the SiL environment. 
To verify the most promising algorithms of the SiL environment the tests are repeated in different 
test vehicles. 

In every optimization the values of the calibration parameters are limited by experienced calibra-
tion engineers to a defined range. Therefore, the search space is limited to avoid long optimization 
times and to ensure the plausibility of the parameters after the optimization. The latter issue is 
important since sometimes after the optimization it is required to adjust the parameters by cali-
bration engineers. Thus, if a parameter set which is leading to a successful launch is found it is 
ensured that the parameters are in a similar range to those the calibration engineer would have 
chosen. Otherwise, it would be difficult for the engineers to modify the optimized parameters. 

The range of the parameters are equal for every algorithm. The range of the parameters for the 
optimization and the resulting calibration parameters itself are illustrated for the simplified model 
in Section 7.1. The behavior is equal for the other test environments but not illustrated in detail 
due to confidentiality reasons. 

7.1 Simplified Model 

To investigate the potential of the TSO algorithm it is tested with the ReLU activation function 
(see Section 6.4) within the simplified model of Section 5.3. For testing the algorithm only two of 
the four objectives of Chapter 4 are used for optimization: (1) the reaction time objective of Section 
4.1.2 and (2) the clutch torque objective of Section 4.2.2. The other objectives remain constant 
due to the simplified behavior and are therefore neglected. While the clutch torque objective 
should be zero (since it is a discomfort objective) the reference value of the reaction time objective 
has to be chosen. An illustration of different driving behaviors is shown in Figure 5.7a with a 
reaction time of 0.1 s and in Figure 5.9b with a reaction time of 0.4 s. Within these two figures the 
differences of the clutch torque affected by the reaction time is clearly visible.  

Generalization tests 

To test the generalization of the algorithm and therefore to prove the ability of the TSO algorithm 
to learn the system behavior despite varying the test set up the reference value of the reaction time 
objective is varied between 0.35 s and 0.5 s. For each set of objectives, the TSO algorithm is applied 
five times on the simplified model. Every test run of these five test runs contains 1000 launch 
iterations (same test scenario as in Section 6.4 Relevance of the Activation Function). If the reward 
of one launch is zero, the objectives are met, and the target is reached by the TSO algorithm. Table 
7.1 illustrates the performance of the TSO algorithm regarding the test scenario. The average num-
ber of the first successful iteration is denoted with 𝑥̅: which is the iteration the reward is zero the 
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first time. The standard deviation of this value is 𝜎:. The average number of successful iterations 

(average number of iterations where the reward is zero of the 1000 iterations) is denoted with 𝑥̅H. 
Accordingly, the standard deviation is illustrated with 𝜎H. The outliers are indicated with 𝑚𝑖𝑛H 
(lowest number of successful iterations out of the five test runs) and 𝑚𝑎𝑥H (highest number re-
spectively). 

Table 7.1. TSO algorithm applied on the simplified model. 

Reaction Time 𝒙�𝑺 𝝈𝑺 𝒎𝒊𝒏𝑺 𝒎𝒂𝒙𝑺 𝒙�𝑭 𝝈𝑭 

0.35 s 759.2 27.1 732.0 804.0 138.2 57.4 

0.4 s 713.2 114.9 588.0 829.0 106.6 64.1 

0.45 s 734.6 52.1 650.0 781.0 122.4 58.8 

0.5 s 0.0 - 0.0 0.0 - - 

 

It turns out that a set of calibration parameters for meeting the objectives can be found by the TSO 
algorithm often in almost every test run. Only the objective combination of a reaction time of 0.5 
s while meeting the clutch torque objective is not approachable by the algorithm in this test envi-
ronment. 

Further investigation of the 1000 launches of the fourth of the five test runs for the 
reaction time objective of 0.4 s 

An example of such a test run is illustrated in Figure 7.1. The figure illustrates the results (of the 
fourth of five test runs) of the TSO algorithm applied to the simplified model with a reaction time 
objective of 0.4 s. The red marks are indicating where a successful result occurs. In the example 
below 794 of the 1000 launches were successful. The first successful launch occurs at iteration 48. 
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Figure 7.1. Results of the fourth of five test runs of the TSO algorithm applied to the simplified model with a 
reaction time objective of 0.4 s. The red dots indicate successful launches. 

The 794 successful launches of Figure 7.1 have been achieved with five sets of parameters. The 
parameter sets are all in the range of Table 7.2. 

Table 7.2. Parameter range of the simplified model for the optimization. 

Parameter minimum maximum 

“SpeedEngineGradient” 3 rpm/10ms 500 rpm/10ms 

P-Gain 0.001 10 

 

The P-Gain is in contrast to the “SpeedEngineGradient” not a scalar value. Instead, it is a curve 
which is dependent on the speed error of the engine speed and the desired engine speed. This 
curve is illustrated in Table 5.2. 

The parameter sets achieving the successful results are illustrated in Table 7.3. The iteration the 
parameter set is leading to a successful iteration the first time is denoted with 𝑥:. The overall 

number of successful iterations of a parameter set is denoted with 𝑥H. 
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Table 7.3. Parameter sets of the fourth of five test runs leading to successful results in the simplified model for a 
reaction time objective of 0.4s. 

No 𝒙𝑭 𝒙𝑺 
“SpeedEngine-

Gradient” 

P-Gain over Engine Speed error 

-500 -250 0 250 500 

1 48 790 33.38 1.14 0.74 0.69 0.90 0.76 

2 114 1 283.39 0.97 0.52 0.03 6.37 6.57 

3 198 1 397.19 9.79 0.59 0.19 9.08 5.07 

4 273 1 496.26 6.36 0.39 0.37 0.52 8.41 

5 538 1 75.72 5.32 0.20 0.82 5.39 6.01 

 

In Table 7.3 it is observable that the first parameter set is leading to the greatest number of suc-
cessful results. The other parameter sets are leading to one successful result only.  

Anyway, to validate these five parameter sets which are leading to 794 successful launches of the 
1000 launches of the fourth test run and to ensure that these parameter sets did not accidentally 
lead to a successful result (especially the ones with only one successful result) the parameter sets 
are again tested within the simplified model multiple times. The measured reaction times of these 
parameter sets are illustrated in Table 7.4. The reaction time values have been generated repro-
ducibly by the parameter sets. The tolerance thresholds of 10% have not been reached for the 
reaction time objective hence the objective 𝑜𝑏𝑗"') is zero for every parameter set as well as the 

clutch torque objective 𝑜𝑏𝑗!. 

Table 7.4. Results of the different successfully applied parameter sets (generated by the TSO algorithm in the 
fourth test run on the simplified model) for a reaction time objective of 0.4 s. 

No Reaction Time 

1 0.43 s 

2 0.40 s 

3 0.41 s 

4 0.40 s 

5 0.39 s 
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Epsilon Greedy 

As stated in Section 6.1 the 𝜀-Greedy approach of Mnih [52], [56] is introduced to TSO (to deter-
mine whether an action is generated by the neural network model or randomly) to avoid being 
stuck in a local minima. The action distribution of randomly generated actions and actions gener-
ated by the neural network model (according to Section 6.1) is illustrated in Figure 7.2. As shown 
previously in Figure 6.2 the blue line indicates the value of epsilon during the optimization pro-
gress. The randomly generated number to decide if an action is generated randomly or by the 
neural network model is indicated by the 1000 dots. The green dots indicate where actions are 
generated by the neural network model. The red dots indicate where actions are generated ran-
domly. 

 

Figure 7.2. Action distribution generated by the TSO algorithm in the fourth test run on the simplified model for 
a reaction time objective of 0.4 s; red: randomly generated actions, green: predicted actions of the neural net-
work, blue: epsilon threshold. 

It is observable that iterations in an advanced optimization process are more likely to be deter-
mined by the neural network model as mentioned previously. It is also observable that latter ran-
domly generated actions (red dots between iteration 700 and iteration 1000) lead to an explora-
tion of the state space without leading to successful iterations (observable at the corresponding 
iterations in Figure 7.1 – reward is below zero). This behavior is also observable in early stages of 
the optimization of Figure 7.1. 

The influence of 𝜀-Greedy approach is also observable in Table 7.3. Except the first parameter set 
the other parameter sets are only leading to one successful result. Figure 7.3 is illustrating only 
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the successful iterations of the optimization in the same manner as in Figure 7.2. 

 

Figure 7.3. Action distribution of the successful iterations; red: randomly generated actions, green: predicted 
actions of the neural network, blue: epsilon threshold. 

The four red dots are indicating the four successful results which have occurred only one time 
(randomly chosen). The green dots indicate the 790 iterations leading to successful results through 
the neural network model. 

Anyway, although the first parameter set is leading to a measured reaction time with the greatest 
deviation compared to the reference reaction time (among the other parameter sets) it produced 
by far the most successful results. Further, it is observable that many parameter sets can produce 
a satisfying result.  

Choosing the parameter set 

Despite the possibility of choosing several parameter sets out of Table 7.3 which would lead to a 
successful launch behavior the advice for the calibration engineer in this and the following cases 
of Section 7.2 and Section 7.3 is to choose the one with the most repetitive successful results from 
the optimization. In Table 7.3 this is the first parameter set with 790 successful launches out of 
1000. Therefore, a robust calibration is guaranteed. 

Anyway, although the robustness is a criterion of choosing the parameter set generated by the TSO 
algorithm it is worth taking an insight in the distribution of the P-Gain. Since calibration engineers 
selecting calibration parameters not only driven by data (unlike TSO), the probability of calibrating 
the parameter set in the same manner manually is very unlikely. The P-Gain of the first and the 
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fourth parameter set of Table 7.3 are illustrated in Figure 7.4. 

  

(a) (b) 

Figure 7.4. P-Gain of the different parameter sets of Table 7.3. (a) Parameter set 1 recommended to be chosen 
(𝑥' = 790), (b) Parameter set 4 (𝑥' = 1). 

While the P-Gain of the first parameter set does not follow a pattern the P-Gain of the fourth 
parameter set does. In the fourth parameter set for high absolute values of the engine speed error 
the P-Gain value is also high. In contrast for low values of the engine speed error the P-Gain is low. 
These parameters are more likely to be chosen manually since a calibration engineer chooses pa-
rameters driven by domain knowledge and therefore would eventually treat negative and positive 
deviations of the engine speed similarly. Anyway, since the TSO algorithm and the other evaluated 
self-learning optimization algorithms do not have any domain knowledge the calibration engineer 
should use (as stated previously) the calibration leading to the most successful results. 

Conclusion 

Concluding, it can be observed that the algorithm is producing repeatedly successful results within 
the simplified model despite varying the optimization objectives. Therefore, the algorithm is fur-
ther applied within the more complex SiL environment which includes the same TCU software 
solution as a test vehicle. 

7.2 Software in the Loop (SiL) environment 

The TSO algorithm has shown its potential in Section 7.1. Regardless of the promising results a 
comparison with existing established algorithms has to be carried out in a more sophisticated de-
velopment environment. Nevertheless, to ensure reproducible results the virtual vehicle of Section 
5.2 is used for comparing these algorithms. The ability to reproduce results without external influ-
ences (environmental conditions) comes with the advantage of only having an impact on the driv-
ing behavior through varying the parameters of the TCU (comparable to Table 5.1). Beside the 
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TSO algorithm the following self-learning algorithms are applied within the SiL environment to 
determine the calibration parameters: NSGA-II (GA), the RL algorithms: Deep Deterministic Policy 
Gradient (DDPG) [58], Proximal Policy Optimization (PPO) [115], Advantage Actor-Critic (A2C) 
[116] and Soft Actor-Critic (SAC) [117]. 

As mentioned, the launch behavior is optimized with regard on the objectives of Sections 4.1 and 
4.2. To monitor the performance of each algorithm in scope of the optimization problem – compa-
rable to Section 7.1 – the number of successful iterations as well as the iteration where the first 
successful iteration occurs are compared. To reduce the influence of having accidently favorable 
or unfavorable starting conditions each algorithm is tested within five test runs (as previously 
shown in Section 6.4 and Section 7.1). This method is applied since the first iterations are usually 
performed with a set of randomly chosen parameters (which also influences the hyperparameters 
– see Section 6.3). Since self-learning algorithms are making decisions based on experience the 
starting conditions can influence an optimization towards a more positive or negative progress. To 
overcome this issue Zaglauer [85] identified the starting population with a DOE. The DOE is in-
troduced to find several solutions within the search space to shorten the evaluation time with the 
gained knowledge [85]. To set up such a DOE it is required to have domain knowledge which 
makes the method difficult to generalize (the algorithm should also find solutions properly for 
different system behaviors like different combustion engine behaviors). Since the optimization 
method should work e.g., in different environmental conditions and for different optimization 
problems (and as stated in Section 3 knowledge-free) a DOE is not intended. 

The mentioned test runs to measure the performance of an algorithm contains 1000 iterations and 
therefore in this case 1000 vehicle launches within the SiL environment. If a successful launch has 
been recognized, the optimization however proceeds until all 1000 iterations have been carried 
out to avoid the chance of having a success with randomly generated calibration parameters. Table 
7.5 illustrates the results of the five test runs. As previously shown in Table 7.1 the outliers are 
indicated with the columns 𝑚𝑖𝑛H for the lowest number of successful iterations out of the five test 

runs and 𝑚𝑎𝑥H with the highest number respectively. The number of successful iterations is aver-

aged in 𝑥̅H and the standard deviation is denoted in 𝜎H. Accordingly, the first success (reward is 

zero for the first time) is illustrated with 𝑥̅: and the standard deviation is illustrated in column 𝜎:. 
The results are based on the target state of Table 4.1. 

Table 7.5. Comparison of TSO with existing algorithms. 

Algorithm 𝒙�𝑺 𝝈𝑺 𝒎𝒊𝒏𝑺 𝒎𝒂𝒙𝑺 𝒙�𝑭 𝝈𝑭 

NSGA-II 104.2 15.37 84 126 21.0 13.8 

DDPG 0.0 - 0 0 - - 

PPO 1.2 1.30 0 3 363.0 261.6 

A2C 2.0 1.87 0 5 332.8 274.3 

SAC 28.8 4.15 22 32 46.4 31.1 

TSO 250.0 160.4 36 442 20.6 11.3 
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The GA NSGA-II outperforms the RL algorithms, and the standard deviation indicated reproducible 
results. Therefore Table 7.5 proves the mentioned drawbacks of Section 3.3 regarding RL. Since 
RL algorithms need many iterations to learn the policy [62], [66] 1000 iterations in each test run 
without known starting conditions from a DOE turns out to be not enough to gain promising re-
sults. This indicates that the tested RL algorithms might not be the right choice for optimizing the 
behavior of a vehicle in a non-simulated environment and hence in a time-consuming development 
process. Despite the drawbacks of RL algorithms, the SAC algorithm led to some promising results 
even though they were not comparable to those of the GA. Figure 7.5 illustrates the promising 
results of the NSGA-II algorithm. 

 

Figure 7.5. Results of an NSGA–II test run in the SiL environment. The red dots indicate successful launches. 

The standard deviation of the TSO algorithm for the average successful iterations is greater com-
pared to the other algorithms since one test run produced one outlier with only 36 successful 
iterations. Nevertheless, the TSO algorithm had in average more successful results compared to 
the other algorithms. The result of one test run is illustrated in Figure 7.6. 
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Figure 7.6. Results of the TSO algorithm within the SiL environment. The red dots indicate successful launches. 

Further, the results regarding the first successful iteration are comparable to the NSGA-II algo-
rithm. 

Although the NSGA-II algorithm has some drawbacks (possibility of a worsened performance with 
an increasing number of calibration parameters, noisy reward with many outliers – Figure 7.5) it 
will be applied within different test vehicles as well as the TSO algorithm due to its promising 
results. In the test vehicles the hyperparameter optimization did not take place to save computation 
time. Therefore, the TSO algorithm is adjusted and applied with the last combination of the hy-
perparameters of the SiL environment (layers = 4, neurons = 425, learning rate = 0.0012 – Table 
6.2) within the different test vehicles. 

7.3 Test vehicles 

To validate the NSGA-II and the TSO algorithm in the test vehicles the target values of the optimi-
zation objectives are equal. Table 7.6 is introduced to illustrate the target state: 
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Table 7.6. Optimization targets. 

Objective Value Unit 

Engine Speed Drop 0.00 rpm 

Acceleration Peak 3.25 m/s² 

Number of Clutch Torque Minima 0 - 

Reaction Time 0.50 s 

Test Vehicle: Three-cylinder Otto – FWD – HDT 

To validate the algorithms a vehicle with a three-cylinder Otto engine equipped with an HDT is 
used (the HDT is explained in Section 2.4.3). The vehicle has a front-wheel drive (FWD). Since 
the time spent in a test vehicle should be minimized (for reducing costs) the number of iterations 
for the optimization is strived to be as low as possible in contrast to the 1000 iterations per test 
run of Section 7.2. To realize a lower number of iterations with the NSGA-II algorithm two differ-
ent hyperparameter configurations are applied. The hyperparameters of the NSGA-II algorithm are 
explained in Section 3.2 and are set for the first test to a population size of four and a generation 
size of five. Thus, in total 20 iterations are performed. Since this number is significantly lower 
compared to the tests in the SiL environment, another hyperparameter set is tested. The generation 
size is again five, but the population size is set to 12 resulting in 60 iterations. Figure 7.7 illustrates 
the results: 

  

(a) (b) 

Figure 7.7. NSGA–II results tested in a vehicle with an HDT and a three-cylinder Otto engine :(a) Generations: 5, 
Populations: 4; (b) Generations: 5, Populations: 12. 

The target state has never been reached with any of the NSGA-II configurations which is observable 
with the reward which is always below zero. 
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For testing the TSO algorithm also, a lower number of iterations is applied. To compare the results 
with the one of the NSGA-II algorithms (of Figure 7.7) only 50 iterations are desired for the opti-
mization. Further, also the test vehicle is the same and the environmental conditions are almost 
equal (slight differences could be possible regarding the ambient temperature – test is carried out 
later the same day). As mentioned in Section 7.2 the optimization in the test vehicle is performed 
with the hyperparameters of the neural network of the SiL environment (number of layers = 4, 
neurons per layer = 425, learning rate = 0.0012). Figure 7.8 illustrates the results: 

 

Figure 7.8. Results of the TSO algorithm tested in a test vehicle with an HDT and a three–cylinder Otto engine. 
The red dots indicate successful launches. 

It is observable that the TSO algorithm outperforms the NSGA-II algorithm since the first successful 
result has been achieved after 11 iterations and overall 16 iterations have been successful out of 
50. 

Figure 7.9 shows an example of a launch with a calibration leading to a successful result (reward 
= 0) and a failed launch. 
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(a) (b) 

Figure 7.9. (a) Successful launch (TSO: iteration 11 of Figure 7.8), (b) Failed launch (NSGA-2: iteration 0 of Figure 
7.7a); Engine Speed (red); Input-shaft speed (green). 

Figure 7.10 illustrates the corresponding clutch torque of these launches. 

  

(a) (b) 

Figure 7.10. Clutch torques of the different launches accordingly to Figure 7.9: (a), desired clutch torque behavior 
(b) clutch torque with local minima. 

Regarding the engine speed objective of Section 4.2.1 Figure 7.9a illustrates a behavior without 
discomfort since the engine speed does not drop. Also, Figure 7.10a does not show any local min-
imum of the clutch torque and hence complies with the clutch torque objective of Section 4.2.2. 
The customer objectives of Section 4.1 are also met since a maximum acceleration of 3.26 m/s2 
and a reaction time of 0.45 s is measured and hence is within the 10% tolerance of the target 
values defined in Table 7.6. The second launch (illustrated in Figure 7.9b) is also not negatively 
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evaluated regarding the engine speed objective since although the engine speed has some incon-
sistencies the engine speed does not drop. In contrast two local minima of the clutch torque 
(marked red) are determined in Figure 7.10b while only the one at timestep 1.18 s is clearly ob-
servable. Nevertheless, the maximum acceleration measured with 3.24 m/s2 is within the tolerance 
in contrast to the reaction time measured with 0.59 s. The reward of the launch illustrated in 
Figure 7.9b and Figure 7.10b is -2.31 and hence the launch is not successful. 

Test Vehicle: Three-cylinder Otto – FWD – DCT 

To verify the results the tests have been repeated in another vehicle with a three-cylinder Otto 
engine but instead of an HDT, a conventional DCT is part of the powertrain. The vehicle again has 
a FWD. The results of the NSGA-II algorithm are illustrated in Figure 7.11: 

  

(a) (b) 

Figure 7.11. NSGA–II results tested in a test vehicle with a conventional DCT and a three–cylinder Otto engine: 
(a) generations: 5, population: 4; (b) generations: 5, population: 12. The red dot indicate a successful launch. 

Figure 7.12 illustrates the results of the TSO algorithm applied to the same vehicle. 
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Figure 7.12. Results of the TSO algorithm tested in a test vehicle with a conventional DCT and a three–cylinder 
Otto engine. The red dots indicate successful launches. 

It is observable that the performance of the NSGA-II algorithm is still worse than the performance 
of the TSO algorithm. Anyway, the TSO algorithm has not achieved as many successful results as 
illustrated in Figure 7.8 since the target values of the optimization objectives have not been ad-
justed to the different powertrain configuration. This is necessary since the behavior of the differ-
ent engines and vehicles can vary strongly despite an equal expression of the driver demand with 
the same pedal positions. 

Test Vehicle: Four-cylinder diesel – AWD – HDT 

Since the TSO algorithm outperformed the NSGA-II algorithm twice (and hence it is assumed that 
it is proven that the NSGA-II algorithm is outperformed in scope of the optimization problem for 
low numbers of iterations generally) only the TSO algorithm is tested in the third vehicle to verify 
the ability of the algorithm to generalize for different system behaviors. The third test vehicle 
differs from the previous test vehicles since the powertrain is equipped with a four-cylinder diesel 
engine, an HDT and an all-wheel drive (AWD). The first test in this vehicle is again carried out 
with the target state of Table 7.6 (reference acceleration 3.25 m/s2, reference reaction time 0.5 s). 



 

 

Results of the calibration of the launch behavior 95 

 

 

Figure 7.13. Results of the TSO algorithm tested in a test vehicle with an HDT and a four–cylinder diesel engine 
(Acceleration target: 3.25 m/s2, reaction time target: 0.5 s). 

Since the engine torque behavior and also the power of a four-cylinder Diesel engine is different 
compared to the one of the three-cylinder Otto engines the target state of Table 7.6 has not been 
reached by the TSO algorithm which is illustrated in Figure 7.13 (the accelerator pedal position 
was set to the same value as in previous tests). Therefore, the target state needs to be adjusted to 
the physical behavior of the new engine-transmission combination. Different target states with its 
results are illustrated in Table 7.7: 

Table 7.7. Comparison of the TSO algorithm with different optimization targets within the vehicle with a four-
cylinder diesel-engine and an HDT. 

Acceleration Reaction Time 
Successful 

Iterations 
First Success 

3.25 m/s2 0.5 s 0 - 

3.5 m/s2 0.3 s 16 13 

3.5 m/s2 0.4 s 11 4 

4 m/s2 0.3 s 1 13 

 

It is observable that for the applied accelerator pedal position (and hence the applied engine load) 
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most successful launches have been determined for the acceleration target of 3.5 m/s2 and a reac-
tion time target of 0.3 s which is illustrated in Figure 7.14. 

 

Figure 7.14. Results of the TSO algorithm tested in a test vehicle with an HDT and a four–cylinder diesel engine 
(Acceleration target: 3.5 m/s2, reaction time target: 0.3 s). 

If the maximum acceleration is varied lower or higher the success of the optimization is influenced 
negatively. Varying the reaction time target instead also leads to a slightly worse but acceptable 
result. 

The results illustrate that the TSO algorithm is able to optimize the calibration of the parameters 
influencing the behavior of the launch of DCT faster than currently available optimization algo-
rithms formerly applied in this domain. Further it is shown that the TSO algorithm is able to gen-
eralize by being applied to different vehicles (if the customer objectives are chosen in a way that 
is reachable by the system behavior). 
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8 Discussion 
The study revealed that the TSO algorithm [1], [2] was able to optimize the calibration parameters 
of the TCU of DCT regarding the launch behavior faster than common RL algorithms and the 
commonly used GA NSGA-II (illustrated in Table 7.5). In the SiL environment the performance of 
the TSO algorithm in terms of successful results showed that the NSGA-II algorithm is outper-
formed since the TSO algorithm achieved two times more successful results. The best tested RL 
algorithm (SAC) had an even worse performance in the domain of TCU parameter optimization. 
The TSO algorithm had nine times more successful results (see Section 7.2). Within the tests with 
test vehicles the NSGA-II algorithm only had one successful result which is shown in Figure 7.11b 
(vehicle with the conventional DCT and a three-cylinder Otto engine) while the other tests have 
not been successful. The TSO algorithm achieved a better performance in both vehicles with the 
three-cylinder Otto engines (HDT Figure 7.8 and DCT Figure 7.12) but could not find a successful 
parameter set in the first place for the vehicle with the four-cylinder Diesel engine (see Section 
7.3). 

Table 7.7 illustrates that some domain knowledge of the system behavior (regarding the vehicle 
which should be calibrated) is required since as mentioned the calibration of the vehicle with the 
four-cylinder Diesel engine came with a different system behavior compared to the other test ve-
hicles. Therefore, although the calibration process can be successfully automized, the setting of 
the customer objectives (see Section 4.1) still requires experienced engineers. The setting of the 
optimization objectives is not only an issue in the optimization with the TSO algorithm in fact the 
issue also exists for any other optimization algorithm. To further shorten the optimization time an 
option could be generally setting the objective values of the customer objectives (Section 4.1) to 
zero if the reaction time is below its reference value (see Section 4.1.2) or if the maximum accel-
eration exceeds its reference value (Section 4.1.1). Both cases would lead to an improved driving 
behavior although the tolerance thresholds are exceeded. Also, the dynamical adjustment of the 
reference values dependent on the system behavior could be an approach for further studies as 
long as the other objectives are still reachable. 

In Section 7.1 the selection of the parameter set from the ones leading to successful results is 
illustrated. Therefore, the selection is driven by the robustness and hence the parameter set leading 
to the highest number of successful results should be chosen by the calibration engineer. Anyway, 
this could lead to the drawback of having a parameter set which is not likely to be chosen by a 
calibration engineer which makes it difficult to re-calibrate manually. Although this issue is exist-
ing for any of the tested algorithms a solution for further research could be analyzing the monotony 
of curves and maps to align the parameters to the domain knowledge of the calibration engineer. 

A benefit of the TSO algorithm is the fact that it has the ability to adjust its hyperparameters during 
optimization which is illustrated in the SiL environment. Nevertheless, in Section 6.3 it is outlined 
that the hyperparameters can differ in each optimization after tuning if the initial state-action pairs 
are different (which is the case in every optimization since the initial actions are chosen randomly). 
This behavior does not occur in common RL algorithms since the hyperparameters are set before 
the optimization starts (according to the research carried out about RL algorithms by this date). 
Although the latter option is not beneficial (pointed out in Section 6.3) the behavior is indicating 
that also an optimization of the neural network can result in a misleading set of hyperparameters. 
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Such a behavior might be observable in the outlier of the results of the SiL environment (Section 
7.2) and have to be considered especially when it is desired to transfer hyperparameters from the 
SiL environment to the test vehicle. 

The tests carried out in the test vehicles (Section 7.3) were promising and indicate a good gener-
alization of the TSO algorithm regarding the calibration of the launch behavior of vehicles 
equipped with DCT. The generalization in this domain was in general observable since the TSO 
algorithm was applied successfully in different test environments (simplified model, SiL environ-
ment, test vehicle), for different optimization targets, for different combustion engine configura-
tions (Diesel and Otto engines with different amounts of cylinders), for different hybrid configu-
rations (with and without electric motor applied) and for different drivetrain configurations (FWD 
and AWD configuration). Anyway, the robustness tests of Section 6.6 indicate that some further 
investigation should be carried out. 

Another disadvantage is found in the fact that each optimization step is taking more time the 
further the optimization proceeds since every state-action pair is learned at each step. In contrast 
in DQL only a certain amount (batch size) of samples is learnt at each step which are chosen 
randomly from the experience buffer. Beside the disadvantage regarding the evaluation time the 
current implementation can also lead to an overfitted neural network. Tests with an adjusted 
learning behavior did not lead to an increased or equal performance of the optimization. Since the 
TSO algorithm solved the optimization problem comparably fast (see Table 7.5) worsened optimi-
zation time is accepted and hence a maximum number of 50 iterations in the test vehicle is desired. 
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9 Conclusion 
Although some methods have been proposed to automize the calibration process of control units 
it is usually still driven by calibration engineers in a time-consuming iterative manner. As men-
tioned in Section 3.1 the gaining popularity of machine learning methods led to new approaches 
for solving existing problems. One approach to solve the optimization problem in calibration tasks 
is illustrated in this study with the TSO algorithm. The TSO algorithm is a hybrid solution combin-
ing techniques applied in SL with the ongoing optimization of the machine learning model in RL. 
Different to RL algorithms in TSO it is strived to achieve a pre-defined target within tolerance 
boundaries with a single step. In contrast in RL a reward is maximized within multiple steps to 
solve a combinatorial problem. To achieve the target the TSO algorithm has the ability to adjust 
its underlying neural network architecture by using Bayesian optimization based on Gaussian pro-
cesses and the developing dataset. Thus, the network is not only trained to predict actions based 
on its experience it also re-configures itself if a lack in performance is detected (see Section 6.3). 
The optimization is carried out using the ReLU activation function which is determined in Section 
6.4 as beneficial for the optimization. 

Beside the automated optimization also the evaluation of the vehicle launch needs to be au-
tomized. Therefore, the objectives of Chapter 4 are introduced and divided into customer objec-
tives and discomfort objectives. The objectives are introduced to transfer subjective feelings into 
objective measurements. Therefore, the discomfort objectives are determined by evaluating the 
signal of the engine speed for negative gradients (to determine the engine speed drop Section 
4.2.1) and the clutch torque for local minima (Section 4.2.2) which should optimally lead to an 
objective value of zero. The determination of the customer objectives is different since they are 
introduced to influence the driving behavior of a vehicle based on customer requirements e.g.,  
sporty or comfortable. Therefore, to determine the customer requirements a measured value is 
compared to a reference value. The customer objectives are the acceleration objective (Section 
4.1.1) and the reaction time objective (Section 4.1.2). Choosing the reference value and deciding 
if it e.g. leads to a comfortable or sporty launch is driven by the test subject study of He et al. [3]. 

Compared to the other tested algorithms of Section 7.2 the TSO algorithm sets a new benchmark 
in scope of optimizing calibration parameters of control units such as the TCU for DCT in this 
study. With the fast achievement of successful results, it is shown that the TSO algorithm has the 
ability to be implemented into existing development processes. Therefore, the TSO algorithm with-
out hyperparameter optimization can be used directly during the development in test vehicles (e.g. 
during test trips) and is not limited to optimization procedures on test benches or in simulations. 

Further the TSO algorithm is able to be deployed not only in different types of test environments 
but also in different vehicle settings. The algorithm found a suitable calibration successfully in 
vehicles with an AWD and vehicles with a FWD. Also, the combustion engine type did not limit the 
TSO algorithm and successful calibrations could be found for vehicles with Diesel and Otto en-
gines. In addition, the application in modern hybrid vehicles was possible since some of the test 
vehicles were equipped with the HDT transmission (see Section 2.4.3). Also, different optimization 
targets have been reached in case the system behavior of the corresponding test environment in 
general was able to reach these targets. The fact that the TSO algorithm is able to find calibration 
values to positively influence the launch behavior of vehicles equipped with DCT indicates a good 
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generalization by learning the system behavior with the neural network despite multiple differ-
ences in the test set up. Therefore, the TSO algorithm has the ability to increase the efficiency of 
the time spent in expensive test vehicles and possibly reduce costs during development by simpli-
fying the work of calibration engineers.
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