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Zusammenfassung

Kondensatoren mit hoher Energiedichte sind wichtige Komponenten in Gleichrichtern, welche zur In-
vertierung von AC- zu DC-Signalen gebraucht werden, um z.B. Akkumulatoren elektrischer Fahrzeuge
zu laden oder die Windenergie von Windturbinen in unser elektrisches Netz zu speißen. Antifer-
roelektrische Materialien sind aufgrund ihrer hohen Energiedichte im Vergleich zu dielektrischen
oder ferroelektrischen Kondensatoren und ihrer hohen Leistungsdichte im Vergleich zu elektrochemis-
chen Kondensatoren erfolgsversprechende Kandidaten für solche hochenergetischen Kondensatoren.
Bisher sind allerdings die einzigen geeigneten antiferroelektrischen Materialien für solche Anwendun-
gen Bleizirkonattitanat (PZT) basierende Materialien. Während der Herstellung und des Recyclings
dieser Materialien entstehen giftige bleihaltige Komponenten. Im Gegensatz dazu sind die nicht
giftigen Alternativen wie Silber- (AN) oder Natriumniobat (NN) sehr teuer. Dementsprechend ist die
Nachfrage nach nicht giftigen kostengünstigen antiferroelektrischen Alternativen sehr hoch.

In dieser Arbeit wurde die Elektronenstruktur des antiferroelektrischenMaterials Natriumniobat unter-
sucht. Zum Vergleich wurde das ferroelektrische Material Kaliumniobat (KN) analysiert, um mögliche
Unterschiede, die verantwortlich für die (anti)ferroelektrischen Eigenschaften dieser beiden Materi-
alsysteme sind, zu identifizieren. Rasterelektronenmikroskopie (REM) und Röntgenbeugung (XRD)
wurden verwendet, um die Zusammensetzung, Kristallstruktur und Mikrostruktur der hergestellten
Keramiken zu verifizieren. Das Polarisationsverhalten mit sich änderten elektrischem Feld wurde
untersucht, um die (anti)ferroelektrischen Eigenschaften zu qualifizieren. Die elektronische Struktur
inklusive Bandlücke und energetischen Fallen, welche das Ferminiveau begrenzen können, wurden
mittels Röntgenphotoelektronenspektroskopiemessungen (XPS) in Verbindung mit oxidierenden und
reduzierenden Behandlungen untersucht. Die Arten und Mechanismen des Ladungstransports, die
Art der Leitfähigkeit und mögliche präsente Defekte wurden mittels feld-, temperatur-, atmosphären-
und zeitabhängiger Leitfähigkeitsmessungen analysiert. Diese Experimente wurden mit temperatur-
und feldabhängigen Leitfähigkeitsmessung während der Aufnahme von XP-Spektren komplementiert.
Mit diesen Ergebnissen wurde ein erstes Modell postuliert, das die elektronische Struktur von
Natrium- und Kaliumniobat erklärt. Zudem wurden nächste Schritte zur Verifizierung des Modells
aufgeführt. Dementsprechend schafft diese Arbeit die Basis für weitere Untersuchungen zur Analyse
der Verbindung zwischen elektronischer Struktur und antiferroelektrischen Eigenschaften, um neue,
günstige und nicht giftige antiferroelektrische Materialzusammensetzungen vorherzusagen.
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Abstract

High-energy density capacitors are an important component of electrical power converters, which
are required to invert AC- to DC-signals for, e.g. charging the batteries of electric vehicles or
to feed the wind power of wind turbines into our electric grid. Antiferroelectric materials are
promising candidates for such high-energy density capacitors because of their higher energy densities
compared to dielectric or ferroelectric capacitors and their higher power densities in comparison to
electrochemical capacitors. However, the only suitable antiferroelectric materials for these applications
so far, are lead zirconate titanate (PZT) based materials. During production and recycling of these
materials toxic lead-containing species are formed. In contrast, non-toxic alternatives such as silver
(AN) or sodium niobate (NN) are very expensive. Hence, the demand of new non-toxic but cheap
antiferroelectric materials is high.

In this work, the electronic structure of the antiferroelectric material sodium niobate is investigated.
For comparison, the ferroelectric material potassium niobate (KN) is analyzed to identify possible
differences, which are responsible for the (anti)ferroelectric properties of these two systems. Scanning
electron microscopy (SEM) and x-ray diffraction (XRD) are used to verify the composition, crystal
structure, and microstructure of the prepared ceramics. The polarization behavior with changing
electric fields is examined to qualify the (anti)ferroelectric properties. In order to analyze the
electronic structure including band gap and trapping states, which can confine the Fermi level, x-ray
photoelectron spectroscopy (XPS)measurements in combination with different oxidizing and reducing
treatments are conducted. The charge transport species and mechanisms, type of conductivity,
and possible defect species present in the samples are analyzed by electric field, temperature,
atmosphere, and time dependent conductivity measurements. These experiments are complemented
with temperature and field dependent conductivity measurements while recording XP-spectra.
With these results a first model explaining the electronic structures of sodium and potassium niobate
is postulated. Next steps to verify this model are proposed. Therefore, this work provides the
basis for further investigations examining the connection between the electronic structure and the
antiferroelectric properties to predict new, cheap, and non-toxic antiferroelectric materials.
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1. Motivation

The energy consumption of today’s society is continuously increasing. As around 80% [1, 2] of this
energy is coming from gas, oil, and coal, the CO2 emission has reached a critical level over the last
decades. The world energy consumption and the total CO2 emission is shown in the first box on the
left side of Fig. 1.1. Further increasing CO2 emission is predicted to raise the average temperature of
our planet over 2 ◦C [1, 3]. This would have a drastic impact on life on earth due to environmental
changes that could make large parts of the continents uninhabitable. In order to reduce the total CO2

emission renewable energies, e.g. wind turbines and solar cells, are needed to counteract climate
change.
In case of wind turbines, the wind power must be converted into electric power in order to feed it
into the electricity grid. However, the generated electric power depends on the wind power and
speed, which can result in voltage and frequency spikes. Therefore, the AC-voltage produced by the
wind turbines cannot be directly fed in our electricity grid. In this case, an AC/DC/AC-converter is
needed to maintain the frequency of the AC-voltage in the grid [4].
In addition, a lot of electric energy will be needed in the transport sector in future. The batteries
used in electric vehicles work with DC-voltages. Consequently, the AC-voltage from our grids must
be transformed to a DC-signal to charge these batteries, what requires AC/DC/DC-converters. Fur-
thermore, DC/AC-converters are needed to invert the DC-voltage from the battery to a three-phase
AC-power for the traction motors during acceleration. In turn, an AC/DC-converter can transform
the AC-power from the traction motors back to a DC-signal during braking to recharge the battery of
the electric vehicle. During all these charge and discharge cycles voltage spikes can appear, which
can damage the battery [5, 6].
In order to prevent such voltage spikes in electric power generators, so-called DC-links are used
in the power converters [4, 7]. The DC-links consist of capacitors, which balance the power differ-
ence between source and load and reduce the voltage fluctuations. There are different material
classes, which can be used as capacitors: aluminum electrolytic capacitors (Al-Caps), metallized
polypropylene film capacitors (MPPF-Caps), and high capacitance multi-layer ceramic capacitors
(MLC-Caps). Depending on the application and the environmental conditions the right capacitors
with the appropriate parameters must be chosen [7].
So-called antiferroelectric (AFE) ceramic materials can be useful as high-energy density capacitors in

1



Figure 1.1.: Overview of the motivational aim to find new AFE material systems.

DC-links. In general, the advantage of MLC-Caps over Al- and MPPF-Caps is the reduced size, larger
frequency range, and the possibility of higher operating temperatures. However, the dielectric or
ferroelectric ceramics used so far suffer from low energy densities [7]. In contrast, AFE capacitors
can reach higher energy densities than dielectric capacitors and higher power densities than elec-
trochemical capacitors (e.g. Al-Caps) as shown in the second box on the right side of Fig. 1.1 [8].
Compared to ferroelectrics (FE), which suffer from high energy losses Wloss in form of heat indicated
by the hysteresis loop, AFEs exhibit a higher recoverable energy Wrec [8–11]. The second box on
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the left side in Fig. 1.1 illustrates the difference in the polarization-electric-field-behavior between
a dielectric, a ferroelectric, and an antiferroelectric material. It is clearly shown that AFEs have a
higher recoverable energy (green area) and lower energy losses (hatched area) compared to FEs.
AFE high-energy density capacitors in form of MLC-caps have already been produced by TDK Elec-
tronics under the product name CeraLink® [12]. They are based on Pb-containing materials, e.g.
Pb(Zr,Sn,Ti)O3 (PZST) [12]. However, during production toxic species such as PbO or Pb are used
or formed [13], which requires more careful handling and safety regulations. In addition, during
recycling or in case Pb-containing electronic devices get in contact with the environment, the long
term effects on the environment are unclear. Hence, legal restrictions [14] have been put in place
to remove toxic elements such as Pb from electronic devices. Therefore, research on non-toxic AFE
materials is important.

At the moment, the only non-toxic AFE ceramic materials are NaNbO3 and AgNbO3. However,
niobium oxide, which is one precursor of these two materials, is very expensive in comparison
to other precursor compounds. The graph in the third box on the left side of Fig. 1.1 compares
the relative costs of precursors in form of oxides or carbonates needed for the production of AFEs
normalized on the price of TiO2 [15]. Therefore, the goal is to find new cheap and non-toxic
alternatives. Instead of using trial and error methods by preparing a huge variety of different
material systems as it is done in practice so far, it would be preferable to find models that can predict
new AFE materials. For this purpose, it is important to investigate and understand the structural
origin of the AFE properties. Therefore, the aim of the FLAME project, in the context of which
this work is carried out, is to better understand the AFE properties by finding connections between
them and the atomic and electronic structure. Such fundamental knowledge can potentially lay the
foundation for models predicting new AFE material systems.

In this work, the electronic structure of NaNbO3 is investigated as part of the FLAME project. For
this purpose, undoped and donor doped NaNbO3 is prepared. For comparison, undoped KNbO3,
which is a ferroelectric material, is produced as reference to distinguish potential differences between
antiferroelectric and ferroelectric materials. NaNbO3 and KNbO3 differ only in their A-site ions
sodium and potassium, which are both alkalines. Hence, it is interesting to understand how the
presence of either sodium or potassium changes the atomic and electronic structure that potentially
influences the AFE and FE properties.
Another interesting aspect of NaNbO3 and KNbO3 is that they are the parent phases of K0.5Na0.5NbO3,
which is studied intensively as a lead free alternative for piezoceramics employed in a lot of applications
such as actuators, sensors, and transducer devices [16]. However, hygroscopicity of the precursors
Na2CO3 and K2CO3 requires a very careful processing sequence with a lot of drying steps and organic
liquids, e.g. iso-propanol or acetone, as solvent during ball milling instead of water-based solvents [15,
17]. Sintering of ceramics must be done at high temperatures above 1000 ◦C for a good densification.
The relatively low melting temperature of NaNbO3 and KNbO3 of 1422 ◦C [18] and 1100 ◦C [18],
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respectively, and the high volatility of the alkaline atoms result in a low density and stability as well
as high leakage currents of the prepared ceramics [16, 17]. These are the main obstacles, which
must be faced during preparation of K0.5Na0.5NbO3-based systems. A lot of additives are analyzed in
literature, which might address these problems [17, 19]. However, the real origin of the leakage
currents caused by, e.g. high ionic conductivity of alkaline and/or oxygen vacancies or high electronic
conductivity of the grain boundaries due to vacancy accumulation, has not been identified so far. In
addition, the connection between electronic structure and electrical conductivity, and how additives
influence this relation is incompletely understood. Hence, it is interesting to gain more insights into
the electronic structure of NaNbO3 and KNbO3 to pinpoint, what is responsible for the high leakage
currents and how it can be avoided.

For these purposes, undoped and donor doped NaNbO3 with either calcium or strontium as well as
undoped KNbO3 ceramics are prepared. First, the usability of the samples for the investigation and
comparison of the electronic structure of NaNbO3 and KNbO3 is validated. The correct composition
is verified by means of scanning electron microscopy (SEM), x-ray diffraction (XRD), and x-ray
photoelectron spectroscopy (XPS) analyses. In addition, the presence of secondary phases, which
would lead to a non-stoichiometry of the samples’ composition, is evaluated with SEM and XRD.
Surface segregation is examined by XPS.
Themicrostructure can influence the electronic properties significantly, e.g. the resistance degradation
behavior [20], the varistor effect [21], the positive temperature coefficient of resistance (PTCR)
effect [22, 23], or the preferred stabilization of a ferroelectric versus an antiferroelectric phase [24].
Hence, knowledge about the morphology of the samples such as the size, shape, and distribution
of the grains and pores is of great importance. SEM is utilized within this work to characterize the
morphology of the NaNbO3- and KNbO3-based ceramic pellets.
Dopants and defects as vacancies in combination with grain and domain boundaries can modify the
polarization behavior [25–27]. Consequently, polarization curves in dependence of the electric field
are conducted. The defect distribution can change with time and can have an additional significant
effect on the polarization, which is known as aging [28–31]. Therefore, samples in an aged and
unaged state are examined. This can give information about possible present defects and their
interactions.
Not only the polarization behavior but also the temperature and frequency dependent permittivity is
affected by dopants and defects. For example, dopants can lead to a shift of the phase transition
temperatures [17, 32, 33]. Furthermore, dopants and vacancies can modify the electronic and/or
ionic conductivity, which can have an impact on the dielectric losses due to higher or lower leakage
currents [33–36]. Hence, the permittivity behavior in dependence of temperature and frequency of
the different sample types are analyzed.
From an electronic structural point of view, dopants and defects, such as vacancies but also polarons,
can introduce energy levels into the band gap of semiconductor materials. On the one hand, these
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defect levels can increase the electronic and/or ionic charge carriers depending on the Fermi level
position, which can raise the electrical conductivity. For example, in BaTiO3 La-doping up to 0.1mol%
helps to increase the conductivity due to a higher electron concentration [37, 38]. However, from
a doping concentration of 0.1mol% on the conductivity is again decreasing because of a changed
compensation effect from electronic to ionic compensation [37, 38]. On the other hand, dopants and
defects can lead to a Fermi level confinement, which affects the electrical conductivity as, e.g. in
BiFeO3 [39, 40]. Polarons coupled to the bismuth and iron host atoms limit the maximal accessible
Fermi level and prevent effective n-type doping. Therefore, it is important to gain knowledge about all
present defect levels within the band gap of NaNbO3 and KNbO3 because they are mainly influencing
the electronic structure. XPS measurements combined with oxidizing and reducing surface treatments
are conducted to reveal possible defect states present in the band gap.
In order to understand the nature of AFEs in more detail and how leakage currents in K0.5Na0.5NbO3-
based materials can be suppressed, it is important to learn more about the main electrical transport
mechanisms and the main conducting species. Hence, DC-conductivity experiments in different
atmospheres and temperatures are performed to reveal n- or p-type conduction behaviors [41, 42].
In addition, with a DC-signal only the charge carriers which are transported by the electrodes can be
probed. Platinum is commonly used as an electrode for ferroelectric capacitors [43]. By using an
electron conductor as the contact material the electronic conductivity can be decoupled from the
ionic conductivity and analyzed. For probing the total conductivity of a material, an AC-signal can
be used. By means of impedance spectroscopy different transport mechanisms can be untangled due
to their different frequency response. [44–47].
Harsh conditions such as high temperatures and electric fields can modify the electrical conduction
behavior and lead to resistance degradation effects. For example, in SrTiO3 combination of high
electric fields and temperatures lead to a change in the oxygen vacancy concentration near the anode
and cathode. This, in turn, affects the concentration of the free charge carriers and increases the
conductivity on both sides [20, 48, 49]. Therefore, investigating degradation effects in NaNbO3

and KNbO3 will help to better understand the important transport mechanisms and mobile species.
For this purpose, ex situ resistance degradation experiments are performed. Moreover, in situ
measurements in the XP-spectrometer are conducted to identify the type of species causing the
resistance degradation.
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2. Basics

2.1. Ferroelectrics and antiferroelectrics

The majority of information this chapter is based on [50, 51].
In order to define the two terms ferroelectrics and antiferroelectrics the three following questions are
analyzed:

1. What is a ferroelectric or antiferroelectric material?

2. What are characteristics of a ferroelectric or antiferroelectric material?

3. How can we identify ferroelectric or antiferroelectric materials?

Here, the basic definition of ferroelectrics and antiferroelectrics including crystal structure and
electrical properties is elucidated.

2.1.1. What is a ferroelectric or antiferroelectric material?

Considering polarization, materials can be divided in four different classes.

1. nonpolar materials
2. polar materials
3. dipolar materials
4. (anti)ferroelectric materials

In a nonpolar material the electron cloud can be shifted by exposing it to an electric field. This
phenomena occurs in all materials, however, it is the only modification appearing in nonpolar
materials, such as elemental materials, upon an electric field. In addition, the ions of a polar material
can be elastically displaced by an electric field. Hence, polar materials exhibit besides electronic
polarization, ionic polarization. Ionic crystals, e.g. alkali halides and some oxides, are examples for
polar materials. Dipolar materials show electronic, ionic, and orientational polarization meaning that
these materials have permanent dipole moments without an applied external electric field. These
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permanent dipoles are randomly oriented counterbalancing each other resulting in a net polarization
of zero. However, if an electric field is applied, they can be oriented along the direction of this field.
Removal of the field causes randomly distributed dipoles and a zero net polarization again. Most
dipolar materials are liquids or gases consisting of molecules in which negative (mostly electrons)
and positive charge concentrations (mostly nuclei) are not coinciding. As soon as the solidification
temperature is reached, the permanent dipoles are fixed and cannot contribute to the orientational
polarization anymore.
Nonpolar, polar, and dipolar materials can be summarized in the class of paraelectric materials. In
contrast, ferroelectrics or antiferroelectrics posses a reversible spontaneous polarization. The origin
lays in their electrical ordering of the crystalline structure implying that only crystalline materials
with a non-centrosymmetric structure can exhibit spontaneous polarization. In ferroelectrics, these
spontaneous dipole moments are aligned in one direction within one domain. Hence, a domain is a
group of dipole moments pointing in one direction. On the contrary, the domains of a ferroelectric
material are randomly oriented counterbalancing each other resulting in a net polarization of zero.
When these materials are introduced into an electric field, the domains can align along the direction
of the electric field. In contrast to permanent dipole moments, the alignment of domains does not
completely vanish after removing the electric field resulting in a remanent polarization.
According to the Kittel model [52], the difference between ferroelectric (FE) and antiferroelectric
(AFE) materials is that antiferroelectrics consists of pairs of dipole moments, which are aligned
anti-parallel while ferroelectrics have only single dipole moments pointing in one direction. These
pairs of anti-parallel dipole moments can form domains as well. Within one domain all anti-parallel
dipole pairs are pointing in one direction. Antiferroelectrics can be transferred into a ferroelectric
state by applying a high electric field. However, due to their anti-parallel nature, no remanent
polarization is measured after removal of the electric field as it is the case for a ferroelectric material.
The most commonly used (anti)ferroelectric materials have a perovskite structure, which is why in
the following only perovskite materials are examined. Oxide perovskites have a ABO3 composition.
The perovskite structure is illustrated in Fig. 2.1a). The B-site cation is octahedrally coordinated by
oxygen atoms while the A-site cation is 12-fold coordinated sitting on the corners of the unit cell.
Goldschmidt [53] derived a factor which describes the structural stability of the perovskite structure,
the so-called Goldschmidt tolerance factor t.

t =
RA +RO√
2(RB +RO)

(2.1)

RA, RB, and RO are the ionic radii of A, B, and the oxygen atoms. According to Goldschmidt the
perovskite structure is only stable for a tolerance factor between 0.8 and 1.0. Nowadays, perovskite
materials stable up to t = 1.06 are known [11, 26]. The deviations from a perfect perovskite structure
with t = 1.0 result often from distortions and tilts of the oxygen octahedra.
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2.1.2. What are characteristics of a ferroelectric or antiferroelectric material?

As mentioned above, (anti)ferroelectrics posses an electrical ordering of their spontaneous dipole
moments according to the Kittel model [52]. Ferroelectrics are non-centrosymmetric and have a polar
axis within their unit cell. This is shown exemplary in Fig. 2.1a) on a tetragonal perovskite unit cell.
In contrast, antiferroelectrics exhibit a symmetric unit cell as the anti-parallel dipole moments are
centrosymmetric, which is illustrated in Fig. 2.1b) on an orthorhombic perovskite unit cell. However,
they still have a polar axis.
These dipole moments can align with each other forming regions with a spontaneous polarization in
one direction, which are so-called domains. Ferroelectric domains have a net spontaneous polarization
in one direction while antiferroelectric domains exhibit no net polarization. In the virgin state, the
domains are oriented randomly and no net polarization exists (point A in Fig. 2.1c) and d)). Applying
an electric field orientates the domains along the field direction. In case of a ferroelectric material, a
net maximum polarization Pmax is obtained at point B. When the electric field is decreased to zero
the domains remain oriented and a remanent polarization Pr persists (point C). Applying the field in
the other direction switches the domains when a certain critical field, the so-called coercive field
Ecoer, is applied until the maximum polarization is reached again (point D). Removing the electric
field and ramping it up in the positive field direction results in a polarization-electric-field-hysteresis
shown in Fig. 2.1c). For a single crystal the hysteresis would result in an almost perfect rectangular
shape whereas for polycrystals it is more round because some domains are hampered due to internal
stresses and defects.
Antiferroelectric domains align as well along an applied electric field. Nevertheless, the antiparallel
orientation of the dipole moments results in a zero net polarization. However, the antiferroelectric
domains can be transferred into a ferroelectric state by applying a high enough electric fieldEAF. With
further increasing and decreasing electric field a ferroelectric hysteresis develops. At the backward
switching field EFA the domains are transferred back to the antiferroelectric state. For an ideal
material no net polarization should be measured in the antiferroelectric state (point C). However,
ceramics, which are mainly investigated in this work, are polycrystals and are influenced by stresses,
grain boundaries, and defects. This causes a small non-zero remnant polarization. Applying the
same electric field in the other direction results in the complete double hysteresis loop illustrated in
Fig. 2.1d).

Examining the spontaneous polarization as a function of temperature, displayed in Fig. 2.1e), shows
that it is only measurable until a critical temperature TC, which is the so-called Curie temperature.
Below this temperature (anti)ferroelectrics exhibit a spontaneous polarization while above TC the
spontaneous polarization vanishes. This can be explained by the phase transition to a paraelectric
(PE) state. For most perovskite materials, both ferroelectrics and antiferroelectrics, this transition
is a first order transition meaning that the change in polarization is discontinuous along with an
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entropy and latent heat change. The latent heat has a supercooling or superheating effect when the
temperature is decreased or increased close to the phase transition. Therefore, a small temperature
hysteresis is observed, which is illustrated in Fig. 2.1e).

Figure 2.1.: Crystal structure with spontaneous polarization Ps in a) and b), polarization and current
hysteresis in dependence of the electric field in c) and d), and f) and g) for a ferroelectric
and an antiferroelectric material, respectively. Within the polarization hysteresis loops
the domain structure is illustrated for certain states. In e) and h) the spontaneous
polarization and permittivity are shown as functions of the temperature. The arrows
indicate the heating and cooling direction resulting in a temperature hysteresis.
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In general, the polarization P is connected with the electric field E by the electric susceptibility χ,
which is a measure of how easily a material can be polarized by an electric field:

P = ϵ0 · χ · E (2.2)

ϵ0 is the vacuum permittivity. The susceptibility is in turn related to the materials permittivity ϵr by
χ = ϵr − 1. Therefore, the polarization can be written as:

P = ϵ0 · (ϵr − 1) · E (2.3)

Hence, the permittivity is as well changing when a (anti)ferroelectric material undergoes a phase
transition to a paraelectric state. Figure 2.1h) illustrates the permittivity of a (anti)ferroelectric
as a function of temperature. Right before the phase transition the permittivity is increasing and
exhibits a discontinuous behavior at the transition temperature. In the paraelectric state above TC,
the permittivity behavior can be expressed by the Curie-Weiss law:

ϵr =
C

T − TC
(2.4)

C is a constant and TC is the Curie temperature. Similar to the polarization behavior, the permittivity
exhibits a temperature hysteresis shown in Fig. 2.1h) because of the latent heat change at the
transition point.

2.1.3. How can we identify ferroelectric or antiferroelectric materials?

Ferroelectric and antiferroelectric materials can be identified by measuring their characteristics
introduced in the previous section. A relative easy and direct method is the examination of polarization
by varying the electric field. The polarization of a material is compensated by charges. Hence, aligning
the spontaneous polarization along the direction of an electric field is accompanied by charging the
material. Therefore, the polarization can be defined by:

P =
Q

A
=

1

A

∫︂ t

0
Idt (2.5)

Consequently, the polarization can be obtained by measuring the current I by knowing the samples
area A. The recorded current during polarization of a ferroelectric and antiferroelectric material is
shown in Fig. 2.1f) and g), respectively. The current exhibits two distinct peaks for a ferroelectric
material, one at positive and one at negative fields, which result from the switching of the polarization
when the coercive field is reached. In contrast, an antiferroelectric material shows four current peaks
which can be related to the forward and backward switching between AFE and FE state in positive
and negative field direction. Hence, (anti)ferroelectrics can be identified by their characteristic
current and polarization hysteresis behavior by changing the electric field. However, care must be
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taken by analyzing them as defects can influence the switching behavior. As an example, for aged
ferroelectrics a pinched double polarization hysteresis with four current peaks can be observed and
might be mistaken with an antiferroelectric material [54]. The influence of dopants and defects on
the materials’ characteristics are examined in more detail in Sections 2.5 and 2.6.

Besides measuring the polarization in dependence of the electric field, the temperature dependent
permittivity can be analyzed. By investigating a large temperature range phase transitions including
FE-to-PE or AFE-to-PE transitions can be examined. This can be done by measuring the capacitance
C of a material, which is directly connected to the permittivity:

C = ϵ0 · ϵr ·
A

d
(2.6)

A and d are area and thickness of the sample under investigation.

In addition to this experimental characteristics, the tolerance factor combined with the averaged
electronegativity difference of a perovskite material can give an indication if a material tends to be
ferroelectric or antiferroelectric as found by Halliyal and Shrout [55]. Shimizu et al. [26] illustrated
the tolerance factor versus averaged electronegativity difference of different perovskite materials
(Fig. 2.2), which shows that materials with t > 1 prefer the ferroelectric structure whereas those
with t < 1 tend to stabilize the antiferroelectric structure. This tendency can be used as a guidance
for material preparation for finding new antiferroelectric materials, however, it should be taken with
caution as this is not an explanation for the origin of antiferroelectricity. Hence, there might exist
exceptions to this rule.

Figure 2.2.: Averaged electronegativity difference versus tolerance factor for different perovskite
materials [26].
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2.2. Band structure of semiconductor materials

The theoretical principles of the semiconductor band structure can be found in text books about
solid state physics like Physics of Semiconductor Devices by S. M. Sze and K. K. Ng [56] or Dielectric
Phenomena in Solids by K. C. Kao [51]. The band structure of a material describes the relation between
the energy E and the momentum k within the reciprocal space. It can be obtained by solving the
Schrödinger equation, which results for a semiconductor material in broad energy bands separated
by an energy gap. Within this gap no energy states exist which can be occupied by an electron. The
energy region below the energy gap is called valence band while the one above it is called conduction
band. Usually the valence band is occupied by electrons whereas the conduction band is built up by
empty states. Close to the band edges the energy bands can be described by a parabolic function:

Figure 2.3.: Band structure of a direct and indirect semicon-
ductor.

E(k) = ±ℏ2k2

2m∗ (2.7)

Here, ℏ is the Planck constant and m∗

is the effective mass. Therefore, the
curvature of an energy band is given
by the inverse of the effective mass
of the charge carriers. The energy
gap or band gap EG is defined as the
distance between valence band maxi-
mum (VBM) and conduction bandmin-
imum (CBM). Depending on the position of these in the k-space, a semiconductor has a direct or
indirect band gap. If the VBM and CBM have the same location, the band gap is direct. In contrast,
an indirect energy gap is established when VBM and CBM are positioned at different k-vectors.
Figure 2.3 illustrates the difference between a direct and an indirect semiconductor. In order to
excite an electron from the valence to the conduction band, only the energy difference between
VBM and CBM has to be overcome in case of a direct band gap. For an indirect semiconductor some
momentum must be transferred additionally to the energy.

The number of electrons occupying the conduction band can be calculated by the following equation:

n =

∫︂ ∞

ECBM

N(E)F (E)dE (2.8)

ECBM is the position of the CBM in energy, N(E) is the density of states, and F (E) is the occupation
of the energy states. The occupancy can be derived by the Fermi-Dirac distribution function:

F (E) =
1

1 + exp
[︃
E−EF
kBT

]︃ (2.9)
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In a nondegenerate semiconductor, meaning that the doping or impurity concentration is much
smaller than N, the number of positive and negative intrinsic charge carriers is the same. By thermal
excitation electrons are excited to the conduction band leaving an equal amount of holes in the
valence band. Recombination of these electrons and holes counterbalances the thermal excitation and
transfers the system into an equilibrium state. Therefore, the Fermi level is located approximately in
the middle of the band gap and the electron n and hole concentration p can be written as follows:

n = NCBexp
(︃
−ECBM − EF

kBT

)︃
(2.10)

p = NVBexp
(︃
−EF − EVBM

kBT

)︃
(2.11)

n = p = ni =
√︁
NCBNVBexp

(︃
− EG
2kBT

)︃
(2.12)

The density of states for the conduction and valence band are NCB and NVB and the energy of CBM
and VBM are given by ECBM and EVBM. ni is the intrinsic charge carrier concentration. The band
structure of an intrinsic semiconductor with its almost mid-gap EF position is illustrated in Fig. 2.4.

Figure 2.4.: Top: Band structure of an intrinsic, donor and acceptor doped semiconductor with Fermi
level EF, donor and acceptor level D0/+ and A0/−. Bottom: Including anion V0/+

A and
cation vacancy level V0/−

C , electron P0/−
e and hole polarons P0/+

h as well as an exciton
formation.
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2.3. Defects

Real materials have always defects, which influence the material properties or even dominate some
specific properties. In general, defects can be categorized in point defects, line defects, planar defects,
and bulk defects [57]. Examples of some of these defects are illustrated in Fig. 2.5 as a visual
overview. As point defects are the major discussed defect type in this thesis, only a rough description
of planar, line, and bulk defects are given in this section.

Figure 2.5.: Possible point, line, planar, and bulk defects in polycrystalline materials.

2.3.1. Point defects

Point defects are zero dimensional defects. Examples for point defects are foreign atoms, vacancies,
interstitials, antisites, [57, 58], polarons [59–62], excitons [51, 63, 64], and F centers [65]. The
main point defects present in oxide perovskites are vacancies, foreign atoms, polarons, and excitons,
which is why in the following only these four defect types are explained in more detail. In the end of
this section, charge neutrality including all of these point defect types, self-compensation, and Fermi
level confinement are discussed.
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Foreign atoms

Foreign atoms can be introduced into the materials lattice either intentionally or non-intentionally.
Non-intentional foreign atoms are impurities, which are incorporated during sample preparation
and/or sample post treatment. In contrast, foreign atoms can also be included intentionally in order
to tune the materials properties and go usually on a lattice site in perovskite materials. If the foreign
atom has the same valency as the host atom, it is an isovalent substitute. With isovalent substitution
the host atom can often be replaced up to 100% as in, e.g. (Ba,Sr)TiO3 [32], which is then called
a solid-solution. In case the foreign atom exhibits not the same valency has the host atom, it is a
heterovalent substitute and called a dopant. Here, the solubility of the dopants depends on the
charge carrier compensation mechanism. This is the reason why in the most cases no 100% solubility
is reached [66]. Dopants with a higher valency act as donors as they add negative charges to the
system while dopants with a lower valency are acceptors because they can capture negative charges,
hence, introducing positive charges into the system.
Doping or isovalent substitution with a foreign atom leads to a change in the tolerance factor,
hence, the structure can be modified quite significantly. This can have a big impact on properties,
e.g. a significant change in the Curie temperature TC. Co-doping of 2 at% calcium on the A- and
2 at% zirconium on the B-site in the NaNbO3 lattice leads to a decrease of TC of about 30 ◦C [26].
However, doping with calcium only can already lower TC by about 25 ◦C when increasing the doping
concentration from 1 at% to 4 at% [33].

As a donor provides an electron to the conduction band, donor doping increases the Fermi level in
a semiconductor. In contrast, an acceptor captures an electron leaving a hole in the valence band,
which lowers EF. Both situations are shown in Fig. 2.4. In addition, a doping level is introduced for
both, donors and acceptors. Consequently, doping changes the EF position. However, the charge
state of the dopant depends as well on the EF location, which can be changed by e.g. oxidizing
or reducing conditions. If EF is higher than the donor level, the donor is occupied and, therefore,
neural (D0). In case of EF being lower than the donor level, the donor is unoccupied and exhibits a
positive charge (D+). Similar applies for an acceptor. With EF above and below the acceptor level
the acceptor is negatively charged (A−) and neutral (A0), respectively. Hence, the doping levels D0/+

and A0/− are also called charge transition levels.

Vacancies

In materials crystallizing in the ABO3 perovskite structure oxygen vacancies are the most common
type of vacancies. Oxygen has a valency of 2- in the perovskite lattice. Hence, removing an oxygen
atom from the crystal lattice, leaves behind a doubly positively charged oxygen vacancy, which can
be written in the Kröger-Vink-notation as V··

O [67]. In perovskite materials vacancies on the A- or

16



B-site can also be formed, e.g. in BaTiO3 [68, 69]. These vacancies are usually negatively charged as
A- and B-site atoms have positive valencies. In BaTiO3, for example, removing Ba2+ or Ti4+ from the
lattice creates a barium (V′′

Ba) or titanium vacancy (V′′′′
Ti ).

Vacancies can either compensate foreign atoms, which act as donors or acceptors, or behave as a
donor or acceptor themselves. The effect of compensating a foreign atom, which is called as well
self-compensation or ionic compensation is explained in more detail in Section 2.3.1.
Anion vacancies, e.g. oxygen vacancies, can act as donors providing electrons to the material system,
while cation vacancies behave as acceptors capturing electrons. Both situations are illustrated in
Fig. 2.4. Similar to foreign atoms functioning as dopants, a doping level of the vacancies is introduced
within the band gap. Hence, a variation in the anion and cation concentration changes the EF position.
The charge state of the vacancy depends again on the EF location. Hence, the doping levels of the
vacancies V0/+

A and V0/−
C are called as well charge transition levels. Depending on the valency of

the removed element, the vacancy can exhibit more than one charge transition level. For example
an oxygen vacancy can transfer from a doubly to a singly positive charged state (V··

O/V·
O) and even

further to a neutral state (V·
O/V0

O) [70].

Defect complexes

Defect complexes are associates of two or more charged defects. For example, oxygen vacancies can
couple with negatively charged A- or B-site vacancies or negatively charged acceptors [28, 29, 71,
72]. These complexes can, in turn, be charged as well or can be neutral, e.g. for Fe-doped BaTiO3

(V′
Fe-V··

O)· [73] or (V′
Fe-V··

O-V′
Fe)x [28]. The coupling of such defects influences the behavior of the

individual defects itself within the crystal lattice.

Polarons

In general, polarons are charge carriers trapped in a potential well, which results in a distortion of
the ion lattice. Therefore, these localized electrons or holes are coupling with phonons. Figure 2.6
shows the potential well of a delocalized conduction electron and the one of a polaron, which is
lower in energy. In order to form a polaron, the structural energy ESt has to be spend to deform
the lattice. When the electron is trapped in the polaron potential well, the electronic energy EEl is
gained. The difference between EEl and ESt is the polaron binding energy EPB [62].
Polarons can be divided into small and large polarons. Small polarons (Holstein polarons) exhibit
a short-range interaction with phonons and are highly localized. Hence, their deformation of the
lattice is in the range of the lattice constant. In contrast, large polarons (Fröhlich polarons) have
a long-range interaction with phonons and are less localized, which leads to a larger deformation
area of several unit cells. Polarons introduce trap states into the energy gap, which is illustrated in
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Fig. 2.4 for an electron (Pe) and a hole polaron (Ph). When the polaron band is occupied the polaron
level is charged whereas if it is empty the polaron level is neutral [61, 62].

Figure 2.6.: Potential well of a delocalized conduc-
tion band electron and a polaron.

Polarons in an ionic crystal can also be described
as so-called charge transition levels of the host
atoms. Transition metals are known to have lo-
calized d-orbitals and are forming likely polarons
[59, 61]. For example in LiNbO3, electrons can
be trapped on the niobium site, which leads to
a valence change of the niobium from Nb5+ to
Nb4+ [74–76]. Therefore, the polaron localized
on the niobium site can be regarded as charge
transition level Nb4+/5+.
Large polarons are shallow trap states close to
the band edges, which is why they can move
almost freely with a high mobility. Similar to
conduction band electrons, the mobility of large
polarons is decreasing with temperature. On the

contrary, small polarons form deep trap states and exhibit a low mobility. Comparable to other
hopping processes, the mobility of small polarons is increasing with temperature [59–62]. Table 2.1
sets the main characteristics of small and large polarons in contrast.

Table 2.1.: Main characteristics of small and large polarons [59–62].

Small polaron Large polaron

phonon interaction short-range long-range
deformation range ≈ unit cell ≫ unit cell

trap states within energy gap
deep shallow

(∼ 1 eV below ECBM) (∼ 10meV below ECBM)
mobility < 1 cm2 V−1 s > 1 cm2 V−1 s

temperature dependence of mobility increasing decreasing

Excitons

When a semiconductor is illuminated by photons with an energy larger than the semiconductor band
gap, an electron can be excited from the valence to the conduction band. However, this electron can
form an exciton with the hole in the valence band generated by the excitation. This means that the
electron is bound to the hole, hence, exhibits an energy state EEx slightly smaller than the CBM,
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which is shown in Fig. 2.4. The binding energy of the exciton EEB is the difference between ECBM

and EEx. Consequently, photons with a smaller energy than the band gap but with a higher energy
than EEx − EVBM can excite an exciton [51].
Similar to small and large polarons introduced in the previous section, we can distinguish between
short-range (Frenkel excitons) and long-range excitons (Wannier excitons), which are bound stronger
and weaker, respectively. Frenkel excitons are more common in organic materials and wide band
gap semiconductors with small dielectric constants, whereas Wannier excitons are more present in
inorganic materials with large dielectric constants [51, 64].
Excitons can influence the optical absorption spectra of a material quite significantly. In Fig. 2.7a)
different excited states of Wannier excitons are shown within the band gap of a semiconductor. These
excited states are responsible for additional absorption lines below the band edge as depicted in
Fig. 2.7b) in red. The green solid line is the overall measured absorption spectrum while the dashed
line represents the absorption from the conduction band. The exciton peak can be clearly identified
at low temperatures but with increasing temperature it is smearing out and cannot be observed
anymore as shown in Fig. 2.7c) for GaAs as an example. The reason is the scattering of the excited
electron with phonons, defects, and impurities with increasing temperature. Hence, after absorption
of a photon and excitation to an excitonic state, the electron can absorb phonons, which leads to
a further excitation to higher k-vectors and/or to a higher excitonic state [63]. This situation is
illustrated in Fig. 2.7a).

Figure 2.7.: a): Exciton formation with discrete excited states n = 1, 2, 3, ... and further scattering
with phonons. b): Measured absorption spectra (green solid line) including exciton lines
(red lines) and continuum absorption by the conduction band (dashed green line). c):
Absorption spectra of GaAs at different temperatures [63].
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Charge neutrality

For all the point defects discussed above, charge neutrality [51, 66] must be fulfilled, which means
that all negative charges are counterbalancing all positive charges.

n+N−
A +N−

VC
+N−

Pe = p+N+
D +N+

VA
+N+

Ph (2.13)

N+
D , N−

A , N+
VA
, N−

VC
, N−

Pe , and N+
Ph are the numbers of ionized donors, acceptors, anion and cation

vacancies, and electron and hole polarons. The variation and interaction of all these charges has to
be taken into account.
In case, one species is dominating the whole defect concentration this charge neutrality equation can
be simplified. For example, in a purely donor doped (n-type) semiconductor, where vacancy and
polaron concentrations are very small, the charge neutrality can be reduced to

n = N+
D + p ≈ N+

D (2.14)

In a purely acceptor doped (p-type) material Equation 2.13 can be shorten to

p = N−
A + n ≈ N−

A (2.15)

At high temperatures (kT ≫ ECB−ED0/+) when the majority of dopants is ionized, we can, therefore,
write for a n- and p-type semiconductor with donor concentration ND and acceptor concentration
NA:

n ≈ ND = NCBexp
(︃
−ECBM − EF

kBT

)︃
(2.16)

p ≈ NA = NVBexp
(︃
−EF − EVBM

kBT

)︃
(2.17)

Self-compensation and Fermi level confinement

When a semiconductor is doped with a donor or acceptor an additional free electron or hole is
contributed to the system leading to a shift of EF closer to the conduction or the valence band. Charge
neutrality is then given by Eq. 2.14 or 2.15. However, with increasing doping concentration it can
happen that instead of more free charge carriers, intrinsic defects such as anion (V·

A) and cation
vacancies (V′

C) are formed for compensation of the dopants. This effect is called self-compensation
or ionic compensation. In oxide perovskite materials the anion vacancies are often doubly charged
oxygen vacancies (V··

O), which act as donors. In contrast, cation vacancies function as acceptors. The
formation enthalpy of the defects with charge q can be determined by the following equation [77]:

∆HD(EF, µ) = (ED,q − EH) + qEF +
∑︂
∞

niµi (2.18)
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Figure 2.8.: a): Formation enthalpy ∆H of V′
C and

V··
O in dependence of EF. b) Electronic

and ionic compensation leading to
an increase in the electron n and the
V′
C concentration NC with increasing

donor concentrationND in c) adapted
from [78].

The formation enthalpy depends on the Fermi
level EF and the chemical potential µi of the dif-
ferent atomic species i. ED,q − EH describes the
total energy of the system with and without the
defect. The formation enthalpy of the cation and
anion vacancies can be plotted as function of EF,
which is illustrated in Fig. 2.8a). The slope is
determined by the charge of the defect. With in-
creasing donor doping EF is shifted closer to the
conduction band, which results in a decreasing
formation enthalpy ∆HC of V′

C. At EF,max ∆HC

is turning negative, which means that V′
C are

formed spontaneously. Hence, any additional
donor concentration does not further increase
the electron concentration n but the V′

C concen-
trationNC. Consequently, the Fermi level cannot
be shifted closer to the conduction band and is
pinned atEF,max. This situation can be described
as Fermi level pinning. The opposite applies to
acceptor doping, which decreases EF. The lower
EF reduces the formation enthalphy ∆HO of V··

O.
At a certain acceptor concentration ∆HO turns
negative and the Fermi level is pinned at EF,min.
These self-compensation effects confine the ac-
cessibleEF range betweenEF,min < EF < EF,max

meaning that EF cannot be varied within the
whole band gap [77–79]. In addition, EF,min

and EF,max change, when the sample is treated
in an oxidizing or a reducing atmosphere. When
handling the sample in reducing conditions, the
formation enthalpy of V··

O is decreasing, while
for V′

C it is increasing. Hence, the accessible EF

range is shifted to higher energies in a reducing
atmosphere compared to oxidizing conditions.
Figure 2.8b) shows the situation for electronic and ionic compensation (self-compensation). In
addition, in Fig. 2.8c) the electron n and cation vacancy concentration NC is plotted as a function of
the donor concentration ND, which demonstrates how a material can change from electronic to ionic
or rather mixed electronic-ionic compensation [78].
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Not only intrinsic defects but polarons can confine EF as well [39, 80]. For example when EF is
increased with rising donor concentration reaching the charge transition level of the host atom, e.g.
Nb4+/5+ in LiNbO3, the formation enthalpy of the polaron is turning negative and EF is pinned at the
polaron level. A higher reduction of the material would lead to such a high polaron concentration
(e.g. Nb4+) that the materials would not be stable any longer. In contrast to the self-compensation
effect, the formation enthalpy of the polarons is not changing in oxidizing or reducing atmospheres.

2.3.2. Line defects

Line defects are one-dimensional defects [57]. Themost prominent line defects are dislocations, which
are abrupt changes in the atom arrangement. They can be separated into edge and screw dislocations.
Dislocations can facilitate the movement of lattice atoms as well as point defects. Therefore, they can
act as sink for lattice defects. However, the evaluation of line defects are extending the scope of this
work and will not be further explained nor discussed. The interested reader is referred to [81, 82].

2.3.3. Planar defects

Planar defects are two-dimensional defects, which can be categorized into grain boundaries, domain
boundaries, antiphase boundaries, and stacking faults.

Grain boundaries

At grain boundaries the crystal structure is interrupted [57]. Grain boundaries can be sinks for point
defects, e.g. vacancies or foreign atoms. Charged point defects can build up potential barriers at
the grain boundaries leading to space charge layers within this region. Hence, grain boundaries can
have a significant effect on mechanical and electrical properties. Within this thesis grain boundaries
are only discussed superficially, hence, the interested reader is referred to [83–86].

Domain boundaries

Domain boundaries can similar to grain boundaries be charged due to accumulation of charged
point defects [50]. Therefore, they can highly influence the materials properties, too. As domain
boundaries are not subject of this work, the reader is referred to [87, 88]
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Antiphase boundaries

A general definition of antiphase boundaries is the boundary between two unit cells which can
be described by one half of the unit cell. This implies that the translational vector is 1/2 of the
lattice parameter a instead of one a as in the ordered bulk material. However, in ferroelectric or
antiferroelectric materials, the displacement of the atoms resulting in the polarization have to be
taken into account. For antiferroelectric materials, e.g. PbZrO3, the antiphase boundaries interrupt
the anti-parallel ordering. In bulk PbZrO3 the spontaneous polarization is mainly caused by the
displaced Pb ions. Two Pb ions displaced in one direction are followed by two Pb ions displaced in the
other direction. At the antiphase boundary this order is interrupted. Depending on the arrangement
of the polarization at the antiphase boundary, it is polar or anti-polar as shown in Fig. 2.5 [89, 90].
The materials properties can be influenced by the appearance and density of the antiphase boundaries.
For example, Hui Ding proposed in her doctoral thesis that the amount of antiphase boundaries can
influence the reversibility of the ferroelectric to antiferroelectric phase transition when applying an
electric field [91].

2.3.4. Bulk defects

Bulk defects are three dimensional defects, which are very important especially in ceramic materials.
The most common preparation method to produce ceramic samples is the solid state reaction method
(see Section 2.7). Bad synthesis and sintering conditions can lead to pores, precipitates, and cracks.
All these defects play an important role for several materials properties such has mechanical strength
or electrical breakdown strength. Problems resulting from pores or secondary phases as well as
strategies to reduce them for NaNbO3 and KNbO3 are shown in Section 2.7.

2.4. Electrical conductivity and transport properties of semiconductors

The electrical conductivity of ionic oxide semiconductors can be divided into electronic conductivity
and ionic conductivity. In some materials the electronic conductivity is dominating, e.g. in In2O3

[92] or Sn-doped In2O3 (ITO) [93], and others exhibit mainly ionic conductivity, e.g. Y-stabilized
ZrO2 [94]. Some materials show a mixed conductivity of both, electronic and ionic conduction,
e.g. (La,Sr)(Co,Fe)3 (LSCO) [95]. In the next section electronic and ionic conduction processes are
introduced.
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2.4.1. Electronic conductivity

Usually electronic conduction means the transport of free electrons in the conduction band in case
of a n-type semiconductor or free holes in the valence band for a p-type semiconductor. However,
materials which exhibit a high polaron concentration can have a charge transport via a polaron
mechanism. In the following both conduction paths are introduced.

Band conduction

The electrical conductivity via band conduction can be expressed by the following equation:

σ = qµnn+ qµpp (2.19)

Here, q = 1.6 · 10−19 C is the elementary charge, n and p the electron and hole concentration, and µn

and µp the mobility of electrons and holes, respectively. In general, the thermal velocity νth can be
determined by equating the kinetic and the thermal energy:

1

2
m∗ν2th =

3

2
kBT (2.20)

νth =

√︃
3kBT

m∗ (2.21)

T is the temperature and m∗ the effective mass of the charge carriers. When an electric field is
applied, the charge carriers are accelerated along the electric field resulting in a drift velocity νdrift:

m∗νdrift = qFτ (2.22)

τ represents the mean free time and is defined as the ratio between mean free path l̄ and thermal
velocity νth.

τ =
l̄

νth
(2.23)

The drift mobility µ can then be calculated by:

µ =
vdrift
F

=
qτ

m∗ =
ql̄

m∗νth
=

ql̄√
3m∗kBT

(2.24)

Hence, the drift mobility is decreasing with rising temperature due to electron-electron scattering by
thermal activation. However, the mobility is influenced additionally by impurity and lattice (phonon)
scattering. Impurity scattering has a higher impact at low temperatures while lattice scattering
influences the mobility dominantly at higher temperatures. Hence, at low temperatures the mobility
is increasing with increasing temperature because the effect of impurity scattering is reduced. In
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contrast, at high temperatures the mobility is lowered again due to the rising phonon scattering,
which slows down the charge carriers.

µ ∝ T 3/2 impurity scattering (2.25)

µ ∝ T−3/2 lattice scattering (2.26)

For intrinsic band conduction with ni = n = p Eq. 2.19 can be written as:

σ = qni(µn + µp) (2.27)

Inserting Eq. 2.12 results in:

σ =
σ0

T 3/2
· exp

(︃
− EG
2kBT

)︃
(2.28)

σ0 is a prefactor including the elementary charge and all constants of the mobility and concentration
such as density of states of the conduction and valence band. Eq. 2.28 is an Arrhenius-type equation
with an activation energy EA = EG/2 [51, 56]. The evaluation of an Arrhenius plot is explained in
Section 3.9.1.

Polaron conduction

Depending on the type of polarons in the material, the conduction process is performed via small
or large polaron transport. Here, we will focus on small polaron conduction because it is the more
relevant process for this work. The explanations are based on descriptions in [59, 62, 96, 97].
For polaron conduction the polaron electron or hole has to move from one trapping site to the next
trapping site. This is illustrated schematically in Fig. 2.9a) with two potential wells representing site
1 and 2. To move from site 1 to site 2, the electron or hole has to overcome the potential barrier
between these two adjacent sites.
Polaron conduction can be divided into an adiabatic and a non-adiabatic (diabatic) regime. In the
adiabatic region the frequency of the polaron jumping from one site to the other is much larger than
the phonon frequency, which is the case at low temperatures. Hence, the polaron can tunnel from
site to site because of an orbital overlap of these two neighboring sites. This orbital overlap results in
an electronic coupling strength V12, which is shown in Fig. 2.9a). For the diabatic regime the polaron
frequency is much smaller than the phonon frequency, which is the case at high temperatures. Here,
the orbital overlap is disturbed by the phonon vibrations. Consequently, the activation energy to
overcome the potential barrier is V12 lower for an adiabatic process than the for a diabatic process.

In general, the polaron conductivity can be written like:

σ = cPµPq =
σ0

T a
exp
(︃
− EA
kBT

)︃
(2.29)
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Figure 2.9.: a): Polaron hopping between two adjacent sites for an adiabatic and diabatic case with
activation energy Eadia and Edia, respectively. V12 is the electronic coupling strength.
b): Band structure including a hole and an electron polaron band with polaron binding
energy EPB and polaron formation energy EPf.

a equals 1 for the adiabatic regime, while for the diabatic case a is 3/2. The concentration cP and the
mobility µP of the polaron can be expressed by Equations 2.30 and 2.31.

cP = NPexp
(︃
− EPf
kBT

)︃
(2.30)

µP =
µ0

T a
exp
(︃
−
E(a)dia

kBT

)︃
(2.31)

NP is the number of polaron sites and EPf is the formation energy of a polaron, which is the energetic
distance between the polaron level and EF. In Fig. 2.9b) the formation energy for a hole and an
electron polaron is indicated. Here, the polaron binding energy EPB of a hole and an electron, which
is the energetic difference between EF and the VBM in case of a hole and the CBM for an electron, is
marked as well. The relation between polaron binding energy and (a)diabatic activation energy is
given by Eq. 2.32.

EPB = 2(Eadia + V12) adiabatic regime

EPB = 2Edia diabatic regime
(2.32)

Therefore, the overall activation energy EA for polaron conductivity is as follows:

EA = EPf + Eadia = EPf +
EPB
2

− V12 adiabatic regime

EA = EPf + Edia = EPf +
EPB
2

diabatic regime
(2.33)
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2.4.2. Ionic conductivity

In general, the ionic conductivity can be expressed similar to the electronic conduction by:

σion = zAmAcA + zCmCcC (2.34)

Here, z is the charge, m the mobility, and c the concentration of the ion, where A and C stands for
anion and cation. The mobility and concentration can be expressed by Eq. 2.35 and 2.36.

mion =
m0

T
exp
(︃
−
Emig

kBT

)︃
(2.35)

cion = Nionexp
(︃
−
Eion,f
2kBT

)︃
(2.36)

m0 is a pre-factor, Emig and Eion,f are migration and formation energy of the ion, and Nion is the
number of ions. Hence, the ionic conductivity can be expressed by:

σion =
σ0

T
exp

(︄
−
Emig +

Eion,f
2

kBT

)︄
(2.37)

When an electric field is applied the ions will move to the electrodes according to their charge,
which means that anions are moving to the anode while cations are migrating to the cathode. This
movement can also be described by the chemical diffusion coefficient D̃, which is connected to the
conductivity by the Nernst-Einstein-Equation:

σDC =
z2cD̃DC
kBT

(︃
δlnN
δlnµ

)︃
(2.38)

Figure 2.10.: Oxygen and electron diffusion due
to an increase in oxygen partial pres-
sure.

However, this equation includes all ions mean-
ing all anions and cations. Hence, σDC, c, and
D̃DC include all ionic species.δlnµ/δlnN = γ is the
thermodynamic factor with µ being the chemical
potential. The thermodynamic factor is the rela-
tion between the chemical diffusion coefficient
and the tracer diffusion coefficient D∗.

D̃ = D∗γ (2.39)

Applying a constant electric field at a constant
temperature while changing the atmosphere, re-
sults in an additional diffusion process due to a change in concentration. If, for example, the oxygen
partial pressure is increased, the oxygen concentration at the surface of the sample is higher than
in the bulk. This leads to a diffusion of oxygen vacancies V··

O to the surface and an incorporation
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of oxygen into the material, which is then further diffusing into the bulk. This scenario is depicted
in Fig. 2.10. The oxygen diffusion induces a diffusion of electrons in the opposite direction due to
charge neutrality. Therefore, the oxygen chemical diffusion coefficient D̃O cannot be determined
anymore by only the ionic (oxygen) conductivity, which is expressed by Eq. 2.40.

D̃O =
RT

4F 2

σeσO2−

σe + σO2−

(︃
γO2−

cO2−
+ 4

γe
ce

)︃
(2.40)

F is the Faraday constant. The electronic conductivity of the electrons has to be considered as well
because their movement is connected to the migration of the oxygen ions. Here, we can consider
four different cases:

1. σe ≫ σO2−:

• the electronic conductivity is much higher than the oxygen conductivity due to a high
electron concentration and a high electron mobility

• D̃O is mainly determined by the oxygen migration as the rate limiting diffusion process,
which depends on the V··

O diffusion and concentration

2. σe ≪ σO2−:

a) ce ≪ cO2− , and µe ≫ mO2−:

• the electronic conductivity is much smaller than the oxygen conductivity because of a
low electron concentration

• D̃O is determined by the diffusion of the electrons and oxygen ions

b) ce ≫ cO2− , and µe ≪ mO2−:

• the electronic conductivity is much smaller than the oxygen conductivity because of a
low electron mobility

• D̃O is governed by the diffusion of the electrons and oxygen ions

• A low electron mobility can be caused by small polarons with a high migration barrier
E(a)dia

c) ce ≪ cO2− , and µe ≪ mO2−:

• the electronic conductivity is much smaller than the oxygen conductivity because of a
low electron concentration and a low electron mobility

• D̃O is mainly governed by the migration of the electrons as the rate limiting part

• A low electron mobility can be caused by small polarons with a high migration barrier
E(a)dia
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2.4.3. Intrinsic and extrinsic conductivity regime

A common defect in perovskite materials is a Schottky defect, which is the combined formation of
cation and anion vacancies. In NaNbO3, for one oxygen vacancy two sodium vacancies are created.

Figure 2.11.: Intrinsic and extrinsic regime of an
ion conduction process.

The intrinsic formation of Schottky defects oc-
curs at high temperatures at which enough en-
ergy can be provided to overcome the formation
enthalpy ESchott,f. Therefore, the concentration
of cation and oxygen vacancies is influenced by
ESchott,f and the temperature. However, at low
temperatures the concentrations can be deter-
mined by foreign atoms, e.g. dopants. For an ac-
ceptor doped material, the oxygen concentration
can be fixed if the dopant is compensated ioni-
cally. Consequently, at low temperatures the ac-
tivation energy of the ionic conductivity is given
by the migration energy Emig while at high tem-
peratures it equals the migration energy plus
half of the formation energy:

σion,ext =
σ0

T
exp
(︃
−
Emig

kBT

)︃
σion,int =

σ0

T
exp

(︄
−
Emig +

ESchott,f
2

kBT

)︄ (2.41)

This relation is illustrated in Fig. 2.11.

2.4.4. Resistance degradation

Resistance degradation is the largest obstacle for today’s multi-layer capacitors concerning long-term
stability. Exposure to high temperatures and voltages at the same time leads to a significant increase
of several orders of magnitude of the leakage current, which can result in a thermal or dielectric
breakdown of the device. A characteristic degradation behavior is described by a constant current at
constant applied electric field with time, followed by a sudden increase of several orders of magnitude
in current after reaching a certain time, which can be defined by the degradation rate. Figure 2.12
illustrates the degradation behavior of a single crystal, a fine- and a coarse-grained sample [85].
The origin for resistance degradation is explained in the most cases by oxygen vacancy migration
towards the cathode. This leads to an increase of electrons in this region. In contrast, at the anode a
depletion of oxygen vacancies is observed resulting in an accumulation of holes. Hence, a n-type
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region near the cathode and a p-type region near the anode is created, which have both a higher
electrical conductivity compared to the intrinsic material before, leading to a leakage current. This
leakage current is responsible for the observed degradation behavior. Additionally, more oxygen
vacancies can be introduced at the anode into the sample causing an overall reduction of the material.
In this case, the sample behaves like a n-type material with increased leakage current. Therefore,
this explanation is called reduction model [20, 48, 49].

Figure 2.12.: Resistance degradation of a 0.1 at%Ni-doped SrTiO3 single crystal as well as of coarse-
and fine-grained ceramic [85].

The degradation rate depends mainly on the composition and the microstructure of the sample.
Fine-grained materials degrade slower than samples with larger grains. This phenomenon can be
explained by the accumulation of oxygen vacancies at the grain boundaries creating a space charge
region depleted of oxygen vacancies. Hence, the decreased oxygen vacancy concentration leads to
less diffusion, which slows down the degradation process [98]. Resistance degradation is investigated
quite intensively for BaTiO3 and SrTiO3. Doping of these materials showed that acceptor doping
is accelerating the degradation process while donor doping is slowing it down. The reason is the
different concentration of oxygen vacancies. Acceptors can be compensated by oxygen vacancies,
hence, increasing the concentration of these mobile defects. Donors, on the contrary, are compensated
by cation vacancies, which are much less mobile [20, 48, 49].
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2.5. Sodium niobate

Sodium niobate (NaNbO3) has been reported firstly by Matthias [99] in 1949. Two years later
Vousden [100] analyzed it’s crystal structure and found that NaNbO3 is in general non-polar, hence,
cannot be ferroelectric but exhibits domain movements under applied electric DC-field. In addition,
he observed an anti-parallel displacement of Nb ions within the NaNbO3 structure and proposed that
NaNbO3 is orthorhombic with space group 2212. In the same year, Kittel [52] suggested the concept
of antiferroelectricity. From this point on several authors including Vousden [101], Megaw [102],
and Shirane [103] suggested that NaNbO3 could be antiferroelectric explaining the observations
from Vousden. In the following years, the crystal structure was investigated over a broad temperature
range mainly by the group of Megaw who summarized the structural analyses and described the seven
phases in NaNbO3 [104]. In addition, Megaw corrected the room temperature space group indicated
by Vousden and identified it as Pbma space group [102]. All polymorphs of NaNbO3 are illustrated in
Fig. 2.13 including space group, dielectric state, and all tilts observed in the corresponding structure
according to Glazer’s notation [105].
In Glazer’s notation the three positions a, b, and c correspond to the tilts about the directions [100],
[010], and [001], respectively. The letter a, b, and c express the magnitude of these tilts, while the
subscripts +, −, and 0 indicate if two consecutive oxygen octahedra are tilted in the same or the
opposite direction about the axis or have a zero tilt. This implies that a a−b+a− tilt system as in the
P phase has tilts of the same magnitude in [100] and [001] direction which are different from the tilt
in the [010] direction. The tilts along the [100] and [001] are alternating while the octahedra along
the [111] direction are always tilted in the same manner.
Both antiferroelectric phases, P and R phase, exhibit a very complicated tilt system. The P phase
consists of pairs of a−b+a− layers alternating with pairs of a−b−a− layers. Pairs of a−b+c+ layers in
a row with single a−b0c+ layers build the R phase. In general, it can be observed that the number
of tilt and displacement components is decreasing from polymorph to polymorph with increasing
temperature [106]. Above 480 ◦C all phases are paraelectric while below −100 ◦C NaNbO3 undergoes
a transition to a ferroelectric rhombohedral phase [107].
Two room temperature phases exist in NaNbO3, an antiferroelectric and a ferroelectric one, which
are called P and Q phase, respectively. The P phase is orthorhombic with space group Pbcm [108]
and the Q phase is orthorhombic with space group P21ma [109], which are both shown in Fig. 2.14
adapted from [110]. The lattice parameters of the P phase are a = 5.506Å, b = 5.566Å, and c =
15.520Å [102]. For the Q phase lattice parameters of a = 5.569Å, b = 7.790Å, and c = 5.518Å are
determined [109]. Both polymorphs have corner-shared NbO6-octahedra which spaces are filled by
the Na atoms. The Nb atoms located in the octahedra are shifted from the central position towards
the in-plane oxygen atoms along the pseudocubic [110] direction. In case of the Na atoms, there
exist two kinds of sodium position, Na(1) and Na(2). Na(1) is shifted in the same direction as
the Nb atoms with an even larger displacement. In contrast, Na(2) is only slightly displaced. The
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Figure 2.13.: All polymorphs of NaNbO3 including crystal structure, space group, Glazer’s notation,
and dielectric state. The metastable Q phase, which can be introduced by a high
electric field, a small grain size, or internal stresses, is added as well. The transition
temperature is unclear and marked by a question mark [104, 106, 107].

displacements of Nb and Na atoms are indicated by blue and orange arrows in Fig. 2.14. In the P
phase, Na(1) is displaced in the same direction as the Nb atoms above and below it. The next row
includes only Na(2) atoms (layer 1 and 2). The next block of Nb, Na(1), and Nb atoms (layer 3
and 4) is shifted in the opposite direction as the block before. In contrast, these atoms are displaced
in the same direction as the ones in layer 1 and 2 in the Q phase. Hence, in the P and Q phase an
anti-parallel and parallel displacement is formed, respectively. Consequently, the unit cell of the P
phase is almost doubled in c-direction in comparison to the unit cell of the Q phase [108].
The P phase is energetically more stable than the Q phase. However, the energy difference of about
1meV [26] is not large, which is why both phases can coexist at room temperature. Nevertheless,
the majority is mostly present in the P phase. The Q phase can be induced by applying a high electric
field [111], by preparing polycrystalline samples with small grain sizes [24, 112], or by introducing
internal stresses [113]. If the Q phase is achieved by a high electric field, the P phase can be restored
by heating above 300 ◦C [111, 114].
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Figure 2.14.: Crystal structure of P and Q phase represented in a) and b) with Na and Nb displace-
ments indicated by orange and blue arrows, respectively. In c)–f) the tilts of the oxygen
octahedra are illustrated for the different layers including the Glazer’s notation. The
figure is adapted from [110].

In Fig. 2.13 the Q phases is included with an upper phase transition temperature ranging from
225 ◦C to 300 ◦C. Several experiments, e.g. XRD[115], differential scanning calorimetry [116], and
temperature-dependent permittivity measurements [114, 117] have been conducted to identify
transition temperatures. However, different values have been reported in literature for the Q phase
[114–117] and no definite transition temperature could be pinpointed, yet.

2.5.1. Band structure

The orthorhombic band structure of the P phase with space group Pbcm has not been investigated
by many scientist so far. Villa and Albe [70] calculated recently it’s band structure and density
of states (DOS) by density functional theory (DFT) using the Vienna ab initio simulation package
(VASP), which is shown in Fig. 2.15. The highest occupied valence state is at the S point while the
CBM can be found at the Γ point. Hence, the band gap of NaNbO3 is an indirect band gap. Villa
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and Albe determined the band gap by means of the Perdew-Burke-Ernzerhof (PBE) formalism of
the generalized-gradient approximation (GGA). The resulting band gap of orthorhombic NaNbO3 is
2.48 eV. It is known that this kind of functional is often underestimating the band gap of materials.
Indeed, much higher experimental values of 3.4 eV to 3.5 eV are examined by optical spectroscopy
[118–127].
To the best of my knowledge, only the cubic band structure was investigated theoretically and
experimentally besides the orthorhombic band structure. A band gap of 2.927 eV [128] and 3.120 eV
[129] was calculated by the Heyd–Scuseria–Ernzerhof (HSE) hybrid functional. This value is much
larger than the calculated orthorhombic band gap of 2.48 eV [70] but is quite close the experimentally
determined band energy of 3.290 eV [130] of the cubic structure, which was measured by UV-vis
spectroscopy.
The DOS diagram of the orthorhombic structure shown on the right side of Fig. 2.15 illustrates clearly
the contribution of the sodium, niobium, and oxygen orbitals to the valence and conduction bands.
The valence band is mainly formed by the O p orbitals especially at the VBM, whereas the conduction
band is mainly composed of Nb d orbitals, which significant influence the CBM.

Figure 2.15.: Band structure and density of states of orthorhombic NaNbO3 with space group Pbcm
adapted from [70].
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2.5.2. Polarization hysteresis loops

As already mentioned above, NaNbO3 is an antiferroelectric material. Hence, double polarization
hysteresis loops should be observed if an electric field is applied. In fact, not many double loops
have been reported in literature for pure NaNbO3 and all the samples were single crystals [131,
132]. Cross and Nicholson [131] measured the first double polarization loop on a NaNbO3 single
crystal but only when the field was applied perpendicular to the c-axis. Their recorded P -E-loop
is shown in Fig. 2.16a). In polycrystalline samples no complete double hysteresis loops without
isovalent or heterovalent substitution could be achieved so far. However, the AFE-to-FE transition for
the first poling process was recently observed [133, 134] and is illustrated in Fig. 2.16b). Afterwards,
the ceramic material stays in the ferroelectric state and exhibits only ferroelectric polarization
loops. Hence, the AFE-to-FE transition is an irreversible transition in polycrystalline samples. This
irreversible change from P to Q phase is also confirmed by transmission electron microscopy (TEM)
[135]. Furthermore, several studies show that although a ferroelectric polarization hysteresis is
measured, not all crystallites change to the Q phase but remain in the P phase meaning that P and Q
phase coexist after applied electric field [111, 133]. The reason for this phenomenon is explained by
internal stress clamping some of the domains, which are hindered to undergo a phase transition.
Internal stresses develop due to the volume expansion from AFE to FE phase [133].

Figure 2.16.: Polarization versus electric field hysteresis of a single crystal measured perpendicular
to the c-axis in a) [131] and of a ceramic sample in b) [27].

Quite some effort has beenmade in order to stabilize the double polarization loop in NaNbO3. This has
been mostly achieved by substitution of both, A- and B-site cation. The addition of different material
systems, such as CaZrO3 [26, 135], SrZrO3 [136], CaHfO3, [137], SrSnO3 [27], Ba0.5Na0.5TiO3 [134],
and BaZrO3 with CaZrO3 [138], lead to measurable double hysteresis loops. In contrast, doping with
only one element, e.g. Sr or Ca, does not result in the stabilization of the antiferroelectric phase [33,
139]. Therefore, it is not clear why these substitutes help to maintain a double polarization loop. One
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explanation could be that they form defect dipoles with intrinsic defects, e.g. V′
Na or V··

O, resulting in
pinched loops. This would mean that the observed double P -E-loops are not due to AFE-FE and
FE-AFE back-switching but rather because of pinned ferroelectric domains as suggested by Arioka et
al. [140]. However, TEM [135] and in situ high-energy XRD measurements [141] suggest that the
substitutes indeed stabilize the FE-AFE back-switching. In addition, Tan et al. proposed that defect
dipoles might influence the phase transition and stabilize the double polarization loop [72].
Another explanation why substitutes can stabilize the AFE phase is given by Shimizu et al. [26].
They proposed that decreasing the tolerance factor by substituting with larger A- and B-site atoms
should stabilize the AFE phase over the FE phase. By adding Ca2+ on the Na-site and Zr4+ on the
Nb-site the tolerance factor can be lowered quite effectively. Shimizu et al. verified their theory
by preparing (Na1−xCax)(Nb1−xZrx)O3 samples and showing the stabilization of the AFE phase by
the appearance of AFE superlattice reflections, dielectric measurements, XRD and TEM analysis of
domain structures, and the appearance of double polarization hysteresis loops.
A similar study by Zhang et al. [27] showed that with addition of SrSnO3 to the NaNbO3 material
the AFE phase can be put in favor over the FE phase. Sr2+ is occupying the Na-site while Sn4+ goes
on the Nb-site. Both ions are larger than the corresponding host ions increasing the overall cell
volume, which leads to a decreased tolerance factor as in the work of Shimizu et al. [26]. Zhang et
al. suggested that this increased cell volume with a more disordered but less distorted local structure
of the Na-site induced by the Sr2+ and Sn4+ ions stabilizes the AFE structure. This is supported by
their first-principle calculations showing that the AFE phase is more stable than the FE phase by an
energy difference of 1.4meV f.u.−1. In addition, they measured double polarization hysteresis loops
for the SrSnO3-substituted samples, which further supports their theory.

Different forward switching fields EAF and maximum polarization Pmax values can be found in
literature for single crystals and ceramic samples. For the single crystal shown in Fig. 2.16a) a EAF

of 8.75 kVmm−1 and a Pmax of 11.4µC cm−2 [131] is examined while in case of the ceramic sample
shown in Fig. 2.16b) values of about 11.6 kVmm−1 and 38µC cm−2 [133] are observed, respectively.
However, both is influenced by the frequency at which the polarization loop is measured [133]. In
case of substitution by other A- and B-site elements, EAF is enhanced while Pmax is decreased with
increasing substitution content [26, 27, 136, 137].
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2.5.3. Electrical conductivity

Figure 2.17.: Conductivity versus the inverse tem-
perature 1/T for polycrystals (solid
line) and single crystals (dashed
lines) measured with different elec-
trode materials. The numbers are
linked to the corresponding refer-
ence: 1 [142], 2 [143], 3 [144], 4
[145], 5 [146], 6 [147], 7 [148], 8
(Na0.99Ca0.01NbO3) and 9 (NaNbO3)
[149]. Curve 6 was probed with a DC-
signal. All other measurements were
conducted with an AC-field. The ver-
tical dashed lines indicate changes
in EA.

Only a few studies concerning the electrical con-
ductivity of NaNbO3 can be found in literature.
The majority is conducted by impedance spec-
troscopy [142–146, 148, 150]. To the best of my
knowledge there are only two experiments per-
formed with a direct current (DC)-signal [147,
151]. Furthermore, single crystals [41, 145, 147,
151] as well as polycrystalline ceramics [142,
143, 146, 148–150, 152] have been investigated.
Primarily, the temperature dependence of the
electrical conductivity has been analyzed and ac-
tivation energies over a wide temperature range
from room temperature up to 800 ◦C have been
determined. The results of a view studies are il-
lustrated in Fig. 2.17. Solid and dashed lines
represent polycrystals and single crystals, re-
spectively. The colors indicate the different elec-
trodes used for the measurements. Above the
conductivity curves, the different polymorphs
of NaNbO3 stable at different temperatures are
shown.
In general, a low conductivity of 1×10−12 S cm−1

to 1 × 10−3 S cm−1 is measured in this temper-
ature window. Thereby, the activation energies
EA vary from 0.1 eV to 1.9 eV. However, most
of the authors report at least two to three ac-
tivation energy regimes. A clear change in EA

appears around the P-to-R phase transition tem-
perature at 360 ◦C. Below this temperature EA is
approximately 0.83 eV to 0.97 eV [142, 146–148,
152] while above 360 ◦C it is increased to 1.2 eV
to 1.8 eV [142, 143, 147, 150]. Pisarski et al.
[145] found another change in EA from 1.0 eV
to 0.5 eV when crossing 220 ◦C with increasing
temperature, respectively. A lower value rang-
ing from 0.11 eV to 0.53 eV was also observed by
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Macutkevic et al. [142] at temperatures between 130 ◦C and 430 ◦C for reduced oxygen deficient
NaNbO3. Similar, EA = 0.55 eV was measured by Raevski et al. [149] in case of reduced Ca-doped
NaNbO3 for Ca concentrations up to 1.5mol% below 125 ◦C.
Lanfredi et al. [143] studied the conductivity at high temperatures and detected a EA change at the
T2-to-C phase transition around 640 ◦C. EA was 1.4 eV from 400 ◦C to 640 ◦C and increased above
640 ◦C to 1.67 eV. In addition, they investigated the influence of the porosity of the samples, which
lead to a reduction of the activation energies in both temperature regimes. Doping with lithium
results in the same effect [150]. All three temperature regimes are marked by dashed lines in
Fig. 2.17.

Ruf et al. [146] had a closer look on the influence of sodium deficiency on the conductivity of
NaNbO3 by preparing samples with slightly different compositions. They observed an increase in EA

between 225 ◦C and 400 ◦C from 0.84 eV to 1.22 eV comparing the stoichiometric and the Na deficient
composition. In contrast, the sodium enriched sample had a lower EA of 0.49 eV from 175 ◦C to
400 ◦C. Hence, with increasing Na deficiency the activation energy is increasing.

A few studies examined the conductivity under reducing conditions e.g. heating in hydrogen [151] or
in vacuum at a pressure of 10−1 Pa to 10−2 Pa [41, 149], which significantly increases the conductivity.
In Fig. 2.17 the results from Raevski et al. [149] are shown for an undoped (No. 9) and a Ca-doped
sample (No. 8), which were reduced by heating in vacuum at 10−1 Pa.
Molak et al. [41] measured the conductivity in dependence of the oxygen partial pressure. It clearly
showed a n-type behavior when heating between 630 ◦C and 780 ◦C. With decreasing oxygen partial
pressure the conductivity increased. In addition, the whole conductivity profile exhibit higher values
when measuring at higher temperatures.

In Table 2.2 all important information of the above mentioned references are summarized.

No clear explanation for the different observed activation energies and their origin is given so far. The
majority interprets the observations with small polaron motion [144, 145, 149, 150, 152]. Pisarski
et al. [145] interpreted the change in EA at 360 ◦C as a transition from polaron band conduction to
hopping conduction. In the same way Bak et al. [144] explained the minimum at around 150 ◦C (No.
3 in Fig. 2.17) with a change from tunneling to hopping conductivity of small polarons. In contrast,
Macutkevic et al. [142] suggest that at least at high temperatures where EA reaches 1.8 eV, which is
approximately half of the band gap of NaNbO3, might be due to intrinsic carrier conduction. Only
Ye et al. [148] explain their observed EA of about 1 eV measured by impedance spectroscopy with
oxygen ion migration.
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Table 2.2.: Conductivity measurements reported in literature with important information including the conductivity at 500 ◦C σ500 °C,
activation energies within the temperature window of the P phase EA,P, R to T2 phase EA,R−T2 , and C phase EA,C, and
conduction type.

sample electrode setup σ500 °C EA,P EA,R−T2 EA,C conduction No. in
type material type in S cm−1 in eV in eV in eV type Fig. 2.17

ref.

ceramic Ag AC 3.8 · 10−5 0.83 1.80 – polaron 1 [142]
ceramic Pt AC 1.0 · 10−7 – 1.40 1.67 electronic 2 [143]

? ? AC 4.0 · 10−7 – 1.60 – small polaron hopping 3 [144]

crystal Pt AC 5.0 · 10−8

T > 360 °C: 0.7

– –

small polaron hopping

4 [145]360 > T > 220 °C: 0.5
small polaron
band mobility

T < 220 °C: 1.0 –
ceramic Ag AC – 0.84 – – – 5 [146]
crystal Ag DC – 0.97 1.15 – – 6 [147]
ceramic Ag AC – 0.95 – – V··

O migration 7 [148]
Ca-doped

In-Ga ? – 0.55 – – small polaron 8 [149]
ceramic
ceramic In-Ga ? – 0.55 – – small polaron 9 [149]
Li-doped

Pt AC – – 1.06 1.54 small polaron hopping – [150]
ceramic
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To the best of my knowledge, no studies specifically examining the differentiation between electronic
and ionic conductivity exist. There have been some attempts to explain the observations by, e.g.
polaron, free electron, or oxygen vacancy conduction as mention above. Some studies identify the
ionization of oxygen vacancies as source for the free electrons [41, 146] or electron polarons [142,
149], which increase the conductivity in certain temperature windows.

2.6. Potassium niobate

Potassium niobate (KNbO3) was investigated firstly by Matthias [99] in 1949, who reported it’s
ferroelectricity. Wood [153] analyzed the crystal structure and the phase transitions between
room temperature and 500 ◦C two years later. She identified the room temperature phase to be
orthorhombic changing at around 225 ◦C to a tetragonal structure, which becomes cubic at 435 ◦C
upon heating. During cooling Wood observed a shift to smaller transition temperatures of 200 ◦C and
420 ◦C. Hence, KNbO3 exhibits a temperature hysteresis at the phase transitions. Shirane et al. [154]
later confirmed these phase transitions by temperature dependent permittivity measurements. In

Figure 2.18.: All polymorphs of KNbO3 including crystal structure, space group, and dielectric state.
Transition temperatures of both, heating and cooling cycle, are included.

addition, they identified a low temperature rhombohedral phase with phase transition temperatures
of−10 ◦C and−55 ◦C upon heating and cooling, respectively. Further NMR [155], neutron diffraction
[156], and XRD analysis [157] confirmed and further refined the phase transition temperatures,
which are illustrated in Fig. 2.18. Hewat [156] examined the four phases of KNbO3 in more detail by
neutron diffraction and found that the space groups of the rhombohedral, orthorhombic, tetragonal,
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and cubic phase are R3m, Amm2, P4mm, and Pm3̄m, respectively. All phases except for the cubic
structure are ferroelectric, hence, the Curie temperature TC is around the tetragonal-cubic-phase
transition.

The lattice parameters of the orthorhombic unit cell of KNbO3 are a = 3.973Å, b = 5.695Å, and c =
5.721Å [103, 156, 158, 159]. This structure is ferroelectric with a spontaneous polarization parallel
to the orthorhombic c-axis. The spontaneous polarization results mainly from the displacement of the
Nb atoms parallel to the c-axis while the oxygen octahedra remain almost unchanged. Two long and
two short O-Nb bonds are formed due to the Nb displacements [156–158]. Figure 2.19 illustrates the
room temperature structure of KNbO3 perpendicular to the b-axis in a) and to the a-axis in b) and c).
The yellow arrows indicate the displacement of the Nb atoms from the central position in the oxygen
octahedra and the unit cells are marked by black rectangular. In b) and c) two orthorhombic unit
cells are shown for a better identification of the pseudocubic unit cell colored in blue. From Fig. 2.19
the spontaneous polarization parallel to the c-axis is clearly visible. In addition, the arrangement in
c) demonstrates that the Nb displacement and, hence, the spontaneous polarization are directed
along the pseudo-cubic [011] direction.

Figure 2.19.: Amm2 crystal structure of room temperature KNbO3 perpendicular to the b-axis in
a) and to the a-axis in b) and c). Arrows indicate the displacement of the Nb atoms
and the direction of the resulting spontaneous polarization. The orthorhombic and
pseudo-cubic unit cells are indicated by black and blue rectangular, respectively. The
structures are visualized by the program Visualization for Electronic and Structural
Analysis (VESTA) [160].
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2.6.1. Band structure

The band structure and DOS of all KNbO3 phases has been investigated by Schmidt et al. [161] with
the Vienna Ab initio Simulation Package (VASP) using the Heyd-Scuseria-Ernzerhof (HSE) screened-
Coulomb-potential hybrid functional based on structural data determined by PBEsol functionals.
In Fig. 2.20 the results of the room temperature orthorhombic phase with space group Amm2 is
shown. The valence band is mainly formed by hybridized Nb d and O p states. Here, the VBM is
dominated by the O p orbitals. In contrast, the Nb d states are mainly contributing to the CBM, while
at higher energies antibonding Nb d and O p orbitals are forming the conduction band [159, 161,
162]. VBM and CBM are indicated by red lines in Fig. 2.20. The gray shaded area is the total band
structure calculated by means of the conventional Perdew-Burke-Ernzerhof (PBE) functional for
comparison reason. KNbO3 has an calculated electrical indirect band gap of 3.59 eV to 3.63 eV [161,
163] between the T point at the VBM and the Γ point at the CBM. The experimentally determined
optical band gap is about 0.2 eV to 0.5 eV smaller in energy [121, 126, 127, 164–167]. Schmidt et al.
[163] explained this discrepancy with exciton states, which lower the CBM and decrease the optical
band gap probed by optical methods. Optical measurements are based on the absorption of a photon
for band gap determination. However, an excitonic state can decrease the energy difference between
the created electron-hole-pair, which results in a lower detected optical band gap. Schmidt et al.
calculated an exciton binding energy of 0.5 eV and an electrical band gap of 3.63 eV. This explains
perfectly the 0.2 eV to 0.5 eV smaller optical band gap.

Figure 2.20.: First Brillouin zone, band structure, and density of states of orthorhombic KNbO3 with
space group Amm2 adapted from [161].

In addition, Schmidt et al. [161] calculated the band gap of the tetragonal and cubic structure. They
obtained an energy value of 3.23 eV and 3.14 eV for the tetragonal and cubic lattice with space group
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P4mm and Pm3̄m, respectively. Both values are in good agreement with experimentally determined
band gaps by UV-vis diffuse reflectance measurements [167]. Here, a band gap of 3.08 eV and 3.24 eV
are detected for the tetragonal and cubic phase, respectively.

2.6.2. Polarization hysteresis loops

KNbO3 is a ferroelectric material in which the spontaneous polarization mainly results from the
displacement of the niobium atoms from the central position within the oxygen octahedra [158,
168]. Hence, for undoped KNbO3 a ferroelectric polarization hysteresis loop is obtained by applying
an electric field as shown in Fig. 2.21(a). Triebwasser [169] was the first author reporting sponta-
neous polarization values of 26µC cm−2 at the orthorhombic to tetragonal phase transition. Later
investigations found that a spontaneous polarization of more than 40µC cm−2 can be measured [170,
171]. However, these experiments were conducted on single crystals. In contrast, ceramics usually
exhibit much smaller maximum polarization values from 10µC cm−2 to 20µC cm−2 [172–174].
It is not easy to prepare dense KNbO3 ceramics due to the high volatility of potassium at temperatures
above 800 ◦C [175–177]. Therefore, sintering aids [174, 178] or dopants [172, 179] are used in order
to improve the densification. These additives can significantly influence the polarization-electric-
field-behavior due to aging effects [71, 180, 181]. Figure 2.21(b) illustrates an unaged and aged
1mol% Mn-doped K(Nb0.9Ta0.1)O3 sample [180]. Such effects are observed in other ferroelectric
materials as well [28, 30, 73, 182].

Figure 2.21.: Polarization versus electric field for an undoped KNbO3 sample in (a) [173] and a 1mol%
Mn-doped K(Nb0.9Ta0.1)O3 sample in an unaged and aged state in (b) [180].
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Three different origins were discussed in the past being responsible for the observation of aging
effects [28–31]:

1. Volume effect: Electrical and/or mechanical dipoles align to the original direction of the
spontaneous polarization forming a dipole polarization PD, which acts as internal restoring
force.

2. Domain effect: Point defects diffuse into the domain walls during aging time and pin the
domain walls, which hinders the domain wall movement and, hence, the domain switching
behavior.

3. Grain boundary or surface effect: Interface or surface states can attract charged defects and
form space charge regions, which create an electric field influencing the domain switching
behavior.

However, surface and domain effects could be often excluded as origin for aging leaving volume
effects as predominant reason [29, 30, 73]. Usually aging is explained by defect dipoles aligning over
time along the spontaneous ferroelectric polarization direction and forming a dipole polarization PD.
During electric field cycling the defect dipoles cannot follow the field, hence, staying in their original
orientation. However, they facilitate and hamper domain switching depending on their orientation,
which results then in a pinched double P -E-loop behavior. The defect dipoles are mostly composed
of acceptor dopants and oxygen vacancies formed due to charge compensation of the acceptor states
[29, 30, 73, 180].
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2.6.3. Electrical conductivity

Figure 2.22.: Conductivity versus the inverse tem-
perature 1/T for polycrystals (solid
line) and single crystals (dashed
lines) measured with different elec-
trode materials. The numbers are
linked to the corresponding refer-
ence: 1 [183], 2 [184], 3 [185], 4 [35],
and 5 [186].

Similar as for NaNbO3, not many reports of the
electrical conductivity behavior can be found for
undoped KNbO3. The few results presented in lit-
erature are mainly conducted with an AC-signal.
In Fig. 2.22 some results are illustrated in one
graph. Solid lines represent polycrystalline ma-
terials, while dashed lines indicate single crys-
tals. The colors specify the different electrodes
used in the experiments. All samples show in
the tetragonal and cubic phase a similar trend
with activation energies ranging from 1.01 eV to
1.40 eV. Table 2.3 summarizes electrode mate-
rial, setup type, electrical conductivity at 500 ◦C,
activation energy, and conduction type of the
measurements shown in Fig. 2.22.

The conduction process and activation energies
are either explained with ionic motion of mainly
oxygen vacancies, [35, 185] or by small po-
laron hopping on the niobium site [183, 184].
Handerek et al. [184] observed a kink at the
tetragonal-to-cubic phase transition and inter-
preted it as a change in the conduction mecha-
nism from polaron band conductivity to polaron
hopping conduction. Lee et al. [183] discovered
as well a kink in the temperature dependent con-
ductivity around the tetragonal-to-cubic phase
transition. However, they explained the high
temperature part with polaron conduction on
the Nb-site while the low temperature regime
was attributed to vacancies of alkali metal ions.
It is clear that not a lot of attention has been
drawn to the electrical transport mechanism in KNbO3 resulting in the different explanations for the
conduction behavior. To the best of my knowledge, no studies specifically examining the differentia-
tion between electronic and ionic conductivity exist. In addition, no literature reports investigating
the conduction behavior in dependence of the oxygen partial pressure have been performed so far.
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Table 2.3.: Conductivity measurements reported in literature with important information including
the conductivity at 500 ◦C σ500 °C and activation energy within the temperature window of
the tetragonal phase EA,T.

sample electrode setup σ500 °C EA,T conduction No. in
type material type in S cm−1 in eV type Fig. 2.17

ref.

crystal Au AC 2.3 · 10−4 1.02 small polaron hopping 1 [183]
crystal ? ? 1.5 · 10−5 1.40 small polaron hopping 2 [184]
ceramic Au AC 2.5 · 10−6 1.01 V··

O migration 3 [185]
ceramic Ag AC 7.4 · 10−7 1.20 V··

O migration 4 [35]
crystal Ag ? – – – 5 [186]

2.7. Preparation methods

The preparation of alkaline niobates has turned out to be quite challenging due to many difficulties,
e.g. volatility [187] and sensitivity to moisture of the alkaline materials [188, 189] and the relative
lowmelting point of alkaline niobates [18]. These can lead to problems such as sintering temperatures
close to the melting point [173, 189–191], poor densification [173, 190, 192], non-stoichiometry
[189], secondary phases [146, 187, 193], and abnormal grain growth [146, 173, 187, 190, 194].
A lot of different synthesis and sintering routes addressing these obstacles have been proposed,
e.g. sol-gel [146, 195], hydrothermal [196], glycothermal [197], microemulsion-mediated [198],
and mechanochemical processes [88] for synthesis and hot-pressing [195, 199] and spark-plasma
sintering [200, 201] as alternative sintering routes. However, in this work only the standard solid
state synthesis and normal sintering is used and described in the following.

For NaNbO3- and KNbO3-based ceramics usually Na2CO3, K2CO3, and Nb2O5 are used as precursor
powders. It was shown that orthorhombic Nb2O5 results in a homogeneous composition, while the
monoclinic polymorph leads to an inhomogeneity [191]. Therefore, it should be taken care of the
polymorph of Nb2O5 during sample preparation. The precursors are mixed with a solvent and milled
to ensure a homogeneous particle size distribution, which is very crucial for a good synthesis [191],
and the right particle size, which is very important in regard of the initial sintering process dominated
by grain growth [192, 194]. After milling the powders are dried, sieved, and mixed together in
the right ratio. Here, great care must be taken because alkaline carbonates are very hygroscopic
[188, 189], which can result in wrong weighing and non-stoichiometric ratio of Na/Nb and K/Nb,
respectively. However, a precise stoichiometric ratio of 1:1 is very important to avoid the formation
of secondary phases [189]. In addition, humidity is facilitating the evaporation of K2O and Na2O
above 800 ◦C [175, 189], which is unfavorable for preparing highly dense ceramics.
After homogenization, the powders are milled, dried, sieved, and pressed into pellets for calcination.

46



During calcination the following reactions take place in case of NaNbO3:

Na2CO3 → 2Na+ + O2− + CO2 (2.42)

2Nb2O5 + 2Na+ + O2− → Na2Nb4O11 (2.43)

Na2Nb4O11 + 2Na+ + O2− → 4NaNbO3 (2.44)

The alkaline ions diffuse into the Nb2O5 powder reacting to Na2Nb4O11 creating a shell around
the Nb2O5 particles at temperatures higher than 500 ◦C. Afterwards, this shell is reacting further
to NaNbO3 above 700 ◦C [202]. Therefore, the calcination temperature should be at least 700 ◦C.
The synthesis reactions for KNbO3 are much more complex as for NaNbO3 because more reaction
products are forming. Malič et al. [202] could identify K6Nb10.88O30, K5.75Nb10.85O30, and K4Nb6O17

as intermediate reaction products. In addition, KNbO3 starts to form already at 600 ◦C. Preparation
of K0.5Na0.5NbO3 showed that the potassium ions diffuse slower than the sodium ions, hence, being
the growth limiting species [191, 202]. Calcination can be done several times to ensure that all
precursor powders reacted to NaNbO3 and KNbO3. Between each step, the powders are milled, dried,
sieved, and pressed into pellets again to further decrease and homogenize the particle size for a
better sinterability. Finally, a greenbody is formed from the calcined powders and sintered in a dry
oxygen-containing atmosphere. In case of NaNbO3, below 950 ◦C no densification can be observed.
Grain growth starts at temperatures between 950 ◦C to 1150 ◦C [194]. Given that the melting point
of NaNbO3 is at 1422 ◦C [18], the sintering window is very narrow. KNbO3 starts to shrink already at
850 ◦C [203, 204], however, the melting temperature of 1100 ◦C [18] is lower as well compared to
NaNbO3. Therefore, the temperature range for a good sintering behavior is very limited.
One obstacle during sintering is the high volatility of the alkalines. Potassium and sodium evaporate
already at around 800 ◦C mostly in the form of an oxide [175, 177]. This can lead to the undesired
formation of secondary phases [146, 193]. In addition, high sintering temperatures can result in
further evaporation of K2O and Na2O, which can induce a liquid phase at the grain boundaries.
Liquid phases enhance the sinterability, however, with an anisotropic thermodynamic trend favoring
abnormal grain growth [146, 173, 190]. That sodium and potassium evaporation enhances the
formation of abnormal grains is confirmed by the lower sodium and potassium concentration detected
in abnormal grains [187]. On the one hand, high sintering temperatures are necessary to promote
grain growth for highly dense ceramics. On the other hand, it facilitates the volatilization of sodium
and potassium, which works against densification and supports abnormal grain growth. Furthermore,
long sintering times enhance the creation of abnormal grains but are favorable for the preparation of
dense ceramics [173, 194]. In the majority of the cases all these effects have a negative impact on
the samples properties, e.g. dielectric and piezoelectric responses [187, 190]. Consequently, various
approaches, e.g. using sacrificial powder [190, 205] or different sintering aids, e.g. CuO [72, 178,
206, 207], ZnO [174, 207, 208], MnO2 [209], or MoO3 [210] have been proposed. Sintering aids
are not only helping for a better densification but modify the microstructure and electrical properties
as well as they can simultaneously be a dopant. For some dopants the grain size is decreasing with
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higher doping concentration [33, 211–213] while for other doping elements it is increasing [178,
209, 210]. Depending on the type of dopant, the polarization behavior, the permittivity, and the
piezoelectric coefficients can be drastically changed [72, 178]. Furthermore, some sintering aids
and/or dopants can help to reduce the leakage current of the material [206]. For more information
on different substitution elements and how they are influencing the microstructure and electrical
properties of the sample, the reader is referred to [16, 17, 214].
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3. Characterization methods

3.1. Laser granulometry

Experimental objectives:

• Checking particle size of powders

• Analyzing particle size distribution

Figure 3.1.: Setup of a laser granulometer for par-
ticle size analysis.

Laser granulometry is used to determine the par-
ticle size d of powders by means of laser diffrac-
tion. Figure 3.1 illustrates a basic setup of a
laser granulometer. Laser light typically with a
wavelength λ of 632nm is focused on the sample
cell, where it is diffracted by the particle probes.
A multi-element array detector or multiple de-
tectors convert the measured diffraction pattern
into a size distribution information. Depending
on the size of the particles in relation to the laser
wavelength different models are used for the
information conversion:

• d >> λ: Fraunhofer model is applied.

• d << λ: Rayleigh scattering model is used.

• d < λ: Rayleigh-Gans optical model is em-
ployed.

These models and the information conversion are based on the following assumptions:

• All particles have a spherical shape.

• There is no interaction of the scattered light coming from different particles.
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• The diffraction pattern measured at the detector is the sum of all scattering patterns from all
particles.

Based on these assumptions, it is important that the sample contains well milled powder and to
avoid agglomeration. For this purpose, the powder is mixed with some solvent in the sample cell,
which is equipped with an ultrasonicator and a pumping system.
The interested reader is forwarded to [215] for more information about the technique, limitations,
and the conversion models.

3.2. Optical dilatometry

Experimental objectives:

• Examination of shrinkage behavior during calcination and sintering of a ceramic probe

• Estimation of a suitable calcination and sintering temperature

The synthesis and sintering behavior of ceramic samples can be analyzed by an optical dilatometer.
A schematic of the setup is shown in Fig. 3.2. For this purpose, the ceramic powder is pressed into
cylindrical pellets and put into a furnace. While heating the probe up, a light source, e.g. a low
voltage filament or a halogen lamp, is illuminating the sample. A camera takes periodically pictures
of the sample. By evaluating the change in diameter the shrinkage and expansion behavior can be
analyzed by means of Eq. 3.1 [216].

∆l

l
=

lRT − lT
lRT

· 100 + CLTE · 100 · (T − TRT) (3.1)

lRT and lT is the diameter of the sample at room temperature TRT and the measured temperature T ,
respectively. CLTE is the coefficient of linear thermal expansion.
For more information the reader is referred to [217].

Figure 3.2.: Setup of an optical dilatometer for investigating shrinkage and expansion behavior of
ceramic pellets during synthesis and sintering.
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3.3. Archimedes method

Experimental objectives:

• Determination of the relative densification of ceramic samples

The density can be evaluated by the Archimedes method, which requires weighing of a ceramic
sample in three different conditions:

1. In a completely dry state (mair)

2. In a completely soaked state measured in distilled water (mH2O)

3. In a completely soaked state measured in air (mH2O,air)

For the first weight measurement, the sample is weighted in a completely dry state. Afterwards, the
sample is immersed in distilled water in a beaker. In order to remove all air trapped in the pores the
beaker is put under a vacuum bell jar. Then, the sample is weighted in distilled water (mH2O). For
the last weight measurement, the sample is taken out of the distilled water, dried with a clean wipe,
and put on a scale in air (mH2O,air). Figure 3.3 shows the schematic setup.

Figure 3.3.: Setup of the Archimedes principle for measuring the sample’s density.

The density of the sample ρ can be calculated by means of these three weight measurements and
Eq. 3.2 [218]:

ρ =
dry weight of sample
weight loss in water

· density of water =
mair

mH2O,air −mH2O
· ρH2O (3.2)

Hence, the relative densification ρrel can be determined by:

ρrel =
ρ

ρtheo
· 100 (3.3)

Here, ρtheo is the theoretical density of the sample calculated by means of the atomic masses, the
crystal structure, and the lattice parameters taken from XRD data.
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3.4. Secondary electron microscopy

Experimental objectives:

• Determination of sample morphology, e.g. size, shape, and distribution of grains, precip-
itates, and pores

• Identification of secondary phases

Figure 3.4.: Typical setup of a secondary electron microscope
adapted from [219].

A secondary electron microscope
can be used to image a sample
with a high magnification up to
200000 times. Hence, the sam-
ple’s morphology, e.g. grain size
and shape or precipitate size, sur-
face topography, and pore size,
shape, and distribution can be
analyzed. The setup of a typi-
cal SEM is illustrated in Fig. 3.4.
Most parts are kept under vac-
uum to ensure electron gener-
ation and to avoid scattering
events with other particles.
An electron beam is generated
by an electron gun. Typical elec-
tron guns used in a SEM are
tungsten filament, LaB6 emitter,
Schottky field emission, and cold
field emission guns. In this work
a Schottky field emitter is used,
which consists of a sharp tung-
sten tip connected to a tungsten
wire. The high negative voltage
applied at the cathode lowers the

work function of the material because of the high electric field generated due to the small tip size.
In addition, the emitter is heated up by a current flow. The thermal energy is due to the lowered
work function high enough to emit electrons (thermionic emission). Furthermore, the tungsten tip is
coated with ZrOx, which further reduces the work function.
The diameter of the electron beam must be confined and focused for a good resolution, which is
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done by electromagnetic lenses. Scan coils are used in order to screen the sample. The electron
beam interacts with the sample by creating secondary, backscattered, and Auger electrons, and
characteristic x-rays. The secondary electrons used for imaging are generated near the surface of
the probe in a depth of around 100nm. These electrons exhibit a low kinetic energy. Therefore, a
positive voltage is applied at a Faraday cage, which covers the front of the detector, in order to collect
all secondary electrons.
The detector is usually an Everhart-Thornley (E-T) detector, which consists of a scintillator and a
photomultiplier. At the scintillator, the collected electrons are converted into photons. Their number
depends on the kinetic energy of the incoming electrons. These photons are directed through a
quartz glass window out of the SEM-chamber to the photomultiplier, which is located outside the
vacuum chamber. Here, the photons are transformed back to photoelectrons by interacting with a
photocathode. These low energy photoelectrons are amplified by an array of dynodes. By impacting
at a dynode the photoelectrons create two or more secondary electrons, which are accelerated to
the next dynode. By this cascade effect, the signal gets amplified for a strong image contrast. The
interested reader is forwarded to [219] for more information.

3.5. X-ray diffractometry

Experimental objectives:

• Determination of the sample’s crystal structure

• Identification of secondary phases

Figure 3.5.: Two incident x-ray beams, which get
diffracted at the crystal lattice planes
illustrating the relation of the Bragg
equation.

The descriptions in this section are mainly based
on the book Moderne Röntgenbeugung written by
Lothar Spieß et al. [220].
Analysis of the crystal structure and identifica-
tion of secondary phases can be done by XRD,
which is based on the diffraction of an incident
x-ray beam by the crystal lattice planes. This
situation is illustrated in Fig. 3.5. Two reflected
beams from two different lattice planes are ei-
ther annihilating (destructive interference) or
enhancing each other (constructive interference)
depending on the wavelength of the incident
photons and the distance between the lattice planes, hence, the crystal structure. As a consequence,
every crystal structure is creating it’s own diffraction pattern, which can be used as identification.
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Only constructive interference leads to a measurable signal, which can be described by the Bragg
Equation.

2dhkl · sin(Φhkl) = n · λ (3.4)

dhkl is the distance between the lattice planes with the Miller indices hkl. Φhkl and λ are the angle
and the wavelength of the incident x-rays, respectively. n is an integer giving the order of the
interference. The distance n · λ between two diffracted beams leads to a constructive interference.

Figure 3.6.: Schematic of a x-ray diffractometer with Bragg-Brentano geometry of a theta-2 theta-
goniometer.

A typical setup of a x-ray diffractometer is shown in Fig. 3.6. The x-rays are created in a x-ray
tube frequently employing a Cu anode. A single crystal monochromator filters the Cu Kα1 and
Kα2 radiation with a photon energy of 8047.78 eV and 8027.83 eV, respectively. By means of a slit
diaphragm the energetically lowerKα2-line can be blocked. The photons of theKα1-line can interact
in different ways with the sample. Besides elastic scattering, which is required for the diffraction,
inelastic scattering and absorption can take place. These processes adding up to a continuous back-
ground signal, which must be subtracted before analysis of the diffractogram. The diffracted beam is
focused to the detector, which is in the most cases a proportional counter tube or a scintillator.
The goniometer used in this work is a theta-2 theta-goniometer meaning that the x-ray source is fixed
in position while sample stage and detector can be moved. In order to scan the whole 2θ-range, the
probe is rotated with the angular speed ω whereas the detector is moved with 2ω along the focusing
circle. Samples in form of powder can be filled in a small container covered with a protection foil.
Furthermore, the Bragg-Brentano arrangement is applied within this work applicable for polycrys-
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talline sintered pellets. Here, x-ray source, sample, and detector are located on a focusing ring,
which has a decreasing radius with increasing 2θ-angle. However, only the grains with the lattice
planes parallel to the surface are measured.
The detector counts the x-rays for each 2θ-angle. The resulting diffractogram can be compared with
a database of powder diffraction files (PDF). By checking the position and intensity ratios of the
measured reflexes with the PDFs of the relevant materials, the composition and crystal structure of
the samples can be confirmed and secondary phases can be identified.

3.6. Polarization hysteresis

Experimental objectives:

• Examination of the probe’s poling behavior, e.g. dielectric, (anti)ferroelectric, relaxor

• Identification of sample’s state, e.g. aged or unaged

• Determination of material characteristics such as remanent Pr and maximum polarization
Pmax and coercive field Ecoer

Figure 3.7.: Schematic of a Sawyer-Tower circuit used for
polarization hysteresis loop measurements.

In order to check whether a material
is dielectric, ferroelectric or antifer-
roelectric the change in polarization
with applied electric field can be mea-
sured. The polarization can be in-
directly examined by measuring the
accumulated charge of the sample,
which is in series to a linear capacitor,
or by detecting the displacement cur-
rent by means of the voltage drop over
a known resistor in series. The former
is done via a so-called Sawyer-Tower
circuit [221], which is illustrated in
Fig. 3.7. With the sample’s area and
Eq. 2.5 the polarization can be calcu-
lated. By measuring the voltage drop
over a resistor with a known resistance,
the displacement current of the sample
can be examined with the so-called virtual ground method. This method utilizes a current-to-voltage
converter and is very useful when measuring small capacitors [54, 222].
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3.7. Permittivity

Experimental objectives:

• Determination of temperature and order of phase transitions

• Analyze influence of leakage currents

The permittivity is a material characteristic, which connects the polarization with the electric field.
It is both frequency and temperature dependent. Hence, measuring the permittivity as function
of frequency and temperature can give information about, e.g. temperature and order of a phase
transition, relaxation processes, leakage currents, and influences of dopants [50].
In this work, the permittivity is examined by recording the capacitance of the sample with a LCRmeter.
By means of Equation 2.6 and the known sample geometries, the permittivity can be calculated.

C = ϵ0 · ϵr ·
A

d

The sample is heated in an oven and the temperature is controlled by a thermocouple element. The
covered frequency range can be set at the LCR meter.

3.8. Photoelectron spectroscopy

Experimental objectives:

• Determination of the sample’s composition

• Investigation of Fermi level positions and boundaries of the Fermi level, e.g. Fermi level
confinement due to trap states

• Examination of segregation effects

• Analysis of interface reactions and interface behavior to different electrode materials

• Finding possible correlations between electronic structure and (anti)ferroelectric proper-
ties

The major description in this section is based on the content of the textbook Photoelectron spectroscopy
- Principles and Applications written by Stefan Hüfner [223].
XPS measurements are examined to determine the composition and the Fermi level of the investigated
samples before and after oxidizing or reducing treatments. For this purpose, high energy x-rays
are emitted by a x-ray tube with an aluminum anode. A monochromator filters the x-rays with a
photon energy of 1486.6 eV corresponding to the Al Kα-line with an energy width of 0.85 eV. These
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monochromized x-rays hit the sample and are absorbed by it. The energy of the x-ray photons is
high enough to excite core level electrons into electronic states above the vacuum level out of the
sample. These so-called photoelectrons are accelerated towards the analyzer, which separates them
by their kinetic energy. The analyzer used in this work is a spherical capacitor analyzer (SCA), which
allows only electrons with the right pass energy to reach the detector. By using an electrostatic lens
before the entrance slit of the analyzer, the incoming electrons can be retarded or accelerated to the
pass energy. Applying different voltages to the lens enables to scan the whole energy range of the
photoelectrons. After passing the analyzer, the electrons are counted at the detector, which is a multi
channel detector in this work. The whole XPS-setup is shown in Fig. 3.8. The binding energy of the
photoelectrons EBE can be calculated by subtracting their kinetic energy Ekin and the work function
of the analyzer ΦA from the energy of the x-ray photons hν.

EBE = hν − Ekin − ΦA (3.5)

As the sample is electrically connected to the spectrometer during the measurements Ekin is only

Figure 3.8.: Schematic of a XP-spectrometer.

depending on the workfunction of the spectrometer, which is calibrated by setting the Fermi edge of
a clean metal calibration sample to 0 eV. In addition, this electrical connection allows for electrons
to flow from the spectrometer to the sample’s surface to balance the positive charge created by
the excited photoelectron. In case of insulating samples, an accumulation of positive charges can
occur because the electron transfer is too slow. This results in overestimated binding energies of
the photoelectrons and deformed peak shapes. In the worst case the sample cannot be measured at
all. Here, an electron gun can be used to compensate for the positive surface charge. However, the
binding energy can still be wrong due to over- or undercompensation.

XPS is a surface sensitive method. The penetration depth of the incoming photons is larger than the
information depth di because the excited photoelectrons are slowed down by mainly electron-electron
collisions, which are called plasmons, resulting in a small mean free path λ within the solid probe.
Figure 3.9 illustrates the mean free path of the electrons as a function of their kinetic energy. The
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minimum results from excitation of the plasmons, which is highest around 50 eV. The information
depth of XPS is considered to be di ≈ 3λ, hence, ranging from a few atomic layers to about 10nm.
This small information depth requires clean surfaces without a lot of absorbents on the surface to
ensure a high signal intensity. Therefore, an ultrahigh vacuum atmosphere is essential for a good
measurement. In addition, an ultrahigh vacuum atmosphere ensures that the emitted photoelectrons
do not collide with gas phase species on their way from the sample to the detector, maintaining their
kinetic energy.

Figure 3.9.: Mean free path λ of the photoelec-
trons within a solid sample in depen-
dence of their kinetic energy.

The information depth depends on the angle
between sample and detector:

di = 3 · λ · sin(α) (3.6)

Collecting the photoelectrons at different angles
is used to gain information as a function of depth
and is called angle resolved x-ray photoelectron
spectroscopy (ARXPS). A 90◦ angle between sam-
ple surface and detector reveals information of
subjacent layers of the surface, while a smaller
angle corresponds to a highly surface-sensitive
measurement of the surface-near layers. Com-

paring the peak intensity of a subjacent layer and a surface-near layer related measurement, shows
if an element is only absorbed on the surface or part of the material. In addition, segregation of a
species can be identified.

The whole process of generating a photoelectron can be explained in more detail by means of the
three-step model, which divides the creation of a photoelectron into the following three steps:

1. Photoexcitation of the electron

2. Transport of the electron to the surface

3. Penetration of the electron through the surface and escaping into the vacuum

When a photoelectron is emitted, a photohole is left behind at the inner atomic shell of the atom.
Consequently, the atom is not in its ground state any longer, which is the so-called final state. The
energy state before photoemission is called initial state. The binding energy of the photoelectron
EBE can then be calculated by the energy difference of final state Efinal having (N -1) electrons and
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the initial state Einital with N electrons.

EBE = Efinal(N − 1)− Einital(N) + ∆Ec − Er

= |ϵi|+∆Ec − Er

≈ |ϵi|

(3.7)

Initial and final state energies can be calculated by the Hartree-Fock approximation, which neglects
correlation interactions. Hence, these interactions must be included by the correction factor ∆Ec. In
addition, the remaining electrons in the system will relax according to a different screening of the
nucleus due to the created photohole. This leads to an extra term Er compensating for this relaxation
effect. Furthermore, according to Koopmans’ theorem [224] the energy difference between initial
and final state determined by the Hartree-Fock approximation equals the eigenstate value of the
initial state ϵi. ∆Ec and ∆Er are almost canceling each other out. Hence, the photoelectron binding
energy can be approximated by the eigenvalue of the initial state.
The photoelectron binding energy can be influenced by different processes, which can be separated
into initial- and final-state effects. Initial-state effects directly affect |ϵi| from the beginning by
alteration of the density of states of the initial state. A change in the oxidation state of an atom is
such an initial-state effect and is called the chemical shift. In general, the higher the positive charge
of an atom the higher the binding energy [225].
During the different steps of the three-step model, the electron can interact in various ways loosing
some of its kinetic energy, which results in a splitting or a change in the shape of the emission
line. This phenomenon is called final-state effect. It can be distinguished between intrinsic and
extrinsic final-state effects. Intrinsic final-state effects are processes occurring during step one, while
extrinsic final-state effects are interactions with the photoelectron appearing after step one [223,
225]. Table 3.1 summarizes all possible final-state effects including the information if they are
intrinsic or extrinsic and how they are influencing the emission lines. Besides initial- and final-state
effects, artifacts can occur in the measured XP-spectrum and are listed in Table 3.1 as well.

59



Table 3.1.: Final-state effects and measurement artifacts, which can appear in a XP-spectrum.
final-state
effect

type impact description

spin-orbit
coupling

intrinsic
line
splitting or
broadening

The magnetic moment of an electron due to its spin
s can couple with the orbital angular momentum
l of the electron created by its movement with the
orbit. An emitted photoelectron leaves an unpaired
electron in the orbit. The spin-orbit coupling of this
unpaired electron influences Ekin of the photoelec-
tron. Taking the total angular momentum j = |s+ l|
into account, leads to two possible states for each
orbital type (except for the s-orbital), which results
in an emission line splitting. The intensity ratio of
these two lines is given by the ratio of the number
of degenerate states (2j + 1).

spin-spin
coupling

intrinsic
line
splitting or
broadening

The magnetic moment of an electron due to its spin
s can couple as well with the spin of the valence shell
resulting in two final states, which are responsible
for a splitting or broadening of the emission line.

photohole
screening

intrinsic
line
splitting or
broadening

Adjustment of the localized electrons of the atom
and of the delocalized valence electrons to the sud-
denly present electrostatic potential.

plasmons
intrinsic or
extrinsic

line
splitting or
broadening

Plasmons are collective vibrations of the electron
gas, which can be excited intrinsically, when the
delocalized valence electrons screen a photohole, or
extrinsically by the photoelectron on its way out of
the sample in step two and three. The photoelectron
looses some of its kinetic energy, which produces a
higher measured binding energy. A satellite line
appears at higher binding energies in the spectrum.
The distance between main and satellite line equals
the plasmon energy.

shake-up
line

intrinsic or
extrinsic

line
splitting or
broadening

The photoelectron can excite a second electron to a
higher energy side by transferring some of its energy.
This results as for the plasmons in a satellite peak at
higher binding energies.
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shake-off
line

intrinsic or
extrinsic

line
splitting

The photoelectron can also excite a second electron
above the vacuum level by loosing some of its energy,
which leads to a second final state.

phonon
interaction

intrinsic or
extrinsic

line
broadening

Phonons can interact intrinsically with the created
photohole or extrinsically by scattering inelastic with
the photoelectron in step two and three.

artifact type impact description

inelastic
scattering

extrinsic
intensity
loss

The photoelectron is scattering inelastically during
step two with other electrons or ions, which leads
to a loss of kinetic energy. The amount of energy
loss depends on the number of scattering events,
which is visible as continuous energy tail instead of
a discrete satellite line. The energy tails of different
emission lines add up to a background intensity with
increasing binding energy.

secondary
electrons

extrinsic
intensity
loss

Secondary electrons are emitted by an energy trans-
fer from the kinetic energy of the photoelectron.
These secondary electrons appear similar to the in-
elastic scattering effects as continuous energy tail
on the higher binding energy side of each emission
line and contribute to the background intensity.

charging
effect

line shift
and broad-
ening

The generated photoholes create a positive surface
charge, which must be refilled by electrons. For
metals, electrons can be easily supplied. In contrast,
in case of insulators electrons cannot be provided
fast enough, which induces a positive surface charge.
This surface charge reduces the kinetic energy of
the photoelectron, which increases the measured
binding energy of the emission lines. Therefore,
charging effects lead to an energy shift of the peak
position and a broadening of the line shape. In
case of very high charging effects, the emission line
cannot be recorded at all and is ”running away” from
the measured spectrum.
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In general, a photoelectron can be created by exciting and emitting a localized inner electron or a
delocalized valence electron, which results in a core level emission line or an emission line adding
to the measured valence band. Furthermore, Auger electrons generated by an energy release of a
second electron filling the photoelectron can be detected. The Auger electrons are indexed with XYZ.
X, Y, and Z indicate the shell from which the photoelectron is excited, the higher energy shell from
which a second electron is filling the created photohole, and the higher energy shell from which the
Auger electron is then emitted, respectively. The energy release of the second electron is the energy
difference between shell X and Y, which is then transferred to the Auger electron. Figure 3.10 shows
a XP-spectrum recorded over the whole energy range including the core level and Auger emission
lines, valence band, final-state effects, and measurement artifacts.

Figure 3.10.: Survey spectra of silver with all characteristic emission lines, final-state effects, and
measurement artifacts (left) and a detailed spectra of the Ag3d core level (right).
Please not the absence of carbon emissions at 285 eV binding energy, which is achieved
by 3min to 5min Ar-sputtering.

3.8.1. Quantitative analysis

XPS can be used to check quantitatively the composition of a material. The atomic fraction cx of each
element can be calculated by Eq. 3.8.

cx =
Ix/ASFx∑︁
x
Ix/ASFx

(3.8)

Here, Ix is the integrated area of the most intense core level peak of an element. The atomic
sensitivity factor ASFx is a correction factor, which includes instrumental influences such as the
angle between photon source and detector, the detector efficiency, and the photon flux and sample
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specific contributions, e.g. the density of atoms in the detected area, the photoionization cross-section,
and the mean free path of the photoelectrons λ [226]. In order to calculate Ix the background must
be subtracted from the peak intensity. There are different functions, e.g. the Shirley function [227],
which mimic the increase of the background with each photo emission line. However, it is not easy to
correctly describe the background with these functions especially if satellite structures superimpose
the core level peak. Therefore, the evaluated compositions should be taken with cautions.

3.8.2. Determination of the band gap

The energy gap of a material can be determined by the energy loss of the photoelectrons, which
loose energy by plasmon and band-to-band excitation. These electrons appear in the XP-spectrum
at higher binding energies because they reach the analyzer with a lower kinetic energy. Hence, the
minimum energy loss equals the band gap of the material and is represented by the energy distance
between the main line and the onset of the energy loss part [228, 229]. This situation is illustrated
in Fig. 3.11. The intensity is plotted on a logarithmic scale for better identification of the energy
loss onset. However, this evaluation requires no interference with other emission lines. Usually this
evaluation is carried out on the O1s peak [228, 229].

Figure 3.11.: Determination ofEG by the energy loss of the core level electrons exciting band-to-band
transitions using the O 1s emission line of a NaNbO3 sample as an example.
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3.8.3. Fermi level shift and interface experiments

With XPS the position of the Fermi level at the surface of a material can be evaluated. As the sample
is in electrical contact with the spectrometer, the Fermi levels will align and be set to 0 eV in the
binding energy diagram. Hence, the recorded valence band edge of a semiconductor material is a
measure for the distance between VBM and Fermi level, which is illustrated in Fig. 3.12. Combined
with in-situ oxidizing or reducing treatments, Fermi level variations can be investigated by means of
XPS [230, 231]. If a material is annealed in an oxidizing atmosphere the Fermi level is shifted closer
to the valence band, while in a reducing environment it is shifted in direction to the conduction
band. Therefore, the energy distance between valence band edge and Fermi level gets smaller and
larger, respectively. The difference between the initial Fermi level and oxidized (reduced) Fermi level
position in regard to the valence band edge is defined as the Fermi level shift ∆EF.
As the Fermi level shift affects not only the valence band edge but the whole XP-spectrum, it can be
extracted from each core level peak, which is shown in Fig. 3.12. However, this requires that no
other energy shifts, e.g. chemical shifts, alter the emission line energy. Under such conditions, the
distance between the valence band edge and the individual core level line (ECL−EVBM) is a constant
value. The direction of the peak shift tells whether the sample is oxidized or reduced. Oxidation and
reduction leads to a peak change to lower and higher binding energies, respectively.

Figure 3.12.: Measured emission lines of a clean NaNbO3 ceramic sample and after oxidation with
Fermi level shift ∆EF and constant core-level-VBM-distance ECL − EVBM. Cleaning
was done by heating in a low pressure oxygen atmosphere. The oxidized spectra are
the same as the cleaned ones and shifted to lower binding energies for illustration
purposes. The band diagram on the right side illustrates the Fermi level positions in
perspective to the band edges.
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So-called interface experiments can be performed to probe the interface properties such as Schottky
barriers between two materials, e.g. the contact between insulator and electrode. In addition, Fermi
level shifts can be examined due to the bending of the band edges of the semiconductor at the
interface. Hence, the maximum induced Fermi level shift can be analyzed, which can reveal a possible
Fermi level pinning due to trap states located within the band gap. However, Fermi level pinning
due to interfacial reaction between electrode and sample should be avoided. Metal electrodes are

Figure 3.13.: a): Schematic drawing of the experimental procedure of an interface experiment.
b): Band bending at the sample-contact-interface with measured Fermi level shifts
∆EF. c): Recorded XP-emission lines of substrate and thin film with ∆EF after each
deposition step.
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prone to create interfacial trap states, which is why oxide electrodes are the better alternative to
investigate perovskite oxides [232]. The upper Fermi level limit close to the conduction band can be
examined with low work function materials, e.g. ITO (Φ = 4.5 eV [233]), and the lower Fermi level
limit near the valence band with high work function materials such as RuO2 (Φ = 5.6 eV [231]).

The experimental process is illustrated schematically in Fig. 3.13a). First, the core level lines and
the valence band of the clean substrate are measured. Afterwards, the sample is transferred into a
deposition chamber, in which a thin layer of the contact material is deposited on top of the sample’s
surface. Another XP-measurement including all core level lines of substrate and thin film elements
is conducted after moving the sample back into the XP-chamber. This deposition-XP-measurement-
sequence is repeated until the upper layer is thick enough that no signal of the substrate is detected
anymore. In this case, a detailed spectra of the valence band of the thin film is recorded as well.
As mentioned above, the Fermi level shift can be extracted from the valence band edge and each
core level line. However, the elements present in both, substrate and thin film, as well as the valence
band edge cannot be used for the determination of the Fermi level because of a mixture of the two
contributions from substrate and thin film. In this case, only the unique elements can be used as
a measure for the Fermi level shift. In addition, an overlap of different emission lines from one
element with the main lines of the other element should be avoided for a high quality analysis. Graph
c) in Fig. 3.13 shows the recorded emission lines with corresponding Fermi level shifts after each
deposition step. In Fig. 3.13b) these Fermi level shifts are put in relation to the band bending. With
increasing layer thickness a larger band bending is measured due to the limited information depth.

3.9. Electrical Conductivity

Experimental objectives:

• Identification of type of charge carriers

• Analysis of conduction mechanisms

• Examination of application duration

• Finding possible correlations between electronic structure and (anti)ferroelectric proper-
ties

• Identifying species or specific conduction behaviors required for a material being ferro-
electric or antiferroelectric

66



3.9.1. DC-conductivity

Figure 3.14.: Sample with sputtered Pt-electrodes.

DC-conductivity experiments are conducted to
gain knowledge about the electronic structure
of a material. For ceramic samples usually the
2-point-method is used. Here, two electrodes
are deposited on both sides of the samples cov-
ering almost the whole surface. A small gap
without electrode is left towards the edges in or-
der to avoid any electric flashovers as shown in
Fig. 3.14 [234]. A voltage V is applied between
the two electrodes while the flowing current I
is measured. By means of Ohm’s law (3.9) [235], electrode area A, and sample thickness d, the
conductivity σ can be calculated:

U = R · I (3.9)

σ =
1

ρ
=

d

R ·A
=

I · d
U ·A

(3.10)

R is the resistance of the sample and depends on the sample geometry while the resistivity ρ

is independent on it. However, this equation is neglecting any contact resistances. During the
measurements temperature T and atmosphere in particular the oxygen partial pressure pO2 can be
varied.

In general, with a DC-signal only the charges which are conducted by the electrodes can be measured.
Hence, with metal electrodes such as Pt only electronic conductivity can be probed. In order to
examine ionic conductivity of, e.g. oxygen ions oxygen conducting electrodes as Y-stabilized ZrO2

[236] are required.

Temperature dependent measurements

Temperature dependent measurements are usually performed with a constant heating and cooling
rate while applying a constant electric field. As described in section 2.4, both electronic and polaron
conduction are thermally activated processes with an activation energy EA, which can be described
by Eq. 3.11.

σ =
σ0

T 3/2
exp

(︃
− EA
kBT

)︃
(3.11)
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This equation is an Arrhenius equation. Consequently, the activation energy can be determined by
an Arrhenius plot as shown on the left side of Fig. 3.15 [237]. Plotting the multiplication of σ and
T

3/2 on a natural logarithmic scale as function of 1
T results in a simple evaluation of the activation

energy from the slope as illustrated by Eq. 3.12 and Fig. 3.15.

ln
(︂
σT

3/2
)︂
= ln(σ′

0)−
EA
kB

· 1
T

(3.12)

Figure 3.15.: Conductivity as function of temperature. Left: Arrhenius plot. Right: Modified Arrhenius
plot with temperature independent pre-factor.

Relaxation experiments

Relaxation experiments are conducted in order to investigate how a sample adapts to a change in
atmosphere. Therefore, the sample is heated at a certain temperature while applying a constant
electric field and measuring the current until an equilibrium state has developed. Afterwards, the
atmosphere meaning the oxygen partial pressure is changed and kept constant until a new equilibrium
state establishes. From such an experiment, it can be observed if a sample is n-type conducting
(conductivity is increasing with lower oxygen partial pressure) or p-type conducting (conductivity is
decreasing with lower oxygen partial pressure). In Fig. 3.16 the relaxation curve of a n-type sample
is shown when changing from N2 to dry air atmosphere.
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Figure 3.16.: Conductivity as function of time of a n-type sample while changing the atmosphere
from N2 to dry air.

Resistance degradation experiments

Resistance degradation can appear in a material after a certain application duration as, e.g. multilayer
ceramic capacitors [238], which could lead to a failure of the whole component. Hence, it is
important to investigate the resistance degradation process. High electric fields can be applied while
heating at a constant temperature in order to accelerate the occurrence of resistance degradation.

Figure 3.17.: Electric field profile and measured
conductivity as a function of time
in order to investigate a resistance
degradation process.

In the beginning of a measurement it is unknown
at which combination of electric field and tem-
perature resistance degradation starts to develop.
Therefore, an electric field profile is applied,
which increases the electric field in a certain
time interval at constant temperature.
Fig. 3.17 illustrates this profile and the cor-
responding conductivity as function of time.
When the electric field is changed, the sample
is charged accordingly. A charging peak can be
identified within the first few seconds, which
is shown in the inset of Fig. 3.17. For the first
three time intervals the conductivity is decaying
exponentially after the charging peak until an
equilibrium state is reached. This is not the case
for the fourth step. Here, the conductivity is in-
creasing very rapidly after a certain time period,
which is an indication for resistance degradation. The same electric field profile can be applied at dif-
ferent temperatures in order to analyze the influence of temperature. However, when a degradation
process is developed, a post-annealing step should be conducted at high enough temperatures in
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order to redistribute the defects within the material. In addition, it should be checked if the same
room temperature resistivity as in the initial state is established again. If this is not the case the post-
annealing treatment was most likely not performed long enough, at insufficient high temperatures,
or an irreversible change of the sample, e.g. the formation of precipitations, occurred.

3.9.2. Impedance spectroscopy

The main information for this section are based on the textbooks Impedance Spectroscopy - Applications
to Electrochemical and Dielectric Phenomena written by Vadim F. Lvovich [239] and Impedance Spec-
troscopy - Theory, Experiment, and Applications edited by Evgenij Barsoukov and J. Ross Macdonald
[240].
Impedance spectroscopy is used in order to separate different possible conduction mechanism, e.g.
bulk and grain boundary conductivity. These processes dominate at different frequencies. With
impedance spectroscopy the conductivity is examined in dependence of frequency. Hence, the con-
duction mechanisms can be separated by measuring from low to high frequencies, typically between
10−2 Hz to 107 Hz. As for the DC-measurements, two electrodes are deposited on both sides of the
samples covering almost the whole surface. A sinusoidal voltage signal V is applied at the electrodes.

Figure 3.18.: Voltage and current signal which are
phase shifted by Φ.

The resulting current I and the phase shift Φ be-
tween voltage and current is recorded. Voltage
and current signal including the phase shift are
shown in Fig. 3.18. The impedance Z⋆ is similar
to the resistance defined as the ratio of voltage
and current:

Z⋆ =
V (t)

I(t)

=
VAsin(ωt)

IAsin(ωt+Φ)

= ZA
sin(ωt)

sin(ωt+Φ)

(3.13)

Voltage and current, and therefore, the
impedance are dependent on the time t. ω is
the radial frequency. Eq. 3.13 can also be ex-
pressed in following form:

Z⋆ = ZAexp(jΦ) = ZA(cosΦ+ jsinΦ) = Z ′ + jZ ′′ tanΦ =
Z ′′

Z ′ (3.14)
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Z ′′ and Z ′ are imaginary and real part of the impedance.
The electrical response of a material can often be described by a combination of different resistance
and capacitance elements in series and parallel. A pure resistor can be described by one resistance
element leading to an impedance only determined by its real part Z⋆ = Z ′ = R. In contrast, a
pure capacitor can be expressed by one capacitance element with Z⋆ = Z ′′ = 1/jωC. One way to
graphically illustrate the impedance of a material is the so-called impedance Nyquist plot shown for
a simple RC-circuit on the top left of Fig. 3.19. It connects imaginary and real part of the impedance

Figure 3.19.: Impedance (top) and admittance nyquist plot (middle) as well as equivalent circuits
(bottom). Left: Simple RC-element including the impedance and modulus Bode plots.
Right: All three equivalent circuits result in the same impedance and admittance plot.
a) Maxwell (parallel) circuit, b) Randles circuit, and c) Voigt (series) circuit.
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and is always a half semicircle for a single RC-element. From the intercept with the Z ′-axis at low
frequencies the resistance of the circuit can be evaluated. Furthermore, the relation between Z ′′, Z ′,
and the phase angle Φ can be identified from Fig. 3.19.
Other impedance related functions are the admittance Y ⋆, the permittivity ϵ⋆, and the modulus M⋆,
which are given by the following equations:

Y ⋆ =
1

Z⋆
= Y ′ + jY ′′ (3.15)

ϵ⋆ =
1

jωϵ0Z⋆
= ϵ′ + jϵ′′ (3.16)

M⋆ =
1

ϵ⋆
= jωϵ0Z

⋆ = −ωϵ0Z
′′ + jωϵ0Z

′ = M ′ + jM ′′ (3.17)

The admittance Nyquist plot is shown on the left side of Fig. 3.19 for a simple RC-element. Similar
to the impedance, the intercept of the Y ′-axis marks the conductance of the circuit [239, 240].
Furthermore, showing the imaginary part of the impedance and the modulus as a function of
frequency, a so-called Bode plot, can elucidate a conduction process more clearly. For a simple
RC-element, as illustrated in Fig. 3.19, both, Z ′′ and M ′′, exhibit a maximum. The peak height is
proportional to R and to 1/C for Z ′′ and M ′′, respectively. If the impedance of a material is dominated
by a long range conductivity, the peaks of Z ′′ and M ′′ overlap in frequency while in case of a localized
relaxation process they are separated in frequency. Moreover, the impedance emphasizes the most
resistive part while the modulus highlights the element with the lowest capacitance. This can be very
helpful in identifying different processes, which might overlap in frequency [44–47].

On the right side of Fig. 3.19 the impedance and admittance Nyquist plots of an impedance measure-
ment dominated by two processes is illustrated. These spectra can be expressed by three different
equivalent circuits a)–c). a) is called Maxwell circuit and represents elements happening in parallel.
In contrast, the Voigt circuit shown in c) describes two components in series. In b) the so-called
Randles circuit is illustrated, defining a material including processes in parallel and series. Being
able to explain the shown impedance and admittance Nyquist plots by three different equivalent
circuits, makes clear that the conduction process cannot be explained by performing only impedance
measurements. Other characterization methods are required in order to decide for an appropriate
equivalent circuit explaining all measured results [239].

In contrast to DC-measurements, with an AC-signal all mobile charges within the sample can be
probed. Hence, the type of electrode is not important to examine electronic and ionic conductivity.
This means that with impedance spectroscopy both, electronic and ionic conductivity are measured
if present in the material.
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4. Experimental

In this work the major analysis was done on ceramic samples. However, some XPS measurements
were conducted on thin films for comparison reason. All ceramic samples were prepared during
a research visit supported by the German Academic Exchange Service (DAAD) in the electronic
ceramics group of Prof. Dr. Barbara Malič at the Jozef Stephan Institute (JSI) in Lubljana, Slovenia.
The thin films were either provided by Thorsten Schneider from the advanced thin film group of Prof.
Dr. Lambert Alff at the Technical University of Darmstadt, Germany, or by Dr. Jutta Schwarzkopf
from the thin oxide films group at the Leibniz-Institut für Kristallzüchtung (IKZ) in Berlin, Germany.
Concerning the characterization of all samples, granulometry, optical dilatometry, SEM, scanning
transmission electron microscopy (STEM), and XRD were conducted at JSI. Density measurements via
the Archimedes method, polarization hysteresis curves, permittivity analysis, XPS, and all electrical
conductivity measurements were performed at the Technical University of Darmstadt. Electron
energy loss spectroscopy were conducted by Hongguang Wang at the Max Planck Institute for Solid
State Research in Stuttgart, Germany.

4.1. Sample preparation of ceramics

All ceramics were prepared by the conventional solid-state reaction synthesis route and subsequent
sintering of the synthesized powders. Othorhombic Nb2O5 (99.9%, Sigma-Aldrich), Na2CO3(99.9%,
ChemPur), and K2CO3 (99.9%, ChemPur) were used as precursor powders. Calcium and strontium
were included as donor dopants on the A-site of NaNbO3. Here, CaCO3 (99.95%, Alfa Aesar) and
SrCO3 (99.994%, Alfa Aesar) was added during synthesis. Figure 4.1 illustrates schematically the
complete processing chain.

First, the precursor powders were milled by planetary milling except for Nb2O5, which was milled
by attrition milling. For planetary milling the powders were added to acetone and yttria-stabilized
zirconia balls and were crushed for 4h with a rotational frequency of 200min−1. In case of attrition
milling, the Nb2O5 powder was mixed with isopropanol and yttria-stabilized zirconia balls and milled
for 2h at a rotational frequency of 500min−1. Afterwards, the powders were dried at 105 ◦C for 1h

73



Figure 4.1.: Processing chain for the solid-state synthesis route and the subsequently performed
sintering procedure.
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and additional for 2 h at 200 ◦C. Then, the powders were sieved and dried again at 200 ◦C for 2 h. For
homogenization, the powders were weighted according to the final composition in a Labmaster 130
glove box (MBraun, Garching, Germany). CaCO3 and SrCO3 was added corresponding to a 1mol%
doping concentration in case of the donor doped NaNbO3 samples. Homogenization and all milling
steps mentioned in the following were conducted by planetary milling at 200min−1 for 3h. For this
the powders were mixed with acetone and yttria-stabilized zirconia balls. Drying of the powders was
performed first at 105 ◦C for 1h followed by a 2h heating step at 200 ◦C. Then, the powders were
sieved and dried again at 200 ◦C for 2h. This procedure was conducted after each milling step.
After homogenization and drying of the powders, the powders were pressed uniaxially with 50MPa to
cylinders with a diameter of about 2 cm. These cylinders were put on a Pt-foil in an Al2O3 container,
which was placed in an oven for the first calcination step. During calcination the solid-state reaction
takes place as described in section 2.7. First, the oven was heated with 5Kmin−1 up to 200 ◦C in
air. The temperature was hold for 2h. Afterwards, the oven was raised up with the same heating
rate to the final calcination temperature and hold for 4h at this temperature. For undoped NaNbO3,
donor doped NaNbO3, and KNbO3 a calcination temperature of 700 ◦C, 950 ◦C, and 800 ◦C was used,
respectively. Then, the oven was cooled down with a cooling rate of 5Kmin−1. The cylinders were
crushed by a mortar, sieved, and dried at 200 ◦C for 1h before the powders were milled, dried, and
sieved again. To ensure a complete reaction to the final product, a second calcination step was
performed with the same parameters as the first calcination after pressing the powders to cylinders
as described above. A final milling step was conducted before sintering, which leads to densification
via grain growth of the powders. Therefore, the powders were pressed uniaxially with 100MPa and
then isostatically with 200MPa in a cylindrical form with a diameter of about 8mm. These cylinders
were placed on a Pt-foil in an Al2O3 container, which is pushed into an Al2O3 tube furnace. First, the
samples were heated at 200 ◦C for 2 h. Then, the temperature was raised to the sintering temperature
and the samples were sintered for 2h. Undoped NaNbO3 and Na0.99Sr0.01NbO3 were sintered at
1250 ◦C while Na0.99Ca0.01NbO3 had a sintering temperature of 1320 ◦C. KNbO3 was densified at
1010 ◦C. The heating and cooling rate was 5Kmin−1. Calcination Tcal and sintering temperature
Tsint for all samples are listed in Table 4.1.

Table 4.1.: Calcination Tcal and sintering temperature Tsint of all ceramics.

NaNbO3 Na0.99Ca0.01NbO3 Na0.99Sr0.01NbO3 KNbO3

Tcal in ◦C 700 950 950 800
Tsint in ◦C 1250 1320 1250 1010

For further analysis, the cylinders were cut into 1mm-thick disks by a diamond saw, ground, and
polished. The final polishing step was done with diamond paste with a particle size of 0.25µm.
In order to eliminate the stress introduced by grinding and polishing, a stress-release-heating was
performed. The samples were heated at 600 ◦C for 1h in air. Heating and cooling temperatures
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were set to 5Kmin−1 and 1Kmin−1, respectively. The outer ends of the cylinders were crushed by a
mortar and used for XRD-analysis.

4.2. Laser granulometry

After each milling step the particle size was determined by a laser granulometer (Microtrac S3500
Particle Size Analyzer, Montgomeryville, PA, US). Therefore, a small amount of powder was mixed
after sieving with isopropanol and introduced drop-wise with a pipette into the granulometer.

4.3. Optical dilatometry

In order to determine the correct calcination and sintering temperature, some portion of the homog-
enized and calcined powder was pressed to a small cylinder and analyzed by a hot stage microscope
(Leica Microsystems GmbH, Wetzlar, Germany), respectively. The cylinders formed of the homog-
enized powder were heated with 10Kmin−1 in case of NaNbO3 and KNbO3, while donor doped
NaNbO3 was heated with 5Kmin−1 up to 1350 ◦C. The temperature during the analysis of the
calcined cylinders was raised with 5Kmin−1 up to 1350 ◦C for all material systems. A picture of the
cylinder’s profile was taken every 10 ◦C. By checking the diameter of the cylinder, shrinkage and
expansion of the sample was calculated by means of Eq. 3.1.

4.4. Archimedes method

The density of the samples was determined by means of the Archimedes principle. First, the sample’s
weight is measured in a completely dry state. Afterwards, the sample was immersed for 20min in
distilled water under the vacuum bell jar. Then, the ceramic pellet was weighted under distilled
water. Finally the sample’s weight was measured again in air after drying it with a clean wipe.

4.5. Scanning electron microscopy

The microstructure of the ceramic samples was investigated by means of a SEM using a JSM 7600F
(Jeol, Tokyo, Japan). Prior to the measurements, the samples were thermally etched by heating
100 ◦C below the sintering temperature. Carbon paste was used to avoid charging of the sample’s
surface during SEM-analysis.
The scanning electron microscope was utilized to examine the grain size, pore distribution, and
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the appearance of secondary phases. By means of the line intercept method the particle size of the
samples was determined.

4.6. X-ray diffraction

Analysis of the crystal structure was conducted by powder x-ray diffraction using the Bragg-Brentano
method. Calcined and sintered powders were investigated at room temperature by a X’Pert PRO
MRD diffractometer with CuKα1 radiation (PANalytical, Almelo, Netherlands). A 2θ-region from
10◦ to 90◦ was recorded in 0.17◦-steps.
After first and second calcination some powder was removed after sieving for XRD analysis. In
case of the sintered material, the edges of the sintered rods were cut off and crushed by a mortar.
The sintered powder was annealed at 600 ◦C for 1h to release stresses introduced by the mortar.
This could not be done for the calcined powders as the temperature is too close to the calcination
temperature, hence, possible modification during stress-release-annealing could not be excluded.

4.7. Polarization hysteresis

In order to confirm the antiferroelectric or ferroelectric nature of the prepared samples, polarization
hysteresis loops were examined at low and high frequencies. The low frequency behavior ranging
from 0.3Hz to 1.0Hz was measured by a common Sawyer-Tower setup while at high frequencies
of 1 kHz the virtual ground method was used. For the Sawyer-Tower configuration, a triangular
field was applied and amplified by a 20/20C amplifier (Trek inc, Lockport, NY, US). The reference
capacitor had a capacitance of 2.2µF. In case of the virtual ground method, a TF Analyser 2000
(aixACCT Systems GmbH, Aachen, Germany) in combination with a high voltage amplifier 20/20C
was used. Aged and equilibrated samples were analyzed as well by the TF Analyser.
Prior to the measurements, the ceramics were ground to a thickness of 0.25mm and annealed at
600 ◦C for 1 h to release the introduced stresses. Afterwards, Pt contacts were deposited by a Q300TD
sputter coater (Quorum, Laughton, East Sussex, UK). Finally, the samples were cut into 1.5mm ×
1.5mm rectangular by a diamond saw. In Table 4.2 all samples used for the polarization hysteresis
loops are listed.

4.8. Permittivity

Temperature and frequency dependent permittivity and dielectric loss were probed by a HP4284A
LCR meter (Keysight technologies, Santa Rosa, CA, US). An AC voltage amplitude of 0.05V was
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applied at frequencies ranging from 100Hz to 1MHz. The temperature was raised up to 600 ◦C and
down again to room temperature with a heating and cooling rate of 1Kmin−1.
Prior to the measurements the samples were ground to a thickness of 0.25µm, stress-release-annealed,
sputtered with Pt, and cut into 1.5mm × 1.5mm rectangular as described in the previous section. In
Table 4.2 all samples used for the permittivity measurements are listed.

Table 4.2.: Samples used for P -E-loop and permittivity measurements including sample thickness
d and area A.

type of d A

experiment
sample type sample

in mm in mm2
setup

P -E-loops
NaNbO3 NB111 0.24 2.4

Sawyer-TowerNa0.99Ca0.01NbO3 NB130 0.23 2.4
Na0.99Sr0.01NbO3 NB129 0.24 2.0

P -E-loops

NaNbO3 NB113 0.25 2.2
Virtual

Na0.99Ca0.01NbO3 NB139 0.28 2.2
Na0.99Sr0.01NbO3 NB138 0.24 2.2

ground method
KNbO3 NB120 0.25 2.3

Permittivity

NaNbO3 NB113 0.27 2.3

–
Na0.99Ca0.01NbO3 NB139 0.29 2.3
Na0.99Sr0.01NbO3 NB138 0.26 2.5

KNbO3 NB120 0.25 2.4

4.9. Electron energy loss spectroscopy

The optical band gap was determined by electron energy loss spectroscopy (EELS) performed by
a SESAM microscope from ZEISS (Wetzlar, Germany) in TEM mode. The microscope is equipped
with an electrostatic Ω-type monochromator (CEOS GmbH, Heidelberg, Germany) and an in-column
MANDOLINE energy filter. Here, an acceleration voltage of 200 kV and an energy resolution of
60meV was used.
Before conducting the measurements, the samples were mechanical polished and subsequently argon
ion milled at liquid nitrogen temperature by a precision ion polishing system (PIPS, model 691,
Gatan, Pleasanton, CA, US).
These experiments have been conducted by Hongguang Wang at the Max Planck Institute for Solid
State Research in Stuttgart.
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4.10. The Darmstadt Integrated System for Materials Research

The Darmstadt Integrated System for Material Research (DAISY-MAT) is an ultra-high vacuum
cluster tool for the preparation and analysis of thin films. It consists of a distribution chamber,
several preparation chambers in which the layers can be deposited via magnetron sputtering, atomic
layer deposition (ALD), and chemical vapour deposition (CVD), and one analyzing chamber, which
includes a photoelectron spectrometer. The complete cluster tool is schematically illustrated in
Fig. 4.2. Furthermore, the deposited thin films as well as ex-situ prepared samples can be treated in

Figure 4.2.: Schematic presentation of the DAISY-MAT including the analyzing and all preparation
chambers.

different oxidizing and reducing atmospheres within the preparation chambers and subsequently
examined with the photoelectron spectrometer. The big advantage of this system is that samples can
be prepared, treated, and analyzed without breaking the vacuum, hence, preventing contamination
from carbon or hydroxide adsorbents. This is an unique opportunity to investigate clean surfaces
and interfaces. In many other studies published in literature, cleaning via, e.g. argon sputtering has
to be performed in order to get rid of any adsorbents on the surface. However, such energetically
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intense treatments can modify the surface and influence the photoelectron spectroscopy results.

4.10.1. Thin film preparation

Thin films can be deposited by means of radio frequency (RF)- or DC-magnetron sputtering in
the chambers Ox0, Ox I, Ox II, and Ox III. All chambers have a heating lamp powered by a power
supply SM7020-D from Delta Elektronika (Terneuzen, Netherlands), which can be controlled by a
temperature regulator 2416 from Eurotherm (Worthing, UK). Argon, oxygen, and an argon/oxygen-
mixture are available as processing gases. The gas flows are adjusted by mass flow controllers of
type PR 4000 from MKS instruments (Andover, MA, US). In the following the deposition process of
ITO and RuO2 will be explained because these are the two relevant materials used in this work as
electrode materials.
ITO was prepared by RF-sputtering in pure argon in the Ox II chamber at room temperature or at
higher temperatures up to 400 ◦C. A power of 25W was applied to an ITO-target with 10wt% Sn
manufactured by Lesker (Jefferson Hills, PA, US) by means of a PFG 300 RF-generator from TRUMPF
Hüttinger GmbH + Co. KG (Freiburg im Breisgau, Germany). Argon gas flow and chamber pressure
were 5 sccm and 0.5Pa. The distance between ITO-target and sample was set to 10 cm, which results
in a sputtering rate of 5nmmin−1. Both, room temperature and 400 ◦C-deposition, were conducted
in this work.
A MDX-500 DC-plasma source (Advanced Energy Industries Inc., Denver,CO, US) was used for
depositing RuO2 with a power of 10W. Here, a Ru-target produced by MaTeck (Jülich, Germany) was
positioned in Ox I, hence, oxygen gas had to be introduced into the chamber in order to receive RuO2.
Oxygen and argon flow were set to 0.75 sccm and 9.25 sccm at a chamber pressure of 1Pa. The RuO2

deposition was done at room temperature with a target-to-sample-distance of 9.4 cm, which results
in a sputtering rate of 3.3nmmin−1.

4.10.2. Sample treatments

Samples can be treated in different oxidizing and reducing atmospheres. Oxidizing conditions are
heating in a low pressure oxygen atmosphere in one of the chambers Ox 0 to Ox III or by an oxygen
plasma treatment with a plasma source located in Ox0. For reduction of the samples’ surfaces,
vacuum annealing in the XPS or in one of the sputter chambers or water deposition in the ALD-
chamber was used. The reducing effect of water has been observed in several works in the research
group [39, 80, 241], however, it is not completely understood why it is behaving reductive. In
addition, interface experiments can be conducted in order to shift the Fermi level at the sample’s
surface closer to the valence or conduction band. This can be seen as a physically oxidation or
reduction of the surface.
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Heating in oxygen

Heating in a low pressure oxygen atmosphere was primarily used for cleaning ex-situ prepared
samples. Here, the oxygen flow was set to 5 sccm at 0.5Pa. The sample was heated up to 400 ◦C
with 5Kmin−1 and annealed for 2h. This was done to get rid of the carbonaceous and hydroxide
species absorbed on the surface. The effect is illustrated in Fig. 6.1 in Section 6.1. As oxidizing
post-annealing step the samples were heated up to 300 ◦C with the same heating rate and oxidized
for 3h.

Oxygen plasma

An oxygen plasma was created at room temperature by a tectra Gen II hybrid plasma source (tectra
GmbH, Frankfurt am Main, Germany) used in the atom mode, which is further enhanced by a
magnetic field in the ECR mode. The oxygen flow was 2.5 sccm and the sample was treated for
10min.

Heating in vacuum

Heating in vacuum was performed in one of the deposition chambers with a chamber background
pressure in the range of 1 × 10−6 Pa at 400 ◦C for 1h. The heating and cooling rates were set to
5Kmin−1. In contrast, annealing in the XPS-chamber was conducted with a room temperature
background pressure of 1× 10−7 Pa for 3h. The temperature was increased manually, which is why
no exact heating and cooling rates can be given.

Interface experiments

In order to shift the Fermi level closer to the valence and conduction band the high and low work
function material RuO2 and ITO are deposited step-wise as described in section 3.8.3. The thin films
were deposited in the way as outlined in section 4.10.1. In case of ITO, the first deposition step was
10 s while for RuO2 it was 20 s. For the consecutive steps, the deposition time was always doubled.
The last thick layer was deposited for 20min. After each deposition step a XP-spectra was recorded.

4.10.3. Photoelectron spectroscopy

The photoelectron spectrometer located in the analyzing chamber of the DAISY-MAT system was used
in order to characterize the surfaces and interfaces of the samples under investigation. It is part of a
Physical Electronic PHI 5700 multi-technique surface analysis system (Feldkirchen, Germany). The
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x-ray source was monochromatic Al Kα-radiation with a photon energy of 1486.6 eV and a resolution
of 600meV, which was determined from the Gaussian broadening of a clean silver sample. X-ray
source and detector are positioned in a 90◦ angle while the photons hit the sample under a 45◦ angle.
The vacuum pressure was maintained in the high 10−10 mbar to low 10−9 mbar region.
In this work different types of spectra were recorded. A so-called survey spectra including the whole
measurable binding energy regime and detailed spectra of the valence band and the elements’ core
levels of interest were measured. Figure 4.3 illustrates the different types of spectra for silver as an
example. In Table 4.3 all parameters of the respective measuring modes are listed. The measuring

Figure 4.3.: XP-spectra of a silver sample for calibration. a) Survey spectra; b) Ag3d5/2 core level
line; c) valence band. The arrows in b) and c) indicate the calibration offset.

range for the detailed spectra varied upon the investigated core level.
All spectra were calibrated with respect to the Fermi edge of a sputter cleaned silver standard.
Figure 4.3b) shows the offset of the Fermi edge to the origin. However, for a metal like silver it
should pass through 0 eV. As the whole spectrum is influenced by the offset, it can be also seen in
the shifted position of the Ag 3d5/2 emission line. In order to determine the correct core level binding
energies all recorded spectra have to be adjusted by the measurement day’s offset.
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Table 4.3.: Parameters of XPS measuring modes.

measuring mode range in eV pass energy in eV step width eV step−1 time/step in ms

survey -1 – 1400 187.75 0.80 100
detailed variable 5.85 0.05 100

Background subtraction and calculation of the composition

In order to calculate the correct integrated area for the determination of the sample’s composition,
the background has to be subtracted from the recorded core level emission lines. Figure 4.4 illustrates
background subtractions for the Na 1s, O 1s, K 2p, and Nb3d peaks. The colored areas represent the
integrated areas. By means of this area, the atomic sensitivity factors ASF s for each element, and
Eq. 3.8, the samples’ compositions can be determined. The atomic sensitivity factors matching with
the instrument settings of the photoelectron spectrometer used in this work, are included in Fig. 4.4.

Figure 4.4.: Background subtraction for a) Na 1s, b) O 1s, c) Nb3d, and d) K2p peak. Top: Measured
spectra with background line. Bottom: Emission lines with already subtracted back-
ground.
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4.11. Direct current conductivity measurements

Except for the high-voltage measurements at room temperature, all DC-conductivity measurements
were conducted in a homemade oven in which either dry air or nitrogen can be used as the experi-
mental atmosphere. Figure 4.5 illustrates this setup.

Figure 4.5.: Setup for DC-conductivity measurements.

The oven consists of a tube made of quartz glass with a DN 16 CF stainless steal flange on both
sides, which is a custom-made product from LewVac company. The quartz glass tube has a length
of 240mm and a diameter of 14.3mm. Gas inlet and outlet from Swagelok are welded to spacers,
which are mounted on the stainless steal flanges and closed by end flanges. Dry air or nitrogen can
be introduced into the oven by mass flow controllers type PR 4000 (MKS instruments, Andover, MA,
US). The oxygen partial pressure is adjusted by an ZIROX electrolysis (ZIROX Sensoren & Elektronik
GmbH, Greifswald, Germany) and can be varied within a range of 1.0× 10−6 bar to 2.1× 10−1 bar.
A SGM5T oxygen analyzer (ZIROX Sensoren & Elektronik GmbH, Greifswald, Germany) measures
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the oxygen content at the gas outlet, which shows that the oxygen partial pressure within the oven
can be changed from 8× 10−6 bar to 2.1× 10−1 bar.
The temperature is regulated by a homemade heating element, which is based on a resistance heating
and adjusted by a Elektro-Automatik digital power supply 3065-05 B (Viersen, Germany). For further
information about the structure of the heating element the reader is referred to the dissertation of
Mareike Frischbier [242]. The temperature in the oven is controlled by means of a thermocouple of
type E (NiCr/CuNi).

For conducting the experiments, a sample was mounted on the sample holder. Prior to the measure-
ments Pt electrodes were deposited by a Q300TD sputter coater (Quorum, Laughton, East Sussex,
UK). The diameter of the Pt electrodes was around 6mm. Between the two contacts a voltage was
applied by a 6487 picoammeter (Keithley Instruments, Solon, Ohio, USA), which was measuring
the current through the sample as well. All relevant parameters including voltage V , sampling
rate r, electrode diameter D, and sample thickness d were set in a self-written Laboratory Virtual
Instrumentation Engineering Workbench (LabVIEW) program provided by National Instruments.
Applied voltage V , temperature T , current I, and conductivity σ were recorded with time by the
LabVIEW program.

4.11.1. High-voltage measurements

As mentioned above the DC-measurements with high-voltages at room temperature were not con-
ducted at the setup explained above but at a home-made setup in the high voltage laboratories at
the Technical University of Darmstadt. Here, the DC-voltage was applied using an universal high
voltage power supply PNChp 30000-2 mup (Heinzinger, Rosenheim, Germany) while the current
was measured by a B2985A electrometer/picoamperemeter (Keysight Technolo- gies, Böblingen,
Germany). The starting electric field of 0.4 kVm−1 was increased in 0.2 kVm−1 or 0.4 kVm−1 steps
after relaxation of the conductivity.
Just like the samples for the polarization hysteresis measurements, the ceramic pellets were ground
to a thickness of 0.25mm and annealed at 600 ◦C for 1h to release the introduced stresses prior the
high-voltage conductivity experiments. Afterwards, Pt contacts were deposited by a Q300TD sputter
coater (Quorum, Laughton, East Sussex, UK). Finally, the samples were cut into 1.5mm × 1.5mm
rectangular by a diamond saw. These experiments are called HV in Table 4.4, which includes all
relevant parameters.
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Table 4.4.: Relevant parameters for all DC- and AC-conductivity measurements.

type of d V Tmax rheat/cool thold fair fN2 pO2(N2)
experiment

sample type sample
in mm in V in ◦C in Kmin−1 in min in sccm in bar

atmosphere

HV
NaNbO3 NB111 0.23 100 - 1100 RT – – – – – air

Na0.99Ca0.01NbO3 NB130 0.23 100 - 900 RT – – – – – air
Na0.99Sr0.01NbO3 NB129 0.24 100 - 1300 RT – – – – – air

T -loops

NaNbO3 NB162 0.79 0.1 500 1 2 5 50 8 · 10−6 air, N2, air
Na0.99Ca0.01NbO3 NB153 0.72 0.1 600 1 2 5 50 8 · 10−6 air, N2, air
Na0.99Sr0.01NbO3 NB176 0.65 0.1 500 1 2 5 50 8 · 10−6 air, N2, air

KNbO3 NB172 0.68 1.0 500 1 2 5 50 8 · 10−6 air, N2, air

Relaxation Na0.99Ca0.01NbO3

NB153 0.72 0.1 350 5 5300 5 50 8 · 10−6 N2, air
NB153 0.72 0.1 400 5 12674 5 50 8 · 10−6 N2, air
NB136 0.67 0.3 460 5 431 5 5 5 · 10−3 N2, air, N2

NB136 0.67 0.1 470 5 166 5 5 5 · 10−3 N2, air, N2

NB136 0.67 0.05 540 5 200 5 5 5 · 10−3 air, N2, air
NB136 0.67 0.05 560 5 180 5 5 5 · 10−3 air, N2, air

Degradation

NaNbO3 NB162 0.79 0.01 - 400 RT - 500 5 270 – – – air
Na0.99Ca0.01NbO3 NB136 0.67 0.01 - 400 RT - 500 5 140 – – – air
Na0.99Sr0.01NbO3 NB135 0.66 0.10 - 400 RT - 400 5 130 – – – air

KNbO3 NB119 0.48 0.01 - 400 RT - 300 5 160 – – – air

Impedance

NaNbO3 NB114 0.34 0.1 – 1.0 600 5 30 – – – air
Na0.99Ca0.01NbO3 NB136 0.67 0.1 – 1.0 600 5 30 – – – air
Na0.99Sr0.01NbO3 NB135 0.66 0.1 – 1.0 600 5 30 – – – air

KNbO3 NB180 0.68 0.1 – 1.0 600 5 30 – – – air
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4.11.2. Temperature and atmosphere dependent measurements

Temperature dependent conductivity plots were recorded for all NaNbO3- and KNbO3-based ceramic
samples in dry air. A voltage of 0.1V and 1.0V was applied to the NaNbO3- and KNbO3-based samples,
respectively. Every 30 s the current was measured while the sample was heated up to a maximum
temperature Tmax of 500 ◦C or 600 ◦C with a heating rate rheat of 1Kmin−1 at an air flow fair of
5 sccm. After holding the maximum temperature for 2min (thold) the sample was cooled down with
an cooling rate rcool of 1Kmin−1. This heating cycle was repeated five to ten times. Afterwards, the
atmosphere was changed to nitrogen with a flow fN2 of 50 sccm and the oxygen partial pressure was
set to the minimum reachable value of 8 × 10−6 bar. Once again, the conductivity was examined
for five to ten heating cycles. Finally, the atmosphere was changed back to pure dry air and five
to ten heating cycles were performed while determining the conductivity. All relevant parameters
including the thickness of the measured samples d are listed in Table 4.4. The temperature dependent
conductivity plots described within this section are called T -loops in Table 4.4.

4.11.3. Relaxation experiments

Relaxation experiments were performed on Na0.99Ca0.01NbO3 samples. The samples were heated up
to a certain temperature with 5Kmin−1 in either dry air or nitrogen with an oxygen partial pressure
of 5× 10−3 bar or 8× 10−6 bar while a voltage between 0.05V to 0.30V was applied. After reaching
the target temperature the conductivity was measured until an equilibrium state was developed.
Then, the atmosphere was changed either to nitrogen or dry air depending on what was the starting
condition. The conductivity was again monitored until an equilibrium value was reached. For some
temperatures a last step with the starting atmosphere conditions was conducted. Afterwards, the
same procedure was performed at a higher temperature. The exact parameters for each measured
sample can be looked up in Table 4.4. In total, the samples were measured in a temperature range
from 100 ◦C to 560 ◦C. However, in Table 4.4 only the measurements are listed, which are important
for the later analysis of this work.

4.11.4. Resistance degradation experiments

In order to analyze the resistance degradation behavior an electric field profile is applied to a sample
at a constant temperature. These experiments were conducted on all ceramics under investigation in
this work. The samples were post-annealed at 500 ◦C for 1 h after each electric field cycle in order to
ensure for a homogeneous defect concentration over the whole sample. For some samples, a second
cycle was performed at the same temperature without post-annealing. In addition, the electrode of
the NaNbO3 sample were grounded for a few seconds after each electric field profile to remove any
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surface charges, which could influence the following measurement. Unfortunately, this was not done
for the other samples.
The electric field profile was applied at temperatures from room temperature up to 600 ◦C. The
heating and cooling rate prior and after the measurements were 5Kmin−1. Each electric field step
was 10min long. All relevant parameters and important information are listed in Table 4.4 in which
the resistance degradation experiments are called degradation.

4.12. Impedance spectroscopy

Impedance measurements were performed in air on all four sample types NaNbO3, Na0.99Ca0.01NbO3,
Na0.99Sr0.01NbO3, and KNbO3. The temperature was increased from 125 ◦C to 600 ◦C and decreased
back to 125 ◦C again in 25 ◦C-steps. The heating and cooling rate rheat/cool was 5Kmin−1. At
each temperature T the impedance was recorded with an amplitude-voltage V of 0.1V to 1.0V
within a frequency range of 0.1Hz to 3 × 106 Hz. For the experiments, an Alpha-A impedance
analyzer (Novocontrol Technologies GmbH & Co. KG, Montabaur, Germany) was used. Prior to
the measurements, Pt electrodes with a 6mm diameter were sputtered by a Q300TD sputter coater
(Quorum, Laughton, East Sussex, UK) on both sides of the samples. All relevant parameters including
sample thickness d are listed in Table 4.4.
The impedance measurements were conducted by Maryam Azadeh in the working group Nonmetallic-
Inorganic Materials at TU Darmstadt.

4.13. Combined XPS and DC-conductivity measurements

In order to investigate the electrode-sample interface XPS-measurements were conducted combined
with a DC-conductivity analysis at elevated temperatures. Prior to the experiments a 3nm thick
ITO-electrode with a diameter of 6mm was deposited on top of the sample to ensure a conductive
enough electrode to prevent charging during the XPS-measurements while still being able to detect
a signal of both, electrode and sample. The ITO-film was deposited in the Ox II-chamber of the
DAISY-MAT at 400 ◦C after cleaning the sample at the same temperature for 2h in a low pressure
oxygen atmosphere of 0.5Pa with an oxygen flow of 5 sccm. Then, the gas was changed to pure argon
with a flow of 10 sccm at 0.5Pa. For ITO-deposition the power of the RF-generator was set to 25W
and the sample-to-target distance was 10 cm. The ITO-layer was deposited for 36 s, which results
in the required sample thickness of 3nm with a deposition rate of 5nmmin−1. A thick platinum
layer with a diameter of 6mm was used as bottom electrode, which was deposited by a Q300TD
sputter coater (Quorum, Laughton, East Sussex, UK). Afterwards, the sample was mounted on a
special sample holder in order to perform the simultaneous XPS and conductivity measurements
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while heating the sample. The sample holder is shown in Fig. 4.6. The inner contact was separated
from the outer part of the holder by ceramic plates and was connected with the bottom platinum
electrode. The sample was fixed on the holder by the mask, which was simultaneously connecting the
ITO-top-electrode with the outer part of the sample holder. After mounting the sample on the sample
holder, it was transferred into the XPS-chamber, where the sample holder was positioned on the
XPS holder, which is illustrated in Fig. 4.6. Here, the sample could be heated up by a heating wire,
which was powered by a Elektro-Automatik digital power supply 3032-10 B (Viersen, Germany). The
outer clamp fixture and the inner pin were in contact with outer and inner part of the sample holder,
respectively. A voltage was applied between outer clamp and inner pin by a 6487 picoammeter
(Keithley Instruments, Solon, Ohio, USA).

Figure 4.6.: Setup for combined XPS and DC-conductivity measurements.

A complete XP-spectra over the whole energy scale as well as detailed spectra of the sample’s and
ITO-electrode’s core levels are measured before, while, and after heating and applying a voltage in a
Physical Electronic PHI 5700 multi-technique surface analysis system as described in section 4.10.3.
With this method changes in peak position, shape, and intensity during heating and DC-conductivity
measurements were examined, which could be informative about possible interactions between
electrode and sample. Furthermore, potential mechanisms causing a resistance degradation could
be monitored.
The measurements are conducted with the top electrode being the anode or the cathode. Table 4.5
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lists all relevant parameters including sample thickness d, applied voltage V , voltage for the heating
wire Vheat, and temperature T for each experiment.

Table 4.5.: Relevant parameters combined XPS and DC-conductivity measurements.

type of d V Vheat T

electrode
sample type sample

in mm in V in V in ◦C
atmosphere

anode Na0.99Ca0.01NbO3 NB160 0.67 10 3.30 100 vacuum

cathode Na0.99Ca0.01NbO3 NB160 0.50

15 3.30 100 vacuum
30 3.30 100 vacuum
30 6.95 200 vacuum
30 – RT vacuum
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5. Sample preparation and basic characterization

In this section, the sample preparation and the basic structural and electrical characterization of the
produced samples by means of SEM, XRD, and measurements of polarization hysteresis loops and
permittivity will be presented and discussed. The main aspects examined in this chapter can be
summarized as following.

This chapter has the aim to ...

... validate the samples’ condition (composition, crystal structure, (anti)ferroelectric state,
electrical conductivity).

... analyze the morphology of the samples including size, shape, and distribution of grains,
pores, and possible secondary phases.

... examine segregation and depletion due to sodium and potassium volatility.

5.1. Particle size and densification

First, the sample preparation is qualified by examining the particle size after each milling step and
analyzing the shrinkage behavior during calcination and sintering. This allows for determination of
the right calcination and sintering temperature.
As introduced before, the particle size of the precursor powders as well as the powder after homoge-
nization and calcination has a big impact on the synthesis and the microstructure of the sintered
samples. A homogeneous particle distribution with small particle size is preferred. Therefore, the
particle size of the powders were investigated after each milling step. Fig. 5.1 illustrates the particle
size distribution after homogenization, 1st and 2nd calcination for all four sample types.

After homogenization, a large variation of the particle size ranging from 0.1µm to 10µm can be
observed. The milling step after the 1st calcination leads already to a quite uniform particle distri-
bution, which is further improved by an additional milling after the 2nd calcination. In case of the
KNbO3 powder, the particle size distribution does not change significantly after the final milling step.
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Figure 5.1.: Particle size distribution of the powders after homogenization, 1st and 2nd calcination
for the four different materials.

The mean particle size has a value around 0.69µm for NaNbO3 whereas for the other materials it is
distributed around 0.58µm. In any case, some particles have a smaller size going down to 0.1µm.
Overall it can be stated that a homogeneous particle distribution around 0.6µm to 0.7µm is achieved,
which should result in a good synthesis and sintering behavior.

In order to determine a suitable calcination temperature, the shrinkage behavior of the homogenized
powder is analyzed by means of a heating stage microscope. On the left side of Fig. 5.2 the
corresponding curves are shown for KNbO3, NaNbO3, Na0.99Ca0.01NbO3, and Na0.99Sr0.01NbO3. The
heating rate was 10K/min for KNbO3 and NaNbO3 while it was 5K/min for the doped NaNbO3

samples. Dotted lines mark the temperatures at which a change in slope can be observed. At around
400 ◦C the materials start to expand indicating the begin of the solid-state reaction. The maximum
expansion is reached at around 600 ◦C for the NaNbO3-based samples while for KNbO3 it is already
obtained at 540 ◦C. In case of the NaNbO3-based samples both, the onset of expansion as well as
the maximum expansion, exhibit lower values for the doped samples compared to the undoped one.
The expansion of the materials is caused by decomposition of the carbonates and the formation of
the reaction layer on the niobium pentoxide particles. 2mol of the product material is formed by
1mol niobium pentoxoide. Therefore, the theoretical expansion can be calculated by the following
equations [191]:

∆r

r
= 3

√︄
2VM (product)
VM (Nb2O5)

− 1 (5.1)

VM =
M

ρ
(5.2)
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Figure 5.2.: Shrinkage of a green body in dependence of temperature before calcination (left
side) and before sintering (right side) for KNbO3, NaNbO3, Na0.99Ca0.01NbO3, and
Na0.99Sr0.01NbO3. The dotted lines indicate changes in the shrinking behavior.

where VM is the molar volume in cm3 mol−1, M is the molar mass in gmol−1, and ρ is the theoretical
density in g cm−3. Theoretical densities of 4.55 g cm−3[18] and 4.64 g cm−1[18] for NaNbO3 and
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KNbO3 are taken, respectively. According to Equations 5.1 and 5.2 themaximum theoretical expansion
for NaNbO3 is 12.1%. Doping with 1mol% calcium and strontium leads to slightly larger theoretical
expansions of 12.2% and 12.3%, respectively. The experimental values of 11.5% and 12.3% for
Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3 are in relatively good agreement with the theoretical values.
In contrast, the experimentally determined maximum expansion of 9.9% for NaNbO3 deviates more
from the theoretical value. A similar behavior can be observed for KNbO3 with a measured value of
12.0% and a theoretical value of 14.9%. In order to ensure a complete reaction of all starting materials
a calcination temperature above the maximum expansion, but below a significant densification occurs,
is chosen. Therefore, the KNbO3 powder is calcined at 800 ◦C. The calcination temperature of pure
NaNbO3 is set to 700 ◦C while the one for the doped NaNbO3 powders is 250 ◦C higher.

Before sintering, a shrinkage curve with the same heating rate of 5K/min used during sintering is
measured to identify a suitable sintering temperature. The corresponding curves are plotted on
the right side of Fig. 5.2 for the investigated materials. KNbO3 shows a narrow shrinkage region
from 960 ◦C to 1070 ◦C followed by a small expansion and a steep shrinkage. This behavior can be
attributed to the melting point of KNbO3 at 1100 ◦C [18]. In Fig. A.1 in the appendix, pictures of
a pellet at 1070 ◦C, 1080 ◦C, and 1100 ◦C are displayed. It can be clearly seen that at 1080 ◦C the
edges of the pellet start to soften and at 1100 ◦C the sample melts. Melting results in a decrease of
the measured diameter explaining the sudden increase in the shrinkage curve. Similar shrinkage
curves have been described in literature [203, 204]. Acker et al. [204] investigated the influence of
potassium and niobium excess on the shrinkage behavior as well as on densification. According to
them, K-excess leads to a reduction of the temperature range in which the material shrinks whereas
Nb-excess increases this temperature range compared to stoichiometric KNbO3. By heating with
5K/min the stoichiometric sample starts to shrink at 742 ◦C and reaches its maximum at 947 ◦C while
the Nb-rich material starts to shrink at 960 ◦C and has not got to the maximum point before melting.
The behavior of the Nb-rich sample is similar to the one observed in this thesis. Therefore, it might
indicate that the KNbO3 samples are deficient in potassium. Possible causes could be evaporation
during calcination and/or an error during weighting of the K2CO3 precursor powder due to adsorbed
water. Nevertheless, the sintering temperature was determined from the measured shrinkage curve.
To stay below the melting point but still ensure a high densification a sintering temperature of 1010 ◦C
was chosen.

The NaNbO3-based samples start to densify at lower temperatures around 700 ◦C for pure NaNbO3

and around 790 ◦C for the doped samples. Furthermore, the shrinkage range is larger compared
to KNbO3. Undoped NaNbO3 shrinks up to 950 ◦C whereas the doped samples are still shrinking
until a temperature of 1300 ◦C. For Na0.99Ca0.01NbO3 it seems that the maximum of the shrinkage is
even not reached at 1300 ◦C. This is why a higher sintering temperature of 1320 ◦C was chosen. The
sintering temperature for NaNbO3 and Na0.99Sr0.01NbO3 was set to 1250 ◦C.
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5.2. Microstructure

The microstructure is analyzed to investigate the homogeneity of the grains as well as size and
distribution of the grains and pores. By scanning for the appearance of secondary phases it is verified
that all precursors fully reacted to NaNbO3 or KNbO3 during calcination. In addition, the density of
the samples is checked to evaluate the densification behavior during sintering.

Figure 5.3.: SEM pictures of KNbO3 (green), NaNbO3 (blue), Na0.99Ca0.01NbO3 (yellow), and
Na0.99Sr0.01NbO3 (red).

The microstructure was analyzed by SEMwhile the density was measured by means of the Archimedes
density method as described in Section 3.3. Figure 5.3 illustrates the SEM pictures of the investigated
material systems. NaNbO3 exhibits large grains around 90µm in diameter and a relative density
of 94.5%. In addition, pore inclusions within the grains can be observed. Such an abnormal grain
growth combined with pore inclusions is detected in pure NaNbO3 in literature as well [146, 194].
Doping with Ca and Sr leads to a tremendous reduction in grain size to 1.5µm and 0.9µm and an
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increase in density to 96.1% and 96.0%, respectively. Similar effects are observed in literature for
Sr-doped K0.5Na0.5NbO3 [212, 243]. Hrescak et al. [212] detected no secondary phase until a doping
content of 2mol% Sr. This agrees with the observation of this work, in which no secondary phases
are identified via SEM for 1mol% Ca or Sr doping.
In general, it seems that A-site donor dopants with a valency of +2 such as Ca, Sr, or Ba reduce
the grain size in NaNbO3-based materials [10, 138, 211, 244]. This might not be surprising as it is
already known for BaTiO3 that A-site donor doping leads to smaller grains [38, 245, 246].

Evaluating the grain size of the KNbO3 bulk ceramic with the line intercept method is difficult due to
the high porosity of the sample. Therefore, it is estimated from the SEM picture to be 0.5µm to 1.0µm.
The relative density determined by the Archimedes density method is 88.7%. The microstructure is
comparable to microstructures one can find in literature for samples prepared at similar sintering
conditions. Kim et al. [173] obtained small grain sized KNbO3 with a low density at a sintering
temperature of 1020 ◦C and a sintering time of 2h. In contrast, Acker et al. [204] received large
grains ranging from 150µm to 500µm with a high relative density of 94.4% sintered at 1030 ◦C for
2 h for a stoichiometric KNbO3 composition. Nb-excess, however, leads to a decrease in both, density
(89.8%) and grain size including very small grains ranging from 1µm to 2µm and medium grains of
maximum 15µm. As discussed in the previous Section 5.1, the KNbO3 samples prepared in this work
might be K-deficient indicated by their shrinkage behavior. The small grain size and high porosity
support this fact. A clear statement whether or not the samples exhibit a K-deficiency can yet not be
made as the microstructure depends on many sintering parameters such as temperature, time, rate,
and atmosphere as well as on the conditions of the calcined powder examined in the next section.

5.3. X-ray Diffraction

In order to determine the crystal structure, all present phases, and the appearance of possible
secondary phases, XRD was conducted on NaNbO3 and KNbO3 powders after first and second
calcination as well as after sintering. Here, the as-calcined pellets as well as the cut-off edges of
the as-sintered rod were crushed by a mortar. Then, XRD was performed on the powders by the
Bragg-Brentano method described in Section 3.5.

Fig. 5.4 shows the measured intensity of the reflections of pure NaNbO3 powder on a logarithmic scale
over the whole 2θ-region from 10◦ to 90◦. On first glance, the pattern after calcination and sintering
do not differ much. It can be noticed that the powders are phase pure and there are no secondary
phases, as already observed with SEM. In order to distinguish whether the samples crystallize in
the antiferroelectric P or the ferroelectric Q phase, one has to analyze some parts of the diffraction
pattern in more detail. In literature, the 2θ-ranges from 35.0◦ to 38.0◦, 42.5◦ to 44.0◦, and 54.0◦ to
56.0◦ are usually investigated to differentiate between the two phases [112, 116, 118, 133, 247].
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Figure 5.4.: X-ray diffraction pattern of pure NaNbO3 after first and second calcination and after
sintering. The reflections of the antiferroelectric P phase with space group Pbcm (red)
was calculated by the program VESTA [160] while the lines of the ferroelectric Q phase
with space group P21ma (grey) correspond to the powder diffraction file JCPDS 01-
082-0606 [109]. The measured patterns are aligned in position according to the (110)-
and (101)-reflection located around 26.7◦ of the reference patterns of P and Q phase,
respectively.

These regions are enlarged in Fig. 5.4. It can be clearly seen that the calcined powders crystallize in
the ferroelectric Q phase with space group P21ma while after sintering the powder is mostly present
in the antiferroelectric P phase with space group Pbcm, which was also observed by Koruza et al.
[116]. Only a small amount of Q phase can be identified after sintering. It should be mentioned that
for better comparison the measured diffraction patterns shown in Fig. 5.4 are shifted according to
the (110)- and (101)-line of the reference patterns of P and Q phase, respectively. The illustrated
reference diffraction lines for the P phase are calculated by the program VESTA [160] while the ones
for the Q phase correspond to the powder diffraction file JCPDS 01-082-0606 [109].
These two patterns were chosen after a detailed analysis of the diffraction patterns calculated by
VESTA and the corresponding powder diffraction files for both, P (JCPDS 01-073-0803 [108]) and
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Figure 5.5.: Selected 2θ-regions for comparison of the measured diffraction patterns after calci-
nation and sintering of pure NaNbO3 powder to calculated patterns by the program
VESTA [160] and the corresponding powder diffraction patterns from literature. For the
antiferroelectric P phase (Pbcm) and the ferroelectric Q phase (P21ma) the JCPDS file
01-073-0803 [108] and 01-082-0606 [109] were chosen, respectively. All patterns are
normalized in intensity and aligned in position according to the (110)- and (101)-reflection
located around 26.7◦ of the reference patterns of P and Q phase, respectively.

Q phase (JCPDS 01-082-0606 [109]). In Fig. 5.5 the differences between these patterns and the
ones for the calcined and sintered powders are examined for selected regions. The lines of the
sintered powder match well with the calculated reflections. In contrast, the calcined powders can
be described better with the powder diffraction pattern JCPDS 01-082-0606 [109]. Consequently,
these two patterns are taken to identify the P and Q phases in Fig. 5.4. It should be mentioned
that in Fig. 5.5 the line positions are aligned and the intensities are normalized according to the
(110)- and (101)-reflection at around 22.7◦ for P and Q phase, respectively. From Fig. 5.5 we can
clearly see that the intensities of the measured patterns do not match for all diffraction lines with
the reference patterns. This effect can most likely be explained by a non-homogeneous grain size
distribution of large grains resulting in a texture due to an insufficient grinding with the mortar. A
homogeneous grain size distribution below 5µm is desired for a high accuracy of the line intensities
[220]. Furthermore, a broader full width at half maximum (FWHM) is observed after the second
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calcination compared to the first calcination. This can have multiple reasons such as internal stress
resulting from crushing with the mortar or very small grain sizes. However, internal stresses seem
to be the more probable cause as we have just referred the intensity differences to the large grain
size distribution. Another indication for a stress related broadening of the diffraction lines are the
shifted line positions compared to the reference lines. It makes sense that some residual stresses
are left in the calcined powders as no stress-release heating step was performed before the XRD
measurements. In contrast, the sintered powder was heated for 1h at 600 ◦C before conducting the
XRD measurement. Hence, the diffraction lines match quite well in position with the reference lines
due to the stress-release during heating.

In case of Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3, similar observations as for pure NaNbO3 can
be made. The calcined powders crystallize in the ferroelectric Q phase while after sintering the
powders take the antiferroelectric P phase. This can be seen in Fig. A.2 and Fig. A.3 in the appendix.
Torres-Pardo et al. [139] investigated the influence of Sr-doping on the stabilization of the Q phase
by using following formula Na1−xSrx/2□x/2NbO3 with x = 0, 0.1, 0.2, 0.3, and 0.4. Up to x = 0.1

they were able to assign the P phase to their measured XRD pattern. A doping of x = 0.2 led to
the stabilization of the ferroelectric Q phase. According to their results, the samples, which were
prepared within this work with 1mol% Sr-doping should still be in the AFE region. This, indeed,
could be verified by the XRD measurements shown in Fig. A.3 in the appendix, which illustrate that
the Na0.99Sr0.01NbO3 samples mostly crystallize in the antiferroelectric P phase. Similar observations
have been reported for Ca-doped NaNbO3 in the work of Liu et al. [33]. They incorporated Ca
according to following formula (Na1−2xCax)NbO3 with x = 0.01, 0.02, 0.04, and 0.08 compensating
the additional charges by sodium vacancies. Up to x = 0.04 the samples showed the antiferroelectric
superlattice reflections. At x = 0.08 the intensity of this reflection line was decreased. Consequently,
there seems to be a limit for Ca-incorporation until which antiferroelectricity can be sustained.
Passing this limit destabilizes the antiferroelectric phase. Interestingly, Liu et al. prepared a sample
without sodium vacancy compensation ((Na0.96Ca0.04)NbO3.02) for comparison, which did not show
the superlattice reflection characteristic of the antiferroelectric phase. We doubt that the written
formula is correct because it is very unlikely that oxygen will fill an interstitial site in a perovskite
material. Nevertheless, they concluded from these results that compensation with sodium vacancies
plays a crucial role for maintaining the antiferroelectric phase. However, from the results in this
work it can be seen that up to 1mol% Ca-doping the P phase still remains.

Comparing the sintered powders of NaNbO3 with Ca- and Sr-doped NaNbO3, a shift of the diffraction
patterns towards higher angles for the doped samples is observed. This shift can be clearly seen in
Fig. 5.6, which shows the (110)-reflection. Na+ has an ionic radius of 1.39Å [248] for a 12-fold coor-
dination. In comparison, those of Sr2+ and Ca2+ are 1.44Å [248] and 1.34Å [248]. Considering the
Bragg equation 3.4, it falls into place that the diffraction lines of Na0.99Ca0.01NbO3 are shifted towards
higher angles. Due to the smaller ionic radius of Ca2+ compared to Na+, the lattice can relax resulting
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in slightly smaller lattice parameters. This in turn, will influence the reflections appearing at higher 2θ-
values.

Figure 5.6.: (110)- and (400)-diffraction line for
NaNbO3 (blue), Na0.99Ca0.01NbO3 (yel-
low), and Na0.99Sr0.01NbO3 (red).

Hence, the effect should be the opposite for
Na0.99Sr0.01NbO3 as Sr2+ has a larger ionic ra-
dius than Na+. On the contrary, a shift to-
wards higher 2θ-values is observed as well for
Na0.99Sr0.01NbO3. This can most likely be ex-
plained by the high amount of Ca found on the
surface of Na0.99Sr0.01NbO3 ceramics, which is
affecting the pattern. The Ca-concentration is
larger on the surface than the Sr-concentration
because of Ca segregation towards the surface,
which will be shown later in Section 6.1. As the
investigated powders for XRD are cut off from
the edges of the calcined and sintered rods, it
seems very reasonable that the powder is highly
affected by Ca segregation. Nevertheless, due to

the absence of secondary phases, besides the ferroelectric Q phase, and the shifted reflections of the
doped samples it is concluded that Ca and Sr were sufficiently incorporated into the NaNbO3 system.

The crystal structure of the ferroelectric material KNbO3 is much simpler as the one of NaNbO3. Only
one phase exists at room temperature, which can be attributed to an orthorhombic structure with
space group Amm2. In Fig. 5.7 the powder diffraction patterns are illustrated after first and second
calcination and after sintering. All reflections fit to space group Amm2 (JCPDS 01-071-0946 [156])
which can be seen in more detail for four different selected regions shown in Fig. 5.7. The measured
patterns were shifted and normalized according to the (111)-reflection of the powder diffraction
file. Similar to the observations for the NaNbO3 samples a broadening of the diffraction lines of
the calcined powders is noticed. This can be most likely attributed again to internal stresses as no
stress-release heating was performed before the XRD measurements. Nevertheless, the reflection
positions fit quite well. Differences in the line intensities compared to the reference lines are detected,
which are probably caused by an insufficient milling with the mortar.
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Figure 5.7.: X-ray diffraction patterns of KNbO3 after first and second calcination and after sintering.
All reflections can be referred to an orthorhombic crystal structure with space group
Amm2 (grey, JCPDS 01-071-0946 [156]). The measured patterns are aligned in position
and normalized in intensity according to the (111)-reflection of the reference pattern
located around 31.6◦.

5.4. Polarization and current hysteresis loops

For verification of the antiferroelectricity and ferroelectricity of the NaNbO3 and KNbO3 samples,
polarization and current hysteresis loops are conducted. Here, the polarization behavior can be
studied in more detail.
As concluded from the section before, all NaNbO3-based samples are mainly in the antiferroelectric
P phase. To confirm this, polarization- and current-electric-field loops are measured. Experiments
executed at low frequencies between 0.3Hz and 1.0Hz result in balloon-like shaped polarization
curves for the doped samples, which are shown in Fig. A.4. Obviously, the samples are too con-
ductive in order to be measured at low frequency due to a high leakage current corrupting the
polarization-electric-field loop. Undoped NaNbO3 does not show a high leakage contribution, how-
ever, no complete loop can be examined as all samples experience breakdown beforehand. Hence,
polarization- and current-hysteresis loops are conducted at a higher frequency of 1 kHz. Here, it
should be mentioned that the loops at low frequencies were recorded with a common Sawyer-Tower
setup measuring the charge whereas the hysteresis curves at high frequency are taken by an TF
Analyzer 2000 using the virtual ground method.
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Figure 5.8.: Virgin polarization and corresponding
current hysteresis loops for NaNbO3

(blue), Na0.99Ca0.01NbO3 (yellow), and
Na0.99Sr0.01NbO3 (red) measured at
1 kHz. Hysteresis loops conducted
at lower frequencies are shown in
Fig. A.4 in the appendix.

With this method the polarization current is di-
rectly obtained instead of the charge.
The first loops for NaNbO3, Na0.99Ca0.01NbO3,
and Na0.99Sr0.01NbO3 are illustrated in Fig. 5.8.
The polarization is linearly increasing up to ca.
8.5 kVmm−1 followed by a sudden increase up to
approximately 30µC cm−2. This jump is caused
by the transition from the antiferroelectric to
the ferroelectric state. After reaching the max-
imum polarization the curve follows a ferro-
electric characteristic meaning that the ferro-
electric phase is stabilized and is not switch-
ing back to the antiferroelectric state. This irre-
versible antiferroelectric-to-ferroelectric transi-
tion is observed regularly in literature [26, 27,
133–135, 137, 138, 249]. Quite some studies
are testing doped and/or isovalent substituted
NaNbO3 with different elements, which mainly
decrease the tolerance factor in order to stabi-
lize the antiferroelectric phase [10, 26, 27, 134,
135, 137, 138, 249–251]. However, it is not
completely clear whether the antiferroelectric
phase is stabilized or defect-dipoles are formed,
which influence the polarization behavior. Fur-
thermore, the maximum and remanent polar-
ization ranging from 32µC cm−2 to 36µC cm−2

and 27.8µC cm−2 to 30.8µC cm−2 for NaNbO3,
Na0.99Ca0.01NbO3, and Na0.99Sr0.01NbO3 are in the same region as in literature [27, 112, 133–135,
138, 252], respectively.
In the corresponding current hysteresis loops two peaks appear. The first current peak (Peak I) in the
second quadrant results from the antiferroelectric-to-ferroelectric transition whereas the second peak
(Peak II) in the fourth quadrant is caused by the change of polarization direction of the ferroelectric
phase along the electric field.

Second and last measured polarization- and current-electric-field loops are displayed in Fig. 5.9. It can
be clearly seen that the ferroelectric phase is stabilized for all samples indicated by the ferroelectric
polarization loops and the shift of the first current peak to lower electric fields. In all three cases the
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Figure 5.9.: Polarization and current hysteresis loops of NaNbO3 (blue), Na0.99Ca0.01NbO3 (yellow),
and Na0.99Sr0.01NbO3 (red). The thick curves show the first virgin loop.

current peaks are very broad, which can have several reasons. A common explanation in literature
is the formation of so-called dead layers, which have a lower permittivity than the ferroelectric
material itself [54]. This in turn lowers the electric field in the ferroelectric material. The existence of
dead-layers would also explain the decreased value of the remanent polarization due to a decreased
internal electric field leading to prematurely backswitching of the domains. However, the current
peaks in Fig. 5.9 are not only broadened, they are also asymmetric indicating an overlap of two or
more current peaks located at different electric fields. The occurrence of more than one current peak
can be explained by effects, which hinder the switching of some domains. These effects are usually
attributed to defects, which can pin domain walls, impede or ease the domain switching due to
different local defect concentrations, or form defect dipoles affecting the switching behavior [28–31,
54]. All these contributions cannot be excluded in NaNbO3-based ceramics as defects such as sodium
(V′

Na) and oxygen vacancies (V··
O) are very likely to be present due to evaporation during sintering

[177, 187]. Furthermore, in the Ca- and Sr-doped samples the dopants can also contribute to such
effects. Indeed, there seem to be different mechanisms being responsible for the current peak shape
in undoped NaNbO3 and the donor doped samples. In Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3 the
current peak is decreasing in intensity, which is accompanied by a lowered maximum and remanent
polarization after a few cycles. In contrast, these values are more or less constant for pure NaNbO3.
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A reasonable explanation could be that charge carriers are more mobile within the doped samples.
The charge carriers could easily redistribute themselves while an electric field is applied leading to a
higher number of pinned domains with increasing cycling number. As a consequence, a fatigue effect
is observed meaning that a decreasing number of domains add to the overall measured polarization
[181].
In pure NaNbO3 it seems that the charge carriers are less mobile. The asymmetric peak shape could,
therefore, result from the formation of defect dipoles, e.g. (V′

Na-V··
O-V′

Na )x or (V′
Na-V··

O )·, creating an
internal electric field. Such defect dipoles are much less mobile and cannot follow the applied AC-field,
hence, maintaining their initial alignment along the orientation of the spontaneous polarization.
These ”frozen” defect dipoles hamper or facilitate the switching of some domains depending on
their orientation causing pinched P-E-loops and broader current peaks. This is called an aging effect
[28–31, 54]. In contrast to a fatigue effect, aging appears with time without applied electric field
resulting in a lowered remanent and maximum polarization of the initial state while fatigue emerges
with applied electric field and increasing cycling number. Therefore, it might be that undoped
NaNbO3 is less affected by fatigue and more by aging because of the broader current peak and the
stable remanent and maximum polarization values.
In order to figure out if aging has a more pronounced effect on undoped NaNbO3 than on donor
doped NaNbO3, P-E-loops were measured on a sample, which was not touched for approximately
one year, and on a sample freshly annealed at 600 ◦C for 1h. The corresponding P-E- and I-E-loops
are illustrated in Fig. A.5 in the appendix. Indeed, differences in the polarization behavior between
aged and equilibrated samples are observed. The aged sample of undoped NaNbO3 exhibits slightly
pinched loops with lower remanent and maximum polarization compared to the equilibrated sample.
For doped NaNbO3 the aged samples show also altered loops, however, they are not pinched but
slanted with lower remanent and maximum polarization. Therefore, it seems that all samples are
influence by aging while doped NaNbO3 is additionally affected by fatigue effects.

Having a closer look on the coercive fields, slightly different values for positive and negative electric
fields are obtained for all samples. The exact values for the last measured loop can be found in
Table 5.1. Different coercive fields are a consequence of shifted current peaks and an indication for
an internal bias field. Such internal electric fields can develop from defect dipoles aligned with the
original domain structure or from space charge layers at grain or domain boundaries. The difference
is much more pronounced in the doped samples as can be seen from Table 5.1. Internal bias fields
Ebias can be calculated by Eq. 5.3 with negative and positive coercive field Ec− and Ec+, respectively
[29].

Ebias =
Ec− + Ec+

2
(5.3)

The evaluated values are listed in Table 5.1. It might be that the Sr-and Ca-dopants or compensating
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defects, such as V′
Na, segregate during sintering to the grain and/or domain boundaries leading

to space charge regions, which create an internal electric field. Segregation of dopants or A-site
vacancies towards grain boundaries is always an issue if it comes to polycrystalline ceramics and is
discussed quite extensively in literature especially for BaTiO3 as a perovskite material [23, 68, 69,
253, 254]. However, TEM measurements conducted on Ca- and Sr-doped samples do not reveal any
segregation of the dopants towards the grain boundaries within the resolution limit of 0.1mol%.
Corresponding pictures and element concentrations are illustrated in Fig. A.7 and A.8 in the appendix.
Hence, it is not completely clear why the donor doped samples exhibit larger internal bias fields than
undoped NaNbO3.
Nevertheless, we should not forget that NaNbO3 is mainly present in the antiferroelectric phase before
poling. Therefore, it could be that some parts of the sample undergo a reversible antiferroelectric-to-
ferroelectric transition resulting in the observed polarization and current behavior.

Figure 5.10.: Polarization and corresponding cur-
rent hysteresis loops for KNbO3.

KNbO3 is a ferroelectric material and should,
therefore, possess a ferroelectric polarization
and current behavior. Indeed, the correspond-
ing hysteresis loops demonstrated in Fig. 5.10
look much different compared to the ones of
the NaNbO3-based ceramics. A slim ferroelec-
tric polarization-electric-field curve is observed.
Compared to literature [172–174, 255], the re-
manent and maximum polarization are in the
same range and have values of 8.6µC cm−2 and
14.6µC cm−2, respectively.
The current-electric-field-plot exhibits four
switching peaks. This is usually obtained for
antiferroelectric materials as switching of the
antiferroelectric to the ferroelectric state and
backswitching from the ferroelectric to the an-
tiferroelectric state occurs for both, positive and
negative electric field directions. However, as
already discussed earlier, defects can be respon-
sible for internal electric fields. It is not surpris-
ingly that defects influence the loop behavior
as potassium is even more volatile than sodium
[177, 187] and, therefore, V′

K and V··
O can be easily formed during sintering. The observation of

two switching peaks is usually attributed to either defect dipoles or different defect concentrations
within the sample [28–30, 54, 73]. In the case of defect dipoles, domain switching is hardened due
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to an internal bias field created by the defect-dipoles, which are aligned to the original direction
of the spontaneous polarization within the sample. V′

K and V··
O could form such defect dipoles, e.g.

(V′
K-V··

O-V′
K)x or (V′

K-V··
O )·. A different defect concentration facilitating and hindering the domain

switching in different parts of the sample could also be a possible explanation. To the best of my
knowledge no aging effects of undoped KNbO3 have been reported in literature so far, but in Mn- and
Cu-doped KNbO3 aging is observed [71, 180, 181]. In these materials the aging effect is attributed
to defect dipoles composed of Mn- or Cu-dopants and oxygen vacancies.
Similar to undoped NaNbO3 positive and negative coercive fields (Table 5.1) are different resulting
in a small internal bias field. In addition, a small fatigue effect decreasing slightly remanent and
maximum polarization is visible. In Section 5.1 it has already been suggested that the KNbO3 samples
are potassium deficient. Hence, it is very likely that defects play a role affecting the polarization and
current hysteresis behavior.
The influence of possible aging effects are examined by recording P-E-loops on a sample, which
was left alone for approximately one year, and on a sample prior equilibrated at 600 ◦C for 1h. The
measured polarization and current loops in dependence of the electric field are illustrated in Fig. A.5
in the appendix. In contrast to the NaNbO3-based ceramics, clear aging effects are visible for the
non-annealed sample. Nicely pinched P-E-loops with a maximum polarization of 17.6µC cm−2 and
four broad current peaks are obtained. In contrast, the equilibrated sample exhibits no pinching but
is slanted. Although the sample was annealed above the Curie temperature, which should ensure
well distributed defects, 100% elimination of all defect effects cannot be reached. In addition, a small
fatigue behavior is observed for the equilibrated sample. Consequently, KNbO3 is highly influenced
by aging, e.g. defect dipoles formed of potassium and oxygen vacancies, and only slightly altered by
fatigue processes.

Table 5.1.: Remanent Pr and maximum polarization Pmax, positive Ec+ and negative coercive field
Ec−, and internal bias field Ebias of NaNbO3, Na0.99Ca0.01NbO3, Na0.99Sr0.01NbO3, and
KNbO3.

Pr Pmax Ec+ Ec− Ebias

in µC cm−2 in µC cm−2 in kVmm−1 in kVmm−1 in kVmm−1

NaNbO3 32.1 35.8 2.38 -2.54 -0.08
Na0.99Ca0.01NbO3 18.7 24.8 3.88 -5.41 -0.77
Na0.99Sr0.01NbO3 22.3 27.5 4.41 -5.27 -0.43

KNbO3 8.6 14.6 1.75 -1.9 -0.08
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5.5. Room temperature conductivity

Figure 5.11.: Recorded electric field in a) and
corresponding current steps in b)
for room temperature conductivity
measurements of NaNbO3 (blue),
Na0.99Ca0.01NbO3 (yellow), and
Na0.99Sr0.01NbO3 (red). The conduc-
tivity values are calculated by means
of the equilibrium currents.

In order to check the electrical state of all pre-
pared ceramics meaning the evaluation of a
highly efficient capacitor with a high resistivity
and a low leakage current, DC-conductivity mea-
surements were carried out at room temperature
as a function of electric field. Figure 5.11a) and
b) show three electric field steps and their corre-
sponding current behavior as an example. When
the electric field is raised, the current peaks out,
followed by a slow relaxation process. After
reaching a steady-state behavior, the next electric
field step was adjusted. Fields up to 6.2 kVmm−1

were applied. Conductivity values of NaNbO3,
Na0.99Ca0.01NbO3, and Na0.99Sr0.01NbO3 calcu-
lated from the equilibrium currents for each step
are displayed in Fig. 5.11c). The conductivity of
all samples increases nearly linearly with electric
field, but remains below 5× 10−10 S cm−1.
Consequently, a low conductivity over a wide
electric field range is measured. The linear in-
crease can mainly be attributed to some resistive
heating of the samples due to the high applied
voltages. To the best of my knowledge, there
are no published values concerning the room
temperature conductivity of NaNbO3-based sam-
ples. Only Yun et al. [256] reported very low
currents in the nano-ampere region examined
at room temperature by conductive atomic force
microscopy. From Fig. 5.11c) it is evident that
the donor doped samples exhibit an one order
of magnitude higher electrical conductivity com-
pared to pure NaNbO3. Nevertheless, they pos-
sess a low conductivity up to 4.1× 10−10 eV for
Na0.99Ca0.01NbO3 and 2.9× 10−11 eV for Na0.99Sr0.01NbO3. Therefore, donor doping with calcium or
strontium does not increase the conductivity significantly. However, it seems to be high enough to
result in a leaky polarization loop behavior at low frequencies as observed in the previous section.
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Unfortunately, no such measurements were conducted on KNbO3 bulk ceramics. Conductivity values
from 5mScm−1 to 100mScm−1 [164] are reported in literature for KNbO3 single crystals. These
values are significantly higher than the ones measured in this work for NaNbO3-based ceramics and
would indicate a large difference in the electrical conductivity behavior between NaNbO3 and KNbO3.
However, one has to keep in mind that in ceramics the conductivity can be influenced by different
effects, e.g. grain boundaries.

5.6. Temperature dependent permittivity

Permittivity and permittivity loss have been measured in dependence of temperature at several
frequencies in order to determine the phase transition temperatures, the effect of possible leakage
currents, and how both are influenced by doping. In Fig. 5.12 the corresponding curves measured at
frequency of 100Hz, 10 kHz, and 1MHz are illustrated for pure NaNbO3 (blue) and Ca- (yellow) and
Sr-doped NaNbO3 (red).
For all three samples a peak related to the phase transition of the antiferroelectric orthorhombic P to
the antiferroelectric orthorhombic R phase is observed. The corresponding temperature is the Curie
temperature TC of NaNbO3. This phase transition shows a thermal hysteresis meaning that the peak
occurs at higher temperatures for the heating cycle than for the cooling cycle, which is indicated
by arrows in Fig. 5.12. For pure NaNbO3 the transition appears at 376 ◦C (353 ◦C) while heating
(cooling). These values lie in the temperature range of 323 ◦C to 386 ◦C, which can be found in
literature for the P-R phase transition [26, 27, 33, 112, 116, 133, 134, 249, 251, 252, 257]. Doping
with 1mol% Ca and Sr leads to a shift to lower temperature values of 357 ◦C (300 ◦C) and 325 ◦C
(296 ◦C) upon heating (cooling), respectively. Hence, the temperature hysteresis is enlarged when
doping with Ca. The permittivity is increased with doping at both, TC and room temperature. A
decrease in the transition temperature and a higher room temperature permittivity in doped NaNbO3

samples containing Ca or Sr is also seen in literature. However, a higher permittivity value at TC

is only obtained if the material is doped on the A-site with Ca or Sr [139] without simultaneous
substitution of the B-site with, e.g. zirconium.
A closer investigation of the permittivity curves, reveals further phase transitions in the temperature
range up to 600 ◦C. For pure NaNbO3 the material changes to the orthorhombic S, the tetragonal
T1, and the tetragonal T2 phase at 494 ◦C, 535 ◦C, and 580 ◦C, respectively. In contrast to the P-R
phase transition, not all phase transitions seem to be affected in the same way by doping. Hence, a
decreased phase transition temperature cannot be stated for all of them. Interestingly, a dielectric
anomaly at around 130 ◦C can be identified for Na0.99Ca0.01NbO3, marked by a circle in Fig. 5.12,
which cannot be observed for NaNbO3 and Na0.99Sr0.01NbO3. A dielectric anomaly around 150 ◦C is
shown in several publications. The origin is not completely understood so far and still under debate.
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Figure 5.12.: Permittivity and permittivity loss in dependence of temperature measured at a fre-
quency of 100 Hz, 10 kHz, and 1 MHz for NaNbO3 (blue), Na0.99Ca0.01NbO3 (yellow),
and Na0.99Sr0.01NbO3 (red). The arrows indicate the heating/cooling direction of the
measured curves.

However, it is often explained by either an incommensurate phase [114, 136] or the appearance of
ferroelectric nanodomains within an antiferroelectric matrix [112, 116].
Furthermore, a much larger frequency dispersion is observed in undoped NaNbO3. In order to grasp
the dimension of this dispersion, the permittivity-temperature-dependence for NaNbO3 is shown in
Fig. A.6 in the appendix for different permittivity scales. A less pronounced frequency dispersion
controls the permittivity behavior in the doped samples. A frequency dispersion appears also in
the dielectric loss curves and is also more pronounced in case of pure NaNbO3. Consequently, in
the lower frequency range much higher losses are observed compared to high frequencies. Fre-
quency dispersion with high permittivity losses are usually explained in literature by highly mobile
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charge carriers and a high conductivity [35, 258, 259]. The question is why does undoped NaNbO3

exhibit a much more pronounced dispersion when it has a lower room temperature conductivity
as shown in the previous section. A closer look on the low temperature regime of the permittiv-
ity and the permittivity loss reveals that indeed both, frequency dispersion and permittivity loss,
are lower for undoped NaNbO3 than for the doped samples. Above ∼200 ◦C both are significantly
increasing. In chapter 7 it will be illustrated that the conductivity of undoped NaNbO3 is undoubt-
edly higher above ∼200 ◦C and lower below ∼200 ◦C than that of the Ca- and Sr-doped NaNbO3.

Figure 5.13.: Permittivity and permittivity loss as
function of temperature measured at
100Hz, 10 kHz, and 1MHz for KNbO3.

This increase of electrical conductivity fits well
to the observations shown here.

KNbO3 has a much simpler crystal structure than
NaNbO3 without so many polymorphs. There-
fore, only two phase transitions are identified
in Fig. 5.13, which illustrates the permittivity
and dielectric loss in dependence of the temper-
ature. The orthorhombic-to-tetragonal transi-
tion occurs at 243 ◦C for the heating cycle and at
217 ◦C when the temperature is decreased again.
Hence, a small temperature hysteresis is visible.
The tetragonal-cubic phase transition is located
at 419 ◦C (407 ◦C) when the sample is heated up
(cooled down). Both phase transition temper-
atures agree with values reported in literature
[172, 185, 260, 261]. Compared to the NaNbO3-
based samples a much higher room temperature
permittivity of approximately 800 and higher
dielectric loss values over the complete temper-
ature region are determined. In addition, a fre-
quency dispersion is observed.
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5.7. Sample preparation and basic characterization - Summary

In this chapter, analysis during sample preparation including particle size, calcination, and sintering
curves as well as basic characterization of the prepared ceramics covering SEM, XRD, polarization
hysteresis loops, room temperature DC-conductivity, and temperature dependent permittivity mea-
surements were investigated and discussed. In the following the main results and conclusions are
summarized.

Table 5.2.: Main results of sample preparation and basic characteristics including composition,
crystal structure, (anti)ferroelectric state, and electrical conductivity.

changes induced by
pure NaNbO3 Ca- and Sr-doping

pure KNbO3

composition
phase pure NaNbO3

without secondary
phases

none
potassium deficient but
phase pure KNbO3

crystal
structure

AFE P phase with very
small traces of FE Q
phase and TC = 376 ◦C

decrease of TC

FE orthorhombic phase
with space group Amm2
and TC = 419 ◦C

micro-
structure

abnormal grain growth
with large average grain
size of 90µm and a rela-
tive density of 94.5%

decreased grain size of
about 1.5µm and 0.9µm
and increased relative
density of 96.0%

small grains of 0.5µm to
1.0µm with low relative
density of 88.7%

(anti-)
ferroelectric
state

AFE polarization behav-
ior with irreversible FE
transition leading to a
fully FE polarization be-
havior including aging
effects most likely in-
duced by defect dipoles
such as (V′

Na-V··
O )· or

(V′
Na-V··

O-V′
Na )x

none

reproducible FE behav-
ior altered by fatigue
phenomenons but highly
influenced by aging ef-
fects probably induced
by defect dipoles, e.g.
(V′

K-V··
O )· or (V′

K-V··
O-V′

K )x

electrical
conductivity

low RT conductivity of
4.4 × 10−14 S cm−1 to
3.3× 10−13 S cm−1

slightly increased
RT conductivity to
7.6 × 10−13 S cm−1 to
4.1× 10−11 S cm−1
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dielectric
properties

increased frequency dis-
persion and dielectric
losses above 200 ◦C

frequency dispersion
and dielectric losses are
increased below 200 ◦C
and decreased above
200 ◦C

increased frequency
dispersion and higher
dielectric losses than
NaNbO3 over the whole
temperature range

In summary, phase pure samples were prepared with an initial antiferroelectric and ferroelectric
state in case of NaNbO3 and KNbO3, which can be used for further investigations of the electronic
structure, the transport properties, and degradation behavior, respectively.

112



6. Electronic structure

In the following chapter room temperature XPS measurements of pure NaNbO3, Na0.99Ca0.01NbO3,
Na0.99Sr0.01NbO3, and KNbO3 will be analyzed. The goals of this section can be summarized as
following.

This chapter has the aim to ...

... confirm the composition of the investigated materials.

... determine the band gap of NaNbO3 and KNbO3.

... find the accessible Fermi level range of these materials.

... propose possible origins, which confine the Fermi level in case Fermi level limitations
are found.

... find a first model for the band structure of NaNbO3 and KNbO3.

The analysis of these aims will show if there is already a fundamental difference in the electronic
structure between the antiferroelectric NaNbO3 and the ferroelectric KNbO3 system.
In order to verify the composition of NaNbO3 and KNbO3 complete survey spectra are recorded over
the whole binding energy range as well as detailed spectra of the sample elements’ core levels and
the valence band. As XPS is a surface sensitive method, a special focus is put on the surface analysis.
In this regard, anomalies observed in the sodium and potassium core level lines are examined and
possible origins are discussed.
The band gaps are investigated via XPS and TEM. It is shown that the energy gaps can be determined
from the electron energy loss spectrum measured with the transmission electron microscope but not
with the XP-spectrometer. Reasons why this analysis cannot be done for the electron energy loss
spectrum recorded with XPS are presented.
Interface experiments to the low work function material ITO and the high work function material
RuO2 as well as other oxidizing and reducing treatments are discussed to reveal possible Fermi level
limitations. First sources responsible for the confinement of the Fermi level are proposed. However,
their validity is examined in more detail in the later chapters.
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On the basis of the extracted band gap values and the Fermi level limitations a first model for the
band structure of NaNbO3 and KNbO3 is proposed.

6.1. XP spectra and composition analysis of clean samples

First, the composition with a special focus on the surface is examined. Possible contamination are
identified. For this purpose, an overview of all elements present in the samples is given by measuring
a survey spectra over the whole binding energy range. Fig. 6.1 shows these spectra for a NaNbO3, a
Ca- and Sr-doped NaNbO3, and a KNbO3 ceramic sample.

Figure 6.1.: Survey spectra of a NaNbO3, Na0.99Ca0.01NbO3, Na0.99Sr0.01NbO3, and KNbO3 ceramic as
well as of a NaNbO3 and a 0.95(K0.49Na0.49Li0.02)(Nb0.8Ta0.2)O3-0.05CaZrO3 with 2wt%
MnO2 thin film. In brown the survey spectra of the as-prepared sample are colored while
the samples cleaned in a low pressure oxygen atmosphere at 400 ◦C are marked in black.
Magnified views of the colored areas show the emission lines of the impurities and
dopants in more detail.
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For comparison, the XP survey spectra of a NaNbO3 thin film and a 0.95(K0.49Na0.49Li0.02)(Nb0.8Ta0.2)O3-
0.05CaZrO3 with 2wt% MnO2 (KNLNT) thin film are plotted. The thin films were measured to
identify the exact binding energies of the core levels as charging is compromising the values of the
ceramic samples. However, the main focus in this work is on the ceramics.
In Fig. 6.1 the survey spectra of an as-prepared NaNbO3 sample (brown) and after cleaning this
sample in a low pressure oxygen atmosphere at 400 ◦C (black) are displayed. Sodium, oxygen,
carbon, and niobium can be identified for the as-prepared sample. After cleaning, no carbon species
are detected, which can be clearly seen in the green inset in Fig. 6.1 in which the samples’ emission
lines are intensified. The removal of the carbon species reveals small traces of impurities as iron,
potassium, and silicon. Silicon is most likely a residual of the silicon carbide paper after grinding.
The same impurities are visible for the doped samples. In the case of the thin films, chromium,
calcium, and magnesium are additional impurities.
In the magnified view of the yellow area, a clear Ca 2p peak is visible for the Sr- and Ca-doped sample.
In the case of Na0.99Ca0.01NbO3, it is not surprising to see calcium, however, for a 1mol% doping the
intensity is too high. For Na0.99Sr0.01NbO3 small impurity traces as for the thin films or KNbO3 could
be expected. In contrast, a Ca 2p emission line almost intense as the one for Na0.99Ca0.01NbO3 is
clearly visible. This suggests that calcium contamination is introduced by adding the SrCO3 powder
during synthesis. It should be noted that by comparing the peak intensities of the Ca 2p and the Sr 3d
emission lines in the magnified views of the yellow and red area, the amount of calcium is higher
than that of strontium.

6.1.1. Sodium niobate based samples

The Na1s, O 1s, and Nb3d core levels and the valence band of a Na0.99Sr0.01NbO3 sample and a
thin NaNbO3 film are shown as an example for all NaNbO3-based samples in Fig. 6.2. The spectra
are not influenced by the dopants, hence, can be used as representatives. In brown and black the
emissions of the as-prepared sample and after cleaning are illustrated, respectively. The emission
lines of the ceramic samples are shifted to higher binding energies compared to the ones of the thin
film. This shift is indicated by the arrows in the Nb3d core level lines and the valence band. It can
be explained by charging of the ceramic sample during XPS measurements. Although a platinum
contact covering half of the sample’s surface is deposited prior to the XPS investigations, charging
cannot be completely avoided. Hence, the peak positions and the VBM are determined only for the
thin films. In the following, mean values of all clean thin films are given as representatives of the
core level binding energies and the VBM for all NaNbO3-based samples.

The Na1s peak has the highest binding energy with 1071.6 eV. Furthermore, it can be decomposed
into three components. The most intense component with the lowest binding energy of 1071.5 eV,
colored in blue, can be related to the bulk [262, 263]. Its binding energy is slightly higher compared
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Figure 6.2.: Na 1s, O 1s, and Nb3d core levels as well as the valence band of an as-prepared
Na0.99Sr0.01NbO3 sample (brown), after cleaning (black) and a clean NaNbO3 thin film
(black). Within the Na 1s peak the bulk component is marked in blue while surface
component I and II are colored in dark and light gray, respectively.

to values reported in literature ranging from 1070.5 eV to 1071.2 eV [247, 262–264]. Unfortunately,
only Kruczek et al. [262] showed valence band spectra, which exhibit an about 1 eV lower VBM
compared to the ones measured in this work. Most likely this difference results from a different
Fermi level, which shifts the whole spectrum and explains also the 1 eV smaller binding energy of
the Na1s peak measured by Kruczek.
The two emissions on the higher and lower binding energy side are attributed to the surface [262,
263]. In this thesis, the one at higher and lower binding energies will be called surface component I
(dark gray) and surface component II (light gray), respectively. All three components are visible for
each NaNbO3-based sample. As can be clearly observed from Fig. 6.2, surface component I is much
more intense as surface component II and has a slightly increased intensity after cleaning. Possible
origins for the appearance of these surface components are discussed in Section 6.4.

The O1s peak is very symmetric and can be associated with one single bulk component located at
530.2 eV, which is similar to the Na1s peak slightly higher in energy compared to literature values
ranging from 529.3 eV to 529.8 eV [247, 262–264]. This observation agrees with the explanation of
different Fermi levels of the samples.
Before cleaning, a shoulder at the higher binding energy side is observed, which can be attributed to
carbonate and hydroxide groups adsorbed on the surface. These adsorbents are successfully removed
with the cleaning procedure revealing a clean surface. This is indicated by the disappearance of the
O1s shoulder and the C 1s peak after cleaning shown in Fig. 6.1. However, a small shoulder remains,
which is shown and discussed in Section 6.2.
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Similar to the O1s emission line, the Nb3d peak is very symmetric and can be correlated to one
bulk component. However, due to the spin-orbit-coupling a peak splitting into the more intense 3d5/2

and the less intense 3d3/2 peak occurs. Out of simplicity this thesis is only referring to the main 3d5/2

line, which has a binding energy of 207.2 eV. As for the Na1s and O1s peak, the binding energy of
the Nb3d emission line is higher than the values of 206.6 eV to 206.8 eV reported in literature [247,
262–264], which can be attributed to different Fermi level positions.

The valence band maximum can be determined from the valence band as shown in Section 3.8. Its
mean value extracted from all clean thin films is 3.2 eV. This value is an indirect measure of the Fermi
level as explained in Section 3.8. Consequently, the Fermi level is located 3.2 eV above the VBM.

Figure 6.3.: Composition of clean NaNbO3-based samples.
The red lines indicate the nominal amount of
the specific element.

The sample composition can be eval-
uated using equation 3.8, which in-
cludes the integrated peak areas after
subtracting the background divided by
the atomic sensitivity factor ASF . In
Fig. 4.4 the background subtraction
is demonstrated for each core level
line. The corresponding compositions
can be taken from Fig. 6.3. For a sto-
ichiometric sample without any sec-
ondary phases, the amount of sodium
and niobium should equal one while
the one of oxygen should be three. For
the undoped NaNbO3 ceramics a clear
sodium deficiency is observed. This
deficiency is less pronounced for the
doped samples while the NaNbO3 thin
films are either sodium deficient or
sodium rich. The lower concentration
of sodium could be caused by a larger
amount of V′

Na or by a sodium deficient
second phase forming at the surface.
In the case of the Ca- and Sr-doped samples the amount of calcium was quantified as well resulting
in 10mol% to 20mol% calcium concentration. This amount is much higher than the intended
doping concentration of strontium and calcium. TEM measurements along the cross section of
a Na0.99Ca0.01NbO3 sample have been conducted in order to determine whether calcium is only
enriched at the surface or throughout the bulk. Figure A.9 in the appendix illustrates that the
calcium concentration is about 20mol% in the first 20nm of the sample, which agrees with the XPS
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measurements. In the bulk, however, the calcium amount equals approximately 0.5mol%, which is
about half of the intended doping concentration. This high calcium concentration on the surface
can have two possible origins. First, a surface contamination as result from surface preparation
during grinding and polishing and second, a segregation of calcium towards the surface during
stress-release-annealing. A surface contamination can most likely be ruled out as this should apply
for all ceramic samples. However, such high calcium concentrations are not observed for undoped
NaNbO3. Hence, segregation of calcium towards the surface during stress-release-annealing is the
more plausible origin of the high amount of calcium at the surface. The TEM investigations show
additionally a high concentration of dislocations at the surface, which are most likely introduced
by grinding and polishing of the sample surface. These dislocations could facilitate the calcium
migration leading to the calcium segregation at the surface.

6.1.2. Potassium niobate based samples

The O1s, K 2p, and Nb 3d core levels and the valence band of an as-prepared KNbO3 ceramic (brown)
and after cleaning the sample in oxygen at 400 ◦C (black) are displayed in Fig. 6.4. Since no pure
KNbO3 thin film could be investigated, the corresponding emissions of a clean KNLNT thin film are
shown for comparison in Fig. 6.4. Comparing the peak and valence band positions, a shift to higher

Figure 6.4.: O 1s, K 2p, and Nb3d core levels as well as the valence band of an as-prepared KNbO3

sample (brown), after cleaning (black) and a clean KNLNT thin film (black). In the K2p
peak the bulk component is marked in green while surface component I and II are
colored in dark and light gray, respectively.

binding energies in case of the KNbO3 emissions is observed indicated by arrows in the Nb3d and
the valence band spectrum. This effect can again be explained by charging of the ceramic although a

118



Pt-contact was deposited beforehand. On the basis of this charging issue of the ceramic samples,
mean values for the core level and VBM binding energies are extracted only from the clean KNLNT
thin films for all KNbO3-based samples. Nevertheless, we have to keep in mind that the binding
energies for pure KNbO3 could be slightly different.

The O1s peak has, similar to the NaNbO3-based samples, a very symmetric shape and is located
at around 530.3 eV. Before cleaning, a shoulder on the lower binding energy side is visible, which
can be again attributed to carbonates and hydroxides adsorbed on the surface. The shoulder is not
completely removed after the cleaning procedure. No carbon is detected, which is clearly seen in
Fig. 6.1. Hence, the origin of the shoulder must be something different, which will be discussed in
more detail in Section 6.2.

Due to the p-orbital character, the K 2p emission line shows a peak splitting into the 2p3/2 peak at lower
binding energies and the 2p1/2 peak at higher binding energies. In addition, it can be decomposed
into three components similar to the Na 1s peak in NaNbO3. The one with the lowest binding energy
at around 291.7 eV is associated with the bulk while the two components located at higher binding
energies are attributed to the surface [265, 266]. For the bulk component a binding energy of
292.0 eV is reported in literature [265, 266], which fits quite well with the measured position here.

Figure 6.5.: Composition of clean
KNbO3 samples. The red
lines indicate the nominal
amount of the specific
element.

In this thesis, the peak at higher and lower binding en-
ergies will be called surface component I (dark gray) and
surface component II (light gray), respectively. On average,
surface component I is positioned at 293.7 eV and surface
component II at 292.6 eV. It is quite striking that the sur-
face components are much more intense for the KNLNT
thin film than for the pure KNbO3 ceramic. However, pos-
sible causes for the appearance of the surface components
as well as the different intensity ratios will be given in
Section 6.4.

The Nb 3d core level has a symmetric shape and is split into
3d5/2 and 3d3/2 component. The main 3d5/2 line is located
at 207.2 eV as the one for NaNbO3 and is close to values
reported in literature ranging from 207.0 eV to 208.0 eV
[265, 266].

The VBM is extracted from the valence band spectra and
has a mean value of 3.1 eV. Consequently, the Fermi level
is located 3.1 eV above the VBM, which is almost the same
value found in NaNbO3.
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The composition of the investigated KNbO3 samples is illustrated in Fig. 6.5. The potassium and
niobium amount should equal one while the amount of oxygen should be three for a stoichiometric
sample without any secondary phases. In contrast, the amount of potassium is much higher than
one for the majority of the samples. It is unclear if this high concentration is representative for the
complete bulk material or if a segregation is responsible for these high values. The same consideration,
which has been made for the high calcium concentration in Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3

apply for this case. Potassium could segregate either to the surface and/or the grain boundaries.
However, a segregation towards the surface is as likely as to the grain boundaries as potassium
is very volatile [175, 177, 187]. Therefore, it is possible that potassium diffuses to the surface
at 600 ◦C, which is the temperature used during stress-release heat treatment. Due to the high
volatility of potassium it is, therefore, very likely that the high concentration of potassium measured
with XPS is caused by segregation. This in turn would explain why the bulk material is potassium
deficient as already indicated by the sintering curve and the microstructure in Section 5.1 and 5.2.
Unfortunately, no TEM analysis were conducted, which could confirm the potassium segregation
to the surface. However, for future investigations this would be very interesting and helpful for
compositional analysis of this material.

6.2. Determination of the nominal band gap using energy electron loss
spectroscopy

The nominal band gap EG of the investigated materials was determined from the electron energy loss
spectrum measured by XPS and TEM. We call this examined band gap nominal band gap because it
will be discussed in Section 6.6 that the band gap measured with XPS and TEM is not the distance
between VBM and CBM. In the following section the nominal band gap values determined by the two
methods are analyzed and compared with literature values mainly measured by optical spectroscopy.

6.2.1. Nominal band gap analysis by x-ray photoelectron spectroscopy

The band gap of a material can be determined from the onset of the energy loss part of the O1s peak.
These measured electrons represent the O1s photoelectrons, which lost some of their kinetic energy
by band-to-band excitation. Hence, the kinetic energy loss of the O1s electrons correspond to the
band gap energy, which is the energetic difference between the O1s emission line and the onset of
the energy loss part [228, 229].

In Fig. 6.6 the O1s core levels of pure, Ca- and Sr-doped NaNbO3, two NaNbO3 and KNLNT thin
films, and two KNbO3 ceramics are shown on a logarithmic scale for a better separation of the onset
of the energy loss part from the main component. For pure, Ca- and Sr-doped NaNbO3 values of
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Figure 6.6.: O 1s core levels for pure, Ca- and Sr-doped NaNbO3, two NaNbO3 and KNLNT thin films,
and two KNbO3 ceramics on a logarithmic scale. The energetic difference between the
O 1s emission line and the onset of the energy loss part corresponds to the nominal
band gap energy.

(3.2± 0.1) eV, (3.3± 0.1) eV, and (3.1± 0.1) eV are identified, respectively. These values are quite
consistent for all measured samples but are to some extent smaller than the values published in
literature ranging from 3.4 eV to 3.5 eV determined by optical spectroscopy [118–127]. In contrast,
the extracted nominal band gap energies for the NaNbO3 and KNLNT thin films and the KNbO3

ceramics deviate more between different samples. The nominal band gap values of these materials
lie within a range of (2.9± 0.1) eV to (3.2± 0.1) eV, (3.2± 0.1) eV to (3.5± 0.1) eV, and (3.8± 0.1) eV
to (4.1± 0.1) eV, respectively. Here, the determined nominal band gap values are higher compared
to the band gap energies of 3.1 eV to 3.4 eV for KNbO3 [121, 126, 127, 164–167] and 3.0 eV to 3.2 eV
for K0.5Na0.5NbO3 [121, 267] reported in literature. Therefore, a difference of more than 0.5 eV in
the nominal band gap energy between NaNbO3 and KNbO3 is identified by XPS.
A clear shoulder can be observed on the high binding energy side of the O1s emission line for
KNbO3 and K0.5Na0.5NbO3. Fitting of the O1s peak with one symmetric component by a Voigt line
reveals at least one second component at higher binding energies for these two materials, which is
shown in Fig. 6.7. This is evidence for another oxide appearing in the samples or at the surface. As
previously seen from Fig. 6.1 no carbon is visible after the cleaning procedure any more. Hence,
the second component cannot be attributed to some adsorbed carbonaceous species on the surface.
One explanation could be the formation of some potassium oxide species at the surface, e.g. K2O,
K2O2, K2O3, or KO2. For the KNN thin film the second component is located at around 531.3 eV.
According to literature this would refer to K2O2 with binding energies ranging from 531.0 eV to
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531.7 eV [268–270].
Fig. 6.7 illustrates also the O1s peak and the corresponding fit with one Voigt line for NaNbO3.
Interestingly, a second component at higher binding energies can be identified as well although it is
not clearly visible at first glance in Fig. 6.6. This species could be also an indication for an oxide, e.g.
Na2O.

In Section 6.4 possible origins for the surface components visible in the K2p and Na1s peaks are
discussed. One explanation is the formation of some oxide species, which agrees with the shoulder
on the higher binding energy side of the O1s emission lines of both KNbO3- and NaNbO3-based
samples. This shoulder most likely interferes with the background line leading to a large error in
the determination of the nominal band gap. In case of NaNbO3, however, the second component
could also result from an overlap of the NaKLL Auger line, which is very broad with features at
around 530 eV. Hence, this Auger line could also interfere with the O1s peak causing an error in the
extracted nominal band gap values.

Figure 6.7.: O 1s peaks of NaNbO3, KNbO3, and KNLNT. All tree emission lines are fitted by one single
voigt function. The deviation from the measured curves is indicated as well.

6.2.2. Nominal band gap analysis by electron energy loss spectroscopy

The band gap can also be determined by the electron energy loss signal measured with TEM. Fig. 6.8
illustrates the EELS signal recorded for a pure (blue) and a Sr-doped NaNbO3 sample (red). Both ex-
hibit a nominal band gap value of around 3.5 eV. This value agrees with the ones reported in literature
ranging from 3.4 eV to 3.5 eV [118–127] analyzed by optical spectroscopy. In the previous section,
possible reasons for the deviation of the values extracted from the O1s emission line have already
been discussed and are most likely attributed to some oxide species appearing at the surface and/or
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the NaKLL Auger line. An explanation why the oxide species, e.g. Na2O, interfere with the XPS results
but not with the EELS measurements could be the different information depth of the two methods.

Figure 6.8.: EELS spectrum of pure (blue) and Sr-doped
NaNbO3 (red) with extracted nominal band gap
values EG,nom.

XPS is a very surface sensitive method
and, therefore, easily affected by some
oxide species forming on the surface.
In contrast, EELS measures the bulk
properties, hence, it is much less influ-
enced by these oxides.

In conclusion, the nominal band gap
values determined by EELS seemmuch
more trustworthy and agree with val-
ues published in literature. Therefore,
in the next sections, a nominal band
gap of 3.5 eV will be used for further
analyses. Unfortunately, no EELS mea-
surements were carried out on KNbO3

bulk ceramics. Thus, an average nomi-
nal band gap of 3.2 eV calculated by means of values identified in literature [121, 126, 127, 164–167]
is taken as a measure in the following sections.

6.3. Interface experiments

Interface experiments were conducted in order to investigate the accessible Fermi levels within
NaNbO3 and KNbO3. For this purpose, the low work function material ITO or the high work function
material RuO2 is deposited step-wise on the investigated material’s surface. The deposition of ITO
typically leads to a downward bending of the substrate’s bands at the interface while in case of RuO2

an upward bending is induced. Consequently, with ITO the upper Fermi level limit is examined
whereas with RuO2 the lower Fermi level limit is elucidated.

Figures 6.9 and 6.10 illustrate the recorded core levels and valence band spectra during interface
formation of Na0.99Sr0.01NbO3 to ITO and of Na0.99Ca0.01NbO3 to RuO2 as an example for all measured
NaNbO3-based samples. ITO was deposited at 400 ◦C while RuO2 was prepared at room temperature.
From both figures it can be observed that the peak intensities of Na1s and Nb3d are decreasing
with increasing ITO or RuO2 film thickness while the ones of In 3d, Sn 3d, and Ru3d are raised in
intensity. After depositing an approximately 70nm to 100nm thick layer, no signal of NaNbO3 is
detected anymore.
In addition to the decrease in intensity, the peak shape of the Na1s emission line changes with
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Figure 6.9.: Na 1s, O 1s, Sn 3d, In 3d, and Nb3d core level and valence band spectra of a Sr-doped
NaNbO3 bulk ceramic sample in the course of ITO deposition. The black lines belong to
the cleaned sample, whereas the yellow spectra are measured after depositing a few
nanometers of ITO on top. The bulk and surface components of the Na 1s emission line
are colored in blue and gray in the clean and the last but one XP spectrum. Arrows mark
the core-level-to-VBM-distance for each core level of the clean sample.

deposition time. In case of ITO, the intensity ratio of surface component I to the bulk component
is getting larger with increasing film thickness whereas for RuO2 the intensity ratio of surface
component II to the bulk component is enhanced. This behavior is also observed for pure NaNbO3,
which is illustrated in Fig. A.11 and Fig. A.14. For Na0.99Sr0.01NbO3 the intensity ratio of surface
component II to the bulk component is as well increased with RuO2 layer thickness shown in Fig. A.15.
Instead, Na0.99Ca0.01NbO3 does not show such clear increase in the surface component I with ITO
layer thickness as for pure NaNbO3 and Na0.99Sr0.01NbO3 (Fig. A.12).
Besides the Na 1s peak, the peak shape of the Nb 3d emission line is getting more asymmetric on the
lower binding energy side with RuO2 deposition. This applies to the Nb 3d core level emissions of all
NaNbO3-based samples. The peak shape of Nb3d stays unchanged when ITO is deposited on the
surface.

Interface experiments of KNbO3 to ITO and RuO2 were conducted as well. The corresponding
XP-spectra are displayed in Fig. A.13 and A.16. Similar observations are done for the ITO interfaces.
Surface component I is gaining in intensity with longer ITO deposition, while surface component II
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Figure 6.10.: Na 1s, O 1s, Ru 3d, and Nb3d core level and valence band spectra of a Ca-doped NaNbO3

bulk ceramic sample in the course of RuO2 deposition. The black lines belong to the
cleaned sample, whereas the green spectra are measured after depositing a few
nanometers of RuO2 on top. The bulk and surface components of the Na 1s emission
line are colored in blue and gray in the clean and the last but one XP spectrum.

and the bulk component are decreasing. Interestingly, after depositing a 100nm thick ITO layer a
signal of surface component I is still detected. Possible causes for this phenomenon will be discussed
in the next section.
When RuO2 is used to form an interface to KNbO3 no modifications of the peak shapes, neither of the
K2p nor the Nb3d emission line, are identified. Only the peak intensity decreases with the RuO2

film thickness. This observation is quite different to the one made for NaNbO3.

6.4. Surface characterization

In this section the above mentioned surface components observed for the Na1s and K2p peak are
analyzed and discussed in very detail. This is done because surface components have been observed
in other perovskite oxide materials, such as BaTiO3 and SrTiO3, in this working group over the last
fifteen years. However, no clear explanation has been found so far, which is why all observations
done for NaNbO3 and KNbO3 are examined with great care for future investigations. Readers who
are interested in detailed analysis of surface components in BaTiO3 and SrTiO3 are referred to the
theses of Robert Schafranek [271] and Karsten Rachut [272].
In this part, some results, which will be studied in Section 7.4.3, are already introduced in order to
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discuss possible origins for the appearance of the surface components. First, the K 2p core level lines
of KNbO3 ceramics and KNLNT thin films will be investigated and then the Na1s emission line of
NaNbO3 ceramics as well as KNLNT thin films will be analyzed.

6.4.1. K 2p emission line

Figure 6.11 shows K2p emission lines of KNbO3 ceramics for an interface formation to ITO at room
temperature in a) and at 400 ◦C in b) as well as after sample preparation in c). In order to get a
consistent description for the different components, for all spectra the three components bulk (green),
surface I (dark gray), and surface II (light gray) are fitted with the same fitting procedure and
parameters as described in more detail in the appendix.

Figure 6.11.: K 2p emission lines for an interface formation to ITO at a) room temperature and b)
400 ◦C, and for a ceramic sample after grinding with stress-release-annealing, after
an oxygen plasma treatment and after grinding without stress-release-annealing in c).
Bulk component (green), surface component I (dark gray), and surface component II
(light gray) are fitted for each peak.

The interface experiment conducted at room temperature exhibits a continuous decrease in intensity
of all three components. Unfortunately, no XP-spectrum was recorded after the deposition of an
approximately 100nm thick ITO layer, however, in Section 7.4.3 a room temperature deposition
of a 100nm thick ITO film on a KNLNT sample reveals the disappearance of all KNLNT containing
elements. The same observation of decreasing K2p peak intensities of all contributions is made
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with increasing film thickness of a RuO2 film shown in Fig. A.17 in the appendix. The RuO2 layer
was also deposited at room temperature. In contrast, for the ITO-interface formation at 400 ◦C bulk
and surface component II are reduced in intensity with ITO deposition while surface component
I is raising in intensity relative to the bulk contribution. Interestingly, this component can be still
detected when a more than 100nm thick ITO layer is deposited on top of the sample at 400 ◦C.
Both surface components are already visible before the cleaning procedure as shown in Fig. 6.11c)
(dirty spectrum). The K2p core level is measured after sample preparation meaning after cutting,
grinding, polishing, and stress-release-annealing at 600 ◦C. After an oxygen plasma treatment no
big differences besides a larger binding energy separation of bulk and surface component I can be
identified. Heating the sample at elevated temperatures seems to enhance the first surface component
suggesting that this contribution is a potassium species forming on the surface of the sample. In
order to verify this hypothesis, the oxygen plasma treated KNbO3 ceramic is ground once again
without the stress-release-post-annealing. Figure 6.11c) shows evidently that the intensity of surface
component I is much smaller than before grinding. Hence, it is very likely that surface component I
is formed by a second phase on the surface of the samples.
The question is what kind of second phase could be formed during heating. With a binding energy
between 293.1 eV and 294.1 eV surface component I agrees with literature values found for potassium
oxides like K2O and K2O2 [268, 269, 273]. Here, the binding energies of the KNLNT thin films and
the K2p emission line measured on top of the thick ITO layer are considered because the KNbO3

ceramics are most likely influenced by charging of the samples. Hence, the binding energies of the
ceramics are not completely reliable. On first glance, the formation of K2O2 sounds not very likely,
however, several indications support the creation of K2O2 instead of K2O. First, the appearance of the
shoulder at around 532 eV in the O1s peak shown in Fig. 6.7 in Section 6.2.1 fits better to oxygen in
form of K2O2. K2O2 exhibits a O1s binding energy of 530.3 eV to 531.7 eV while K2O has a O1s core
level line located at much lower energies of 527.2 eV to 528.3 eV [268, 269]. Second, in literature
it has been shown by annealing experiments that K2O2 is much more stable than other potassium
oxide compounds [268]. And finally, K2O2 has a lower formation enthalpy than K2O, which explains
the higher stability of this compound [18]. These indications suggest that surface component I can
be referred to K2O2.

Still the question remains what might be the origin for surface component II. In order to discuss
possible reasons for the appearance of this contribution, let us first have a look on the K 2p core level
lines of KNLNT thin films on different oriented Nb-doped SrTiO3 substrates. Figure 6.12 illustrates
the K2p peak on a (100)-, (110)-, and (111)-oriented substrate before cleaning in a) and after
cleaning in b). In addition, more bulk and more surface sensitive measurements are shown in c) and
d), respectively. Before cleaning the sample in a low pressure oxygen atmosphere at 400 ◦C, only
surface component II is visible. After the cleaning procedure, surface component I has developed
and exhibits a much higher intensity in the surface sensitive measurement. This is in line with the
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observations made above and agrees with a potassium oxide species forming during annealing on
the samples’ surfaces. Interestingly, surface component II is much more pronounced in the KNLNT
thin films compared to the KNbO3 ceramics. Therefore, an explanation for the appearance of surface
component II could be a changed surrounding due to other A-site atoms such as lithium and sodium.
In the KNbO3 ceramics, small traces of sodium, which are not visible in the survey spectrum, cannot
be excluded but might be responsible for the observation of surface component II.

Figure 6.12.: K 2p peaks of KNLNT thin films on different oriented Nb-doped SrTiO3 substrates in
a) before and in b) after cleaning as well as for a more bulk in c) and more surface
sensitive setup arrangement in d). For all emission lines bulk (green), surface I (dark
gray), and surface II (light gray) components are fitted.

Moreover, the substrate orientation might play a role because the intensity ratio of surface component
II to the bulk part is much larger in case of the (110)- and (111)-oriented substrates than for the
(100)-oriented substrate. Final state and screening effects could be further possible origins. The
emitted photoelectron can lose some energy to, e.g. other electrons, which can be excited to higher
energy states. From Eq. 3.5 it is clear that a smaller kinetic energy translates to a higher binding
energy at constant x-ray photon energy. Consequently, a signal at higher binding energies is detected.
In literature the existence of surface components is attributed to K2CO3 [266] or a more metallic-like
form of potassium [265]. Both explanations seem not realistic for this work. K2CO3 can be excluded
because no carbon peak is visible in the survey spectra shown in Fig. 6.1. In addition, it would not
explain why surface component II is enhanced for the KNLNT thin films. Metallic potassium can
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also be ruled out as no clear Fermi edge is observed in the valence band of the clean KNLNT films
(Fig. 6.15) as it should be in case of a metal component. In addition, metallic potassium should be
located at 294.4 eV [273], which is a much higher binding energy as the range of 291.9 eV to 293.0 eV
determined for surface component II.
Hence, it is not clear what the origin of surface component II is. The most probable explanations
are a changed surrounding due to other A-site atoms, different crystal orientations, final state or
screening effects.

6.4.2. Na 1s emission line

In Fig. 6.13 Na1s emission lines for an interface formation of Na0.99Sr0.01NbO3 to ITO in a) and of
Na0.99Ca0.01NbO3 to RuO2 in b) and after water exposure of a NaNbO3 thin film in c) are displayed.
It should be mentioned that neither doping nor sample preparation (ceramic or thin film) have a

Figure 6.13.: Development of the Na 1s peak of Na0.99Sr0.01NbO3 during an interface formation to ITO
deposited at 400 ◦C in a), of Na0.99Ca0.01NbO3 during step-by-step room temperature
deposition of RuO2 in b), and of a NaNbO3 thin film after exposure to water in c). Bulk
(blue), surface I (dark gray) and surface II components (light gray) are fitted for each
individual emission line.

significant influence on the behavior of the peak shape. Therefore, only those experiments, which
show the influences of sample treatments on the peak shape most clearly, are illustrated for the sake
of simplicity.
Two surface components are observed, however, surface component II cannot be easily identified
for the as-prepared and cleaned samples. The ITO-film was deposited at 400 ◦C while RuO2 was
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prepared at room temperature. Similar to the observations made for the K2p emission line during
the interface formation of KNbO3 with 400 ◦C-ITO, bulk and surface component II of the Na 1s peak
decrease in intensity with increasing ITO layer thickness whereas surface component I is intensified.
However, for NaNbO3 no sodium signal is detected after depositing a 100nm thick ITO film on top.
Interestingly, in case of the RuO2 interface bulk and surface component I are lowered in intensity
while surface component II is gaining intensity relative to the bulk part. Nevertheless, no traces of
sodium can be found after depositing a thick RuO2 film on the NaNbO3 ceramic sample. Exposing
NaNbO3 to water leads to a decrease of surface component I in comparison to the bulk contribution.
Here we must note that this decrease is much more pronounced for the thin film sample shown in
Fig. 6.13c) as for the ceramic samples, which are not included in this work.

For the KNLNT thin films deposited on Nb-doped SrTiO3 substrates with different orientations surface
component I of the Na1s peak is much less pronounced while surface component II is clearly more
visible. The corresponding spectra are shown in Fig. 6.14 before and after cleaning in a) and b),
respectively. After performing the cleaning procedure both surface contributions have decreased in
intensity relative to the bulk part. However, no clear trend with, e.g. substrate orientation, can be
identified.

Figure 6.14.: Na 1s emission lines of KNLNT thin films on different oriented Nb-doped SrTiO3 sub-
strates in a) before and in b) after cleaning. For all emission lines bulk (blue), surface I
(dark gray), and surface II (light gray) components are fitted.

The evaluation of possible origins for the surface components is even more difficult for sodium than
for potassium. Surface component I could be attributed to some metallic or oxide species forming on
the surface similar as for surface component I of the K 2p emission line.
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Figure 6.15.: Magnified view of the valence band
maximum of a NaNbO3 and a KNLNT
thin film.

In literature, binding energies of metallic
sodium are ranging from 1070.8 eV to 1071.8 eV
[274, 275]. For sodium oxide a binding energy
of 1072.0 eV is reported [275]. In this work, bind-
ing energies between 1072.2 eV and 1073.0 eV
are measured for surface component I. Again,
only the values of the clean NaNbO3 and KNLNT
thin films are taken into account as charging of
the ceramics cannot be excluded. The recorded
positions of surface component I suggest the for-
mation of sodium oxide on the surface. This
agrees with the measured valence band maxima
illustrated in Fig. 6.15 of the clean NaNbO3 thin
film. In case of a metallic sodium contribution a
Fermi edge should be observed at 0 eV, which is
not detected here. Hence, it is more likely that
surface component I of the Na1s peak has more oxidic character.

The intensity of surface component II is for the most measurements relatively small and negligible.
Only for the RuO2 interface an increase relative to the bulk contribution is recognized. Such behavior
is also obtained for undoped and Sr-doped NaNbO3. Surprisingly, the Nb 3d peak develops in parallel
to the Na1s emission line an asymmetry on the lower binding energy side. Figure A.18 in the
appendix illustrates the modification of the asymmetric peak shape. A shoulder at lower binding
energies is usually an indication for the element partially transforming to a state with a smaller
valence. RuO2 is a high work function material and is pushing the Fermi level at the surface of the
investigated material closer to the valence band as revealed by the parallel binding energy shift to
lower energies of all core levels shown in Fig. 6.10. The emerging of an oxidized species would be
expected rather than a reduced one. Therefore, a changed oxidation state can be ruled out as an
explanation.
The development of an asymmetric peak shape has already been observed for the Ti 2p3/2 core level
line of a BaTiO3 single crystal during an interface formation to NiO in this working group [276].
Similar to RuO2, NiO is a high work function material leading to a downward band bending of the
bands of BaTiO3 at the interface, which would result in a higher oxidation state of titanium and not
a lower one. No reasonable interpretation of the observations could be established so far except for a
higher Fermi level shift occurring at the surface due to a very high band bending and a very narrow
space charge region. The width of this space charge region would then be smaller than the detection
limit of the XPS system and would allow for the measurement of photoelectrons excited from the
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bulk and the surface region. Due to the high band bending at the surface, a lower Fermi level is
measured. This in turn, leads to a smaller measured binding energy of the photoelectrons from this
region. As result from the overlapping bulk and surface emission lines, a peak broadening towards
lower binding energies is detected. However, this explanation could not be confirmed, yet.
Both, increase of surface component II of the alkali emission lines and the asymmetry of the Nb3d
peak, are not detected for KNbO3 with RuO2 on top. The Nb 3d core level lines of a KNbO3 ceramic are
plotted for comparison in Fig. A.18. Highly symmetric peak shapes are maintained while depositing
RuO2.

In literature surface components on the higher binding energy side of the Na1s peak are reported,
too. They are mainly attributed to secondary phases formed on the surface such as Na2CO3 or NaOH
[247, 262, 263]. Surface contamination can be excluded for this work because after the cleaning
procedure no carbon traces are detected any more (see Fig. 6.1).

6.4.3. Summary

In summary, two surface components are visible in the K2p and the Na1s peak. The origins are
not completely clear though. Surface component I might be explained for both elements with some
oxide species formed on the samples’ surfaces. Finding an explanation for the appearance of surface
component II is even more difficult. For potassium it could be influenced by the surrounding, e.g.
changed bonding distances due to other A-site atoms such as sodium and lithium. Another origin
could be substrate orientations. Final state effects, e.g. plasmon interactions and screening effects,
could cause an increased intensity on the higher binding energy side as well because the emitted
photoelectron loses kinetic energy on its way out. In contrast, these explanations do not seem
reasonable for surface component II of the Na1s peak because it is located on the lower binding
energy side, which would imply an increased kinetic energy of the photoelectron. Hence, no clear
explanations for surface component II of the K 2p and the Na1s emission line can be given at them
moment.
Surface components have been observed and analyzed quite extensively in BaTiO3-based samples.
Given explanations are surface contamination in form of carbonates or hydroxides [277], A-site rich
oxide layers including Ruddlesden-Popper phases [278–280], undercoordinated A-site atoms at the
surface [281, 282], relaxation effects [283, 284] or dipoles occurring on the surface [285, 286].
From these potential origins only carbonates and hydroxides can be quite certainly excluded.
In any way, it is clear that an easy interpretation of observed surface components in core level spectra
of A-site atoms in perovskites does not exist. Hence, further investigations are necessary. However,
in this work it could be shown that both, Na 1s and K2p peaks, are composed of not only two but
three components, one from the bulk material and two surface sensitive. Furthermore, one surface
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component can very likely be attributed to a second phase established on the surface, which is most
likely an oxide.

6.5. Fermi level positions

In this section the influence of different oxidizing and reducing treatments, including the interface
analysis described in Section 6.3, on the Fermi level positions in NaNbO3 and KNbO3 are discussed
and put in relation to the nominal band gaps determined in Section 6.2. At the end of this section a
model for the band structures according to the XPS results is proposed, which is validated in the
subsequent section.
For these investigations, the determined Na1s, K 2p, Nb 3d, and O1s core level binding energies,
the core-level-to-VBM-distances illustrated in Section 6.3, and the mean nominal band gap values
examined in Section 6.2 are required.

As mentioned in Section 6.3, interface experiments are performed in order to analyze the maximum
and minimum accessible Fermi level within NaNbO3 and KNbO3. The shift in the Fermi level position
can be determined by the shift of the VBM and the core levels as explained in Section 3.8. For this
purpose, the core-level-to-VBM-distance of the clean samples is needed in order to subtract it from
the binding energy of the corresponding peaks after each deposition step. In Fig. 6.9 an average
value of the core-level-to-VBM-distance for each emission line extracted from all measured clean
samples is marked for Na0.99Sr0.01NbO3. Slightly different values are identified for NaNbO3 and
Na0.99Ca0.01NbO3, which are given in Table 6.1. Table 6.1 includes also the corresponding values of
KNbO3.

Table 6.1.: Mean values of the core-level-to-VBM-distances determined from all clean samples for
undoped, Ca- and Sr-doped NaNbO3, and KNbO3. For the Na 1s and K2p peaks, values
for bulk and both surface components are included.

Na1s-VBM-distance in eV O1s-VBM-distance Nb3d-VBM-distance
bulk surface I surface II in eV in eV

NaNbO3 1068.7 1069.6 1067.8 527.3 204.3
Na0.99Ca0.01NbO3 1068.4 1069.4 1067.0 527.0 204.3
Na0.99Sr0.01NbO3 1068.4 1069.4 1067.1 527.1 204.2

K 2p-VBM-distance in eV O1s-VBM-distance Nb3d-VBM-distance
bulk surface I surface II in eV in eV

KNbO3 288.9 290.8 289.2 527.1 204.2
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Subtracting the core-level-to-VBM-distances from the core level binding energies, reveals how much
the Fermi level is shifted further away or closer to the VBM after each deposition step of ITO or RuO2.
Fig. 6.16 shows the development of the Fermi energy with increasing ITO (yellow) and RuO2 film
thickness (green) for undoped, Ca- and Sr-doped NaNbO3, and KNbO3. Here, the Fermi level is
obtained from the Na1s or K 2p bulk component and the Nb3d peak. The O1s emission line and
the VBM cannot be taken as a measure for the Fermi level position as they are superimposed by the
spectra of the deposited thin film. The green shaded areas represent the valence and conduction band.
The nominal VBM is set to 0 eV. According to the nominal band gap detected by the EELS signal, the

Figure 6.16.: Fermi level positions at interfaces of NaNbO3, Na0.99Ca0.01NbO3, Na0.99Sr0.01NbO3,
and KNbO3 to ITO (yellow) and RuO2 (green) as a function of deposition steps of the
corresponding electrode material. For ITO the total deposition time per step was
0 s, 10 s, 20 s, 40 s, 80 s, and 160 s with a deposition rate of 5nms−1, while for RuO2 the
total deposition time per step was 0 s, 20 s, 40 s, 80 s, 160 s with a deposition rate of
3nms−1. The Fermi levels are extracted from the core level lines by subtracting the
corresponding core-level-to-VBM-distance given in Table 6.1. The initial Fermi level
positions are affected by charging, due to the low conductivity of the samples. Yellow
and green dashed lines mark the highest and lowest obtained Fermi levels, respectively.
Green shaded areas indicate the valence and conduction band.

nominal CBM is located 3.5 eV above the nominal VBM of NaNbO3. For KNbO3 the nominal CBM
is 3.2 eV higher in energy than the nominal VBM in accordance with the band gap determined by
an average value from literature [121, 126, 127, 164–167]. As the nominal VBM is positioned at
0 eV, the measured difference in energy between the Fermi level and the nominal VBM EF − EVBM

represents the energetically position of the Fermi level. EF − EVBM is in turn determined by the
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subtraction of the core-level-to-VBM-distances from the corresponding binding energies of Na 1s or
K 2p bulk component and the Nb3d peak.
From Fig. 6.16 it can be seen that the Fermi level of the clean samples (black data points) is located
slightly above the nominal CBM for the NaNbO3-based materials and within the conduction band
for the KNbO3 ceramics. However, as it has been already discussed in Section 6.1, these data points
are compromised by charging of the clean samples during the XPS experiments, which shifts the
whole XP-spectrum to higher binding energies. Therefore, this high Fermi energy can be explained
by these charging effects. After depositing a 2nm conductive film on top (after approximately two
deposition steps), the charging effect is eliminated. Consequently, the last deposition step of each
interface experiment is free of any charging and can be used to determine the Fermi level position.
Considering these last deposition steps, an accessible Fermi level range close to the nominal conduction
band for the NaNbO3-containing samples is derived. In case of ITO a maximum Fermi energy of
3.4 eV above the nominal VBM is found indicated by the yellow dashed line in Fig. 6.16. With RuO2

the Fermi level can be pushed down to 2.3 eV above the nominal VBM shown by the green dashed
line. Hence, the Fermi level can be varied in a range of about 1.1 eV reaching the nominal CBM in
the case of ITO deposition.

In KNbO3 a maximum and minimum Fermi energy of 3.2 eV and 2.1 eV is reached with ITO and RuO2,
respectively. This corresponds as well to an accessible Fermi level variation of 1.1 eV. As for NaNbO3,
the Fermi level energy reaches the nominal CBM position at the KNbO3/ITO interface.

Fig. 6.17 illustrates the Fermi level positions in relation to the nominal VBM and CBM found in
the as-prepared NaNbO3 and K0.5Na0.5NbO3-based thin films (brown) and after different surface
treatments such as heating in a low-pressure oxygen atmosphere (black) or in vacuum (green) at
400 ◦C, exposure to water (red) or to an oxygen plasma (blue). Heating in vacuum and exposing the
sample to water are reducing treatments, which should lead to an upward-shift of the Fermi level.
Heating in oxygen and treating the sample in an oxygen plasma are more oxidizing and should have
a lowering effect on the Fermi level. For the thin films the Fermi level can be extracted from all core
levels as no additional layer is deposited onto the samples’ surface, which could interfere with the
O1s peak. Furthermore, charging effects are avoided because the samples are either prepared on a
conductive substrate or a conductive intermediate film is used. This allows for charges to flow fast
enough to the sample surface counterbalancing the positive charges created by the emission of the
photoelectrons.

The green shaded areas in Fig. 6.17 represent the nominal valence and conduction band. For NaNbO3

the nominal band gap of 3.5 eV measured by EELS is used while for the K0.5Na0.5NbO3-based thin films
an average band gap of literature values of 3.2 eV is considered. For both, NaNbO3 and K0.5Na0.5NbO3

films, an overall Fermi level range close to or even slightly above the nominal CBM is observed. The
maximum and minimum achieved Fermi level is marked in black dashed lines. The reducing and
oxidizing treatments do not have a pronounced effect on the Fermi level position, which is in contrast
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Figure 6.17.: Fermi level positions of NaNbO3 and K0.5Na0.5NbO3-based thin films before (dirty in
brown) and after different surface treatments such as heating in a low oxygen pressure
atmosphere at 400 ◦C (black), heating in vacuum at 400 ◦C (green), exposure to water
(red), and treating in an oxygen plasma (blue). The Fermi levels are extracted from
the core level lines by subtracting the corresponding core-level-to-VBM-distance given
in Table 6.1. Black dashed lines mark the highest and lowest obtained Fermi levels,
respectively. Green shaded areas indicate the valence and conduction band.

to what was already seen in the research group for other material systems [39, 80, 241]. For instance,
in BiFeO3 a 1.2 eV higher Fermi level position is derived by water exposure compared to an oxygen
plasma treatment [39]. In case of BiVO4 a difference of 0.5 eV is obtained [241].

So far, the sample composition, the band gap, and the maximum and minimum Fermi level positions
of NaNbO3- and KNbO3-based samples have been investigated. In both material systems the Fermi
level can be shifted within an energy range of 1.1 eV with a lower limitation of 2.3 eV and 2.1 eV
above the nominal VBM for NaNbO3 and KNbO3, respectively. Considering a nominal band gap of
3.5 eV for NaNbO3 and 3.2 eV for KNbO3, the Fermi level can be shifted close to the nominal CBM.
With this information from the XPS measurements, a preliminary band structure can be established
for the two material systems, which is shown in Fig. 6.18.
These band structures are verified in the next section by taking the room temperature conductivity
results presented in Section 5.5 into account. In addition, the knowledge gained from the well
studied oxide perovskite material BaTiO3 is included in the discussion as a reference material.
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Figure 6.18.: Preliminary band structure of NaNbO3 in a) and KNbO3 in b) with nominal band gap
EG,nom and the accessible Fermi level range. Upper (yellow line) and lower Fermi level
limit (green line) are extracted from the ITO and RuO2 interface, respectively.

6.6. First proposed band structure of sodium and potassium niobate

Figure 6.19.: Band structure of BaTiO3 with band
gap EG and the accessible Fermi
level range. Upper (yellow line) and
lower Fermi level limit (green line) are
extracted from the ITO and RuO2 in-
terface, respectively.

In this section, the preliminary band structure of
NaNbO3 and KNbO3 presented in the previous
section is validated by taking the room temper-
ature electrical conductivity examined in Sec-
tion 5.5 into account. Furthermore, it is com-
pared to the band structure of the well known
oxide perovskite material BaTiO3. Possible dis-
crepancies are analyzed and an extended band
structure model for the two systems under inves-
tigation is introduced.

Let us first consider the band structure of BaTiO3.
BaTiO3 is a ferroelectric perovskite material with
a band gap of 3.2 eV [287]. In addition, the max-
imum and minimum detected Fermi level is po-
sitioned at 3.2 eV [288] and 1.7 eV [278] above
the VBM, respectively. Hence, the Fermi level
can be shifted close to the CBM within a range
of 1.5 eV. The corresponding band structure of
BaTiO3 is illustrated in Fig. 6.19. The VBM is mainly composed of O2p states, while the CBM is
mostly formed by O2p and Ti 3d orbitals. This is similar to the band structure of NaNbO3 and KNbO3.
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Here, the VBM is dominated by O p states as well and the CBM is mainly composed of Nb d orbitals.
Hence, the band structure of BaTiO3 is similar to the preliminary one of NaNbO3 and KNbO3 shown
in Fig. 6.18. In all three materials a Fermi level range close to the nominal band gap is observed.
When BaTiO3 is donor doped the Fermi level is shifted to the upper limit close to the CBM. A high
concentration of free (non-trapped) charges is introduced into the conduction band due to these
donors. This in turn leads to a high conductivity of ∼1 S cm−1[22, 37, 289]. Calcium and strontium
act as donors on the Na-site in NaNbO3. These donor doped NaNbO3 samples exhibit a Fermi level
close to the conduction band minimum as shown in Fig. 6.16. It might be that the first data point
of the cleaned Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3 ceramics is still affected by charging, hence,
the actual Fermi level could be slightly lower. However, it should be still significantly higher as
for undoped NaNbO3. Therefore, a high concentration of free charges introduced by the donors
can be assumed, which should result in a high conductivity as in BaTiO3. Therefore, the following
hypothesis can be proposed.

Hypothesis

→ NaNbO3 and KNbO3 have a similar band structure as BaTiO3 with a comparable nominal
band gap and a Fermi level range close to the nominal CBM.

→ Donor doping leads to an upward shift of the Fermi level in energy reaching the nominal
CBM.

→ A high concentration of free charges is introduced into the conduction band leading to a
high room temperature conductivity in the range of 1S cm−1 as for BaTiO3.

In order to check this hypothesis, the room temperature DC-conductivity analyzed in Section 5.5 is
taken under consideration. A conductivity below 5× 10−10 S cm−1 for electric fields up to 4 kVmm−1

is observed in Fig. 5.11 for both donor doped samples, Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3. This
is much lower than the expected 1S cm−1. Hence, the question is why donor doped NaNbO3 does
not show a high conductivity as donor doped BaTiO3.

A common situation in polycrystalline ceramics is the appearance of insulating grain boundaries
[21, 253, 254, 290, 291]. Grain boundaries can act as sinks for defects due to a lower formation
energy, which leads to an accumulation of theses. Vacancies are known to concentrate here leading
to an upward or downward shift of the band edges at the grain boundaries depending on the type of
specie. This can result in a potential barrier for the majority charges hindering them from moving
freely through the sample causing a measured low total DC-conductivity. The grains themselves,
however, exhibit still a high conductivity due to the donor doping. Such a scenario with insulating
grain boundaries and highly conductive grains could explain the observed high Fermi level position
in donor doped NaNbO3 with a low measured total DC-conductivity.
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Grain boundary contributions are also observed in BaTiO3. For low doping concentrations a high
conductivity is obtained whereas for increasing donor concentration the conductivity decreases again
[22, 37, 38, 292, 293]. With La-doping, for example, a low resistivity of 1Ω cm is achieved by adding
0.10mol% to 0.25mol% lanthanum. Below 0.1mol% the dopants are compensated by electrons.
With increasing doping concentration, however, the dopants are compensated by intrinsic defects
such as barium vacancy (V′′

Ba) or titanium vacancy (V′′′′
Ti ). These cation vacancies can segregate to the

grain boundaries during sintering and form potential barriers hindering the electrons from moving
[37, 38, 293]. Fig. 6.20 illustrates the different situations for low and high doping concentrations in
BaTiO3.

Figure 6.20.: Band diagram at a grain boundary
(GB) for a low (top) and a high donor
doping concentration (bottom).

Such a grain boundary effect is also used in
varistors [21]. Varistors show a low conductiv-
ity until a certain threshold field at which the
potential barriers at the grain boundaries are
reduced enough in order to allow for electrons
to flow. A sudden increase in conductivity ap-
pears as a consequence. For Na0.99Ca0.01NbO3

and Na0.99Sr0.01NbO3 such a varistor effect is not
observed (see Fig. 5.11 in Section 5.5). The
question is, if the applied electric field was high
enough to lower the potential barriers at the
grain boundaries and allow for a high electron
flow. This can be verified by calculating the volt-
age applied at each grain boundary. With highly
conductive grains and insulating grain bound-
aries it can be assumed that the voltage drops
only across the grain boundaries. Then the volt-
age built up at the grain boundaries VGB can be
calculated by the maximum electric field applied
before break down Emax and the grain size dgrain:

VGB = Emax · dgrain (6.1)

In case of Na0.99Ca0.01NbO3 andNa0.99Sr0.01NbO3,
a voltage of 6V per grain boundary is reached
during the conductivity measurements. The
threshold voltage at which a significant conduc-
tivity increase is observed, is 0.1V to 1.0V per grain boundary in BaTiO3 or (Ba,Sr)TiO3 [294, 295].
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Commercial available ZnO varistors exhibit a breakdown voltage of 3V per grain boundary [21, 84].
Therefore, it is assumed that the threshold voltage for a varistor effect should have been reached in
donor-doped NaNbO3. Consequently, the mismatch between a low electrical conductivity and a high
Fermi level located close to the conduction band cannot be explained by grain boundary contributions
and a varistor effect.

The low measured conductivity implies that the Fermi level cannot be located close to the nominal
conduction band. Hence, the fundamental electrical band gap EG,el of NaNbO3 must be larger than
the nominal band gap EG,nom determined by EELS and other optical methods. The lower nominal
band gap might be a measure for the distance between the VBM and another in-gap trap state.
Figure 6.21a) shows the the difference in the band structure of NaNbO3 by taking EG,nom or EG,el

as the real band gap value. From this picture it is clear that the measured Fermi level is most
likely further away from the CBM and pinned by a trapping state, which results in a low electrical
conductivity.

Figure 6.21.: Preliminary and new proposed band structure of NaNbO3 in a) and KNbO3 in b) with
nominal band gap EG,nom determined by optical measurements and electrical band
gapEG,el, respectively. The accessible Fermi level range and the Nb4+/5+ polaron state
are marked as well.

A similar situation applies for LiNbO3 in which the fundamental band gap, the difference between
occupied valence and empty conduction band, is 1 eV larger than the band gap measured by optical
spectroscopy. This conclusion is derived from Green’s function G and dynamical screened interaction
W (GW) calculations and explained by quasiparticle properties [296, 297]. During optical mea-
surements an electron is excited from the valence to the conduction band and creates an electron
hole in the valence band. These two charges can interact with each other because of their Coulomb
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forces by forming a so-called exciton. The exciton formation lowers the energy of the excited electron
leading to a smaller measured band gap. Consequently, methods which determine the band gap
of a material by electron excitation, e.g. optical spectroscopy, XPS, or EELS measurements, do not
properly evaluate the band gap of LiNbO3 due to these strong electron-hole-interactions. In this
thesis it is assumed that a similar consideration for NaNbO3 can be made. This would be quite
reasonable as LiNbO3 and NaNbO3 have a similar electronic structure. Both materials exhibit highly
localized Nb 4d-states at the conduction band minimum [296, 298]. Therefore, the creation of a
polaron on the Nb-site has to be taken into account as well. Instead of an exciton, a polaron such as
Nb4+/5+ could trap the excited electron. Hence, the nominal band gap would reflect the energetic
distance of the Nb4+/5+ charge transition level to the VBM. This consideration is quite legitimate as
a reduction of Nb5+ to Nb4+ has already been observed for Nb2O5 [299–302] and is also detected
in NaNbO3 in this thesis, which is shown in Fig. A.23 in the appendix and is further discussed in
Section 8. Thus, a polaron formation on the Nb-site is assumed to pin the upper Fermi level limit
here, which is indicated in Fig. 6.21a).
Nevertheless, we should not neglect that with some of the oxidizing and reducing methods including
the interfaces to RuO2 and ITO the maximum or minimum accessible Fermi level might not be
reached because the maximal possible band bending has already been employed. This means that,
for example at the ITO and/or RuO2 interface the Fermi level cannot be shifted further, hence, is not
representing the real Fermi level limitations. Whether or not this is true can be checked by using
a more reducing or oxidizing method. Heating in forming gas might lead to a higher reduction of
the sample, but this can only be done ex-situ in our laboratories so far. An interface formation to
CoOx or NiO can introduce a higher band bending, hence, shifting the Fermi level closer to the VBM,
which was shown for BiVO4 [241] and Fe2O3 [80]. Therefore, it could be verified by an interface
experiment to one of these two materials if the Fermi level is pinned due to an trapping state at
2.3 eV or if it can be shifted further, which would mean that the maximal achievable Fermi level shift
is reached with RuO2 at 2.3 eV. However, these considerations do not affect the hypothesis that the
fundamental band gap in NaNbO3 must be larger than the measured nominal one.

Unfortunately, no doped KNbO3 samples were prepared in this work, hence, it is not clear whether
donor doped KNbO3 exhibits a low or a high electrical conductivity. However, a larger fundamental
band gap of 3.63 eV compared to the nominal band gap of 3.2 eV [121, 126, 127, 164–167] was
determined by GW calculations [163]. These calculations of Schmidt et al. [163] show that the
optical band gap is significantly reduced by a trapping state located 0.4 eV below the CBM. Therefore,
we can assume that a similar picture as for NaNbO3 can be applied. Figure 6.21b) illustrates the
transition from a band structure with EG,nom determined by optical spectroscopy to the one with EG,el

representing the fundamental band gap. The trapping state limiting the maximum reachable Fermi
level could be either an exciton or a polaron on the Nb-site. In this thesis, a Nb4+/5+ polaron state
is assumed to be the trapping state as for NaNbO3. Hence, the same considerations as for NaNbO3
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apply then for KNbO3.

6.7. Electronic structure - Summary

In this chapter, the electronic structure of NaNbO3- and KNbO3-based materials have been mainly
investigated by means of XPS analysis. Sample composition, contamination, band gap, surface effects,
interface experiments, and Fermi level limitations have been evaluated in order to propose a possible
band structure. Important observations, results, and conclusions are summarized in the following.

Table 6.2.: Main results of the electronic structure of NaNbO3 and KNbO3 including surface compo-
sition, contamination level, nominal and electrical band gap, and Fermi level limitations.

changes induced by
pure NaNbO3 Ca- and Sr-doping

pure KNbO3

surface
composition

sodium deficient
NaNbO3 surface with
possible overlaying
sodium oxide layer

reduction of sodium de-
ficiency but detectable
calcium segregation to-
wards the surface

enriched potassium
KNbO3 surface with
possible overlaying
potassium oxide layer

contamina-
tion

small traces of iron,
potassium, and silicon

additional calcium
segregation in
Na0.99Sr0.01NbO3

small traces of silicon

nominal band
gap measured
by optical
spectroscopy

3.5 eV none
3.2 eV
[121, 126, 127, 164–
167]

electrical
band gap
determined
by GW
calculations

? ? 3.63 eV [163]

Fermi level
limitations

maximum and minimum Fermi level limit of
3.4 eV and 2.3 eV

maximum and mini-
mum Fermi level limit of
3.2 eV and 2.1 eV
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A high Fermi level range close to the CBM is also observed for BaTiO3. Donor doped BaTiO3 with
a low doping concentration shows a high conductivity of 1S cm−1 and a Fermi level around the
CBM. Hence, a similar situation is expected for NaNbO3. However, for donor doped NaNbO3 a low
conductivity below 5× 10−10 S cm−1 is detected. A varistor effect with insulating grain boundaries
and highly conductive grains can be excluded. One possible reason for this discrepancy could be that
the electrical band gap is much larger than the nominal band gap determined by optical methods.
The nominal band gap could be smaller due to a polaron formation trapping the excited electrons.
Therefore, the nominal band gap represents the distance between VBM and electron polaron state,
which could be located on the Nb-site. Similar conclusions are made for LiNbO3 [296, 297] and
KNbO3 [163] by means of GW calculations. A 1.0 eV and 0.5 eV smaller optical band gap compared
to the electrical band gap is found in LiNbO3 and KNbO3, respectively. With these considerations
following hypothesis for the band structure of NaNbO3 and KNbO3 can be formulated.

Hypothesis

→ The electrical band gap of NaNbO3- and KNbO3-based materials is much larger than the
nominal band gap determined by optical spectroscopy

→ The nominal band gap is reduced due to an electron polaron state on the Nb-site, which
results in a reduction of the niobium ion from Nb5+ to Nb4+

In the next chapter the transport properties and resistance degradation of NaNbO3 and KNbO3 are
analyzed. On the ground of these results, the proposed hypothesis of the band structures is validated
and elaborated in chapter 8.
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7. Transport properties and degradation

Within this chapter important results of electrical AC- and DC-conductivity measurements as well as
XPS-experiments combined with electrical conductivity and temperature analysis are described and
examined for the further investigation of transport properties and electrical degradation behavior. In
this part, the results are mainly presented. However, the discussion and integration of the observations
into the band structure model introduced in the previous chapter is done in chapter 8. Hence, the
aim of this chapter can be summarized as following.

This chapter has the aim to ...

... describe and analyze the results of the electrical conductivity experiments in dependence
of frequency, temperature, atmosphere, electric field, and time.

... show the difference between AC- and DC-measurements.

... illustrate differences in the electrical conductivity of undoped and doped NaNbO3 as
well as NaNbO3 and KNbO3 samples.

... identify possible mobile charge carriers responsible for the observations.

For this purpose, DC- and AC-conductivity results at different temperatures and oxygen partial
pressures are shown. Obtained activation energies are presented. Afterwards, differences between
DC- and AC-experiments are worked out.
The degradation behavior meaning the combined influence of temperature and electric field on the
conduction mechanism is analyzed by means of DC-measurements. These analyses are complemented
by XPS investigations of a Na0.99Ca0.01NbO3 sample with an ITO-electrode either as anode or cathode
while applying an electric field and heating within the XPS-chamber.
In order to identify possible ionic diffusion processes, post-annealing experiments in a low pressure
oxygen atmosphere and vacuum after ITO deposition are described. Furthermore, with these
measurements the stability of sample and electrode material is examined.
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7.1. DC-conductivity

In this section the measured DC-conductivity of all different ceramic sample types is analyzed. First,
the dependence on temperature is examined followed by the influence of the gas atmosphere. Finally,
relaxation experiments are investigated.

7.1.1. Influence of temperature

As illustrated in Section 4.11.2 the conductivity was measured at constant voltage of 0.1V and 1.0V
by turning the temperature up to at least 500 ◦C with a heating rate of 1Kmin−1 in dry air for NaNbO3-
and KNbO3-based ceramic samples, respectively. Figure 7.1 shows all conductivity cycles in air for
pure NaNbO3 (blue), Ca- (yellow) and Sr-doped NaNbO3 (red), and KNbO3 (green). All different
phases appearing in the examined temperature range are illustrated at the top of each graph. The
transition temperatures extracted from the permittivity data in Fig. 5.12 and 5.13 are indicated by
gray dotted lines. Some transitions as the P-R-phase transition for NaNbO3 or the O-T-phase transition
for KNbO3 exhibit different transition temperatures for the heating and cooling cycle. Therefore, a
transition regime is marked in these cases. The R-S-phase transition cannot be determined by the
permittivity curves in case of Na0.99Sr0.01NbO3. Hence, the corresponding transition temperature is
labeled with a question mark. For Na0.99Ca0.01NbO3 conductivity values extracted from relaxation
experiments, which will be analyzed in Section 7.1.2, are plotted for comparison as well. These
data fit quite nicely with the measured loops indicating that there is no need for waiting until the
conductivity is relaxed in order to determine activation energies.

At low temperatures the measured data points get very noisy, which can be explained by small currents
below 1× 10−12 A reaching the limit of the picoamperemeter. In the case of undoped NaNbO3, the
signal noise stays until 250 ◦C. The reason is the larger thickness of this sample compared to the
other samples resulting in lower currents.
All samples show a higher conductivity within the first loop. From the second cycle on the conductivity
seems to be relaxed and reproducible for all following loops. Only for undoped NaNbO3 and KNbO3

a small decrease in conductivity with cycle number can be observed, which will be analyzed in
more detail in Section 7.1.2. In addition, the NaNbO3-based samples exhibit a minimum at around
300 ◦C to 350 ◦C. This is close to the temperature where the transition from P- to R-phase appears.
This minimum comes along with a change in slope meaning a change in activation energy. All
activation energies are investigated in Section 7.3 and compared to the values obtained by the
AC-measurements. Furthermore, it can be noticed that pure NaNbO3 has the highest conductivity
of around 5.0 × 10−6 S cm−1 at 500 ◦C followed by Na0.99Ca0.01NbO3 with 2.5 × 10−7 S cm−1 and
Na0.99Sr0.01NbO3 with 1.0× 10−7 S cm−1. KNbO3 exhibits a slightly lower value of 1.0× 10−6 S cm−1

than NaNbO3. It is interesting that undoped NaNbO3 has the highest conductivity at 500 ◦C while at
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Figure 7.1.: Conductivity-vs-temperature-loops measured in dry air for pure NaNbO3 (blue) and
KNbO3 (green), Na0.99Ca0.01NbO3 (yellow), and Na0.99Sr0.01NbO3 (red). All phases ap-
pearing in the investigated temperature range are included. The corresponding transition
temperatures (gray dotted lines) are determined from the permittivity data for each ma-
terial shown in Fig. 5.12 and 5.13. The R-S-transition temperature for Na0.99Sr0.01NbO3

could not be identified and is marked with a question mark. Arrows indicate the heating
and cooling direction of the first loop. For Na0.99Ca0.01NbO3 additional data points ex-
tracted from relaxation experiments are included.
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room temperature it shows the lowest (see Section 5.5). The values are listed in Table 7.1 for later
comparison.

7.1.2. Influence of atmosphere

After measuring five to ten conductivity loops as a function of temperature in air, the atmosphere was
changed to pure nitrogen, which led to a reduction of the oxygen partial pressure to 0.8× 10−5 bar
as described in Section 4.11.2. Both cycles recorded in air (dark blue) and nitrogen (orange), are
displayed in the top row of Fig. 7.2 for all four different samples. It is observed that the conductivity
at high temperatures is decreasing in nitrogen for the undoped NaNbO3 and KNbO3 sample while
for the doped NaNbO3 materials it is increasing. This is a first indication that, without doping, the
samples exhibit a p-type behavior whereas with donor doping the conduction mechanism changes to
n-type. In nitrogen the conductivity of the undoped samples is continually decreasing with cycle
number, while for Na0.99Ca0.01NbO3 it is continuously rising, which is shown by small arrows in
Fig. 7.2. By having a closer look at the Na0.99Sr0.01NbO3 sample it can be noticed that the conductivity
is first increasing and then lowering again from cycle to cycle when the atmosphere is changed from
air to nitrogen, which is marked by the arrow.

After a few cycles in nitrogen the atmosphere was changed back to dry air. The corresponding
conductivity loops are shown in light blue in the top row of Fig. 7.2. The doped NaNbO3 samples
reach more or less directly the original conductivity in air at high temperatures as measured before.
In contrast, at temperatures below 400 ◦C a larger deviation to the loops recorded in air before the
nitrogen treatment is observed. For the undoped materials the conductivity value at maximum
temperature is not reached again indicating a possible change in the defect concentration of the
sample. This behavior is more pronounced for NaNbO3 than for KNbO3.

In the bottom row of Fig. 7.2 the last recorded loop of each measurement is illustrated. Here, it can
be seen more clearly that for Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3 the conductivity examined in
air before and after the nitrogen treatment are almost the same while for pure NaNbO3 it is different.
Furthermore, arrows elucidate the heating and cooling direction of the loops. Although the behavior
with increasing cycle number is different, all samples show a hysteresis in air as well as in nitrogen,
which is more pronounced for some cycles than for others. Thereby, the cooling cycle is always higher
in conductivity than the heating cycle.
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Figure 7.2.: Conductivity-vs-temperature-loops in dry air (blue) and nitrogen atmosphere (orange). Top: All measured cycles are illustrated.
All phases appearing in the investigated temperature range are included as explained in the caption of Fig. 7.1. Arrows
indicate the direction of conductivity with increasing cycle number. Bottom: The last cycle for the different atmospheres are
shown. Arrows indicate heating/cooling directions of the small temperature hystereses.
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Figure 7.3.: Conductivity at 500 ◦C in dependence
of the cycle number in air (blue) and
nitrogen atmosphere (orange).

The development of the conductivity with cycle
number can be seen more clearly in Fig. 7.3. For
undoped NaNbO3 the conductivity is decreasing
with cycle number in both air and nitrogen. In
contrast, for donor doped NaNbO3, the conduc-
tivity in dry air is not changing much with time.
In case of Na0.99Sr0.01NbO3 it is even slightly
increasing. The relaxation behavior in nitro-
gen seems to be different for Na0.99Ca0.01NbO3

compared to Na0.99Sr0.01NbO3. Here, the con-
ductivity is increasing and has not reached its
equilibrium after five cycles. On the contrary,
Na0.99Sr0.01NbO3 shows a lowering of the con-
ductivity and has come to an equilibrium value
after ten loops. For KNbO3 there is no clear
change in conductivity with the cycle number,

except for the first measurement set in air exhibiting a small decrease in conductivity. Furthermore,
Fig. 7.3 illustrates clearly the p- and n-type character of pure and donor doped samples, respectively.

7.1.3. Influence of time - Relaxation experiments

Finally, the relaxation behavior in dry air and in nitrogen is examined. The experiments were
performed as described in Section 4.11.3 with a small voltage signal ranging from 0.05V to 0.3V
in order to avoid any possible degradation of the sample. As the time until an equilibrium value is
reached can take quite long (sometimes several days), it was only possible to investigate one material
in this work, which is Na0.99Ca0.01NbO3.

The relaxation behavior was recorded for temperatures ranging from 100 ◦C to 560 ◦C. However, for
the sake of clarity, six different temperatures are chosen for representation. Figure 7.4 illustrates
relaxation curves at 350 ◦C, 400 ◦C, 460 ◦C, 470 ◦C, 540 ◦C, and 560 ◦C. The parts measured in air and
nitrogen are colored in blue and orange, respectively. For better analysis, the curves are plotted
in three different graphs with different conductivity ranges and time axis scaling. Between tem-
peratures 350 ◦C and 400 ◦C, 400 ◦C and 460 ◦C, and 470 ◦C and 540 ◦C more relaxation steps were
performed. The relaxation experiments at 460 ◦C and 470 ◦C, and 540 ◦C and 560 ◦C were conducted
consecutively. It should be mentioned that the measurements were examined on two different
samples. Sample NB153 was analyzed at 350 ◦C and 400 ◦C while the other temperature ranges
were investigated on sample NB136. Furthermore, the flow rate was kept constant at 5 sccm and the
oxygen partial pressure was set to 5× 10−3 bar in nitrogen atmosphere for sample NB136 whereas
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Figure 7.4.: Relaxation experiments of two Na0.99Ca0.01NbO3 samples. Regions measured in dry air
and nitrogen are colored in blue and orange, respectively. The temperature line indicates
the temperature at which the relaxation curveswere performed. Measurements at 350 ◦C
and 400 ◦C were conducted on sample NB153. All other experiments were executed on
sample NB136.

in case of sample NB153 the flow was increased to 50 sccm while the oxygen partial pressure was
lowered to 8× 10−6 bar. The reason for these different used oxygen partial pressures is that it was
not sure how the samples would react under reducing conditions. Hence, the first experiments in
nitrogen atmosphere were performed at higher oxygen partial pressure (sample NB136). Later the
oxygen partial pressure was lowered to the minimum accessible oxygen content by the measurement
setup (sample NB153).
From Fig. 7.4 it can be seen that the conductivity is subsequently increasing with temperature,
except for the set measured at 470 ◦C. It is not clear why this is the case. For every temperature, the
conductivity is always higher in nitrogen than in air and it is subsequently decreasing/increasing
when changing the atmosphere from nitrogen to air/air to nitrogen. Furthermore, it seems that
equilibrium is much faster obtained in air than in nitrogen indicating that oxygen incorporation is
faster than oxygen excorporation. These observations match with the ones made in the previous
section (see Fig. 7.3).
Having a closer look at the parts performed in air it is noticeable that, at some temperatures, the
conductivity is increasing again after reaching a minimum value. This phenomenon can be observed
best at 400 ◦C and 560 ◦C. A more detailed view is shown in Fig. 7.5.
At 400 ◦C four different regimes can be identified. On the left side of Fig. 7.5 a magnified view of the
first 2000 s is presented. Here, a rapid increase can be seen indicated by 0 followed by a fast decay
in conductivity marked by 1 . Afterwards, the conductivity drops with a different slope indicated by
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2 . On the whole measured time scale illustrated on the right side of Fig. 7.5, a fourth mechanism
dominates the conduction behavior, which is labeled with 3 .

Figure 7.5.: Relaxation curves in dry air changing
the atmosphere from nitrogen. The
numbers mark different mechanisms
appearing during the measurement.
Left: magnified view. Right: complete
measurement.

At 560 ◦C mechanisms 0 and 1 are not ob-
served. Furthermore, mechanism 2 is decaying
more rapidly and contribution 3 establishes on
a shorter time scale. One difference between
these two measurements is the lower oxygen
partial pressure of 8 × 10−6 bar and the higher
flow of 50 sccm used in nitrogen at 400 ◦C prior
to the curve recorded in dry air. The relaxation
experiments from 460 ◦C to 560 ◦C are measured
all with a constant flow rate of 5 sccm in air and
nitrogen and a higher oxygen partial pressure of
5× 10−3 bar when measuring in nitrogen. None
of these curves exhibit mechanism 0 and 1 .
Therefore, it seems that the higher nitrogen flow
and the lower oxygen partial pressure are re-
sponsible for the appearance of contribution 0
and 1 . However, it should be kept in mind that
two different Na0.99Ca0.01NbO3 samples were ex-
amined.
Contribution 2 and 3 are visible at all tem-
peratures and can most likely be attributed to
two different diffusing species such as oxygen

and sodium. Oxygen is a well known mobile species in oxide materials, which can diffuse already
at very low temperatures down to 100 ◦C [303]. In addition, it will be shown in Section 7.4.3 that
sodium is diffusing at temperatures above 300 ◦C.
A similar temporal development of the conductivity as in this thesis was observed for ITO [304]. The
authors explain the non-monotonic decrease of the carrier concentration with overlapping contri-
butions from oxygen and tin diffusion. An other possible explanation for mechanism 2 and 3
would be the simultaneous diffusion of oxygen in the bulk and along grain boundaries, which exhibit
different diffusion coefficients. However, due to the above mentioned observations indicating two
diffusing species, it is assumed that a coincident transport of oxygen and sodium ions is appearing in
sodium niobate.

Diffusion coefficients in air are extracted for mechanism 2 from the corresponding curves in Fig. 7.4
as explained in Section A.3.1 in the appendix. Contribution 3 is not easily seen at all temperatures,
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hence, no diffusion coefficient is calculated. In order to evaluate it, longer measurement times are
necessary. The diffusion coefficients of mechanism 2 are shown as well in Section A.3.1 in the
appendix. Here, the diffusion coefficients obtained from the AC-experiments are illustrated, too.
However, DC- and AC-methods determine different type of diffusion coefficients, which cannot be
really compared with each other. Nevertheless, the diffusion coefficients are shown for completeness
in the appendix of this thesis. In addition, the reason why the DC- and AC-investigations elucidate
different diffusion behaviors is explained in more detail in the appendix.

7.2. AC-conductivity

Impedance measurements are described and analyzed in this section. First, impedance data illustrated
as Nyquist plots are evaluated. Afterwards, the extracted conductivity values from the Nyquist plots
are investigated in dependence of temperature.

The impedance of undoped, Ca- and Sr-doped NaNbO3, and KNbO3 was measured within a tempera-
ture range of 125 ◦C to 600 ◦C in air. Figure 7.6 shows the Nyquist plots of all samples at 250 ◦C, 425 ◦C,
and 500 ◦C. At 250 ◦C one semicircle is observed for all samples. For NaNbO3 and Na0.99Ca0.01NbO3

this semicircle is very symmetric. At lower frequencies a small tail indicating a second contribution is
emerging for both samples. Na0.99Sr0.01NbO3 and KNbO3 do not show such a tail. However, the semi-
circle is more asymmetric towards lower frequencies, which is more pronounced for Na0.99Sr0.01NbO3.
With increasing temperature the tail in the impedance plot of undoped NaNbO3 has further increased.
This is not the case for Na0.99Ca0.01NbO3 but a third contribution at medium frequencies develops at
425 ◦C. The semicircle of Na0.99Sr0.01NbO3 gets more symmetric with temperature. In addition, a
second contribution at low frequencies appears.
At 500 ◦C one half of the semicircle of the second contribution of the NaNbO3 ceramic sample
can be observed. In case of Na0.99Ca0.01NbO3, the third component is clearly visible. Therefore,
Na0.99Ca0.01NbO3 showing three contributions seems to be quite different compared to the other
samples. In contrast, the Nyquist plot of Na0.99Sr0.01NbO3 and KNbO3 are not much changed from
425 ◦C to 500 ◦C.

All samples exhibit at least two contributions, which are more pronounced in case of NaNbO3 and
Na0.99Ca0.01NbO3. For the NaNbO3-based samples this second contribution appears as a tail at low
frequencies while for KNbO3 it is present in the asymmetry of the semicircle. Na0.99Ca0.01NbO3 is the
only sample showing a third component.
The intercept of a semicircle with the Z ′-axis corresponds to the resistance of this process. From
Fig. 7.6 it can be seen that this value is decreasing with temperature for all samples meaning a
lowering in resistance of the main component for all samples.
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Figure 7.6.: Nyquist plots for pure NaNbO3 (blue) and KNbO3 (green), Na0.99Ca0.01NbO3 (yellow), and
Na0.99Sr0.01NbO3 (red) at 250 ◦C, 425 ◦C, and 500 ◦C.
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Figure A.19 in the appendix displays the frequency dependence of Z ′′ and M ′′ for the corresponding
Nyquist plots in Fig. 7.6. All samples exhibit one clear maximum for both, Z ′′ and M ′′. The maxima
are located at the same frequency for each temperature. In addition, they are shifting towards higher
frequencies and are decreasing in height with increasing temperature. In case of the NaNbO3-based
samples the onset of a second maximum develops at low frequencies and higher temperatures in the
Z ′′-plot. This cannot be observed for KNbO3.
At 500 ◦C a shoulder appears on the lower frequency side of the Z ′′ maximum for Na0.99Ca0.01NbO3.
This can most likely be attributed to the third contribution seen in the Nyquist plot.
The height of the Z ′′-maximum is proportional to the resistance of the corresponding process. As it is
decreasing with temperature, the resistance gets smaller with temperature. This observation agrees
with the reduced radius of the main contributions in the Nyquist plots with increasing temperature.
Furthermore, the overlap of the Z ′′ and M ′′ maxima in frequency might be an indication that the
samples are dominated by a long range conduction process [46].

Figure 7.7.: Conductivity determined by the impedance data as a function of temperature. For
Na0.99Ca0.01NbO3 conductivity values of the main and the third component are plotted.
All relevant phases are included as explained in the caption of Fig. 7.1.

Conductivity values are calculated by means of the resistances determined by the intercept of the
semicircle with the Z ′-axis in the Nyquist plots and by Eq. 3.10. Figure 7.7 illustrates these conductiv-
ity values as a function of temperature for the NaNbO3-based samples on the left side and for KNbO3

on the right side. All relevant phases are drawn in the corresponding graph. For Na0.99Ca0.01NbO3

the conductivity of the third component is shown as well. As this contribution is appearing from
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425 ◦C on, it is only possible to determine the conductivity from this temperature on.
The conductivity of undoped NaNbO3 is the highest over the whole temperature range from 225 ◦C to
600 ◦C followed by Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3. Values at 500 ◦C are listed in Table 7.1 for
later comparison of AC- and DC-results. The slopes seem to be quite similar and are changing at the
R-to-S-phase transition, hence, all samples exhibit similar activation energies. The activation energies
will be shown in Section 7.3 and compared with the values obtained from the DC-experiments. The
third component of Na0.99Ca0.01NbO3 is slightly higher in conductivity than the main contribution.
Furthermore, it has the same slope and activation energy. KNbO3 exhibits a much lower AC conduc-
tivity than NaNbO3 similar to the one of Na0.99Sr0.01NbO3. The slope of the curve is also changing at
the phase transition from tetragonal to cubic between 407 ◦C and 417 ◦C.

7.3. Comparison of DC- and AC-conductivity

In this section the results of DC- and AC-experiments are compared with each other. Subjects of the
analysis are conductivity in dependence of temperature and activation energies.

In the two previous sections DC and AC conductivity-vs.-temperature-plots are shown illustrating
that in both cases pure NaNbO3 has the highest conductivity followed by Na0.99Ca0.01NbO3 and
Na0.99Sr0.01NbO3. However, comparing conductivity values measured at 500 ◦C (see Table 7.1), it is
noticeable that the conductivity examined by impedance are at least one order of magnitude higher
than the ones determined by the DC-experiments for the NaNbO3-based ceramics. In contrast, KNbO3

exhibits approximately the same conductivity value at 500 ◦C for both, AC- and DC-measurements.
In order to compare the activation energies, the conductivity multiplied by the temperature as
function of temperature is illustrated in Fig. 7.8. DC- and AC-conductivity are represented by solid
and dotted lines, respectively. For the DC-experiments, the last measured loop before changing the
atmosphere is illustrated. The blue curves correspond to the cycles examined in air while the orange
curve is the cycle performed in nitrogen.

Having a look at the DC-results, two regions with different activation energies are observed for
NaNbO3 and KNbO3. Na0.99Sr0.01NbO3 most likely exhibits a second part as well, however, at low
temperatures no activation energies can be evaluated due to negative conductivity values. This is
probably caused by a contact problem during the experiments resulting from the expansion and
contraction of the sample while heating and cooling. Na0.99Ca0.01NbO3 is the only material showing
three activation energy regimes.
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Table 7.1.: Conductivity values at room temperature and 500 ◦C in air for DC- and AC-experiments.

NaNbO3 Na0.99Ca0.01NbO3 Na0.99Sr0.01NbO3 KNbO3

σRT,DC in S cm−1 4.4 · 10−14 − 3.3 · 10−13 1.6 · 10−12 − 4.1 · 10−10 7.6 · 10−13 − 2.9 · 10−11 –
σ500 ◦C,DC in S cm−1 5.0 · 10−6 2.5 · 10−7 1.0 · 10−7 1.0 · 10−6

σ500 ◦C,AC in S cm−1 2.8 · 10−5 1.1 · 10−5 1.1 · 10−6 1.9 · 10−6

Figure 7.8.: Conductivity multiplied with T 3/2 as a function of temperature. The graphs include AC (dotted line) and DC results (solid
line) measured in air (blue) and nitrogen (orange). Activation energies and phases are indicated for the corresponding
temperature regimes.157



At high temperatures in dry air atmosphere, the activation energies of NaNbO3 and Na0.99Sr0.01NbO3

are very similar with 1.69 eV and 1.66 eV whereas Na0.99Ca0.01NbO3 exhibits a higher one of 1.97 eV.
Changing the atmosphere to nitrogen has only a small effect on the activation energy of NaNbO3 and
Na0.99Sr0.01NbO3, which is increasing to 1.71 eV and 1.69 eV, respectively. In contrast, it is decreasing
from 1.97 eV to 1.80 eV in Na0.99Ca0.01NbO3.
Below the P-R-phase transition the activation energies are reduced for the NaNbO3-based samples.
The values in dry air are again higher for Na0.99Ca0.01NbO3 (0.52 eV) than for NaNbO3 (0.30 eV). In
nitrogen the activation energies are more than doubled. Changing the atmosphere back to dry air
does not result in the same values as before.
Furthermore, it is very interesting that the conductivity curves are very different after annealing in
nitrogen indicating an irreversible modification of the defect concentrations in the samples. Equally
striking is the change from p- to n-type behavior for NaNbO3 when cooling through the P-R-transition.
As mentioned above, the activation energy of Na0.99Ca0.01NbO3 is altered again below 200 ◦C. Here,
the values are increased from 0.52 eV to 0.85 eV in dry air. In nitrogen the activation energies are
gradually decreasing from 1.80 eV over 1.21 eV down to 0.87 eV over the whole temperature range.
It is concluded that these changes in activation energies are real alterations in the conduction
mechanism and not due to a non-equilibrium state. Charging of the sample’s capacitance can be
excluded from the permittivity data described in Section 5.6. From these data the temperature
dependent capacitance can be calculated. Combined with the temperature dependent DC-resistance
a RC-value of 0.04 s, 0.50 s, and 1.3 s is determined at 300 ◦C, 150 ◦C, and 30 ◦C for undoped NaNbO3,
respectively. Hence, charging of the capacitor should be fast enough and not affecting the temperature
dependent conductivity measurements with a heating and cooling rate of 1Kmin−1. Therefore, the
change in activation energy is not resulting from charging the capacitor but from a modification in
the conduction mechanism.

KNbO3 seems to be simpler in the course of conduction processes. The material exhibits a high and a
low temperature region with activation energies of around 1.5 eV and 0.7 eV. In both temperature
regimes a change in atmosphere does not alter these values. Nevertheless, the nitrogen atmosphere
seems to modify the sample in some way as the conductivity in air does not reach the starting values
again after treatment in nitrogen. In contrast to NaNbO3, the p-type behavior is maintained over the
whole measured temperature range.

In general, it is noticed that the conductivity is higher and the activation energies are much lower
for the AC-measurements compared to the DC-experiments. Nevertheless, they also exhibit at least
two regimes with different activation energies. It should be noted that the change in the activation
energy appears at the R-to-S-phase transition and not at the P-to-R-phase transition as for the DC-
data. Another similarity is the higher activation energies at higher temperatures. In contrast to the
DC-experiments, NaNbO3 and not Na0.99Ca0.01NbO3 shows a second change in the activation energy
at the P-R-phase transition below which it is again slightly higher.
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In case of the NaNbO3-based samples, Na0.99Sr0.01NbO3 has the highest activation energy with 1.33 eV
and NaNbO3 the lowest with 1.02 eV in the high temperature regime. In contrast, within the low
temperature part Na0.99Sr0.01NbO3 posses the lowest activation energy with 0.73 eV while NaNbO3

shows the highest one with 0.89 eV.
Finally, it can be said that KNbO3 has a similar activation energy of around 1 eV like NaNbO3 at high
temperatures, which is decreasing to 0.79 eV below the T-C-phase transition.

For the AC-measurements, the activation energies have been determined by plotting the conductivity
values of the higher frequency component of the impedance Nyquist plot (see Fig. 7.6). However, at
500 ◦C one half of a second semicircle is clearly visible in the case of NaNbO3. It might be that this
second contribution is corresponding to the DC-conductivity explaining the discrepancy between AC-
and DC-measurements. An extrapolation of the second semicircle is carried out in order to determine
the total resistance value as shown in Fig. 7.9. It should be mentioned that this value is the intercept
with the Z ′-axis including the diameter of both semicircles. The Nyquist plot of the admittance is
illustrated as well, which indicates more clearly the presence of the second component resulting in a
lowered conductivity value.

Figure 7.9.: Impedance and admittance Nyquist plots for NaNbO3 at 500 ◦C are shown. An extrapo-
lation of the second component is illustrated in both graphs. R1, R2, G1, and G2 are the
resistance and conductance of the corresponding parts. On the right side, conductivity
multiplied by T 3/2 values of both AC-resistances and DC-results are plotted as function
of temperature. Activation energies are marked in the relevant temperature regions.

Extrapolations are only done for the measurements at higher temperatures because the measured
fraction of the second component gets less with decreasing temperature. In general, these values have
to be considered with caution due to larger errors of the extrapolations. Nevertheless, the recalculated
AC-conductivity values multiplied with temperature are illustrated as a function of temperature
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on the right side of Fig. 7.9. For comparison, the DC-conductivity and the AC-conductivity, which
corresponds to the first semicircle, are plotted. Indeed, the total AC- and DC-conductivity fit very
well with each other. Still, the activation energies are different. The activation energy determined
by AC has significantly increased from 1.02 eV to 1.33 eV but it is still lower than the one extracted
from the DC-data of 1.69 eV. As mentioned before, the extrapolation of the second semicircle is
highly uncertain, which could result in an incorrect activation energy. Hence, it is very likely that
with DC the total resistance of the AC-experiments meaning the process including first and second
semicircle is measured. Probably the same can be applied to Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3.
However, the second semicircle is not well developed within the investigated frequency range, which
is consistent with the lower DC conductivity in air of these samples. An extrapolation would result in
uncertain results.

So far, the results of the DC- and AC-experiments have been illustrated, analyzed, and compared
with each other. In the following the most important observations are summarized.

Table 7.2.: Main results of the DC- and AC-conductivity measurements of NaNbO3 and KNbO3

including temperature, atmosphere, and time dependency.
changes induced by

pure NaNbO3 Ca- and Sr-doping
pure KNbO3

DC-measurements

temperature
dependency

change in EA close to P-
to-R-phase transition

additional change in EA

below ca. 200 ◦C for
Na0.99Ca0.01NbO3

change in EA close to
T-to-C-phase transition

conductivity
at RT

low conductivity of
4.4 × 10−14 S cm−1 to
3.3× 10−13 S cm−1

slightly increased con-
ductivity of
7.6 × 10−13 S cm−1 to
4.1× 10−11 S cm−1

conductivity
at 500 ◦C

still low conductivity of
5.0× 10−6 S cm−1

decreased conductivity
of 1.0 × 10−7 S cm−1 to
2.5× 10−7 S cm−1

low conductivity of
1.0× 10−6 S cm−1

atmosphere
dependency

p-type below 300 ◦C,
n-type above 300 ◦C

n-type over whole
temperature region

p-type over whole
temperature region

time
dependency

?

at least two different
diffusion mechanisms,
which relax faster in air
than in N2

?
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AC-measurements

temperature
dependency

two conductivity con-
tributions appearing as
two semicircles in the
Nyquist plot

development of third
conductivity contribu-
tion above 425 ◦C for
Na0.99Ca0.01NbO3

two conductivity contri-
butions identified by the
asymmetry of the semi-
circle appearing in the
Nyquist plot

change in EA close to
R-to-S-phase transition

change in EA close to
T-to-C-phase transition

conductivity
at 500 ◦C

higher conductivity of
2.8 × 10−5 S cm−1 than
for DC

decreased conductivity
of 1.1 × 10−6 S cm−1 to
1.1 × 10−5 S cm−1 but
still higher than for DC

almost the same low
conductivity of 1.9 ×
10−6 S cm−1 as for DC

We can notice that with AC- and DC-experiments different conduction mechanisms with different
activation energies are measured. In general, the main contribution of the AC-experiments exhibits a
higher conductivity than the conductivity recorded by the DC-measurements. In order to measure
the whole second semicircle observed in the AC-experiments, lower frequencies must be examined.
This second conductivity contribution is most likely dominating the DC-conductivity. Nevertheless,
both measurement techniques reveal a low conductivity of all samples. This agrees with the proposed
band structure in Section 6.6 and the idea that the electrical band gap is larger than the one measured
by optical methods The optically determined band gap is probably confined by a trapping state,
e.g. polarons such as Nb4+. Therefore, polaron conduction could affect the examined AC- and/or
DC-results. Furthermore, ionic conduction of sodium and/or oxygen ions could be relevant. At least
it is assumed that two different species are dominating the relaxation process investigated by means
of the DC-setup in different atmospheres.

7.4. Degradation

In this section the experimental results of the degradation behavior of NaNbO3- and KNbO3-based
materials as well as of ITO electrodes are described and analyzed. First, the degradation behavior
of NaNbO3, Na0.99Ca0.01NbO3, Na0.99Sr0.01NbO3, and KNbO3 ceramics is investigated under the
influence of temperature and electric field. Then, Na0.99Ca0.01NbO3 in contact with an ITO electrode
as both, cathode and anode, is examined with a XP-spectrometer while applying an electric field and
heating up to 300 ◦C. Finally, a NaNbO3 and K0.5Na0.5NbO3 thin film covered with a thick ITO layer
are heated in oxygen and vacuum at 300 ◦C in order to identify possible diffusion processes.

161



7.4.1. Degradation behavior depending on temperature and electric field

The degradation behavior of a material can be analyzed by measuring the electrical conductivity while
heating and applying a high electric field. In order to investigate at which combination of electric
field and temperature a degradation mechanism develops, the samples were heated to a constant
temperature while the electric field was increased step-wise every ten minutes. This measurement
was then performed at several temperatures. Fig. 7.10 illustrates the conductivity performance of an
undoped NaNbO3 sample at room temperature up to 500 ◦C in 100 ◦C-steps. The electric field profile
is shown at the top of the figure. After each electric field cycle the sample was grounded for a few
seconds in order to discharge it and remove any surface charges, which could influence the following
measurements.
First, the room temperature conductivity is examined (black solid curve RT1). At low electric fields
no reliable conductivity values are obtained because the current is below the resolution limit of the
picoamperemeter. Above 60Vmm−1 the current is high enough in order to measure a reasonable
conductivity. When the electric field is increased, the conductivity initially jumps to a higher value
due to charging of the sample’s capacitance followed by an exponential decay. As the calculated time
constant for charging at 30 ◦C is 1.3 s as mentioned in Section 7.3, this exponential decay cannot be
related to this charging. A closer look on the first view seconds of each electric field step reveals two
exponential decays. One dominating for the first second and the other one from the second second
on. A magnified view of the first five seconds of one electric field step is shown in Fig. A.22 in the
appendix. However, it seems that at such low temperatures ten minutes are not long enough for
the sample to establish an equilibrium state concerning the second decaying process. Nevertheless,
a value of 5 × 10−13 S cm−1 close to the ones in Section 5.5 is obtained. When the electric field
is decreased again, the conductivity falls to a lower value as a result of decharging of the sample.
Afterwards, the conductivity is again increasing exponentially until almost an equilibrium state is
reached.
A second electric field profile is applied once again (black dashed curve RT2) directly after the first
one. No differences in the conductivity performance are observed. In order to transform the sample
into its original state, it is heated at 500 ◦C for 1 h. The same electric field profile as before is employed
again (gray solid curve RT3). As expected no differences to the conductivity measured before can be
identified.
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Figure 7.10.: Conductivity measured at different temperatures as a function of time in dependence of an electric field profile shown on
the top. The colored solid lines show the curves at the corresponding temperature where the darker one represents the first
and the lighter one the second measurement. Room temperature conductivity are examined before (black solid line) and
after (colored dashed line) a temperature experiment as well as after a post-annealing step at 500 ◦C for 1 h (gray solid line).
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The field cycles at elevated temperatures have been recorded in the following sequence and are
shown with the following colored and patterned lines in Fig. 7.10:

1. field cycle at room temperature (solid black line)

2. 1st field cycle at high temperature (solid dark colored line)

3. 2nd field cycle at high temperature (solid light colored line)

4. field cycle at room temperature after cooling down to room temperature (dashed dark colored
line)

5. 2nd field cycle at room temperature after cooling down to room temperature (dashed light
colored line)

6. field cycle at room temperature after heating to 500 ◦C for 1 h without field to recover the initial
state of the sample and cooling down to room temperature (solid gray line)

At 100 ◦C a higher conductivity with a maximum equilibrium value of 1.1 × 10−10 S cm−1 is ob-
tained. The conductivity of the sample cannot be measured at very low fields due to the low
current resulting in a noisy output signal. With increasing electric field one relaxation mecha-
nism is observed besides the charging peak as for the room temperature experiments. At electric
fields higher than 60Vmm−1 the conductivity is rising again after the exponential decay, which
indicates the overlap of a second relaxation process. These two contributions can most likely be
attributed to the two different diffusion species 2 and 3 , which have been already identified in Sec-
tion 7.1.3 for the relaxation experiments and can be probably attributed to oxygen and sodium ions.

Figure 7.11.: Magnified view of two electric
field steps at 100 ◦C measured
with 63.3Vmm−1 and 129.5Vmm−1

illustrating the different diffusion
mechanism.

For better visibility, two electric field steps mea-
sured with 63.3Vmm−1 and 129.5Vmm−1 are
shown in more detail in Fig. 7.11. Similar when
the electric field is lowered again the conduc-
tivity first increases after the decharging peak,
however, above 60Vmm−1 this increase is fol-
lowed by a falling conductivity caused by the
second diffusion process. Below 60Vmm−1 only
one diffusion mechanism can be seen.
The second measurement at 100 ◦C is approxi-
mately aligned with the first one. Small devi-
ations from the first room temperature exper-
iment (black solid line) are noticeable when
examining the room temperature conductivity
directly after the 100 ◦C-measurements (blue

dashed line). These discrepancies are removed after heating at 500 ◦C for 1h (gray solid line).
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Having a closer look at the conductivity recorded at 200 ◦C, a maximum equilibrium value of around
2.0× 10−7 S cm−1 is detected. The second relaxation mechanism occurs already at an electric field
larger than 6Vmm−1. At 440Vmm−1 the current, and therefore, the conductivity jumps to a very
high value, which is above the current limit of the picoamperemeter meaning a value higher than
1.6× 10−4 S cm−1. This increase of several orders of magnitude can be regarded as degradation pro-
cess. When the electric field is decreased again, the conductivity is higher compared to before, which
suggests a change in the defect concentration of the sample due to degradation. The modification of
the sample has an impact on the second measurement done at 200 ◦C. Much higher conductivity are
obtained throughout the whole electric field range. Furthermore, the degradation process develops at
lower electric fields of 60Vmm−1. In addition, the room temperature profile performed subsequently
(green dashed line) deviates substantially from the one measured beforehand (black solid line) what
can be explained by the change in defect concentration. However, this modification can be removed
by a post-annealing step at 500 ◦C for 1 h demonstrated in the room temperature measurement (gray
solid line), which is identical to the initial one.
As for the 200 ◦C-measurements, the relaxation process of the second diffusing species starts to
dominate above 6Vmm−1 at 300 ◦C. In contrast, a jump in conductivity revealing a degradation
behavior occurs already at 60Vmm−1. Moreover, the second measurement at 300 ◦C does not differ
that much from the first one. The room temperature conductivity examined before (solid black line)
and after (red dashed line) the curves performed at 300 ◦C as well as the one recorded after the
post-annealing are more or less identical. Hence, heating at 300 ◦C seems to be sufficient to remove
the degradation effects. This can be also observed during the measurements conducted at 400 ◦C
and 500 ◦C.

All room temperature experiments exhibit the same conductivity. In addition, at higher temperatures
the differences between first and second cycle are negligible. The second diffusion species influences
the conductivity at electric fields above 0.6Vmm−1 while degradation appears above 13Vmm−1 at
both, 400 ◦C and 500 ◦C.

In summary, the degradation measurements indicate two different diffusion mechanisms, which could
already be recognized in Section 7.1.3 during the relaxation experiments. The faster diffusing species
can be identified at all temperatures while the slower species is only mobile at higher temperatures
and electric fields. Furthermore, a degradation effect is observed at 200 ◦C to 500 ◦C. The critical
electric field necessary for both, degradation and detectable influence of the second diffusing species,
decreases with temperature. Finally, it seems that heating at 300 ◦C is sufficient to remove all effects
of degradation on the conductivity.
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Table 7.3.: Critical electric fields E2nd,diff and Edeg at which the second diffusion mechanism is clearly visible and at which degradation
appears for all investigated ceramics, respectively.

E2nd,diff in Vmm−1 Edeg in Vmm−1

100 ◦C 200 ◦C 300 ◦C 400 ◦C 500 ◦C 100 ◦C 200 ◦C 300 ◦C 400 ◦C 500 ◦C

NaNbO3 60 6 6 0.6 0.6 – 440 60 13 6
Na0.99Ca0.01NbO3 75 7.5 75 0.75 0.75 75 75 75 15 0.75
Na0.99Sr0.01NbO3 150 75 7.5 7.5 – ? 75 15 7.5 –

KNbO3 – 310 210 – – – – – – –

Figure 7.12.: Conductivity measured at different temperatures as a function of time in dependence of an electric field profile shown on
the top for pure NaNbO3 and KNbO3 as well as doped NaNbO3.
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Similar electric field profiles as for pure NaNbO3 were performed onNa0.99Ca0.01NbO3, Na0.99Sr0.01NbO3,
and KNbO3 at temperatures ranging from room temperature to 500 ◦C. However, only increasing
electric fields were applied due to time limitations. In addition, no second measurement at higher
temperatures nor subsequent room temperature conductivity were examined. Moreover, the samples
were post-annealed at 500 ◦C for 1 h after each measurement but grounding of the samples’ electrodes
was not performed after each electric field profile.
Figure 7.12 illustrates the conductivity of all investigated ceramics at room temperature up to 500 ◦C
as a function of time. The applied electric field profile is shown above the conductivity diagrams for
each material. For the doped samples an equilibrium state for the faster diffusion mechanism is estab-
lished on a shorter time scale compared to undoped NaNbO3, except at 300 ◦C for Na0.99Ca0.01NbO3.
In case of Na0.99Ca0.01NbO3, the second diffusion process starts to dominate the conductivity from
the same electric field on as for pure NaNbO3, although, the measurement at 300 ◦C is again an
exceptional case. Here, the slower diffusion mechanism appears at 75Vmm−1. In contrast, higher
electric fields are necessary for Na0.99Sr0.01NbO3 in order to identify a clear influence of the second
contribution on the conductivity. The electric fields required for the second process being evidently
visible are listed in Table 7.3 for all NaNbO3-based samples from room temperature up to 500 ◦C.

Figure 7.13.: Comparison of conductivity mea-
sured by T-loops and HV-HT-
measurements at 0.1Vmm−1 for
NaNbO3, Na0.99Ca0.01NbO3, and
Na0.99Sr0.01NbO3.

It is very striking that for the doped samples be-
low 300 ◦C degradation appears at much lower
fields compared to the pure sample. At 300 ◦C
and above, however, all NaNbO3-based ceramics
exhibit a degradation behavior from the same
electric field step on. The electric fields at which
degradation emerges are shown for compari-
son in Table 7.3 for all samples and relevant
temperatures. Furthermore, Na0.99Ca0.01NbO3

shows already at room temperature an increase
in conductivity at high fields, which cannot
be observed for undoped NaNbO3. The room
temperature conductivity of Na0.99Sr0.01NbO3 is
higher and does not establish an equilibrium
state within the ten minutes per step. This might
be caused by the absence of post-annealing after
grinding and polishing of this particular sample.

Comparing the absolute conductivity values at
0.1Vmm−1 as a function of temperature, it is
noticeable that at 200 ◦C and 300 ◦C the conduc-
tivity of NaNbO3 is the lowest while at 400 ◦C and 500 ◦C it is the highest. This can be seen more
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clearly in Fig. 7.13, which includes as well the T-loop measurements discussed in Section 7.1 for
comparison. Both experiments, degradation and T-loops, are measured with an electric field of
0.1Vmm−1 and show that between 250 ◦C and 350 ◦C a crossing point exists at which the material
with the highest conductivity changes from Na0.99Ca0.01NbO3 to pure NaNbO3. Interestingly, in this
temperature range the conductivity of NaNbO3 switches from n- to p-type behavior. Moreover, the
conductivity measured in the T-loop and degradation experiments match above 350 ◦C for undoped
NaNbO3. This is not the case for Ca- and Sr-doped NaNbO3. Here, the conductivity conducted within
the T-loop measurements is always lower than the conductivity examined during the degradation
experiments.

Figure 7.14.: Magnified view of two electric field
steps at 200 ◦C (green) and 300 ◦C
(red). A more detailed section of the
first view seconds of the second step
at 300 ◦C is illustrated, too.

It is very interesting that KNbO3 does not show a
degradation process within the investigated tem-
perature and electric field range as NaNbO3. Al-
though, it should be mentioned that no measure-
ments could be conducted at 400 ◦C and above
because the sample broke down. Therefore, it
would be interesting to know if this is caused by
a changed conduction mechanism related to the
tetragonal-to-cubic phase transition at around
400 ◦C accompanied by a fast degradation pro-
cess or if KNbO3 is more resistant against degra-
dation compared to NaNbO3. Furthermore, after
changing the electric field, an equilibrium state
is much faster established for KNbO3. Having
a closer look at the conductivity at 200 ◦C and
300 ◦C for a ceramic KNbO3 sample, at least two
different conduction processes can be identified.
Figure 7.14 illustrates the conductivity for an
electric field of 300Vmm−1 and 400Vmm−1 at
200 ◦C as well as of 200Vmm−1 and 300Vmm−1

at 300 ◦C. At 300 ◦C an additional magnified view
of the first few seconds of the 300Vmm−1-step is
shown. It is obvious that the conductivity curve

includes at least one more and one less mobile diffusing species which are, however, both much faster
as the two contributions in NaNbO3 and can most likely be attributed to oxygen and potassium ions.
These two different diffusion processes are indicated by 2 and 3 as the two diffusion contributions
observed for the NaNbO3 samples. For KNbO3, the second process gets more dominant at higher
temperatures, which can be clearly seen in Fig. 7.14 for the conductivity measured at 300 ◦C. Here,
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the first diffusion mechanism 2 is only observable for one second before diffusion process 3 is
overlaying the first process. Furthermore, the second diffusion mechanism is not observed at 100 ◦C
as for NaNbO3.

In summary, resistance degradation starts to develop at high electric fields and temperatures for
the NaNbO3-based ceramics. The effects of degradation on the conductivity can be eliminated by
heating above 300 ◦C for at least 1h. In contrast, such degradation behavior is not obtained for
KNbO3. However, measurements above 300 ◦C could not be conducted due to electric breakdown of
the sample. In addition, two different diffusion processes are observed for all samples, a faster and a
slower one, which can be most likely linked to oxygen and alkaline ions. The less mobile species
starts to dominate the conduction behavior at higher temperatures and electric fields. In KNbO3 both
diffusion species are much more mobile than in NaNbO3 as an equilibrium state of the conductivity
establishes much faster. For the NaNbO3-based ceramics both critical electric fields for a significant
influence of the slower diffusion process and for the appearance of resistance degradation, decrease
with increasing temperature.

7.4.2. Electrode degradation of ITO

In this section the sample-electrode interface of a Na0.99Ca0.01NbO3 ceramic is examined. Further-
more, ITO is tested as suitable electrode material for NaNbO3-based samples and checked for electrode
degradation phenomena.
In order to investigate the behavior of NaNbO3 in contact with such an ITO electrode, XPS interface
analysis were conducted. ITO was used as a thin top electrode with 3nm thickness, which is sufficient
to have a conductive enough electrode while still being able to measure a signal of the NaNbO3

sample. As described in Section 4.13 a Pt-contact was used as the bottom electrode. ITO was probed
as both, cathode and anode. After depositing the thin ITO-electrode, the sample had to be removed
from the ultrahigh-vacuum system to mount the sample on a special sample holder, which allows
for heating of the sample and applying a voltage while measuring XPS. As a consequence, a small
amount of carbon could be detected on the surface visible in the survey spectra in Fig. A.24 in the
appendix.
Figure 7.15 illustrates the core level lines of an ITO-electrode on top of a Na0.99Ca0.01NbO3 sample.
In a) ITO served as cathode while in b) it was used as anode. First, XP-spectra were recorded at room
temperature (black curves). For Na0.99Ca0.01NbO3 the Na 1s, Nb 3d, and the O1s peak was measured,
however, the O 1s emission line consists of an overlap of Na0.99Ca0.01NbO3 and ITO contribution.
Additionally, In 3d and Sn 3d core levels were examined. The intensity of the Na0.99Ca0.01NbO3 signals
is attenuated due to the ITO electrode. Besides a shoulder on the higher binding energy side of the
O1s peak caused by adsorbed carbonates and hydroxides, all spectra show typical binding energies
and shapes for the investigated materials.
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Next, the sample is heated up to 100 ◦C. In Fig. 7.15b) the core level spectra at 100 ◦C are plotted in
dark blue. No significant changes are observed, except for a small shift of the emission lines towards
lower binding energies, which can be explained by measuring at elevated temperatures having a
reducing effect on the band gap. This in turn has an impact on the position of the Fermi level relative
to the valence band maximum.

Figure 7.15.: Core level emission lines of a Na0.99Ca0.01NbO3 samples with an ITO-electrode acting
as cathode in a) and as anode in b). Dashed lines indicate the original peak position at
room temperature.

Applying a voltage leads to a shift of all peaks to higher and lower binding energies when ITO acts as
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cathode or anode, respectively. Furthermore, the peak shape is broadened, which can be seen the
best in the Na 1s emission line in Fig. 7.15b). The core levels are not shifted by the same energy, e.g.
the In 3d peak is shifted more in energy compared to the Na 1s line for both experiments. Considering
the measuring order of the emission lines and the conductivity curve during the measuring time, a
clear trend in the binding energy shift is noticed.

Figure 7.16.: Conductivity on the left axis and bind-
ing energy difference of the core level
lines between 100 ◦C with applied
voltage and room temperature on the
right axis as a function of time for ITO
as cathode in a) and as anode in b).
Arrows mark the time period of each
examined peak.

Figure 7.16 displays the conductivity on the left
axis and the binding energy difference between
100 ◦C with applied voltage and room tempera-
ture on the right axis as a function of time for ITO
as cathode in a) and as anode in b). Arrows mark
the respective peak, which is examined during
a certain time period. In both cases, the conduc-
tivity increases with time, which is accompanied
by a rising shift in the absolute binding energy
difference. If ITO is acting as cathode a posi-
tive binding energy shift is recognized, which
means a shift towards higher binding energies
while as anode a negative binding energy shift
is identified due to the lowered binding energy
by applying a voltage.
The shift in peak position as well as the changed
peak shape while applying a voltage at 100 ◦C in-
dicate charging of the sample-electrode-system
during XPS-measurement. This would agree
with the increasing peak shift with measuring
time because of charge accumulation over time.

When the electric field is removed the emission
lines switch back to their original positions. In
case of ITO being the anode, a different peak
shape with additional peaks at higher and lower
binding energies appear in the Sn3d core level
line. In addition, the shoulders on the higher
binding energy side of the O1s peak are more
pronounced in relation to the intensity of the main line. This intensification and the appearance of
the additional component on the higher binding energy side of the Sn 3d peak can be explained by
charging of at least some parts of the ITO film. The shoulder located at around 484.7 eV on the lower
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binding energy side of the Sn 3d emission line could indicate the formation of metallic Sn [305, 306].
This would suggest that the ITO film is decomposing. However, these changes are vanishing after
cooling down slowly to room temperature. Here, all spectra are shifted slightly to higher binding
energies compared to the first room temperature measurement. Except for the O1s emission line,
all peaks exhibit the same peak shape as before. In case of oxygen, the shoulder at higher binding
energies is reduced in intensity, which can be explained by the evaporation of carbon oxide and
hydroxide species and agrees with the smaller C 1s peak in the survey spectra of Fig. A.24.

When ITO is acting as the cathode, no different peak shapes and positions are seen after removing
the electric field at 100 ◦C. Applying a higher voltage of −30V leads to an even larger shift in binding
energy of all spectra, which is again linked to the measuring order and the conductivity profile. The
corresponding graph illustrating this relation is shown in Fig. A.25 in the appendix. After removing
the electric field again, the spectra shift back to their original location. Hence, no residual charging
or decomposition of the ITO film occurs as for the ITO-anode.
Besides a lowered intensity of the shoulder in the O1s peak due to the evaporation of adsorbents,
heating up to 200 ◦C does not further modify the core level spectra. Comparing the room temperature
measurements before and after heating, no differences in peak position and shape are observed. The
gray Sn 3d and In 3d spectra are measured at room temperature while applying a voltage of −30V.
Surprisingly, neither peak shape nor position are modified. Hence, only simultaneous heating induces
these changes. The question is why ITO is charging as cathode and anode when applying a voltage
at 100 ◦C but not at room temperature.

When ITO is the anode it is positively polarized. Therefore, negatively charged species, e.g. O2−, from
the sample are attracted. This could lead to an oxidation of the ITO-electrode due to incorporation of
oxygen from the NaNbO3 substrate. In ITO the Fermi level is close to or within the conduction band
leading to a high conductivity due to the donor doping. Oxidation leads to a downward shift of the
Fermi level within the band gap causing a lower conductivity. Consequently, the ITO-electrode is most
likely not conductive enough anymore to maintain a fast enough electron flow to the surface, which
would balance the positive charges created by the emission of the photoelectrons during XPS analysis.
A similar observation was done in a former work by Baris Öcal [307] within the working group. In
this work, the effect of an ITO-anode on the resistance degradation of BaTiO3 is investigated. This
was done by examining the conductivity of BaTiO3 and simultaneously monitoring the conductivity
of the ITO-electrode by a 4-point-measurement while heating at 200 ◦C. From these results it is very
clear when degradation starts to develop that the conductivity of ITO is decreasing correspondingly.
Both, degradation of BaTiO3 and the larger resistivity of ITO, can be explained by the migration of
O2− to the ITO-anode. However, it is very interesting that the measurements in this work show that
oxygen seems to migrate already at 100 ◦C.
In contrast, when ITO is used as cathode it is negatively polarized. Hence, not negatively but
positively charged species are attracted, e.g. oxygen vacancies V··

O. This would lead to a reduction of
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the ITO-electrode meaning that ITO exhibits the same or even higher conductivity. Therefore, the
question remains why the sample-electrode-system seems to be charging while measuring XPS at
100 ◦C. Interestingly, no charging phenomenon is observed when applying the same voltage of −30V
at room temperature.

Figure 7.17.: Applied electric field and conductivity of
Na0.99Ca0.01NbO3 with ITO cathode and Pt cath-
ode measured at room temperature (left) and
100 ◦C (right) in air and vacuum.

Figure 7.17 illustrates the applied
electric field and the conductivity of
Na0.99Ca0.01NbO3 measured at room
temperature (left side) and at 100 ◦C
(right side) in vacuum in the XPS
chamber and in air. It should be
mentioned that the experiment in air
was conducted with two Pt electrodes.
First, it is noticeable that the conduc-
tivity recorded in vacuum is at least
one order of magnitude higher. Fur-
thermore, at 100 ◦C the degradation
increase is much faster in vacuum than
in air, although, a higher electric field
is applied in air. Considering the sam-
ple thickness of 0.5mm results in a
measuring current of >1×10−7 A. The
same current flows through the sam-
ple and the ITO-electrode. However,
the contact area of the ITO-layer to the mask of the sample holder, AITO, is much smaller as the
contact area between ITO-electrode and Na0.99Ca0.01NbO3 sample, ACaNN, as shown in the draw-
ing of Fig. 7.18. Taking Eq. 7.1 and the contact areas AITO and ACaNN into account, reveals an
one order of magnitude higher current density at the ITO-mask-contact jITO compared to the ITO-
Na0.99Ca0.01NbO3-contact jCaNN.

jCaNN =
I

ACaNN
jITO =

I

AITO

ACaNN = πr2CaNN AITO = π
(︁
r2ITO,out − r2ITO,in

)︁
with I = 1 · 10−7 A; rCaNN = 3mm; rITO,out = 2.0mm; rITO,in = 1.5mm

jCaNN = 3.5 · 10−7 A
cm2 jITO = 1.8 · 10−6 A

cm2 ⇒ jITO > jCaNN

(7.1)

With constant applied voltage and increasing current density, the conductivity of ITO might not
be high enough to counterbalance the additional positive charges created by the photoelectrons.
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Consequently, an additional bias evolves responsible for the charging of the sample and the shifted
peak positions during XPS analysis. This charging phenomenon of the ITO electrode is also observed
with other materials such as BaTiO3 and Na0.5Bi0.5TiO3 in our working group. It seems that currents
higher than 1× 10−7 A to 1× 10−6 A lead to a charging of the sample-electrode-system and shifted
peak positions.

Figure 7.18.: Profile view of the Na0.99Ca0.01NbO3

sample mounted on the sample
holder aswell as bottomand top view
to indicate the relevant contact ar-
eas.

As mentioned before, degradation appears on
a much shorter time scale in vacuum than in
air. Except for the charging effects, no signifi-
cant influence on peak positions or shapes are
observed. However, the carbon adsorbents over-
laying the whole spectra, make it more difficult
to investigate small differences in the peak shape,
which could be related to the appearance of, e.g.
the shoulder in the Na1s peak analyzed in Sec-
tion 6.1.1.

In summary, it can be observed that ITO is not
a good electrode material for materials, which
are not highly insulating. For highly insulating
materials, e.g. PZT, ITO can be used as cathode,
which has been shown in this working group
by Binxiang Huang [308]. However, if the con-
ductivity of the investigated materials is getting
too high and the contact area is very small, the
conductivity of ITO is not sufficient to conduct
the current. As anode ITO cannot be used at
temperatures of 100 ◦C or higher in combination
with an oxide material as substrate due to oxy-
gen migration and incorporation of oxygen into

the ITO layer. This leads to the increase of the ITO resistivity.

7.4.3. Heating in oxidizing and reducing atmospheres with a thick ITO layer

The influence of oxidizing and reducing conditions on the ITO-electrode-sample-system were investi-
gated in order to analyze possible ionic diffusion processes. As ITO is an oxygen containing material,
only the suggested sodium and potassium diffusion (Section 7.1.3 and 7.4.1) can be checked.
For this purpose, thin films instead of ceramics were analyzed in order to prevent charging effects
during the XPS-measurements. A 100nm thick ITO layer was deposited at room temperature on top
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of the sample. Afterwards, the sample was first annealed for 3h at 300 ◦C in a low pressure oxygen
atmosphere of 0.5Pa with an oxygen flow of 5 sccm in the Ox II-chamber, followed by a reducing
annealing step at 300 ◦C in vacuum in the XPS-chamber with a pressure of around 1× 10−6 Pa for
additional 3h. A survey and detailed spectra of the sample and electrode core levels and valence
bands were measured before and after ITO-deposition as well as after each heating step. Figure 7.19
illustrates the Na 1s, O 1s, Sn 3d, In 3d, and Nb3d emission lines and the valence band of a NaNbO3

thin film with a 100nm thick ITO-layer on top.

Figure 7.19.: Core level and valence band XP-spectra of a clean NaNbO3 thin film (black), after depo-
sition of 100nm thick ITO layer (yellow), followed by an oxidizing (blue) and reducing
treatment (red) both at 300 ◦C. The dark red curves were measured during heating
whereas the light red spectra were recorded at room temperature after heating. Dashed
lines mark the core level binding energies of the clean NaNbO3 and ITO film. In the
Na 1s emission line, bulk and both surface components are illustrated.

Before the ITO-deposition (black spectra) typical core level peaks of undoped NaNbO3 were measured,
which have been already analyzed in Section 6.1.1. No signal of the sample elements is detected
anymore after the deposition of the thick ITO layer (yellow spectra). After annealing the sample at
300 ◦C in an oxidizing atmosphere, a clear peak appears in the Na 1s spectrum with a slightly higher
binding energy of 1072.0 eV as the Na1s bulk component (1071.7 eV). In contrast, no Nb3d peak
has developed. Niobium has a higher cross-section and a higher escape depth compared to sodium.
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Hence, the formation of holes in the ITO film can be excluded. Instead, sodium must have been
diffused through the ITO layer towards the surface. The emerging Na 1s line is accompanied by the
appearance of new states at the valence band maximum highlighted by a blue box in Fig. 7.19. All
other spectra are shifted slightly to lower binding energies. Heating at 300 ◦C in vacuum decreases
the peak intensity of the Na 1s emission line. In addition, the peak width is broader and it is shifted
to higher binding energies. When measuring at room temperature after cooling down over night,
the peak can be seen more clearly again. Nevertheless, it has an asymmetric peak shape and is still
shifted towards higher binding energies. However, due to the overlapping InMNN Auger line on the
higher binding energy side, it is difficult to make any clear statements about peak shape and intensity.

Figure 7.20.: Na 1s peak with subtracted InMNN
Auger line.

Therefore, the measured spectra of the Na 1s re-
gion after ITO deposition has been subtracted as
baseline from the other Na 1s emission lines. The
resulting peaks are presented in Fig. 7.20. No dif-
ferences between oxidized and reduced emission
lines examined at room temperature are recog-
nized. Furthermore, the peak recorded at 300 ◦C
deviates not that extremely anymore. The re-
maining differences could result from a stronger
overlap with the InMNN Auger line making the
subtraction more difficult. In any way, the in-
tensity of the Na1s emission line measured at
300 ◦C exhibit a lower intensity compared to the
corresponding peak recorded at room tempera-
ture, which applies for all other core levels. The
smaller measured intensities at 300 ◦C can be ex-
plained by the sample being slightly out of focus

because of small thermal expansions of sample and sample holder.
Both, Sn 3d and In 3d peak are getting more asymmetric and develop a shoulder on the higher
binding energy side when heating in vacuum, which is indicated by arrows in Fig. 7.19. This can
be explained by a reduction of the ITO film while heating in vacuum, which is accompanied by an
increase in charge carrier concentration. The electrons can have a screening effect on the core hole
left behind by the formed photoelectron, which exhibits a lower binding and a higher kinetic energy
due to the screening [309–311]. The reduction effect is also observable in the shift of the valence
band maximum towards higher binding energies when comparing it’s position after deposition and
after heating in vacuum, which can be set in relation with a Fermi level closer to the conduction
band. The two valence band maxima are indicated by dashed lines in Fig. 7.19.
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A KNLNT thin film was mounted on the same sample holder as the NaNbO3 sample discussed above.
Hence, the same treatments and XPS analysis were performed on this sample. Figure 7.21 shows
the corresponding core level and valence band spectra before and after ITO deposition and after
each annealing step. In addition, the K 2p emission line is included. For the clean KNLNT film (black
curves) all elements can be identified with regular peak position and shape, which are discussed
in Section 6.1.2. Unfortunately, the Nb3d peak of the uncovered surface was not saved during the
measurement which is why it cannot be shown here. The room temperature deposition of the thick
ITO layer prevents the detection of the KNLNT sample (yellow curves). Similar to the NaNbO3 thin
film a small Na 1s peak appears after annealing in an oxidizing atmosphere while no Nb3d peak
is observed. In addition, a K 2p emission line emerges at 293.5 eV with a much higher intensity
compared to the Na1s peak. This core level line can be fitted with the same parameters as surface
component I but has a 0.3 eV lower binding energy. Interestingly, the new states appearing at the
valence band maximum after heating in oxygen for the NaNbO3 sample are not observed for KNLNT.
Heating in vacuum leads to reduced peak intensities because of the sample being slightly out of
focus as explained above. This effect is reversed after cooling down to room temperature (light red
curves). Although the valence band maximum as well as the O1s, Sn 3d, and In 3d emission line are
shifted to higher binding energies, no clear shoulder is visible in the Sn3d and In 3d peaks, which
would indicate a reduction of the ITO film. This is in line with the valence band maximum position of
2.9 eV, which is lower than the valence band maximum measured at room temperature after heating
in vacuum of 3.1 eV in case of the NaNbO3 thin film. Therefore, the ITO layer on the K0.5Na0.5NbO3

sample was less reduced as on the NaNbO3 sample after vacuum annealing.
The same observations were done for a K0.5Na0.5NbO3 ceramic in the advanced research lab internship
of Sabrina Kahse [312]. She investigated the interaction of a 100nm thick ITO-electrode on a
K0.5Na0.5NbO3 ceramic sample by heating in vacuum at 100 ◦C, 200 ◦C, and 300 ◦C. In addition,
she applied a voltage of −1V and −3V with ITO acting as cathode while heating at 300 ◦C. For
convenience only, the relevant Na1s, O 1s, K 2p, and Nb3d spectra of the XPS measurements are
illustrated in Fig. A.26 in the appendix. These experiments show that the applied voltage increases
the amount of alkali metals on the surface even more indicating a diffusion of the Na+ and K+ cations
to the surface. Surprisingly, very small potassium traces are already noticed at room temperature
after breaking the vacuum and exposing the sample to air while mounting the sample on a special
sample holder in order to apply the voltage in the XPS system.

For both, NaNbO3 and K0.5Na0.5NbO3 thin film samples, traces of the alkali metals are observed on
the surface of the ITO-electrode after annealing at 300 ◦C in an oxidizing atmosphere. Heating in
vacuum does not further increase nor reduce the intensity of the alkali metal peaks. This is clear
evidence that sodium and potassium diffuse from the substrate through the ITO layer to the surface.
Interestingly, the diffusion of potassium seems to be much faster since a higher concentration of
potassium is detected on the surface, which is quite surprising because of potassium being larger
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Figure 7.21.: Core level and valence band XP-spectra of a clean K0.5Na0.5NbO3 thin film (black),
after deposition of 100nm thick ITO layer (yellow), followed by a oxidizing (blue) and
reducing treatment (red) both at 300 ◦C. The dark red curves were measured during
heating whereas the light red spectra were recorded at room temperature after heating.
Dashed lines mark the core level binding energies of the clean K0.5Na0.5NbO3 and ITO
film. In the Na 1s and K2p emission lines, bulk and both surface components are
illustrated.

than sodium. Furthermore, it is shown in literature that sodium is moving faster than potassium
during processing of K0.5Na0.5NbO3 ceramics [191, 202].
In case of potassium, the binding energy of K 2p peak is in good agreement with binding energies
found in literature for K2O and K2O2 [269, 273]. The formation of potassium peroxide seems to be
questionable when heating in a low pressure oxygen atmosphere or even in vacuum. However, in
Section 6.4 it has been discussed that the formation of K2O2 could be preferred because it seems
to be more stable due to a more negative formation enthalpy compared to K2O. Furthermore, the
absence of a O1s emission line at around 527.2 eV to 528.3 eV corresponding to K2O supports the
formation of K2O2. Nevertheless, K2O cannot completely be excluded as possible oxide species.
Metallic sodium and sodium oxide exhibit Na 1s peaks with binding energies of 1070.8 eV to 1071.8 eV
[274, 275] and 1072.0 eV [275], respectively. Therefore, it is not clear whether metallic sodium
or oxide sodium is formed at the surface. The simultaneous appearance of the new state at the
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valence band maximum of the ITO-film on NaNbO3, however, could be an indication for pure sodium.
Metallic sodium has a Fermi edge as all metals do, which would explain the additional state at
the valence band maximum. In contrast, no Fermi edge is observed during the experiments on the
KNLNT thin film. This is in line with the hypothesis that a potassium oxide species is formed on the
surface, since for metallic potassium a Fermi edge should be visible as well [273, 313]. However, in
KNLNT not only potassium but sodium is diffusing towards the surface as well, which could stay in
the metallic form as for the NaNbO3 thin film. In this case, a Fermi edge should be created, too. The
detected amount of sodium is much smaller on the KNLNT than on the NaNbO3 layer, which means
that measured sodium intensity is highly reduced. Therefore, the amount of sodium might just be
not high enough to detect a significant Fermi edge. Scanning the valence band with more than 100
sweeps could resolve this issue revealing a Fermi edge formed by metallic sodium.
The formation of a Fermi edge due to a highly reduced ITO-layer can be excluded because after the
oxidizing step the Fermi level is located at 2.7 eV for ITO on NaNbO3 and at 2.9 eV for ITO on KNLNT.
Consequently, if highly reduced ITO is responsible for the observed Fermi edge it should also be seen
for ITO on KNLNT. Instead, it is only visible for ITO on NaNbO3. Furthermore, the Sn 3d and In 3d
peaks are almost symmetric, which suggests a more oxidized ITO layer rather than a reduced one.

In this section, the diffusion of sodium and potassium through a 100nm thick ITO film has been
observed after oxidation in a low pressure oxygen atmosphere at 300 ◦C for 3h. Potassium is most
likely forming K2O2 on the surface as it is the most stable oxide form and the K 2p3/2 binding energy
of 293.5 eV fits to K2O2. In contrast, sodium is very likely staying in it’s metallic form because of the
simultaneous appearance of a Fermi edge. Highly reduced ITO cannot be responsible for the observed
Fermi edge as the Fermi level of 2.7 eV is too low and Sn3d and In 3d core level are too symmetric.
Annealing in vacuum at 300 ◦C does not change anything on the potassium and sodium compounds
on the ITO film. However, ITO itself is reduced on the NaNbO3 layer but not on the KNLNT film.
This can be identified by the very asymmetric shape of the Sn 3d and In 3d peak of the ITO film on
NaNbO3 after vacuum annealing, while on the KNLNT sample they stay more symmetric.

7.4.4. Degradation - Summary

Resistance degradation of NaNbO3- and KNbO3-based samples have been analyzed within this section.
High temperatures and electric fields have been applied. In addition, degradation of the material-
electrode-system has been investigated by combination of heating, applied electric field, and XPS
measurements. The interaction between substrate and electrode have been further examined by
post-annealing experiments in oxygen and vacuum. In the following, the main observations are
summarized.
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Important observations

• Sodium and potassium are mobile in NaNbO3- and KNbO3-based material when heating
at temperatures of 300 ◦C and higher.

• For both sample types one slow and one fast diffusion mechanism is observed, which
can be most likely be attributed to oxygen and sodium or potassium ions.

• The less mobile species dominates the conduction behavior at higher temperatures.

• In KNbO3 both species are much more mobile than in NaNbO3.

• For NaNbO3-based ceramics resistance degradation develops at high electric fields and
temperatures - it’s effects can be removed by heating above 300 ◦C for at least 1h.

• No resistance degradation is observed for KNbO3.

• Below 300 ◦C the conductivity of undoped NaNbO3 is lower than of donor doped NaNbO3.

• Above 300 ◦C the conductivity of undoped NaNbO3 is higher than of donor doped NaNbO3

• ITO is not a good electrode material for materials which are not highly insulating.

All degradation experiments confirm the ionic conduction of two species as concluded from the
relaxation measurements in Section 7.1.3. The assignment of alkaline ions to one of these two
diffusion processes is further verified by the clear segregation of sodium and potassium ions on the
surface, when heating above 300 ◦C. Hence, not only electronic but also ionic conduction plays a role
in niobate materials.

Taking all observations of AC- and DC-measurements and degradation experiments into account, it is
clear that electronic and ionic movement must be considered when analyzing the conductivity results
and the band structure of NaNbO3 and KNbO3. Band and polaron conduction of electrons and holes
as well as oxygen, sodium, and potassium diffusion are important for the following discussion.
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8. Discussion

In the last Section 7 all results of electrical AC- and DC-conductivity and degradation measurements
have been presented and analyzed. The main observations and conclusions can be summarized as:

Main observations and conclusions

• All samples show a low AC- and DC-conductivity.

• Two contributions are observed within the AC-conductivity for all samples.

• The AC-conductivity extracted from the first semicircle of the impedance Nyquist plots is
higher than the DC-conductivity.

• The AC-conductivity corresponding to the extrapolated resistance including both semi-
circles equals the DC-conductivity.

• At temperatures above 350 ◦C NaNbO3 exhibits a higher conductivity than donor doped
NaNbO3.

• At temperatures below 350 ◦C NaNbO3 has a lower conductivity than donor doped
NaNbO3.

• EA,AC values are lower than EA,DC values for all samples.

• Between 300 ◦C and 350 ◦C a change in EA,DC is observed for the NaNbO3-based samples.

• Undoped NaNbO3 shows a change from n- to p-type behavior at around 340 ◦C while
KNbO3 is p-type over the whole temperature range.

• Two diffusing species most likely oxygen and alkaline atoms can be identified for all
samples.

• Degradation is only observable for NaNbO3-based samples but not for KNbO3.

The purpose of this chapter is to draw a connection between these observations and to find the origin
for them.
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This chapter has the aim to ...

... explain the electrical transport mechanisms in NaNbO3 and KNbO3.

... explain the differences between AC- and DC-conductivity.

... explain the change from n- to p-type behavior with increasing temperature in NaNbO3.

... explain the p-type behavior of KNbO3.

To reach this goal, two different possible scenarios are discussed. The first scenario is including a
microstructural point of view while the second scenario is taking different conduction mechanisms
into account. However, the main focus is put on the second scenario as it is the more promising
approach. In addition, two different cases are analyzed for the second scenario considering different
transport mechanisms. First, only the NaNbO3-based samples are discussed. Afterwards, the most
promising model found for NaNbO3 is adopted to KNbO3.

Let us first consider the undoped NaNbO3 material. Looking at Fig. 7.9, which is presented in Fig. 8.1
again for convenience, two overall questions can be formulated:

1. What are the electrical transport mechanisms in NaNbO3?

2. What is determining the electrical conductivity measured with AC and DC?

Figure 8.1.: Impedance and admittance Nyquist plots for NaNbO3 at 500 ◦C are shown. An extrapo-
lation of the second component is illustrated in both graphs. R1, R2, G1, and G2 are the
resistance and conductance of the corresponding parts. On the right side, conductivity
multiplied by T 3/2 values of both AC-resistances and DC-results are plotted as function
of temperature. Activation energies are marked in the relevant temperature regions.
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As examined in Section 7.3 one full and one third semicircle can be observe in the Nyquist plot of the
impedance data. Furthermore, the total AC-conductivity represented by the conductance G2 in the
middle of Fig. 8.1 is approximately the same as the measured DC-conductivity. Hence, the question
is what the different origins of these two contributions are. In the following two different scenarios,
which could explain these observations, are compared.

8.1. Different scenarios explaining the electrical transport in sodium
niobate

Impedance measurements examine the frequency dependent conductivity. Therefore, it is possible to
separate mechanisms appearing in different frequency ranges. Fast processes are dominating the
high frequency region while slow processes are appearing at low frequencies because they cannot
follow the electric field at high frequencies any more. In polycrystalline samples, grain boundaries
can hinder the movement of electronic and ionic charge carriers due to potential barriers at the grain
boundaries leading to a higher resistance. This could lead to an additional RC-element and a second
semicircle appearing in the impedance Nyquist plot as shown in scenario 1 of Fig. 8.2 [290, 314,
315].

Figure 8.2.: Scenario 1: Impedance Nyquist plot with equivalent circuit for a bulk, electrode, and grain
boundary process in series. Scenario 2: Impedance Nyquist plot and equivalent circuit
of mixed electronic and ionic conduction on the left side. Corresponding admittance
plot with electronic σelec and ionic conductivity σionic on the right side. Adapted from
[316].
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However, ionic or electronic transport could also appear along the grain boundaries, which could,
e.g. be faster than the bulk process resulting in an additional element with lower resistance [317].
Furthermore, a high resistance step at the electrode can cause a second semicircle within the
impedance Nyquist plot [290, 314]. For example the oxygen incorporation at the electrode could be
slow dominating the low frequency part [314].
If we apply this microstructural picture to the measured conductivity results, it would mean that
the first semicircle is representing the bulk conductivity while the emerging second semicircle is
caused by a high resistance process at the grain boundaries or the electrode. For NaNbO3-containing
samples, a second low frequency contribution has been mainly attributed to grain boundary effects
in literature [138, 143, 150, 213].
In Section 7.1.2 and 7.4 ion diffusion is observed. At least two different species can be identified,
which are most likely sodium and oxygen. Hence, the bulk conductivity is either purely ionic or a
mixture of ionic and electronic conductivity. In literature, the bulk conductivity is related to oxygen
vacancy migration [138, 213] or small polaron hopping [150].
This model implies that DC-conductivity is measuring both, bulk and grain boundary or electrode
conductivity, but is mainly dominated by the higher resistant grain boundary or electrode part. Grain
boundary barriers could hinder both electronic and ionic charges from moving. In this case, the
second semicircle could represent the grain boundary resistance and the first one the bulk resistance,
which is about one order of magnitude lower. As the bulk would not be highly conductive, no varistor
effect would be expected. Indeed, no varistor was observed during high-voltage measurements at
room temperature, which was shown in Fig. 5.11 in Section 5.5. A varistor effect can be seen in
materials with highly conductive grains in the range of 1Ω cm with highly insulating grain boundaries
as in ZnO [21]. Therefore, the interpretation of the two semicircles as bulk and grain boundary
contributions cannot be ruled out. In order to clarify whether grain boundaries play a role in the
observed conduction behavior, single crystals should be examined to probe only the bulk conductivity.
However, the single crystals prepared within the FLAME project were too small to conduct conductivity
experiments.
In addition, oxygen incorporation at the electrode could be a reason for the observed high resistance.
In order to analyze and discuss such electrode effects causing the second semicircle in more detail
and to exclude them as possible origins, impedance measurements with different electrode materials
should be conducted in future [290]. If an electrode effect is responsible for the appearance of the
second semicircle, its resistance value should change with the electrode material. If the second
semicircle stays unaffected, then its origin cannot be explained by an electrode effect. Various electron
conducting electrodes, e.g. platinum, silver, and gold could be used to analyze this effect [290]. In
addition, oxygen or sodium exchange at the electrode can be investigated by applying purely oxygen
or sodium conducting electrodes. Here, the most important part is that the electrodes are conducting
only one ionic species and no electronic charge carriers. This is not trivial. In order to examine
oxygen ion contributions oxygen ion conductors such as Y-stabilized ZrO2, La0.9Sr0.1Ga0.8Mg0.2O2.85,
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Ce0.9Gd0.1O2.85, or Bi2V1.9Cu0.1O5.35 can be applied as electrode [236]. Good sodium ion conductors
are β′′-alumina and NASICON (NAtrium Super Ion CONductor)-type materials, e.g. Na3Zr2Si2PO12

or Na3.35La0.35Zr1.65Si2PO12, which can be used as electrode for investigating sodium ion conduction
[318–320].

Another approach explaining the two contributions examined in the impedance experiments is the
consideration of different transport mechanisms, i.e. electronic and ionic conductivity. Scenario
2 of Figure 8.2 shows the impedance Nyquist plot with equivalent circuit on the left side and the
corresponding admittance plot on the right side [316].
In the equivalent circuit Rionic and Relec represent the resistance of the ionic and electronic con-
duction process, respectively, which are in parallel with the total bulk capacitance. The Warburg
impedance describes the diffusion-controlled charge transfer at the electrode whereas the double
layer capacitance CD.L. represents the polarization of the electrode. These parallel elements are in
series with the ionic resistance [316, 321]. With this equivalent circuit the resistance including both
semicircles can be expressed by the electronic conductivity (1/σelec) whereas the first semicircle is
caused by a mixture of electronic and ionic conductivity (1/(σelec + σionic)). Applying this scenario to
the measured impedance data would mean that the resistance R2 in Fig. 8.1 is a measure for the
electronic conductivity and resistance R1 is a mixture of electronic and ionic conductivity. Hence,
by means of DC-experiments only the electronic conductivity is measured. The AC-conductivity
extracted from the first semicircle is at least one order of magnitude higher than the DC-conductivity.
This implies that the first contribution is mainly determined by the ionic conductivity. Hence, the
following hypothesis can be established:

Hypothesis

→ DC experiments are measuring the electronic conductivity.

→ AC measurements are examining electronic and ionic conductivity but are dominated by
the ionic conductivity in the present case.

→ Ionic conductivity is higher than electronic conductivity in the present case.

As the first microstructural scenario needs more experimental investigations with different electrode
materials and single crystals to figure out whether the second semicircle is caused by an electrode or
grain boundary effect or not, we try to explain the observed conductivity measurements with the
second scenario. This scenario includes the different transport mechanisms via electronic or ionic
conduction, which can be revisited for the start by some simple calculations and considerations. In
the following sections, band transport via electrons and holes and polaron transport via electron and
hole polarons on the niobium (Nb4+/5+) and oxygen site (O2−/−) are examined, respectively.
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8.2. Explanation of the electrical transport mechanism by ionic and
electronic conductivity

As explained in the previous section, we assume that the AC-measurements are examining mainly the
ionic conductivity while the DC-experiments are dominated by electronic conduction. In addition,
it was shown that oxygen, sodium, and potassium are mobile in NaNbO3 and KNbO3. Hence, the
conductivity of the impedance measurements is the sum of oxygen and alkaline ion movement. This
means that the activation energies include both contributions as well. The activation energies of all
investigated samples is ranging between 0.7 eV and 1.3 eV. Oxygen migration exhibits in the most
oxide perovskite materials an activation energy within this range [303]. Hence, we could assume that
the ionic conductivity is dominated by oxygen migration. However, in order to determine the exact
activation energy of oxygen and sodium ions, AC-measurements with electrodes conducting only
oxygen or sodium ions are required as already suggested in the previous section. Such experiments
could not be conducted within this work due to time limitations. Therefore, in the next sections only
the DC-conductivity is analyzed in more detail because simple calculations and considerations can
be done for first estimations.

8.2.1. Analysis of DC-conductivity of undoped sodium niobate

In this section a model explaining the observed DC-conductivity of undoped NaNbO3 with electronic
transport is derived. Two cases are investigated, the first one including band conduction and the
second one considering polaron conduction.
Figure 8.3 a) illustrates the temperature dependent conductivity of undoped NaNbO3 recorded in
nitrogen (orange curve) and in air after the measurement in nitrogen (blue curve), which has been
analyzed in more detail in Section 7.1.2. The product of conductivity and T 3/2 as a function of
temperature for both curves is shown in Fig. 8.3 b). Here, the activation energies extracted from the
cooling curves at low and high temperatures are marked. In both diagrams, the different polymorphs
are indicated as well. As reported in Section 7.3, the activation energies above 340 ◦C are much larger
than below this temperature. Above 340 ◦C the activation energy in nitrogen is 1.71 eV while in air it
is 1.64 eV. Below 340 ◦C the activation energy is 0.62 eV and 0.52 eV in nitrogen and air, respectively.

Investigating these two graphs, the following questions can be outlined:

1. Why is the conductivity p-type above 340 ◦C and n-type below 340 ◦C?

2. What are the transport mechanisms in the two temperature regimes?

3. Why do we have a change in activation energy between 300 ◦C and 350 ◦C?

4. What is the cause for the different activation energies in nitrogen and air?
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Figure 8.3.: Temperature dependent conductivity in nitrogen and in air for undoped NaNbO3 in a)
and the product of the conductivity and T 3/2 as function of temperature for both curves
in b). The activation energies for both measurements are extracted from the cooling
curves and indicated below and above 340 ◦C.

Case 1: Band conduction

In the following band conduction is considered as the main transport mechanism observed by applying
an DC-field. Hence, the idea is that:

Hypothesis

→ At high temperatures (above 340 ◦C) only intrinsic band conductivity is measured.

→ The band conductivity of holes (p-type) is dominating.

Although p-type conductivity is dominating above 340 ◦C it is assumed that the charge carrier
concentrations of holes and electrons are in the same range due to the change from p- to n-type
behavior at 340 ◦C (p ≈ n). For intrinsic conductivity Eq. 2.12 is valid, which implies that the
activation energy for intrinsic band conduction is half the band gap. Assuming that the band gap
value of 3.5 eV extracted from the EELS spectrum analyzed in Section 6.2.2 is valid, we obtain an
activation energy of 1.75 eV, which is close to the determined 1.64 eV to 1.71 eV above 340 ◦C. If we
further estimate that p-type conductivity is dominant Eq. 2.19 can be reduced to the following term.

σ = qµpp (8.1)

At 500 ◦C a conductivity of 5× 10−6 S cm−1 is evaluated. By means of Eq. 2.12, a band gap of 3.5 eV,
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and density of states in conduction and valence band of NCB = NVB = 1020 1
cm the concentration of

holes can be calculated at 500 ◦C.

p =
√︁

NCBNVBexp
(︃
− EG
2kBT

)︃
(8.2)

=

√︃
1020

1

cm3
· 1020 1

cm3
exp
(︃
− 3.5 eV
2 · 8.617 · 10−5 K

eV · 773K

)︃
(8.3)

= 3.9 · 108 1

cm3
(8.4)

Consequently, the mobility of the holes can be determined as follows:

µp =
σ

qp
(8.5)

=
5 · 10−6 S

cm
1.6 · 10−19 C · 3.9 · 108 1

cm3

(8.6)

= 8 · 104 cm
2

Vs
(8.7)

This hole mobility of 8 × 104 cm2 V−1 s−1 is too high for hole band conduction. In literature, a
hole mobility of 0.1 cm2 V−1 s−1 and 1.0 cm2 V−1 s−1 at 950 ◦C and room temperature is reported for
SrTiO3, respectively [322]. These values are three to four orders of magnitudes lower than the one
calculated here.

In Section 6.6 it has been already proposed that the electrical band gap is much larger than the optical
band gap measured with EELS or optical spectroscopy. It was postulated that due to an exciton or
an electron polaron formation the optical band gap is reduced in comparison to the electrical one.
Hence, instead of electron band conduction, we can also consider electron polaron conduction on the
Nb-site, which leads to a reduction of Nb5+ to Nb4+. Therefore, in Eq. 2.12 instead of the density
of states in the conduction band the number of niobium atoms has to be taken into account. In
NaNbO3 the concentration of niobium atoms is 1.6× 1022 cm−3. With this value a hole concentration
of 5× 109 cm−3 and a new hole mobility of 6× 103 cm2 V−1 s−1 is established. Although this number
is one order of magnitude lower than the one calculated with electron band conduction, it is still
too high for realistic hole mobility. Therefore, we can conclude that hole band conduction with
an activation energy of half the band gap or half the energy distance between valence band and
Nb4+/5+-level cannot explain the p-type conduction behavior above 340 ◦C.

Case 2: Polaron conduction

Instead of band conduction, electron and hole polaron conduction is taken into account as the
responsible transport mechanism for the observed DC-process, now. In Section 2.4.3 the appearance
of extrinsic and intrinsic conductivity regimes has been explained by Schottky defect pairs. However,
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the polaron concentration can also be determined extrinsically by other defects or dopants in a lower
temperature range while at high temperatures intrinsic polaron conduction can dominate. Hence, at
low temperatures the activation energy would be governed by half of the polaron binding energy
whereas at high temperatures it would be given by the sum of formation and half of the binding
energy of the polarons. However, in the following sections we will see that the formation energy is
different for hole and electron polarons as the Fermi level is not located in the mid-gap between hole
and polaron state. Hence, the formation energy is determined by the Fermi level location, which
is defined by the extrinsic defects. This means that the intrinsic conductivity part of the polaron
model cannot be taken as intrinsic band conductivity, which is why in the following the ”intrinsic”
polaron conduction is set in quotation marks. As all conductivity measurements are conducted at
room temperature and above, it is assumed that small polaron hopping in the diabatic regime is
valid. Tunneling of polarons from one site to the other is expected to take place in the adiabatic
regime, which appears at temperatures below room temperature [59].
In literature small polaron hopping is suggested by the majority of the publications investigating
the electronic conductivity in NaNbO3 as reason for the observed conduction curves [144, 145, 149,
150, 152]. However, it is never mentioned what kind of polarons could be responsible. In other
niobium containing perovskite materials, e.g. LiNbO3, the appearance of the reduced Nb4+ form
has been investigated as well [74–76]. In addition, hole polarons on the O-site are considered as
well in LiNbO3. In general, hole polarons are mainly assumed to be located on the O-site in oxide
materials [74, 76, 323]. Hence, possible small polaron candidates are Nb4+/5+ and O2−/−. With this
knowledge following hypothesis can be formulated:

Hypothesis

→ The electronic conductivity is determined by polaron transport.

→ Electron polarons are trapped on the Nb-site leading to a reduction of Nb5+ to Nb4+.

→ Hole polarons are trapped on the O-site leading to an oxidation of O2− to O−.

→ Above 340 ◦C hole polarons are dominating the process and ”intrinsic” hole polaron
conductivity (p-type) is measured.

→ Below 340 ◦C electron polarons are dominating the process, which concentration is fixed
extrinsically by oxygen vacancies, hence, extrinsic electron polaron conductivity (n-type)
is measured.

In order to establish a model explaining the DC-conductivity by small polaron hopping, the charge
equilibrium must be considered. Besides electron and hole polarons, oxygen and sodium vacancies
are most likely present in NaNbO3. These ionic defects are assumed to be responsible for the higher
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conductivity observed in the impedance measurements as well as for the degradation and relaxation
behavior conducted by the DC-experiments with changing electric field and oxygen partial pressure,
respectively. The following equation for charge neutrality can be formulated as:

[O·
O] + 2[V··

O] = [V′
Na] + [Nb′Nb] (8.8)

The concentration of sodium vacancies [V′
Na] is assumed to be fixed by the amount of sodium

evaporating during sintering. In contrast, the concentration of oxygen vacancies [V··
O] can change at

elevated temperatures when annealing in different atmospheres. Furthermore, we assume that the
defect concentration of the vacancies is much larger than the electron and hole polaron concentration.
Hence, following relation applies:

[V′
Na] ≫ [Nb′Nb] and 2[V··

O] ≫ [O·
O] (8.9)

It is further assumed that more V··
O than half of V′

Na are created during sintering and/or post-annealing.
The higher number of V··

O is then compensated by electron polarons. Consequently, the concentration
of hole polarons can be neglected and the concentration of electron polarons is fixed extrinsically by
the concentration of V··

O at low temperatures.

2[V··
O] > [V′

Na] → 2[V··
O]− [V′

Na] = Nb′Nb (8.10)

We can now apply these assumptions to the polaron model introduced in Section 2.4.1. Figure 8.4
illustrates the extrinsic and ”intrinsic” regime with polaron formation energy EPf and binding energy
EPB of the measured conductivity multiplied by T 3/2 in dependence of the temperature on the left
side. On the right side the polaron formation and binding energies are put in perspective to the
relevant energy bands.

In the extrinsic regime (T < 340 ◦C) the electron polaron concentration is fixed by the V··
O concentra-

tion:
cNb4+ = 2[V··

O]− [V′
Na] = [Nb′Nb]ext = constant (8.11)

Hence, in this region the conductivity is determined by polaron migration on the Nb-site and can be
written as in Eq. 8.12, which shows that the activation energy only depends on the electron polaron
binding energy Ee

PB.

σext = cNb4+ · µNb4+ · q

= [Nb′Nb]ext ·
µNb4+,0

T 3/2
exp
(︃
−

Ee
PB/2

kBT

)︃
· q (8.12)

In the ”intrinsic” regime the polaron concentration is not fixed by the vacancy concentration any more.
Here, the intrinsically formed polaron concentration determines the overall polaron concentration.
Assuming a higher mobility of the hole polarons then explains why the hole polaron conductivity is
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Figure 8.4.: a): ”intrinsic” and extrinsic regime with corresponding activation energies. b): Polaron
formation and binding energies in perspective to the relevant energy bands.

larger than the electron polaron conductivity. Therefore, the activation energy is not only determined
by the hole polaron binding energy but also by the hole polaron formation energy.

σint = cO− · µO− · q

= NOexp
(︃
−

Eh
Pf

kBT

)︃
·
µO−,0

T 3/2
exp
(︃
−

Eh
PB/2

kBT

)︃
· q (8.13)

By means of this model the above formulated questions can be answered. The first two questions
concerning the change from n- to p-type behavior at 340 ◦C and the transport mechanisms in the two
temperature regimes can be explained by the change in the dominating transport species. At low
temperatures the migration of electron polarons on the Nb-site are dominant because of their higher
concentration fixed extrinsically by V··

O. With rising temperature the concentration of hole polarons
is increasing leading to a change of the dominating transport species at around 340 ◦C. Hence, at
high temperatures small polaron hopping on the O-site is dominating the electronic conductivity.
The third question regarding the difference in activation energy between the low and high temperature
region can be answered by the combination of changing from extrinsic to ”intrinsic” region and from
electron polaron to hole polaron conduction. Therefore, the activation energy below 340 ◦C is lower
because it is only determined by the migration of the electron polarons meaning half of the polaron
binding energy. Above 340 ◦C the activation energy is much higher because it is given by the sum of
the hole polaron formation energy and half of the hole polaron binding energy.
The last question concerning the change in activation energy at high temperatures when heating
in nitrogen instead of dry air can be explained by the variation of the Fermi level. As the polaron
formation energy is the energy difference between polaron band and Fermi level, its value depends
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on the position of the Fermi level. Consequently, when the Fermi level is increased by heating in
nitrogen, Eh

Pf is increasing, which results in a higher activation energy.

8.2.2. Analysis of DC-conductivity of donor doped sodium niobate

In this section the DC-conductivity of donor doped NaNbO3 is analyzed. However, Na0.99Ca0.01NbO3

is mainly in focus because for Na0.99Sr0.01NbO3 the low temperature data is missing due to a contact
problem during the measurement. Furthermore, as band conduction could be excluded already by
the examination of the undoped material, only the polaron model is taken into account within this
section.

Figure 8.5 a) shows the conductivity of Na0.99Ca0.01NbO3 as function of the temperature measured in
nitrogen and examined in dry air after the measurement in nitrogen. In Fig. 8.5 b) the product of
conductivity and T 3/2 is plotted in dependence of the temperature. The activation energies above and
below 312 ◦C and 220 ◦C are marked. In addition, the different polymorphs stable within different
temperature windows are indicated on top. Compared to undoped NaNbO3 the activation energies
above 312 ◦C are both, in nitrogen (1.80 eV) and air (1.97 eV), higher in Na0.99Ca0.01NbO3. Below
312 ◦C the value in nitrogen (1.21 eV) is higher as in undoped NaNbO3 whereas the activation energy
in air (0.44 eV) is in the same range. Interestingly, below 220 ◦C the activation energy is changing
again. By analyzing and comparing these two graphs further with the ones shown in Fig. 8.3,
following questions can be outlined:

1. Why is the conductivity n-type over the whole temperature range?

2. What are the transport mechanisms in the three temperature regions?

3. Why do we have a change in activation energy around 312 ◦C and again around 220 ◦C?

4. Why are the activation energies higher for Na0.99Ca0.01NbO3 than for NaNbO3?

5. Why is the activation energy above 312 ◦C higher in air than in nitrogen?

Calcium is acting as donor on the sodium side, hence, n-type conductivity should be supported.
Indeed, a n-type behavior is observed over the whole temperature range when comparing the
conductivity measurements in nitrogen and air. Here, the measured conductivity is higher in nitrogen
than in air. Applying the polaron model developed in the previous section for undoped NaNbO3 to
Ca-doped NaNbO3 would mean that electron polaron conduction dominates the complete examined
temperature range. Nevertheless, a change in activation energy can still be detected at around 312 ◦C,
which suggests that at low temperatures the conductivity is determined by extrinsic defects and
at high temperatures ”intrinsic” conductivity is dominant. Hence, the following hypothesis can be
stated:
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Hypothesis

→ The electronic conductivity is determined by electron polaron transport on the Nb-site
leading to a reduction of Nb5+ to Nb4+.

→ Above 312 ◦C ”intrinsic” electron polaron conductivity is measured.

→ Below 312 ◦C the concentration of electron polarons is fixed extrinsically by oxygen va-
cancies and calcium dopants, hence, extrinsic electron polaron conductivity is measured.

Figure 8.5.: Temperature dependent conductivity in nitrogen and in air for Ca-doped NaNbO3 in a)
and the product of the conductivity and T 3/2 as function of temperature for both curves
in b). The activation energies for both measurements are extracted from the cooling
curve. At around 220 ◦C and 312 ◦C a change in activation energy occurs.

Similar to the considerations made for undoped NaNbO3, the charge equilibrium should be examined
first. Besides electron and hole polarons, and oxygen and sodium vacancies, calcium dopants must
be included in the charge neutrality equation.

[O·
O] + 2[V··

O] + [Ca·Na] = [V′
Na] + [Nb′Nb] (8.14)

The concentration of the sodium vacancies [V′
Na] is fixed by the amount of evaporated sodium during

sintering while the concentration of oxygen vacancies [V··
O] can still be adjusted when heating at

elevated temperatures during post-annealing or the conductivity measurements itself. Here, we also
assume that the defect concentration of the vacancies is much larger than the concentration of the
polarons:

[V′
Na] ≫ [Nb′Nb] and 2[V··

O] + [Ca·Na] ≫ [O·
O] (8.15)
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However, the concentration of the electron polarons on the Nb-site are not only determined extrinsi-
cally by the concentration of V··

O but also by the doping concentration at low temperatures.

2[V ··
O ] + [Ca·Na] > [V ′

Na] → 2[V ··
O ] + [Ca·Na]− [V ′

Na] = [Nb′Nb] (8.16)

All these assumptions can be applied again to the polaron model. Figure 8.6 a) illustrates the
”intrinsic” and extrinsic regime in the σT 3/2–1/T -plot. Note here that the activation energies are only
controlled by the formation and binding energy of the electron polarons. In Fig. 8.6 b) these energies
are put in relation to the electron and hole polaron bands as well to the conduction and valence
band.

Figure 8.6.: a): ”intrinsic” and extrinsic regime with corresponding activation energies of a
Na0.99Ca0.01NbO3 sample. b): Polaron formation and binding energies in perspective to
the relevant energy bands.

Keeping in mind that the electron polaron concentration at low temperatures is fixed by the doping
and V··

O concentration, we can formulate the conductivity in the extrinsic and ”intrinsic” part as
follows:

σext = cNb4+ · µNb4+ · q (8.17)

= [Nb′Nb]ext ·
µNb4+,0

T 3/2
exp
(︃
−

Ee
PB/2

kBT

)︃
· q (8.18)

σint = cNb4+ · µNb4+ · q (8.19)

= NNbexp
(︃
−

Ee
Pf

kBT

)︃
·
µNb4+,0

T 3/2
exp
(︃
−

Ee
PB/2

kBT

)︃
· q (8.20)
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Hence, the total conductivity for Ca-doped NaNbO3 can be written as:

σtot = cNb4+ · µNb4+ · q (8.21)

=

[︃
[Nb′Nb]ext +NNbexp

(︃
−

Ee
Pf

kBT

)︃]︃
·
µNb4+,0

T 3/2
exp
(︃
−

Ee
PB/2

kBT

)︃
· q (8.22)

On the basis of this model the majority of the questions above can be answered. The first two
questions can be explained by small polaron hopping of electron polarons on the Nb-site. Due to the
calcium doping, the Fermi level is located closer to the Nb4+/5+-state than to the O2−/−-state, hence,
the formation energy of the electron polarons is smaller than for the hole polarons compared to
values in NaNbO3. This leads to a higher concentration of electron polarons in the ”intrinsic” region.
Consequently, they dominate the conduction process not only in the extrinsic region but also in the
”intrinsic” part.
The third question addressing the activation energy change at around 312 ◦C and 220 ◦C can only
be partially explained. At 312 ◦C the conductivity changes from being extrinsically determined to
being intrinsically defined. Below 312 ◦C the concentration of the electron polarons is fixed by the
calcium dopant and V··

O concentration, which means that the activation energy is only influenced by
half of the polaron binding energy. Above 312 ◦C the electron polaron concentration is defined by the
”intrinsic” electron and hole polaron formation, which implies that the activation energy equals the
sum of half of the binding energy and the formation energy of the electron polarons. However, it is
not clear why the activation energy is modified again below 220 ◦C.
The reason explaining the fourth question concerning the higher activation energy in Na0.99Ca0.01NbO3

compared to NaNbO3 are the different transport mechanisms in the ”intrinsic” region. Hole and
electron polarons have different binding and formation energies leading to the differences observed
in the activation energies. In the extrinsic regime, the activation energy in air are similar in Ca-doped
and undoped NaNbO3, which agrees with hopping transport of electron polarons dominating the
conductivity in both materials. Small differences of ± 200meV can occur due to inaccuracy of the
measurements and errors done during the extraction of the activation energies. However, it is not
clear why the activation energy of Na0.99Ca0.01NbO3 in the extrinsic region in nitrogen is more than
double of the value in air.
The last question addressing the higher activation energy in nitrogen than in air at temperatures
above 312 ◦C can be answered by the fact that the formation energy of the electron polarons is higher
in air than in nitrogen. Annealing in air leads to a shift in the Fermi level closer to the valence band,
which means that the energetic distance between the Nb4+/5+-state and Fermi level is rising, hence,
the electron polaron formation energy is larger in air.
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8.2.3. Applying the polaron model to undoped and donor doped sodium niobate

After analyzing and discussing the polaron model for undoped and donor doped NaNbO3, we want to
fit the measured data with concrete values for the electron and hole polaron binding and formation
energy, their mobility, and their fixed concentration in the extrinsic regime by the V··

O and dopant
concentration. For this investigation, the assumptions of the polaron model captured so far are
summarized once again.

Assumptions of the polaron model

→ The extrinsic regime is governed in both materials by small polaron hopping of electron
polarons on the Nb-site, which means that EA,ext = 1/2Ee

PB.

→ The electron polaron concentration within the extrinsic part in undoped NaNbO3 is
determined by the V··

O concentration while in Ca-doped NaNbO3 it is defined by the
dopant and V··

O concentration.

→ The ”intrinsic” region of undoped NaNbO3 is dominated by hole polarons, which means
that EA,int = 1/2Eh

PB + Eh
Pf.

→ The ”intrinsic” region of Na0.99Ca0.01NbO3 is dominated by electron polarons, which
means that EA,int = 1/2Ee

PB + Ee
Pf.

First, we consider the extrinsic regime, which is governed by small polaron hopping of electron
polarons on the Nb-site in both, undoped and Ca-doped NaNbO3. The activation energies in this
region are 0.52 eV and 0.44 eV measured in air and 0.62 eV and 1.21 eV examined in nitrogen for
NaNbO3 and Na0.99Ca0.01NbO3, respectively. It is unclear why the activation energy in nitrogen of
Na0.99Ca0.01NbO3 is more than double the value in air, hence, we will exclude this value from the next
considerations. The other activation energies are within the same range, which is why we assume an
electron polaron binding energy of 1.00 eV for the sake of simplicity. This means that the extrinsic
activation energy has a value of 0.50 eV. The second main influencing factor in this region is the
electron polaron concentration, which is fixed extrinsically. It is adjusted in a way that the fitted
extrinsic conductivity equals the measured one. Therefore, [Nb′Nb]ext is set to 1.5× 1011 cm−3 and to
6× 109 cm−3 for NaNbO3 and Na0.99Ca0.01NbO3 in air, respectively. In nitrogen the value is increased
to 3.5× 1011 cm−3 in case of NaNbO3 while for Na0.99Ca0.01NbO3 [Nb′Nb]ext remains the same. This is
an indication that [Nb′Nb]ext is mainly determined by the dopant concentration in Na0.99Ca0.01NbO3

while in NaNbO3 it is adjusted by the formation of V··
O.

In the ”intrinsic” regime the activation energy is not only governed by the polaron binding energy
but additionally by the polaron formation energy. Hence, in case of the Ca-doped sample Ee

Pf can be

196



calculated by the difference of the measured activation energy and half of the electron polaron binding
energy, which equals 1.47 eV in air (1.97 eV - 0.50 eV = 1.47 eV) and 1.30 eV in nitrogen (1.80 eV -
0.50 eV = 1.30 eV). The number of niobium atoms in the NaNbO3 lattice isNNb = 1.6×1022 cm−3 and
the elementary charge of an electron representing q is 1.6× 10−19 C. Taking Eq. 8.22 into account,
the only undefined parameter left is the pre-factor of the electron polaron mobility µNb4+,0. This
value is adjusted until the fitted ”intrinsic” conductivity matches with the measured one. Hence,
µNb4+,0 is set to 1.65× 107 K3/2 cm2 V−1 s−1.

In the same way we can determine the pre-factor of the hole polaron mobility µO−,0 in case of
undoped NaNbO3. µO−,0 is modified until the ”intrinsic” conductivity equals the measured one,
resulting in a value of 4 × 105 K3/2 cm2 V−1 s−1. The perovskite lattice contains more oxygen than
niobium atoms, hence, the number of oxygen atoms is NO = 4.8× 1022 cm−3. It is a little bit more
complicated to figure out reasonable fitting parameters for the activation energy within the ”intrinsic”
regime of NaNbO3. Here, the activation energy is the sum of the polaron formation energy and half
of the polaron binding energy of the hole polarons. As we cannot determine the hole polaron binding
energy from the extrinsic part as for the electron polarons, it is not clear whether the O2−/− trap
state is a shallow state close to the valence band or a deep state positioned more in the middle of
the band gap. The formation energy, in turn, is larger or smaller depending on the position of the
O2−/− state. However, we do know that the ”intrinsic” conductivity is dominated by the hole polaron
transport for undoped NaNbO3 while for Na0.99Ca0.01NbO3 the transport of the electron polarons
is larger. Hence, the polaron binding and formation energy of the hole polarons must be adapted
in a way that the ”intrinsic” hole conductivity is lower than the ”intrinsic” electron conductivity in
Na0.99Ca0.01NbO3. Figure 8.7 illustrates the measured (blue curve) and fitted conductivity (black
curve) of Na0.99Ca0.01NbO3 in air for a shallow and a deep hole polaron trap state in a) and b),
respectively. The contribution of the electron polarons is indicated in gray while the one of the hole
polarons is colored in red. All relevant energies are marked in the conductivity plots as well as in the
energy band diagrams. It is clear that the O2−/− trap state must be a shallow state because otherwise
the hole polaron conduction overtakes the electron polaron conduction. Further fitting procedures
reveal that Eh

PB cannot be larger than 0.2 eV to fulfill these requirements. Now, Eh
Pf can be derived by

the difference of the measured activation energy and half of the hole polaron binding energy. Hence,
in air Eh

Pf is 1.54 eV (1.64 eV - 0.10 eV = 1.54 eV) and in nitrogen it is 1.60 eV (1.70 eV - 0.10 eV =
1.60 eV).

Figure 8.8 shows the measured and fitted conductivity including all relevant energies as well as the cor-
responding energy band diagram in air and nitrogen for NaNbO3 on the left and for Na0.99Ca0.01NbO3

on the right side. It can be seen that the model fits well to both material systems and describes the
measured curves quite accurate in air and nitrogen. Furthermore, the polaron model suggests that
the measured optical band gap of 3.5 eV is the distance between VBM and the Nb4+/5+-state and
that the electrical band gap is 1.0 eV higher.
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Figure 8.7.: Measured and fitted conductivity of Na0.99Ca0.01NbO3 in air including all relevant energies
and the corresponding band diagram for a shallow and a deep hole polaron trap state in
a) and b), respectively.
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Figure 8.8.: Measured and fitted conductivity of NaNbO3 on the left and of Na0.99Ca0.01NbO3 on the right side in air (top) and nitrogen
(bottom) including all relevant energies and the corresponding band diagrams.
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Table 8.1 lists the hole and electron polaron concentration and mobility at 500 ◦C in air and nitrogen
for undoped and Ca-doped NaNbO3. Both, the charge carrier concentrations as well as the mobility
are within an acceptable range. Especially, the calculated mobility is much smaller for the polaron
transport than for band transport examined in Section 8.2.1. This is a further indication that the
measured conductivity can be described with the introduced polaron model.

After analyzing the conductivity examined in nitrogen and in air, which was conducted after the
nitrogen experiment, with the polaron model, we can apply it to the first conductivity measurements
in air before exposing the samples to nitrogen. Here, the same fitting values as before are used.
Figure 8.9 shows the measured and fitted conductivity of NaNbO3 in a) and of Na0.99Ca0.01NbO3 in b)
in air before exposing the samples to nitrogen including all relevant energies and the corresponding
band diagrams. For undoped NaNbO3 the extrinsic regime cannot be observed, at least, within the
resolution limit of the picoamperemeter. Hence, only intrinsically formed polarons are contributing
to the measured conductivity and hole polarons are the dominating species. Eh

Pf equals 1.505 eV,
which is lower than the value examined for the second measurement in air of 1.540 eV. This explains
the higher conductivity of the first air measurement compared to the second one. After nitrogen
annealing the extrinsic regime appears, which indicates that this step introduces V··

O into the NaNbO3

lattice. Heating in dry air once again does not annihilate all the V··
O, which implies that the formation

of V··
O is not entirely reversible.

In contrast, Na0.99Ca0.01NbO3 exhibits an extrinsic part for the first measurement in air due to the
dopants fixing the electron polaron concentration from the beginning. Eh

Pf is the same for the
experiments conducted in air both, before and after annealing in nitrogen. Hence, the formation of
V··
O is reversible in case of Na0.99Ca0.01NbO3. This in turn supports the idea that the extrinsic electron

polaron concentration [Nb′Nb]ext is mainly determined by the Ca-dopant concentration.
In addition, this result resolves the question why the conductivity of Na0.99Ca0.01NbO3 is higher
at room temperature and lower above 350 ◦C than the conductivity of NaNbO3 when measuring
the first time in air. For Na0.99Ca0.01NbO3 the dopant concentration leads to a larger number of
electron polarons and a higher conductivity in the extrinsic part from the beginning. In NaNbO3

the extrinsically determined electron polarons only appear due the formation of V··
O as result of a

reducing step (nitrogen annealing). Consequently, only after this reducing procedure the conductivity
of NaNbO3 is also higher below 350 ◦C than the one in Na0.99Ca0.01NbO3.

However, without a reducing annealing no V··
O are formed in NaNbO3, hence, the extrinsic electron

polaron concentration stays low. As a result the room temperature conductivity is lower in NaNbO3

than in Na0.99Ca0.01NbO3. Above 350 ◦C the ”intrinsic” part is overtaking the extrinsic part. As the
hole polarons exhibit a higher mobility than the electron polarons, the conductivity in NaNbO3 is
larger than in Na0.99Ca0.01NbO3 within this region.
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Figure 8.9.: Measured and fitted conductivity of NaNbO3 andNa0.99Ca0.01NbO3 in air before exposing
the samples to nitrogen including all relevant energies and the corresponding band
diagram in a) and b), respectively.
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This polaron model has also been applied to the conductivity of Na0.99Sr0.01NbO3. The results are
shown in Fig. A.27 in the appendix. The extrinsic part cannot be fitted very well because of the missing
data points in this regime. However, an activation energy of 0.5 eV as for the other NaNbO3-based
samples is assumed. Taking the same hole polaron binding energy of 0.2 eV and the same values for
µNb4+,0 and µO−,0 into account does not result in a good fit. Furthermore, it is very confusing that
the measured conductivity increases when heating in nitrogen suggesting electron polaron hopping
(n-type) but the activation energy is higher when measuring in nitrogen. This in turn hints more to
hole polaron transport (p-type). In Fig. A.27 the conductivity is calculated assuming hole polaron
transport dominating the ”intrinsic” region because the deviation from the measured curve is less
when taking hole polarons instead of electron polarons as the major transport. Nevertheless, fitted
and measured conductivity differ significantly.

In summary, the hypothesized polaron model can explain the observed conductivity results of NaNbO3

and Na0.99Ca0.01NbO3. The conductivity can be divided into a high and a low temperature part, which
are characterized by ”intrinsic” and extrinsic polaron concentrations. Hole and electron polarons are
dominating the ”intrinsic” region for NaNbO3 and Na0.99Ca0.01NbO3 with a polaron binding energy
of 0.2 eV and 1.0 eV, respectively. This means that the O2−/− state is a shallow trapping state located
0.2 eV above the VBM whereas the Nb4+/5+ state is a deep trapping state positioned 1.0 eV below the
CBM. The total electrical band gap is then 4.5 eV, which is 1.0 eV larger than the measured optical
band gap. However, the Fermi level is not located in the middle of the two polaron states, which
leads to different formation energies for the hole and electron polarons. Hence, the ”intrinsic” part
cannot be understood as intrinsic band conduction because the Fermi level position is still determined
by the extrinsic defects. This is the reason why the ”intrinsic” polaron conduction is set in quotation
marks. For both materials, the extrinsic regime is dominated by the hopping transport of the electron
polarons on the Nb-site. Their concentration is fixed by the amount of V··

O and dopants, which are not
compensated by V′

Na, in case of NaNbO3 and Na0.99Ca0.01NbO3, respectively. The additional dopants
in Na0.99Ca0.01NbO3 are the reason why the extrinsic region is observable when measuring in air and
nitrogen. In contrast, NaNbO3 shows only two regimes after annealing in nitrogen, when enough
additional V··

O are generated.
In general, by means of the polaron model the transport mechanism of NaNbO3-based samples
including the different activation energies can be described and the change from n- to p-type
conductivity for NaNbO3 is resolved.

Nevertheless, there are still open questions. The activation energies and the polaron model are
adapted to the cooling curves. However, in the extrinsic regime the conductivity measured while
heating is higher and has a different activation energy than during cool down. It is not clear what is
causing these differences.
In contrast, in the ”intrinsic” regime the conductivity is lower during heating than during cooling for
all materials in both, air and nitrogen, which is shown in more detail in Fig. 7.2 in Section 7.1.2.
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For NaNbO3 this phenomena could be explained by a longer time for incorporation of oxygen while
heating in air decreasing the Fermi level position, hence, rising the hole polaron conductivity. In the
same way the higher conductivity examined in nitrogen in case of Na0.99Ca0.01NbO3 could be caused
by a longer time for oxygen removal resulting in a higher Fermi level and an increased electron
polaron conductivity. However, it is not clear why the conductivity is also higher during cool down
in nitrogen and air for NaNbO3 and Na0.99Ca0.01NbO3 as here it should be lower according to this
explanation, respectively.
Furthermore, it is not clear why the activation energy is changing again below 220 ◦C in case of the
Ca-doped sample. Having a closer look on the conductivity performed in nitrogen for NaNbO3 a
similar change in activation energy is observed at around 235 ◦C. It might be that this change in
activation energy is not detected in air because the conductivity is lower and reaches the resolution
limit of the picoamperemeter. Hence, it could be that this features is a general process appearing
in NaNbO3. Transition temperatures ranging from 225 ◦C to 300 ◦C were reported in literature and
shown in Fig. 2.13 for the Q-to-R phase transition [114–117]. In addition, an anomaly at 150 ◦C was
detected in NaNbO3-based materials [112, 114, 116, 136]. This anomaly is not fully understood
but often explained by incommensurate phases [114, 136] or the appearance of ferroelectric nan-
odomains within an antiferroelectric matrix [112, 116]. Such an anomaly was also observed in the
temperature dependent permittivity curves of Na0.99Ca0.01NbO3 shown in Fig. 5.12 in Section 5.6.
Both explanations do not match 100% the temperature window of the activation energy change at
220 ◦C for Na0.99Ca0.01NbO3. Hence, the origin remains unknown so far.
Finally, we must point out that all the calculations are done with a constant Fermi level over the whole
temperature range. However, the Fermi level should decrease with temperature as the band gap is
reduced with temperature as well. A changing Fermi level would mean that the polaron and hole
formation energy is changing with temperature, too. This would result in a continuously modifying
activation energy in the ”intrinsic” part. Only very small variations of the ”intrinsic” activation
energy can be observed with temperature, which are not affecting much the overall activation energy.
Therefore, further considerations must be taken into account in future to revisit and verify the
proposed polaron model.

8.2.4. Applying the polaron model to undoped potassium niobate

For KNbO3 only undoped samples were prepared to compare the electronic structure of a ferroelectric
material with NaNbO3 as an antiferroelectric material. However, no doped samples were synthesized.
Therefore, applying the polaron model to KNbO3 is more difficult. In Section 7.1.2 it was shown
that KNbO3 exhibits a p-type behavior over the whole temperature range with two activation energy
regimes. Hence, the conduction process behaves different to NaNbO3, which shows a change from n-
to p-type conductivity at around 340 ◦C. Nevertheless, we could assume an extrinsic regime below
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270 ◦C and an ”intrinsic” region above 270 ◦C in KNbO3 leading to the following hypothesis.

Hypothesis

→ The electronic conductivity is determined by hole polaron transport on the O-site leading
to an oxidation of O2− to O−.

→ Above 270 ◦C ”intrinsic” hole polaron conductivity is measured.

→ Below 270 ◦C the concentration of hole polarons is fixed extrinsically by potassium
vacancies, hence, extrinsic hole polaron conductivity is measured.

According to this hypothesis, both parts are p-type and the extrinsic regime is dominated by hole
polarons, which would mean that the concentration of V′

K must be larger than twice the concentration
of V··

O. Hence, the concentration of V′
K is determining the concentration of hole polarons in the

extrinsic regime.
[O·

O] + 2[V ··
O ] = [V ′

K] + [Nb′Nb] (8.23)

2[V ··
O ] < [V ′

K] → [V ′
K]− 2[V ··

O ] = [O·
O] (8.24)

Consequently, the activation energy in the extrinsic regime equals half of the hole polaron binding
energy Eh

PB. The activation energy of the ”intrinsic” part is then the sum of the hole polaron formation
energy Eh

Pf and half of Eh
PB, which leads to a total conductivity of:

σtot = cO− · µO− · q

=

[︃
[O·

O]ext +NOexp
(︃
Eh

Pf
kBT

)︃]︃
·
µO−,0

T 3/2
exp
(︃

Eh
PB/2

kBT

)︃
· q (8.25)

Figure 8.10 illustrates the measured and fitted conductivity of KNbO3 in air (left), nitrogen (center),
and air again (right) on the top including all relevant energies. On the bottom the corresponding
energy band diagrams are shown. Let us first consider the extrinsic region. Here, the extrinsically
fixed hole polaron concentration [O·

O] is set to 4.25×1015 cm−3, 1.50×1015 cm−3, and 2.30×1015 cm−3

for the first measurement in air, the curve in nitrogen, and the second experiment in air, respectively.
These values are much higher compared to [Nb′Nb]ext ranging from 1.5× 1011 cm−3 to 3.5× 1011 cm−3

defined for NaNbO3. Hence, a high amount of V′
K must be present in the KNbO3 material. This is not

surprising as in Section 5.1, 5.2, and 6.1.2 a high potassium deficiency in the prepared samples has
already been suggested, which results from evaporation of potassium during sintering. As potassium
is more volatile than sodium [177, 187] a higher amount of V′

K in KNbO3 than V′
Na in NaNbO3 can be

expected. When annealing in nitrogen, however, [O·
O] is decreasing because more oxygen vacancies

are formed compensating the amount of V′
K. Heating in air again decreases the number of V··

O by
oxygen incorporation, which in turn increases the concentration of the hole polarons compensating
the remaining V′

K.
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Figure 8.10.: Measured and fitted conductivity of KNbO3 in air (left), nitrogen (middle), and air (right) again including all relevant energies
(top) and the corresponding band diagrams (bottom).
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The activation energy in the extrinsic part is 0.7 eV, which means that the hole polaron binding
energy, hence, the distance between VBM and O2−/− state is 1.4 eV. This would imply that the O2−/−

state is a deep trapping state. In literature hole polarons on the O-site are usually assigned to be very
shallow states located close to the VBM with binding energies ranging from 0.01 eV to 0.25 eV [324,
325]. However, hole polarons can be bound to acceptor states, which increases the binding energy
significantly. For acceptor-bound hole polarons binding energies between 0.5 eV and 1.4 eV [326,
327] can be found in literature. Hence, it could be that the hole polarons in KNbO3 are bound to
the potassium vacancies, which is not that unrealistic as the V′

K concentration is assumed to be high.
In addition, a hole polaron binding energy of 1.22 eV was already reported in literature for KNbO3

[328]. However, it is very unclear if the transport mechanism under a DC-field can be explained
by acceptor-bound polarons. Nevertheless, such acceptor-bound polarons of O·-V′

K might cause the
aged P-E-loops observed in Section 5.4. However, this whole mechanism needs further experimental
and simulated investigations. In addition, it remains an open question why the hole polarons in
NaNbO3 have a much lower binding energy, hence, seem not to be bound to an acceptor such as V′

Na.
Consequently, further investigations are required, why acceptor-bound polarons seem to appear in
KNbO3 but no in NaNbO3.
According to the polaron model, the ”intrinsic” regime would be also dominated by small polaron
hopping of holes. The formation energy Eh

Pf in air and nitrogen is 0.76 eV and 0.82 eV, which explains
the slight decrease of the conductivity in nitrogen. In Section 6.6 it was suggested that the band gap is
underestimated as well by the optical spectroscopy due to an exciton formation or the trapping of the
electron on the Nb-site. Assuming that the measured band gap of about 3.2 eV is in reality the distance
between VBM and the Nb4+/5+-state, the formation energy of the electron polaron can be calculated.
Here, Ee

Pf has a value of 1.04 eV and 0.98 eV in air and nitrogen, respectively. The electron polaron
binding energy cannot be determined because only the hole polaron hopping process is measured.
Hence, it is not clear what the distance between the Nb4+/5+-state and the CBM is and, therefore, it is
also not clear what the real band gap might be. For the sake of completeness, it should be mentioned
that µO−,0 and µNb4+,0 are set to 6.5 × 103 K3/2 cm2 V−1 s−1 and 1 × 102 K3/2 cm2 V−1 s−1 that the
calculated conductivity fits the measured one in the ”intrinsic” regime, respectively. Furthermore, a
Ee

PB of 1.0 eV as in NaNbO3 is assumed for the calculations.

Table 8.1 shows the hole and electron polaron concentrations and mobility in KNbO3 at 500 ◦C in
comparison to undoped and Ca-doped NaNbO3 assuming a Ee

PB of 1.0 eV. The polaron concentrations
are much higher in KNbO3 than in NaNbO3 while the mobility is much lower. This can be explained
by the deep in gap O2−/−-state resulting in a higher polaron binding and therefore a higher migration
energy and a lower polaron formation energy facilitating the creation of charge carriers. However, it
is questionable if the O2−/−-state is located in reality that deep in the energy gap. Acceptor-bound
hole polarons to the potassium vacancies could be an explanation. More experiments with denser and
less potassium deficient samples might give more insights into this problem. Furthermore, differently
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doped materials could help to identify any changes in the transport mechanism.

Table 8.1.: Hole and electron polaron concentration and mobility at 500 ◦C in air and nitrogen for
undoped and Ca-doped NaNbO3 and undoped KNbO3.

cO− µO− cNb4+ µNb4+atmosphere
in cm−2 in cm2 V−1 s−1 in cm−2 in cm2 V−1 s−1

NaNbO3

air
4.24 · 1012 4.15 2.02 · 1011 0.42

Na0.99Ca0.01NbO3 5.42 · 1010 4.15 4.05 · 1012 0.42

KNbO3 4.53 · 1017 8.16 · 10−6 3.02 · 1015 2.54 · 10−6

NaNbO3

nitrogen
1.72 · 1012 4.15 4.78 · 1011 0.42

Na0.99Ca0.01NbO3 4.21 · 109 4.15 5.21 · 1013 0.42

KNbO3 2.14 · 1017 8.16 · 10−6 6.40 · 1015 2.54 · 10−6
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9. Conclusion of the proposed band structure
model for sodium and potassium niobate

Within this thesis a band structure model based on a high electrical band gap with polaron trapping
states lowering the optical band gap is proposed for sodium and potassium niobate. This model is
established on basis of the determined sample composition, surface, and interface characterization
to the electrode materials ITO and RuO2 including annealing experiments in oxidizing and reducing
atmospheres, and examined Fermi level limitations analyzed via XPS, as well as the temperature,
atmosphere, time, and electric field dependent conductivity probed with AC- and DC-signals. A
schematic of the proposed band structure is illustrated in Fig. 9.1 a) for NaNbO3 and b) for KNbO3.

Figure 9.1.: New proposed band structure of NaNbO3 in a) and KNbO3 in b) with nominal band gap
EG,opt determined by optical measurements and electrical band gap EG,el, respectively.
The accessible Fermi level range and the Nb4+/5+ and O2−/− polaron states are marked
as well. Upper (yellow line) and lower Fermi level limit (green line) are extracted from
the ITO and RuO2 interface, respectively.

For NaNbO3 an electrical band gap of 4.5 eV is identified. The Nb4+/5+ and O2−/− polaron states are
located at 3.5 eV and 0.2 eV above the VBM, respectively. Hence, optical spectroscopy measurements
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are measuring the distance between VBM or the O2−/− state and the Nb4+/5+ level by exciting an
electron, which is trapped on the Nb-site.
By means of an interface experiment to ITO an upper Fermi level limit of 3.4 eV is determined, which
is close to the Nb4+/5+ polaron state. Therefore, we can conclude that the Fermi level is pinned at the
Nb4+/5+ level and cannot be pushed closer to the CBM. If the Fermi level is exceeding the Nb4+/5+

state, the sample would decompose because of the reduction of all niobium ions from Nb5+ to Nb4+.
A lower Fermi level limit of 2.3 eV is identified with a RuO2 interface. This is much higher in energy
than the calculated O2−/− polaron state. Hence, it cannot be explained by a Fermi level pinning at
the O2−/− level. This means that either the Fermi level minimum cannot be measured by means
of a RuO2 interface because the maximum band bending, which can be introduced, is reached or
that at least one other trapping state is present in the band gap of NaNbO3. If the Fermi level can
be shifted closer to the VBM, could be evaluated by a more oxidizing treatment, e.g. an interface
experiment with NiO or CoOx [80, 241]. However, both materials are less conductive than RuO2,
which could lead to charging effects influencing the Fermi level determination on highly insulating
NaNbO3 samples. Therefore, NaNbO3 thin films on a conductive substrate would be required for
these experiments. If the Fermi level can be shifted closer to the VBM with NiO or CoOx, it would be
clear that the 2.3 eV measured with RuO2 is not a fundamental limitation of the Fermi level. However,
the same minimal Fermi level of 2.3 eV measured with NiO and CoOx, would reveal another trapping
state in the band gap pinning the Fermi level.

The polaron states confining the Fermi level and the large electrical band gap of 4.5 eV explain the
low electronic conductivity measured with the DC-experiments. In addition, the proposed polaron
model assumes a high concentration of sodium and oxygen vacancies, which determine the charge
equilibrium. As the concentration of V′

Na is fixed during sintering, the V··
O concentration is the more

crucial parameter influencing the extrinsic polaron concentrations. Consequently, annealing in
atmospheres with different oxygen partial pressures modifies the extrinsic part of the DC-conductivity.
Donor doping determines the electron polaron concentration already during sintering and, therefore,
the change in V··

O concentration does not significantly influence the extrinsic part anymore. The
high electron polaron concentration fixed by the donors explains the higher conductivity of donor
doped NaNbO3 at low temperatures. As-prepared undoped NaNbO3 has a low electron polaron
concentration meaning a lower electronic conductivity. It is only increasing when heating in a
reducing atmosphere, which creates the necessary amount of additional V··

O. This means that the
extrinsically determined conductivity is increasing with higher donor or V··

O concentration.
In contrast, at high temperatures undoped NaNbO3 has the higher conductivity as hole polaron
hopping is faster than electron polaron hopping. Hence, the ”intrinsic” conductivity is decreasing
with increasing V··

O concentration because of a lower amount of hole polarons. The hole polaron
concentration is decreasing due to a higher formation energy as a result of the raised Fermi level.
The same would probably apply for a very low donor concentration.

210



If the donor or V··
O concentration is much higher than the V′

Na concentration, the ”intrinsic” conductivity
is again rising as the electron polaron number is getting larger because of the higher Fermi level
position and lower electron polaron formation energy. Consequently, the ”intrinsic” electron polaron
conductivity is overtaking the ”intrinsic” hole polaron conductivity.
Hence, the conductivity of NaNbO3 can be divided into three regimes, in which either hole or electron
polaron hopping is dominating the extrinsic and/or ”intrinsic” part depending on the extrinsic defect
concentrations of acceptors cA′ , sodium vacancies cV′

Na
, donors cD· , and oxygen vacancies cV··

O
:

1. cA′ + cV′
Na

≫ cD· + cV··
O

2. cA′ + cV′
Na

< cD· + cV··
O

3. cA′ + cV′
Na

≪ cD· + cV··
O

Figure 9.2 illustrates these three scenarios including the behavior for further increasing defect
concentration of the dominating defect species.
In this regard, it would be interesting to see, if heating in different sodium containing atmospheres
is changing the conductivity behavior in the opposite way. With this approach it might be possible
to induce an extrinsic p-type region. In this context, acceptor doping of NaNbO3 would be also
interesting to analyze. This behavior is illustrated in Fig. 9.2 as well for the sake of completeness.

Figure 9.2.: Temperature dependent conductivity of NaNbO3 for different acceptor cA′ , donor cD· ,
sodium vacancy cV′

Na
, and oxygen vacancy cV··

O
concentrations.

Besides polaron conduction, ionic migration of sodium and oxygen takes place in NaNbO3. However,
based on the proposed model their contribution can only be directly elucidated by AC-signals, where
the ions can freely move. With DC-experiments the movement of ions and vacancies can only be
indirectly examined when the atmosphere is changed (relaxation experiments) or high electric
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fields and temperatures are employed (degradation experiments). Otherwise they are hindered
by potential barriers at the grain boundaries and by impermeable electrodes. In relaxation and
degradation experiments, however, these potential barriers are lowered by means of the external
conditions and can be resolved in terms of time (Section 7.1.3 and 7.4.1). Although ionic movement
was detected, the two different contributions present in the samples cannot be clearly assigned
to oxygen or sodium migration. In this regard, it would be interesting to repeat the relaxation
experiments as well as the impedance measurements with electrodes conducting only oxygen ions
such as Y-stabilized ZrO2 [236], or sodium ions such as β′′-alumina or NASICON-materials [318–320].
Then, these two diffusion processes could potentially be separated from each other.
In order to investigate the frequency and temperature dependent permittivity as well as polarization
hysteresis loops, AC-fields are applied. As shown in Sections 5.4 and 5.6, high leakage currents are
influencing both measurements, which is why either high frequencies or low electric fields had to be
used. According to the proposed model, ionic conduction is higher than electronic conduction. Hence,
the leakage current in the polarization loops are most likely caused by ionic conductivity of oxygen
and sodium ions/vacancies. In order to reduce the leakage current, the V··

O and V′
Na concentration

must be as low as possible to avoid any ionic diffusion. This can be realized by embedding the
samples in some NaNbO3 powder during sintering and all post-annealing steps above 300 ◦C to avoid
any oxygen or sodium loss.

For KNbO3 it is not possible to propose a clear band structure model as for NaNbO3 because only
undoped KNbO3 was investigated. Donor doped material would probably give more insides into
electron polaron conduction. Therefore, we cannot derive the electrical band gap from the present
conductivity results. The Nb4+/5+ and O2−/− states are located at 3.2 eV and 1.4 eV above the VBM,
respectively. This high O2−/− level is questionable as oxygen polaron states have only been found close
to the VBM in other oxide materials, so far [324, 325]. However, hole polarons with a binding energy
of 1.22 eV were reported in literature [328]. Acceptor-bound hole polarons can be an explanation
for such a deep trapping state [326, 327]. These acceptor-bound polarons of O·-V′

K could as well
be responsible for the aged P-E-loops observed in Section 5.4. Hence, it is necessary to measure
different types of KNbO3 samples (donor and acceptor doped material) in the future to validate this
polaronic state.

An upper Fermi level of 3.2 eV is measured by means of an ITO interface. According to the model the
Fermi level is pinned at this energy by the Nb4+/5+ state. The same considerations as for NaNbO3

apply here, meaning that a Fermi level above the Nb4+/5+ state would lead to decomposition of the
sample.
The lower Fermi level limit is identified by a RuO2 interface to be located at 2.1 eV. Although the
O2−/− state is positioned much higher in energy than the one in NaNbO3, it is still 0.7 eV below the
lower Fermi level limit and cannot be responsible for the pinned Fermi level at 2.1 eV. Similar to
NaNbO3, either the maximum band bending achievable with RuO2 is reached or another trapping
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state exists in the band gap pinning the Fermi level. This issue can be clarified in future by interface
experiments with NiO and CoOx as mentioned above.

The same considerations for the AC- and DC-experiments made for NaNbO3 apply for KNbO3. With
a DC-field only polaron conduction is measured because the ions are hindered by the potential
barriers at the grain boundaries. Furthermore, the low electronic conductivity can be explained by
the proposed polaron model with a high electrical band gap. The high potassium and oxygen vacancy
concentration compared to the amount of electron and hole polarons defines the charge equilibrium.
Potassium is more volatile than sodium [177, 187], hence, more V′

K are formed during sintering.
Interestingly, the amount of V′

K after sintering and stress-release-annealing is more than twice the
number of V··

O, which leads to a compensation by hole polarons. This results in an extrinsic hole
polaron conductivity at low temperatures from the first measurement on. In contrast, in NaNbO3

the amount of V′
Na seems to be compensated by V··

O after sintering and stress-release-annealing and,
therefore, the extrinsic part is not detected from the first measurement on (see Fig. 8.9). Similar as
in NaNbO3 the ”intrinsic” conductivity is dominated by hole polaron hopping in KNbO3, which leads
to an overall p-type conductivity over the whole temperature range.
The high concentration of V′

K can be confirmed by the sintering curve shown in Section 5.1, which
exhibits a typical behavior for Nb-rich (K-deficient) samples with an increased temperature range
of shrinkage. In addition, potassium deficiency leads to a smaller grain size and a reduced relative
density [204], which is the case for the prepared samples in this work as illustrated in Section 5.2.
Moreover, the XPS experiments show that potassium is diffusing to the surface leading to a potassium
enriched surface and probably to a potassium deficient bulk. The potassium at the surface is forming
an oxide. This in turn explains the possibility of a changed V′

K concentration in the extrinsic regime
of the hole polaron conductivity when heating in different atmospheres. The changed oxygen partial
pressure leads to an incorporation or removal of potassium and oxygen available from the potassium
oxide phase at the surface.
During the degradation experiments at high voltages and high temperatures, two diffusion processes
are identified, which can most likely be attributed to oxygen and potassium ions/vacancies. How-
ever, the contributions cannot directly pinpoint to one of the species. Relaxation experiments and
impedance measurements with different electrode materials conducting either only oxygen ions as
Y-stabilized ZrO2 [236] or only potassium ions as potassium-ion-conducting β-alumina, K3Sb4O10

(BO3), K2Fe4O7 [329], or 0.35Gd2O3–0.3KNO2 solution [330] are necessary in order to separate the
two processes. It is interesting that no degradation is observed for the undoped KNbO3 material,
which indicates that the potential barriers for oxygen and potassium diffusion hampering the degra-
dation mechanism are higher than in NaNbO3. Measurements with holding times longer than the
10min used in this work, could give more insight into this issue.
How far the ionic conductivity is compromising experiments using AC-signals cannot be stated in this
work because polarization hysteresis loops have only been conducted at high frequencies. At least
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from the frequency and temperature dependent permittivity measurements, it can be concluded
that the influence is less than in undoped NaNbO3, however, frequency dispersion is still an issue
suggesting an effect of leakage current.

In general, the proposed band structure and polaron model in this work can explain quite a lot of
the measured material properties in regard of band gap and electrical conductivity. However, there
are still some open questions, which cannot be clarified.

1. Scenario 1 interpreting the AC- and DC-results in terms of bulk, grain boundary, and electrode
contributions must be excluded as possible explanation in order to verify the discussed polaron
model. Electrode effects could be ruled out by conducting impedance experiments with different
electrode materials, e.g. platinum, silver, and gold. If with all electrodes the same conductivity
behavior is observed, an electrode effect can be excluded. A grain boundary contribution can
be probed by measuring a single crystal with impedance spectroscopy, which is free of any
grain boundary effect. However, the NaNbO3 single crystals produced in the FLAME project are
too small for any conductivity measurements. Hence, further development in crystal growth
must be done.

2. The proposed electronic structure and transport mechanism is based on the assumption that
the samples contain a high sodium or potassium and oxygen vacancy concentration. These
vacancies/ions are considered to be very mobile and responsible for the two different contribu-
tions observed in the degradation and relaxation experiments. Although the behavior looks
similar to observations done for ITO [304], two different diffusion mechanisms, e.g. diffusion
of oxygen in the bulk and along grain boundaries, cannot be completely ruled out as potential
explanation. In order to analyze this issue, conductivity measurements with different electrode
materials, which are either oxygen (Y-stabilized ZrO2 [236]), sodium (beta-sodium alumina
[319, 320]) or potassium ion conductors (beta-potassium alumina[329]), should be examined.
If still both diffusion processes are detected, different diffusing species cannot be responsible
for the observations. In addition, SIMS measurements with oxygen, sodium, and potassium
isotopes could resolve whether all ions are mobile and how they diffuse, e.g. through the bulk
and/or along the grain boundaries.

3. The high and low frequency semicircles in the Nyquist plot in Section 7.2 are interpreted as
mainly ionic and electronic conductivity in the presented model. However, for Na0.99Ca0.01NbO3

a third semicircle at medium frequencies exists, which develops at elevated temperatures. It
is not clear what effect is responsible for this contribution. Further impedance experiments
with different doping concentrations, doping atoms, and electrode materials might give more
insights into this effect.

4. The activation energies of the extrinsic and ”intrinsic” region of the DC-conductivity are
determined from the cooling curves. However, the heating cycles deviate from the cooling
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curves in the extrinsic regime. The presented model cannot give an answer to that. Further
conduction experiments are necessary to resolve these variations.

5. The model considers the ionic conduction process to be dominant in experiments using AC-
signals. Therefore, ionic conductivity is presumed to be the main origin for the leakage
current compromising the permittivity measurements and polarization hysteresis loops at low
frequencies. In this regard, it is also unclear why the doped NaNbO3 samples exhibit a higher
leakage current in the polarization experiments resulting in balloon-shaped loops while the
permittivity of undoped NaNbO3 is influenced more by the leakage current at low frequencies
and temperatures above 200 ◦C. It would be interesting to measure polarization loops above
200 ◦C to see whether the undoped NaNbO3 samples get more leaky than the doped material.
In addition, samples with different oxygen and sodium vacancy concentrations could confirm if
the nature of the leakage current is really ionic. Samples post-annealed in different atmospheres
might be suitable for such experiments.

6. No temperature dependency of the Fermi level is considered within the proposed model.
However, the Fermi level should decrease with temperature along with the band gap due to
phonon excitation with increasing temperature. A decreasing Fermi level and reduced band
gap should have an impact on the activation energies, especially in the ”intrinsic” region. This
issue needs further experimental and simulated investigations and discussions.

In the end, the proposed band structure and polaron model gives a first idea of the electronic
structure of sodium and potassium niobate. However, a connection between electronic structure
and antiferroelectric or ferroelectric properties cannot be drawn. In order to elucidate a potential
linkage in more detail, the leakage current compromising the measurements must be reduced. Hence,
according to this work, samples with a low V··

O, V′
Na, and V′

K concentration must be prepared by e.g.
sintering and post-annealing the samples in NaNbO3- and KNbO3-based powders. In a second step,
samples with different donor and acceptor dopants in varying concentrations can be produced to
change the electron and hole polaron concentration in order to examine if polarons play a role in
the (anti)ferroelectric character of a material. In this regard, it is interesting to verify if the polaron
model is valid or if another process describes the conduction behavior more accurately.
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10. Summary and outlook

In this work, the antiferroelectric material NaNbO3 and the ferroelectric material KNbO3 were
investigated. The main focus was laid on the electronic structure and the differences between
these two systems. However, the aim of finding a connection between electronic structure and
(anti)ferroelectric properties could not be achieved. Nevertheless, first hypotheses about the transport
mechanisms in NaNbO3 and KNbO3 could be established.

For this purpose, ceramic samples were prepared by a common solid state synthesis and sintering
method. Here, the best calcination and sintering temperatures for the individual powders were
evaluated by an optical dilatometer. The resulting microstructure of the samples was elucidated by
SEM measurements revealing large abnormal grown grains of 90µm in diameter with pore inclusions
and a relative density of 94.5% in undoped NaNbO3. Doping led to a decreased grain size of about
0.9µm to 1.5µm but an increased relative density of 96.0%. In contrast, undoped KNbO3 exhibited
small grains of about 1.0µm and a low relative density of 88.7%. No secondary phases were identified.
The composition and the crystal structure was examined by means of XRD. All NaNbO3-based samples
crystallized mainly in the AFE P phase while small traces of the FE Q phase could be observed. For
KNbO3 the orthorhombic FE crystal structure with Amm2 space group was identified.
By means of polarization hysteresis loops the polarization behavior was examined. Irreversible AFE
polarization loops were recorded in case of undoped and doped NaNbO3. However, high frequencies
were required for the measurements due to the high leakage currents of the doped samples. In
contrast, ferroelectric polarization loops were detected for KNbO3, which were highly influenced by
aging. Defect complexes are most probable causing the aging effects. However, it is not clear what
kind of defect complexes, e.g. (V′

K-V··
O )·, (V′

K-V··
O-V′

K )x, or (O·-V′
K )x are the origin.

In the end, phase pure samples were prepared, which were used for the investigation of the electronic
structure of antiferroelectric NaNbO3 and ferroelectric KNbO3.

The electronic structure including band gap, accessible Fermi level positions, and trapping states was
mainly analyzed by XPS measurements. It was found that the optical band gap cannot be identified
easily with XPS because of other states, e.g. surface oxide layers and Auger lines, compromising the
distance between main oxygen peak and the onset of the loss spectrum. Hence, EELS conducted with
a TEM was used to measure the optical band gap of 3.5 eV for NaNbO3. Unfortunately, no KNbO3
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samples were examined by TEM.
By means of interface experiments with the low work function material ITO and the high work
function material RuO2, the accessible Fermi level range was investigated. For both, NaNbO3 and
KNbO3, a Fermi level range of 1.1 eV located close to the optical band gap was revealed. Further
oxidizing and reducing treatments conducted on NaNbO3 and KNLNT thin films could not give any
more details.
Besides the analysis of the electronic structure, the surface composition was examined in more
detail with XPS. For undoped NaNbO3 a sodium deficient surface was identified. In addition, it was
proposed that some sodium oxide species are detected on the samples’ surfaces. Doping reduced the
sodium deficiency, however, calcium segregation was observed, which could result from a facilitated
diffusion along dislocations at elevated temperatures during stress-release annealing after grinding.
These dislocations were observed in TEM. Calcium segregation was measured for both, Ca- and
Sr-doped samples. The origin for calcium in the Na0.99Sr0.01NbO3 ceramics was suspected to be a
powder contamination of the SrCO3 precursor powder. For KNbO3 the surface was highly enriched
with potassium. In addition, a potassium oxide layer was covering the surface of the samples.

The electrical transport mechanism was investigated by AC- and DC-experiments. DC-measurements
were conducted in dependence of temperature, atmosphere, and time, while impedance spectra were
only recorded with changing temperature.
In general, a low conductivity for all samples was detected at room temperature as well as at high
temperatures. However, the AC-conductivity was higher compared to the DC-conductivity. In addition,
the activation energies were different measuring under an AC- and a DC-field.
For the DC-experiments the activation energies of NaNbO3-based and KNbO3 samples were changing
around the P-to-R- and the T-to-C-phase transition, respectively. Undoped NaNbO3 was the only
material, which was changing from a n-type behavior below 300 ◦C to a p-type behavior above this
temperature. Interestingly, undoped NaNbO3 exhibited a lower conductivity than the Ca- and Sr-
doped sample below 300 ◦C and a higher one above 300 ◦C. Donor doping led to a n-type conductivity
over the whole temperature range. In, contrast KNbO3 was behaving like a p-type material in the
whole measured temperature regime.
Two conduction contributions were resolved by means of impedance spectroscopy for all ceramics.
In addition, a third semicircle developed above 425 ◦C in the Nyquist plot for Na0.99Ca0.01NbO3.

Degradation experiments were conducted to examine the behavior of the materials under harsh
conditions at high temperatures and electric fields. After charging of the ceramic capacitors, two
relaxation mechanisms were observed, which can most likely be attributed to oxygen and alkaline ion
diffusion. This would mean that sodium and potassium are mobile above 300 ◦C and are dominating
the conduction mechanism at high temperatures. Heating experiments in oxygen and vacuum of
a NaNbO3 and a KNLNT thin film within the XPS system confirmed the diffusion of sodium and
potassium above 300 ◦C. For the NaNbO3-based samples a degradation behavior was observed at
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elevated temperatures and electric fields. This effect could be removed when heating above 300 ◦C
for 1h. In contrast, no degradation was detected for KNbO3 under the investigated temperature-
electric-field-combinations.
The same conductivity curves were recorded within the XPS system by using an ITO top electrode
and a Pt bottom electrode to detect possible changes during the degradation process. For both,
cathode and anode, ITO was not a good option because the resistivity was not low enough when the
current flow through the sample was above a critical value.

Based on these observations a model was developed explaining the transport mechanism in NaNbO3

and KNbO3. This model assumes that with an AC-signal mainly ionic conductivity is measured, which
is much higher than electronic conductivity. DC-experiments can only detect electronic conductivity
as the ions are hindered by the electrodes when measuring at low applied voltages. Hence, the
impedance measurements were dominated by oxygen, sodium, and potassium diffusion. The DC-
conductivity was explained by polaron hopping of hole and electron polarons located on the oxygen
and niobium site, respectively. Band conduction was excluded because of a too high mobility even
for free band charge carriers.
This model explains the observed change in conductivity in all samples by a transition from an
extrinsic to an ”intrinsic” conduction process. In the extrinsic regime, extrinsic defects such as oxygen
and alkaline vacancies as well as other donor and acceptor states fix the electron or hole polaron
concentration. Hence, the activation energy is only depending on the migration barrier, which
corresponds to half of the polaron binding energy. Within the ”intrinsic” region hole and electron
polarons can be formed by exciting an electron from the oxygen site to the niobium site. Therefore,
the activation energy depends on the migration and formation energy of the polarons. The formation
energy is depending on the Fermi level position, which is again fixed by the ionic defects. Hence, the
concentration of ionic defects determines whether the conductivity is n- or p-type. At very high donor
or oxygen vacancy concentrations the samples are n-type, which was the case for Na0.99Ca0.01NbO3

and Na0.99Sr0.01NbO3. When the donors and oxygen vacancies have a slightly higher concentration
than acceptors and alkaline vacancies, n-type conductivity is dominant in the extrinsic part while
a p-type behavior can be observed in the ”intrinsic” regime. This situation applies to the undoped
NaNbO3 samples. In case acceptors and alkaline vacancies are higher in concentration than donors
and oxygen vacancies, p-type conduction is obtained for both regions. Such a behavior was most
likely observed in KNbO3 because the samples exhibit a high V′

K concentration.

This model explains the discrepancy between detected Fermi levels close to the optical band gap and
a low conductivity. The optical band gap is a measure for the energetic distance between VBM and
the electron polaron trapped on the niobium site (Nb4+/5+). Hence, the electrical band gap between
VBM and CBM is much larger.
For NaNbO3 the proposed model predicts an electrical band gap of 4.5 eV with an electron trapping
state on the niobium site (Nb4+/5+) and a hole trapping state on the oxygen site (O2−/−). The
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Nb4+/5+ and O2−/− state is located at 4.5 eV and 0.2 eV above the VBM, respectively. In case of
KNbO3 the Nb4+/5+ level is positioned at 3.2 eV while the O2−/− polaron is located at 1.4 eV with
respect to the VBM. The electrical band gap of KNbO3 could not be determined. Donor doped samples
would be needed to examine this value. The O2−/− is a deep trapping state in KNbO3. It is unclear if
such a trapping state is very likely as O2−/− polarons are usually shallow states [324, 325]. However,
acceptor-bound polarons to the potassium vacancies could increase the hole polaron binding energy
significantly leading to a deep trapping state [326, 327].

Another origin for the observed two contributions in the Nyquist plot of the impedance measure-
ments could be the presence of insulating grain boundaries and slightly more conductive grains,
which would result in the two observed semicircles. In order to exclude grain boundary effects the
conductivity of single crystals should be examined. Furthermore, electrode effects could cause the
higher resistive part, which would then dominate the DC-conductivity. In order to rule out this
explanation, experiments with different electrodes, e.g. Au, Ag, and Pt, must be conducted in the
future. Therefore, a model explaining the two contributions observed with impedance spectroscopy
with bulk and grain boundary or electrode contributions cannot be excluded. As further experiments
would be required to rule out these possible interpretations, some basic calculations based on the
polaron model were carried out. These calculations fit well with the measured DC-conductivity
results supporting the proposed polaron model in this work.

In general, a lot of questions remain open, e.g. the possibility of electrode effects, the diffusion of
oxygen and alkaline ions, the formation of acceptor-bound polarons, and the temperature dependence
of the Fermi level. Consequently, further investigations of both material systems are necessary.
In order to confirm oxygen and alkaline ion diffusion, experiments with electrodes conducting only
oxygen, sodium, or potassium would be very informative. For example, Y-stabilized ZrO2 [236],
β-sodium-alumina [319, 320], and β-potassium-alumina [329] could be used as oxygen, sodium,
and potassium conductors, respectively.
Donor doped KNbO3 samples could help to verify the polaron model of KNbO3. It would be interesting
to see whether or not the acceptor-bound polaron state disappears due to a low acceptor concentration
and if instead a shallow hole polaron level appears. In this regard, it would be very informative to
find a method to reduce the potassium vacancy concentration. This could be done by heating in
potassium containing powder during sintering and all other post-annealing steps above 300 ◦C.
In general, doping NaNbO3 and KNbO3 with different dopant elements and in different concentration
would be helpful to validate the polaron model. Furthermore, detailed computational simulations
and calculations could give more insights into the electronic structure especially on the dependence
of the defect type and concentration. In addition, the temperature dependence of the Fermi level
could be elucidated in more detail, which might result in corrections of the proposed polaron model.

In summary, no connection between electronic structure and (anti)ferroelectric behavior could be
drawn. Oxygen, sodium, and potassium vacancies as well as niobium and oxygen polarons influence
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the electrical properties. Hence, it is very complex to pinpoint individual properties such as the
appearance of (anti)ferroelectricity to one or several contributions. In this regard, more experiments
with different defect concentrations should be conducted. Comparing the electrical conduction
behavior, the polarization hysteresis, and permittivity curves of samples with different V′

Na, V′
K, and

V··
O concentrations could resolve this issue. This could be realized by post-annealing steps at different

temperatures and for a variation of dwelling times in sodium- or potassium-rich powder.
The problem of high leakage currents in K0.5Na0.5NbO3-based materials can most likely be explained
with a high ionic conductivity of oxygen and alkaline ions. Therefore, it would be important to
validate the proposed model and to verify that AC-measurements are highly influenced by ionic
conductivity. The suggested post-annealing steps to create different vacancy concentrations would
help to understand the origin of the leakage currents in future.

In the end, K0.5Na0.5NbO3-based systems are very complicated but fascinating to study. On the one
hand, the further investigation of NaNbO3 and KNbO3 could be very helpful to understand the
influence of mobile charge carriers on the antiferroelectricity and ferroelectricity because these two
material systems differ only in the A-site atom. On the other hand, NaNbO3 is not the perfect AFE
material due to the irreversible AFE-to-FE transition upon poling [133, 134]. PZT-based materials
show a more clear and reproducible AFE behavior [11, 25, 331, 332]. In addition, they do not
suffer from high leakage currents [333], which makes the analysis and interpretation of the elec-
trical properties more easy. Life cycle assessment (LCA) studies have shown that the production
of K0.5Na0.5NbO3-based devices could have an even more severe effect on the environment and
human health than the PZT production [334]. This fact should not be neglected completely from
an application-oriented point of view when investigating PZT- and K0.5Na0.5NbO3-based systems in
research.
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A. Appendix

A.1. Sample preparation

A.1.1. Optical dilatometry

In Section 3.2 the basic principle of an optical dilatometer is described. While heating the pellet,
pictures are taken periodically to analyze the shrinkage and expansion of the sample. Figure A.1
shows three pictures of a KNbO3 pellet at 1070 ◦C, 1080 ◦C, and 1100 ◦C. It can be observed that at
1080 ◦C the material starts to soften. At 1100 ◦C the melting temperature of KNbO3 is reached, which
leads to a decreased measured sample diameter. This results in a sudden increase in the shrinkage
curve illustrated in Fig. 5.2 in Section 5.1.

Figure A.1.: Profile of KNbO3 pellet at three different temperatures while measuring the shrinkage
curve.

A.1.2. X-ray diffraction

XRD was performed to determine the crystalline phases in the calcined and sintered powders, the
appearance of possible secondary phases, and the effect of the dopants on the crystal lattice. In
Fig. 5.4 in Section 5.3 the XRD results of undoped NaNbO3 are shown and discussed. Figure A.2 and
A.3 illustrate the recorded reflexes for Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3 after first and second
calcination and after sintering, respectively. For both materials only the ferroelectric Q phase can be
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identified after calcination. When the samples are sintered the material crystallizes mainly in the
antiferroelectric P phase. Only small traces of the Q phase can still be seen. No secondary phases
appear in the diffraction pattern. For better differentiation between P and Q phase a magnified view
of four 2θ-sections are shown. The colored frames refer to the same colored regions in the survey
diffraction patterns. Reference reflexes for Q and P phase are plotted as bars. For the Q phase with
space group P21ma (grey) the powder diffraction file JCPDS 01-082-0606 [109] is used. In case of
the P phase with space group Pbcm (red) the reference pattern was calculated by the program VESTA
[160]. For better comparison, the measured patterns are aligned in position according to the (110)-
and (101)-reflection located around 26.7◦ of the reference patterns of P and Q phase, respectively.

Figure A.2.: X-ray diffraction pattern of Na0.99Ca0.01NbO3 after first and second calcination and
after sintering. The reflections of the antiferroelectric P phase with space group Pbcm
(red) was calculated by the program VESTA [160] while the lines of the ferroelectric Q
phase with space group P21ma (grey) correspond to the powder diffraction file JCPDS
01-082-0606 [109]. The measured patterns are aligned in position according to the (110)-
and (101)-reflection located around 26.7◦ of the reference patterns of P and Q phase,
respectively.
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Figure A.3.: X-ray diffraction pattern of Na0.99Sr0.01NbO3 after first and second calcination and after
sintering. The reflections of the antiferroelectric P phase with space group Pbcm (red)
was calculated by the program VESTA [160] while the lines of the ferroelectric Q phase
with space group P21ma (grey) correspond to the powder diffraction file JCPDS 01-
082-0606 [109]. The measured patterns are aligned in position according to the (110)-
and (101)-reflection located around 26.7◦ of the reference patterns of P and Q phase,
respectively.

A.1.3. Polarization hysteresis loops

Polarization curves of undoped as well as Ca- and Sr-doped NaNbO3 were conducted at a low frequency
of 1Hz and 0.3Hz as described in Section 4.7, respectively. In Figure A.4 the corresponding P-E-loops
are shown. For undoped NaNbO3 the irreversible FE-to-AFE-transition is clearly visible, which is
not the case for the doped samples. However, no complete loop could be obtained for the undoped
material due to breakdown of the ceramic samples. In contrast, for donor doped NaNbO3 a loop
over the whole frequency range could be recorded but the conductivity of the samples is too high.
Hence, the leakage current is overlaying the polarization current, which results in the balloon-like
shaped loops. Consequently, polarization loops at higher frequencies were recorded as illustrated
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and discussed in Section 5.4.

Figure A.4.: Polarization hysteresis loops of NaNbO3 (blue), Na0.99Ca0.01NbO3 (yellow), and
Na0.99Sr0.01NbO3 (red). The pure NaNbO3 sample is measured at a frequency of 0.3Hz
whereas the doped samples are recorded at 1Hz.

In addition, aged and equilibrated samples were measured for all NaNbO3-based and the KNbO3

samples. While the aged samples were stored for one year in the lab, the equilibrated samples
were freshly annealed at 600 ◦C for 1h directly before the polarization loop measurements. The
corresponding polarization and currents in dependence of the electric field are shown in Fig. A.5.
For all sample types a difference between aged and equilibrated samples is clearly observed. The
NaNbO3-based probes have a lower remanent and maximum polarization after aging. Aged Ca- and
Sr-doped NaNbO3 exhibit slanted loops whereas the undoped NaNbO3 develops a pinched loop. In
addition, all samples have a lower coercive field in positive than in negative field direction, which
suggests the appearance of an internal bias field.
KNbO3 has already a slanted polarization loop and broad current peaks after equilibration. However,
the aged sample exhibits a highly pinched loop leading to four separate current peaks, which could
be misinterpreted as an antiferroelectric polarization behavior. In addition, remanent and maximum
polarization is decreased after aging as for the NaNbO3-based samples. Furthermore, a small internal
bias field can be observed as well.
The detailed discussion and interpretation of these observations is described in Section 5.4.
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Figure A.5.: Polarization and current hysteresis loops of NaNbO3 (blue), KNbO3 (green),
Na0.99Ca0.01NbO3 (yellow), and Na0.99Sr0.01NbO3 (red) for an aged and a freshly equili-
brated sample. The aged undoped NaNbO3 sample is measured at a frequency of 1 kHz
whereas all other samples are examined at 300Hz.
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A.1.4. Temperature and frequency dependent permittivity

The temperature dependent permittivity was probed at different frequencies for all investigated
sample types as outlined in Section 4.8. For undoped NaNbO3 a significant frequency dispersion
can be observed at temperatures above 200 ◦C. Figure A.6 shows the permittivity as function of
temperature for different frequencies on three different permittivity and temperature scales. The
dashed rectangular boxes illustrate the range of the magnified views.

Figure A.6.: Permittivity vs. temperature curves for NaNbO3 measured at different frequencies for
different permittivity ranges.

A.1.5. Scanning transmission electron microscope

STEM measurements were conducted on Na0.99Ca0.01NbO3 and Na0.99Sr0.01NbO3 ceramic pellets. For
sample preparation the samples were first mechanically polished and then prepared by ion beam
milling for electron transparency. The STEM images and the energy-dispersive x-ray (EDX) spectra
were taken by a Jeol ARM 200 CF (equipped with Jeol Centurio EDX system, Akishima, Tokyo, Japan),
which was calibrated with a Cs-sample.
Figure A.7 shows the bright field image in (a), the detected EDX-spectrum for each element including
a magnified view of the Ca K line in (b), and the recorded intensity of Na, Nb, and Ca in a mapping
mode in (c), (d), and (e), respectively, for a Ca-doped sample. In case of Na0.99Sr0.01NbO3, a magnified
view of the Sr K peak is additionally illustrated in (b) and instead of the Ca distribution the Sr content
is outlined in (e). It can be observed that both Ca and Sr are homogeneously distributed within the
whole grains and do not segregate at the grain boundaries.
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Figure A.7.: Bright field STEM image of two grain boundaries (GB) of a Na0.99Ca0.01NbO3 sample
taken by TEM in (a), with corresponding EDXS spectrum in (b), and intensity maps of
NaK, NbK, and CaK lines in (c)-(e).

Figure A.8.: Bright field STEM image of two grain boundaries (GB) of a Na0.99Sr0.01NbO3 sample
taken by TEM in (a), with corresponding EDXS spectrum in (b), and intensity maps of
NaK, NbK, and Sr K lines in (c)-(e).
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A closer inspection of the surface of the Na0.99Ca0.01NbO3 samples reveals calcium segregation towards
the surface, which is illustrated in Figure A.9. This explains why with XPS a higher concentration
of 10mol% to 20mol% calcium was measured. In contrast, with STEM a lower bulk concentration
of 0.5mol% was identified. Hence, the samples exhibit a slightly smaller doping concentration as
intended.

Figure A.9.: Bright field STEM image of the cross-section of a Na0.99Ca0.01NbO3 sample taken by
TEM in (a), with corresponding EDXS spectrum of surface and bulk in (b), and intensity
maps of NaK, NbK, and CaK lines in (c)-(e).
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A.2. Electronic structure

A.2.1. Fitting of Na 1s and K2p peak

The measured Na1s and K2p emission lines are a superimposition of three components. The origin
of the different contributions were discussed in Section 6.4. In order to analyze changes in the peak
shape and differences in the binding energy distance and the intensity ratios of the individual peak
components, the emission lines are fitted with Voigt functions. A Voigt function is a convolution
between a Lorentzian and a Gaussian function. The fitting parameters required for these functions
are the binding energy, the intensity, the Gaussian width, and the Gaussian-Lorentzian ratio. For
fitting the Na 1s and K2p lines a fixed Gaussian width and Gaussian-Lorentzian ratio was used. The
values of the individual components are listed in Table A.1. In case of the Na 1s core level line three

Table A.1.: Fitting parameters of the single Voigt functions and Voigt-doublets required for the fit of
the three components of Na 1s and K2p emission line, respectively.

Na1s K2p
surface surface surface surface

bulk
component I component II

bulk
component I component II

Gaussian width
0.80 1.60 1.60 1.10 1.46 1.30

in eV
Gaussian-

0 0 0 0 0 0Lorentzian
ratio

branching ratio - - - 0.5 0.5 0.5
spin-orbit-

- - - 2.77 2.77 2.77splitting
in eV

single Voigt functions representing bulk, surface I and surface II contribution are required. For the
K2p emission line three Voigt-doublets are needed because of the spin-orbit-splitting of the K2p
peak. Hence, two more parameters are used for fitting the K 2p line, the spin-orbit-splitting and the
branching ratio giving the binding energy difference and the intensity ratio between the K 2p5/2 and
K2p3/2 line, respectively. These two values are fixed as well and shown in Table A.1. Hence, the only
varying parameters are the binding energies and intensities of the individual fitted Voigt profiles.
Figure A.10 illustrates a Na1s and a K2p emission line of a NaNbO3 and a KNbO3 clean ceramic
sample. Bulk, surface I and surface II components are marked as well. By means of these fits the
changes in the intensity ratio and binding energy distances between the different contributions can
be determined to analyze the origin of these different components.
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Figure A.10.: Na 1s and K2p emission line of a clean NaNbO3 and KNbO3 ceramic sample with the
three contributions bulk, surface I and surface II. For the Na 1s peak three single Voigt
functions are used while for the K2p line three Voigt-doublets are required.

A.2.2. Interface experiments

Interface experiments were conducted as described in Section 4.10.2 and discussed in Section 6.3.
Figure A.11, A.12, and A.13 show the XP-spectra of the Na1s or K 2p, O 1s, Sn 3d, In 3d, and Nb3d
core level and valence band spectra of an undoped NaNbO3, a Na0.99Ca0.01NbO3, and a KNbO3 bulk
ceramic sample after cleaning and step-wise ITO deposition, respectively.

For undoped NaNbO3 the spectra of the as-prepared pellets are detected additionally. Furthermore,
the fitted bulk (blue for sodium and green for potassium) and two surface components (surface
component I in dark gray and surface component II in light gray) are plotted for the Na1s and
the K2p emission line. For all samples a clear shift to lower binding energies with increasing ITO
layer thickness is obtained, which would indicate a Fermi level shift closer to the VBM. However, the
as-prepared and cleaned sample are too insulating, which results in charging of the sample’s surface
and a shift of the emission lines to higher binding energies. Hence, the Fermi level position cannot
be extracted from the as-prepared and cleaned ceramic pellets because it is overestimated.

In Fig. A.14, A.15, and A.16 the corresponding XP-spectra of a NaNbO3, Na0.99Sr0.01NbO3, and
KNbO3 sample after cleaning and step-wise RuO2 deposition are shown. For undoped NaNbO3 the
emission lines of the as-prepared (dirty) state are plotted as well. Moreover, the fitted bulk and
surface components of the Na 1s and K2p core levels are indicated in the corresponding spectra. All
spectra shift to lower binding energies due to a Fermi level shift towards lower binding energies at
the sample-RuO2-interface. Nevertheless, the as-prepared and cleaned core level binding energies
are again overestimated because of the surface charging.
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Figure A.11.: Na 1s, O 1s, Sn 3d, In 3d, and Nb3d core level and valence band spectra of an undoped
NaNbO3 bulk ceramic sample in the course of ITO deposition. The brown and black
lines belong to the as-prepared and cleaned sample, whereas the yellow spectra are
measured after depositing a few nanometers of ITO on top. The bulk and surface
components of the Na 1s emission line are colored in blue and grey in the as-prepared
and the last but one XP-spectrum.

Figure A.12.: Na 1s, O 1s, Sn 3d, In 3d, and Nb3d core level and valence band spectra of a Ca-doped
NaNbO3 bulk ceramic sample in the course of ITO deposition. The black lines belong
to the cleaned sample, whereas the yellow spectra are measured after depositing a few
nanometers of ITO on top. The bulk and surface components of the Na 1s emission
line are colored in blue and grey in the clean and the last XP-spectrum.
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Figure A.13.: O 1s, K 2p, Sn 3d, In 3d, and Nb3d core level and valence band spectra of KNbO3 bulk
ceramic sample in the course of ITO deposition. The black lines belong to the cleaned
sample, whereas the yellow spectra are measured after depositing a few nanometers
of ITO on top. The bulk and surface components of the K 2p emission line are colored
in green and grey in the clean, the last but one, and the last XP-spectrum.

Figure A.14.: Na 1s, O 1s, Ru 3d, and Nb3d core level and valence band spectra of an undoped
NaNbO3 bulk ceramic sample in the course of RuO2 deposition. The brown and black
lines belong to the as-prepared and cleaned sample, whereas the green spectra are
measured after depositing a few nanometers of RuO2 on top. The bulk and surface
components of the Na 1s emission line are colored in blue and grey in the as-prepared
and last but two XP-spectrum.
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Figure A.15.: Na 1s, O 1s, and Nb3d core level and valence band spectra of a Na0.99Sr0.01NbO3 bulk
ceramic sample in the course of RuO2 deposition. The black lines belong to the cleaned
sample, whereas the green spectra are measured after depositing a few nanometers of
RuO2 on top. The bulk and surface components of the Na 1s emission line are colored
in blue and grey in the clean and the last XP-spectrum.

Figure A.16.: O 1s, K 2p, Ru 3d, and Nb3d core level and valence band spectra of KNbO3 bulk ceramic
sample in the course of RuO2 deposition. The black lines belong to the cleaned sample,
whereas the green spectra are measured after depositing a few nanometers of RuO2

on top. The bulk and surface components of the K2p emission line are colored in
green and grey in the clean XP-spectrum.
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Figure A.16 shows that the K2p emission line is overlapping with the higher binding energy side
of the Ru3d peak. This makes the evaluation of changes in the bulk and surface components more
difficult. Hence, the spectra of the Ru3d after depositing 68nm RuO2 is subtracted from all other
K 2p peaks, which overlap with it, in the corresponding binding energy range. The resulting core
levels are illustrated in Fig. A.17. The graph includes the fitted bulk and surface components for
each emission line. With increasing RuO2 layer thickness all K 2p components are getting lower in
intensity.

Figure A.17.: K 2p emission lines for an interface formation to a RuO2. Bulk component (green),
surface component I (dark gray) and surface component II (light gray) are fitted for
each peak.

In addition, it is interesting to note that in Fig. A.14 and A.15 the Nb3d peaks develop a shoulder at
lower binding energies with increasing RuO2 layer thickness, which is not observed at the interface
with ITO. In contrast, this is not the case for KNbO3 in Fig. A.16. For better comparison, the Nb3d
core levels of a Na0.99Ca0.01NbO3 and a KNbO3 sample are shown again in Fig. A.18 after cleaning
and step-wise RuO2 deposition. In order to identify differences in the peak shape, the Nb3d peak
after cleaning is plotted over the one after depositing 8nm RuO2. Here, the emission line of the clean
sample is adjusted in intensity and binding energy that the maxima of both peaks are matching. A
clear shoulder on the lower binding energy side can be identified for the Na0.99Ca0.01NbO3 sample
after the RuO2 deposition, which is marked by an arrow in Fig. A.18. In contrast, no differences in
the peak shape after cleaning and RuO2 deposition are observed in case of KNbO3. However, it is not
clear what is causing the shoulder in the spectrum of the NaNbO3-based samples. A very narrow
space charge region resulting in higher band bending compared to the bulk could explain such a
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peak broadening. This issue is further discussed in Section 6.4.2.

Figure A.18.: Nb 3d peak during RuO2 deposition for a Na0.99Ca0.01NbO3 (left) and a KNbO3 ceramic
sample (right). The respective spectra of the cleaned sample are plotted on top of
the last but one spectrum for comparison. The asymmetry in the Nb3d peak of the
Na0.99Ca0.01NbO3 sample is indicated by an arrow.

A.3. Transport properties and degradation

Impedance measurements were conducted as described in Section 4.12. The results including Nyquist
plots and the extracted conductivity as function of temperature for all investigated samples are shown
and discussed in Section 7.2. Figure A.19 illustrates the corresponding graphs of the complex
impedance Z” and the complex modulus M” as a function of the frequency f at 250 ◦C, 425 ◦C, and
500 ◦C. The description and interpretation of these plots are outlined in Section 7.2 as well.
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Figure A.19.: Z” andM ” as a function of the frequency f for pure NaNbO3 (blue) and KNbO3 (green),
Na0.99Ca0.01NbO3 (yellow), and Na0.99Sr0.01NbO3 (red) at 250 ◦C, 425 ◦C, and 500 ◦C.
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A.3.1. Determination of diffusion coefficients

Figure A.20.: Conductivity (top), normalized con-
ductivity (middle) and natural loga-
rithm of it (bottom) as function of
time. The slope m is given by the re-
laxation time τ .

The basic idea of a relaxation experiment is illus-
trated in Section 3.9.1. Besides the identification
of a n- or p-type behavior of the investigated sam-
ple, the chemical diffusion coefficient D̃ can be
determined. In the following the derivation for
this procedure is shortly described.

As the diameter of the samples analyzed in this
work is much larger than the thickness of the
samples, it is assumed that oxygen exchange
only takes place on the samples’ surfaces. Read-
ers who are interested in taking radial diffusion
into account are referred to [335, 336]. In gen-
eral, the concentration C of a species in a mate-
rial is a function of the place x and the time t,
which can be separated into two functions, one
in dependence of x and one of t.

C(x, t) = X(x) · T (t) (A.1)

Beginning with Fick’s second law, following gen-
eral solution for the concentration is obtained:

∂C(x, t)

∂t
= D̃

∂2C(x, t)

∂x

1

TD̃

∂T (t)

∂t

=
1

X

∂2X(x)

∂x

= −λ2

⇒ C(x, t) =
∞∑︂
n−1[︁

Ansin(λnx) +Bncos(λnx)
]︁

· exp
(︁
−λ2

nD̃t
)︁

(A.2)
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With a sample thickness d, the assumptions made above lead to the following initial and boundary
conditions:

C(x, 0) = C0 C

(︄
−d

2
, t

)︄
= 0 C

(︄
d

2
, t

)︄
= 0 (A.3)

Including these conditions in the general solution results in the concentration term for a sheet:

C(x, t) = −4C0

π

∞∑︂
j=0

1

2j + 1
cos

(︄
2j + 1

d
πx

)︄
· exp

(︄
−(2j + 1)2π2D̃

2
t

d2

)︄
(A.4)

Next we need to consider the average concentration C̄(t) in the sheet:

C̄(t) =
1

d

∫︂ d
2

− d
2

C(x, t)dx

=

[︄
−4C0

π2

∞∑︂
j=0

1

(2j + 1)2

(︄
−sin

(︄
2j + 1

d
πx

)︄)︄
· exp

(︄
−(2j + 1)2π2D̃

2
t

d2

)︄]︄ d
2

− d
2

=

∞∑︂
j=0

8C0

π2(2j + 1)2
· exp

(︄
−(2j + 1)2π2D̃

2
t

d2

)︄
(A.5)

Finally, we can take the fractional change Mt/M∞ into account, which is the ratio between total
amount of diffused substance at time t and that at t = ∞. Assuming that the diffusing species under
consideration are also responsible for the total charge transport in the material, following relation is
obtained:

Mt

M∞
=

σ(t)− σ0

σ∞ − σ0
=

C̄(t)− C0

C∞ − C0

= 1−
∞∑︂
j=0

8

π2(2j + 1)2
· exp

(︄
−(2j + 1)2π2D̃

2
t

d2

)︄ (A.6)

The relaxation time τ is defined as τ = d2/π2D̃. Expression A.6 can be further reduced by assuming
t ≫ τ :

1− σ(t)− σ0

σ∞ − σ0
=

8

π2
· exp

(︄
− t

τ

)︄
(A.7)

Figure A.20 shows the time dependent conductivity of a sample after changing the atmosphere from
low to high oxygen partial pressure until an equilibrium state is reached. In the middle and at the
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bottom of Fig. A.20 the normalized conductivity expressed by Equation A.7 and its natural logarithm
are displayed. The natural logarithm of the normalized conductivity exhibits a linear behavior with
time. Hence, the chemical diffusion coefficient D̃ can be determined by the slope [335–338].

Figure A.21.: Chemical diffusion coefficient deter-
mined by relaxation experiments in
air D̃DC,air and nitrogen D̃DC,N2 , and
charge diffusion coefficients for pure
oxygen Dσ

ACO
and pure sodium diffu-

sionDσ
ACNa

for a lowand a high defect
concentration.

Within this work it was only possible to measure
one sample type since relaxation experiments
take quite some time. Hence, Fig. A.21 shows the
diffusion coefficients as function of temperature
extracted from the relaxation measurements of
Na0.99Ca0.01NbO3 shown and discussed in Sec-
tion 7.1.3. Here, relaxation experiments were
conducted in dry air and in pure nitrogen. The
extracted chemical diffusion coefficients D̃ in air
and in nitrogen all follow the same trend with
an activation energy ranging between 0.75 eV
to 1.00 eV. The reader should be reminded that
these diffusion coefficients are representative for
mechanism 2 illustrated in Fig. 7.5.
Besides DC-relaxation experiments, diffusion
coefficients can be examined by the Nernst-
Einstein-Equation (2.38). Under the assump-
tion that with an AC-signal mainly the ionic con-
ductivity is detected within the NaNbO3- based
samples, the impedance results described and
analyzed in Section 7.2 can be used for this in-
vestigation. In case of the AC-measurements,
the charge diffusion coefficient Dσ

AC, which is
related to the tracer diffusion coefficient D⋆

AC by
the Haven ratio H (Equation A.8) is calculated
instead of the chemical diffusion coefficient.

Dσ
AC =

D⋆
AC
H

(A.8)

According to Equation 2.40, the charge diffusion coefficient must be multiplied by the thermodynamic
factor in order to result in the chemical charge diffusion coefficient D̃σ. In Section 2.4.2 it is explained
that the chemical diffusion coefficient determined by relaxation experiments depends on ionic and
electronic conductivity in order to maintain charge neutrality. The charge diffusion coefficient
examined in the temperature dependent impedance measurements is only influenced by the ionic
conductivity. Consequently, the charge diffusion coefficient is lower compared to the chemical
diffusion coefficient, which can be seen in Fig. A.21. The relaxation experiments indicate that two
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different diffusing species, most likely oxygen and sodium, are involved in the conduction process. It
is not clear to which extend oxygen and sodium contribute to the total diffusion coefficient. Therefore,
two different charge diffusion coefficients are calculated from the AC-experiments, one assuming
only oxygen diffusion and a second one taking only sodium as diffusing species into account. Both
values are defined for a low and a high vacancy concentration. There is no clear difference in the
charge diffusion coefficient when changing the vacancy concentration because the concentration
of the diffusing species is much higher compared to the vacancy concentrations. Furthermore, the
charge diffusion coefficient is higher for sodium than for oxygen. In fact, a value in between these
two limits is expected as probably both, sodium and oxygen, add to the measured conductivity. For
all cases an activation energy of 1.1 eV is extracted from the calculated diffusion coefficients of the
AC-measurements, which is comparable to the 0.75 eV to 1.00 eV of the relaxation experiments.

A.3.2. Degradation

Degradation experiments investigating the impact of simultaneous application of high temperatures
and electric fields were performed as described in Section 4.11.4. The results are illustrated and
analyzed in Section 7.4.
When the electric field is changed at a constant temperature, the sample is charged accordingly. A
charging peak can be identified within the first few seconds, which is shown in Fig. A.22. Afterwards,
a second exponential decaying process is dominating the conductivity behavior, which might be
related to ion migration.

Figure A.22.: Charging of the ceramic capacitor after changing the electric field strength during the
degradation experiments.

In addition, one undoped NaNbO3 sample was examined after the degradation experiments with XPS.
In Fig. A.23 the Nb3d peak is shown. A clear shoulder located at around 206.4 eV can be identified,
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which fits well with binding energies found in literature for Nb4+ [302]. This can be evidence for
the formation of electron polarons on the niobium site in NaNbO3-based materials. These electron
polarons might play a role in the degradation process.

Figure A.23.: Nb4+ peak detected in the Nb3d emission line with XPS after conduction the degrada-
tion experiments on an undoped NaNbO3 sample.

A.3.3. Electrode degradation

In order to examine the electrode degradation, first Pt as back contact was sputtered and afterwards
the ITO front contact was deposited as described in Section 4.13. As the sample has to be taken out
of the ultra-high vacuum system and mounted on a special sample holder for the in situ degradation
experiments, carbon adsorbents on the surface can be observed, which is shown in the XP-survey
spectra in Fig. A.24. After heating for about 2h to 3h at 100 ◦C and 200 ◦C in the XPS-chamber, the
intensity of the C 1s peak is significantly reduced due to evaporation of the carbon adsorbents. Both
measurements were done at room temperature.

When measuring XP-spectra with applied electric field at 100 ◦C the surface of the sample is charging
leading to a shift in the binding energy of the emission lines. Although ITO exhibits a high conductivity
especially under reducing conditions, which is the case for ITO acting as cathode, the current during
the degradation experiments is too high. Hence, the surface is charging during XPS measurements.
When applying 30V a fast increase in conductivity is followed by a slow decrease due to relaxation
behavior of ion migration as shown in Fig. A.25. Therefore, the shift in binding energy of the core
level emission lines compared to the room temperature measurement is decreasing with time because
the current is lowering, hence, the surface charging is reduced. This relation is illustrated in Fig. A.25.
Arrows indicate the time one elemental peak was recorded.
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Figure A.24.: Survey XP-spectra of Na0.99Ca0.01NbO3 with an ITO-electrode after mounting on the
sample holder and after heating at 100 ◦C and 200 ◦C in the XPS-chamber. A clear re-
duction of the C 1s peak due to the evaporation of carbon adsorbents can be observed.

Figure A.25.: Conductivity on the left axis and binding energy difference of the core level lines
between 100 ◦C with applied voltage and room temperature as a function of time for
ITO as cathode. Arrows mark the time period of each examined peak.

A.3.4. Heating in oxidizing and reducing atmospheres with a thick ITO layer

Heating experiments with a thick ITO film on top of a K0.5Na0.5NbO3 ceramic pellet were conducted
and analyzed by Sabrina Kahse within her advanced research internship [312]. For convenience the
Na 1s, O 1s, K 2p, and Nb3d emission lines are plotted in Fig. A.26. After cleaning (black) all spectra
can be identified while after the ITO deposition no emission lines related to the K0.5Na0.5NbO3 sample
can be observed anymore. Interestingly, after taking the sample out of the vacuum atmosphere,
mounting it on the special sample holder, and transferring it back in the XP-chamber, a small K 2p
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peak is detected. In addition, an expected C1s line and a shoulder in the O1s core level line due
to the carbon absorbents is recorded. After heating at 100 ◦C, 200 ◦C, and 300 ◦C the intensity of
the K2p peak is increasing. With applied negative electric field the K2p emission line is clearly
visible. In addition, a small broad Na1s peak can be observed. Hence, the alkaline ions within
K0.5Na0.5NbO3-based samples are mobile at elevated temperature and diffuse towards the surface.
In contrast, no niobium can be detected after all heat treatments.

Figure A.26.: Na 1s, O 1s, K 2p, and Nb3d emission lines for a K0.5Na0.5NbO3 ceramic after cleaning
(black), after depositing a thick ITO-layer (yellow), while heating at 100 ◦C (blue), 200 ◦C
(green), and 300 ◦C (dark red), and while heating at 300 ◦C and applying a voltage (light
red) adopted from [312].
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A.4. Polaron model

The polaron model developed in Section 8.2 is applied to the temperature dependent conductivity
curves measured in air and N2 on a Na0.99Sr0.01NbO3 sample. The corresponding plots are illustrated
in Fig. A.27 on the left side while the related band diagrams are shown on the right side. It can
be observed that the model does not fit as good as for the undoped and Ca-doped NaNbO3 sample.
Here, hole polaron hopping in the high temperature region and electron polaron hopping in the
low temperature regime is assumed because it shows less deviation than electron hole polaron
hopping in the high temperature part. However, the Na0.99Sr0.01NbO3 samples are special. On
the one hand, they have a higher conductivity in N2 than in air suggesting n-type behavior above
300 ◦C. On the other hand, they exhibit a decreasing conductivity with cycle number in N2 (see
Fig.7.3 in Section 7.1.2), which hints more to a p-type behavior. Furthermore, the additional Ca-
concentration in these samples could influence the electronic properties. Hence, Na0.99Sr0.01NbO3

samples without any contamination from calcium or other elements need to be prepared in future
for further investigations.
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Figure A.27.: Measured and fitted conductivity of Na0.99Sr0.01NbO3 in air (top) and nitrogen (bottom)
including all relevant energies and the corresponding band diagrams.
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Acronyms

AFE antiferroelectric

ALD atomic layer deposition

ARXPS angle resolved x-ray photoelectron spectroscopy

CBM conduction band minimum

CVD chemical vapour deposition

DAISY-MAT Darmstadt Integrated System for Material Research

DC direct current

DFT density functional theory

DOS density of states

EELS electron energy loss spectroscopy

FE ferroelectric

FWHM full width at half maximum

GW Green’s function G and dynamical screened interaction W

ITO Sn-doped In2O3

KNLNT 0.95(K0.49Na0.49Li0.02)(Nb0.8Ta0.2)O3-0.05CaZrO3 with 2wt% MnO2

LabVIEW Laboratory Virtual Instrumentation Engineering Workbench

RF radio frequency

SEM scanning electron microscopy

STEM scanning transmission electron microscopy

TEM transmission electron microscopy

V′′′′
Ti titanium vacancy
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V′′
Ba barium vacancy

VBM valence band maximum

XPS x-ray photoelectron spectroscopy

XRD x-ray diffraction
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