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Abstract: We consider the problem of meeting deadline constraints in wireless communication
networks. Fulfilling deadlines depends heavily on the routing algorithm used. We study this
dependence generically for a broad class of routing algorithms. For analyzing the impact of routing
decisions on deadline fulfillment, we adopt a stochastic model from operations research to capture the
source-to-destination delay distribution and the corresponding probability of successfully delivering
data before a given deadline. Based on this model, we propose a decentralized algorithm that operates
locally at each node and exchanges information solely with direct neighbors in order to determine the
probabilities of achieving deadlines. A modified version of the algorithm also improves routing tables
iteratively to progressively increase the deadline achievement probabilities. This modified algorithm
is shown to deliver routing tables that maximize the deadline achievement probabilities for all nodes
in a given network. We tested the approach by simulation and compared it with routing strategies
based on established metrics, specifically the average delay, minimum hop count, and expected
transmission count. Our evaluations encompass different channel quality and small-scale fading
conditions, as well as various traffic load scenarios. Notably, our solution consistently outperforms
the other approaches in all tested scenarios.

Keywords: ad hoc networks; deadline achievement probability; delay-aware routing; real-time
systems; time-critical communications

1. Introduction

End-to-end (E2E) delay, which measures the time taken for packets to travel from
a source node to a destination node in communication networks, is a widely used per-
formance metric. It is frequently defined as the average delay of packets along a given
path. This average delay is typically calculated as the sum of the average delays of each
individual link along the path. However, it is crucial to point out that link delays possess
inherent stochastic characteristics, leading to stochastic path delays and E2E delays within
the network [1]. Consequently, link and path delays may be modeled by probability density
functions (PDFs). An example is shown in Figure 1, which illustrates the PDFs of the delay
of two paths P1 and P2. The expected E2E delay of path P2 (dashed orange line) is larger
than the expected E2E delay of path P1 (dashed blue line). By expected E2E delay, we refer
to the expected value of the corresponding PDF.

Some existing and emerging wireless network communication applications in fields
such as critical care and industrial processes require timely data delivery in order to fulfill
their purpose. In these contexts, lost packets or missed deadlines can result in severe
consequences, especially in industrial control applications [2]. Therefore, it is crucial to
meet deadlines with a certain level of reliability. Analytic tools play a significant role in
this context, as they can provide operators with key information about the supported
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delay and reliability bounds [3], helping operators to make informed decisions to fulfill the
application’s requirements.

Consider thus a time-critical networking application requiring data from a source
node to arrive at a destination node by a given deadline. In Figure 1, the deadline is shown
by the dashed black line. The shaded areas under the curves to the right of the deadline
indicate the probability of missing the deadline for each path. Even though path P1 has
a smaller expected delay than path P2, the probability of missing the deadline is higher
along path P1. This example supports the idea that analyzing and designing time-critical
network communications by considering the probability density functions of E2E delays
rather than relying solely on statistical measures, such as expected delay, should be a
beneficial approach.

������

Figure 1. Two probability density functions of the E2E communication delay along two paths are
shown. They differ in their expected delays (dashed lines) and their respective probabilities of
missing a deadline (shaded area). Although the expected delay of path P1 is lower than that of path
P2, the deadline achievement probability of path P2 is higher. Thus, minimizing the expected delay
does not guarantee a maximized deadline achievement probability. Recreated from [4].

E2E delays ensue from the accumulation of delays of links followed by the data. We
refer to the likelihood of successfully meeting a specified deadline for timely data delivery,
considering the PDF of E2E delays, as the deadline achievement probability (DAP). Because
the routing algorithm ultimately selects the paths, the statistics of E2E delays and the
resulting DAPs are closely linked to the routing protocol in use.

Building on the aforementioned ideas, we present our first contribution in the form of
an algorithm that determines the DAP between a source and a destination node based on
probability distributions of link delays and the given routing tables. This algorithm allows
for analyzing the DAPs of a wide range of routing protocols within the family of proactive,
non-multipath or multicast routing strategies. This therefore contributes to works such
as [5,6] by providing an additional methodology and corresponding performance metric
for comparing routing protocols.

We further extend this algorithm to iteratively optimize the routing tables within the
network, resulting in a routing protocol that maximizes the DAP for every transmitted
packet. Both algorithms operate locally at each node and rely solely on information
exchanged with direct neighbors. We prove the convergence of both algorithms to the
correct solution within a finite number of iterations. In addition to these contributions,
we present a practical implementation of the algorithm. We demonstrate its functionality
through simulations and provide a quantitative assessment of its performance.

The structure of this paper is as follows. Section 2 provides an overview of related
works in the literature. In Section 3, we formalize the problem of achieving deadlines
using a mathematical model from operations research. The algorithm for determining the
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DAPs is developed in Section 4, and the algorithm for maximizing the DAP is presented
in Section 5. The simulation set-up is provided in Section 6, followed by evaluation of the
simulation results in Section 7. Finally, we conclude our findings in Section 9.

2. Related Work

In wireless networks with stochastic link characteristics, where link quality is subject
to random variations, achieving deadlines becomes a complex task. A growing number of
works have proposed paradigms and techniques to address these challenges and achieve
deadlines in such conditions [7]. In the sequel, we highlight contributions relevant to
this study. We will examine diverse techniques and protocols designed to enhance real-
time capabilities in wireless networks, with a particular focus on the metrics essential for
meeting deadlines.

In scenarios where the topology of the network and the links between nodes are
subject to high dynamics or the routing layer has limited information about the network,
approaches such as geographic routing (GR) can be particularly useful. Those conditions
can be found in mobile ad hoc networks and wireless sensor networks (WSNs). GR
leverages the geographic locations of nodes to make routing decisions, eliminating the
requirement for explicit knowledge of the network topology. For deadline-aware traffic
under this paradigm, velocities, understood as the speed or rate of movement of packets,
are commonly utilized as a variable to support timely delivery. An early key contribution
in this respect is the SPEED protocol [8], which proposes a GR approach with soft real-
time guarantees and congestion avoidance for WSNs. Several extensions of SPEED have
been proposed, including energy awareness [9,10] and packet prioritization combined
with probabilistic multi-path forwarding [11]. Also, a combination of transmission power
control and GR for improved energy efficiency was considered in [12]. In [13], the real-
time routing problem is transformed into a 0/1 integer linear programming problem to
effectively balance energy efficiency and reliability for real-time applications.

Predictive models can be employed to anticipate and adapt to future link variations.
Reinforcement learning (RL) is a prevailing machine learning technique in the literature for
routing. Unlike other machine learning techniques, it does not require large data sets [14].
RL provides a high level of adaptability, which allows the protocols to work in dynamically
changing networks. Furthermore, RL approaches have been used to optimize for multiple
criteria. For instance, Jafarzadeh et al. [15] proposed an energy-aware quality of service
(QoS) routing protocol. In another study by Lin et al. [16], a joint optimization approach
for routing and transmission power in dynamic environments was proposed, specifically
targeting delay-sensitive applications.

Furthermore, various other techniques have been employed to enhance the perfor-
mance of time-critical networking. For example, in [17], the authors proposed a routing
mechanism for real-time communication in WSNs based on composite potential fields.
The method, inspired by physics, models nodes as charged particles, and communication
paths are determined by attractive and repulsive forces. The metric employed for decision
making is the hop count, reflecting the number of intermediate nodes. Also, various cluster-
based routing schemes have been proposed [18]. Cluster-based routing can be beneficial for
time-critical applications as it optimizes communication by organizing nodes into clusters,
reducing latency, enhancing reliability, and facilitating efficient coordination for timely data
transmission. A cluster-based protocol for real-time traffic in industrial wireless sensor
networks was presented in [19]. The protocol focuses on energy efficiency and reduced
end-to-end delay. Real-time updates of routing information, focusing on geographical
position, hop counts, and residual energy metrics, enhance overall system performance
and scalability. Another cluster-based protocol, detailed in [20], caters to delay-sensitive,
bandwidth-intensive, time-critical, and QoS-aware applications. It employs dedicated
paths for real-time traffic, calculated using a metric that incorporates the initial energy,
expected transmission count, inverse expected transmission count, and minimum loss.



J. Sens. Actuator Netw. 2024, 13, 9 4 of 24

Combinations of multiple approaches have also been proposed. For instance, opportunis-
tic routing (OR) has been integrated with RL for live video streaming over multi-hop wireless
networks [21]. Techniques from GR and OR have been combined in a QoS-aware scheme for
wireless sensor networks [22]. Tang et al. [21] introduced a distributed RL-based OR scheme
for video streaming, where a novel metric was proposed to estimate end-to-end (E2E) delays.

All of the above approaches focus on individual metrics, predominantly velocity or
hop count, to ensure the timely delivery of data. However, the importance of modeling
link latencies directly as probability distributions instead of using individual metrics has
been highlighted in works such as [4,23].

Stochastic networks are characterized by aspects with uncertain behavior, and the pa-
rameters or conditions that affect network operations are subject to variability or randomness.
Several works have considered deadline-aware routing for such networks. The reliable shortest
path problem, introduced by Frank in [24], considers the joint latency of individual paths to
select the optimal path for a specific deadline. While [24] is a contribution from operations
research, the reliable shortest path problem has also received some attention in the domain of
wireless multi-hop networks in works such as [4,23]. In contrast to the reliable shortest path
problem, which focuses on predefined paths, the stochastic on-time arrival problem [25] allows
for optimal decisions made on the fly. The stochastic on-time arrival problem has received
little attention from researchers studying communication networks. It has been considered to
provision soft QoS guarantees in mobile ad hoc multimedia networks [26] or for accomplishing
timely data delivery in a practical bus network [27].

Routing algebra [28] can be used as a holistic mathematical modeling approach for
designing and analyzing routing metrics. The key property of the algebra, isotonicity,
is necessary and sufficient to prove that the routing produces loop-free paths. In [29],
the authors extended the algebra to OR. Routing algebra can also be applied for combined
metrics, such as a combination of a link quality indicator and the remaining energy [30].
In contrast, the optimal paths found by the atochastic on-time arrival problem may include
loops [25]. This violates isotonicity, and therefore routing algebra is not sufficient to describe
the stochastic on-time arrival problem.

Numerous studies have focused on the subject of deadline-aware routing in recent
years, as indicated by our literature review. However, these works predominantly offer solu-
tions grounded in either single or combined metrics. There is a clear absence of algorithms
created through analytical methods that are based on the distribution of link delays.

In this paper, we use an analytical approach based on the stochastic on-time arrival
problem in order to find the achievable deadline performance in communication networks
and thereby provide a tool for the design of routing protocols that maximize the probability
of achieving deadlines. We elaborate on this approach next.

3. Statistical Model for the DAP

Consider an ad hoc mesh network with data that must be relayed to a destination
by a given deadline. In the sequel, we derive the process of calculating the DAP for each
node in the network based on known routing tables for a given destination node. We begin
with Section 3.1, providing detailed information about the probabilistic model of the delays
of individual links and paths followed by packets. We then derive the DAP of a node in
Section 3.2 using link delays and the E2E delay statistics of its neighboring nodes.

3.1. Link and DAP Statistics

Data packets are composed of application data and a deadline. For the deadline, we
define the initial time to deadline (initial TTD) as a system-wide parameter. This represents
the maximum allowable age for application data to arrive at the destination in order to be
useful for the application. The deadline for the application data is therefore calculated by
adding the initial TTD to the chronological time at which the data are passed down at their
source to the network layer (NET) and the corresponding packet is formed. Subsequently,
the node begins relaying the packet toward the destination. When a neighboring node
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receives the packet, its deadline is inspected. The packet is then routed with the aim of
meeting its deadline.

Regardless of the trajectory followed toward the destination, each packet encounters
numerous delays along the way. These are caused by transmission queues, channel ac-
cess delays, retransmission timeouts, propagation delays, and protocol stack processing
delays [31]. These delays are random with diverse statistics. We model the joint delay
from the instant a packet is delivered to the NET of node u until it is successfully delivered
one hop downstream to the NET of neighboring node vi by a random variable with PDF
fuvi (τ), with τ denoting the delay. Much work has been carried out to capture the link
statistics (see, for example, the references in [32]). Because link delays are often dominated
by path loss and channel fading, we assume that link PDFs are static and that link delays
are random variables independent from each other.

As a packet moves toward its destination, realizations of the link delays add up over
time, thereby reducing the remaining time to deadline (remaining TTD). The DAP of a
packet en route depends on its remaining TTD (the shorter the remaining TTD, the lower
the DAP). The cumulative distribution function that describes this relationship (DAP-CDF),
seen from the NET, is denoted by F̌u(τ), where u is the node to which the DAP-CDF
pertains and τ is the remaining TTD.

Routing tables and DAP-CDFs are closely related. Any DAP-CDF F̌u(τ) can be deter-
mined by the method provided in [32]. However, it is to be noted that the corresponding
algorithm in [32] requires complete and central knowledge of the link statistics and of the
routing tables for the entire network. Our objective here is to find a distributed algorithm
for each node to determine its DAP-CDF F̌u(τ) using only locally available knowledge.
For this, a key observation is that the DAP-CDFs of neighboring nodes toward the destina-
tion are interdependent. We explore this interdependence in the following subsection and
use it as the basis for our proposed algorithms.

3.2. DAP Relationship between Neighbors

Consider any network in which each node routes traffic based on deadline-aware
routing tables, whose input is the remaining TTD of the packet to be forwarded and output
is the next hop neighbor. Consider representing these routing tables by functions hu(τ),
which return the neighbor that node u chooses as next hop when the remaining TTD of a
packet is τ. This representation encompasses many common cases. One particular case is
when the forwarding node is the same neighbor regardless of the remaining TTD, such as
in routing by the minimum hop count [33,34].

Assuming that the routing tables of all nodes in the network have been configured to
a known and valid state, denoted as ȟu(τ) for any node u, we aim to determine the DAP
for traffic originating from or passing through node u. To achieve this, assume that node u
possesses the following statistics for each of its neighbors vi:

1. The PDF fuvi (τ) of the link delay from u to vi.
2. The DAP-CDF F̌vi (τ) of vi corresponding to the routing tables set up in the network.

Then, the DAP-CDF seen from u when forwarding a packet via neighbor vi is given by
the convolution of the above two probability functions:

F̌u→vi (τ) = F̌vi (τ) ∗ fuvi (τ). (1)

In the above equation, u→ vi denotes “forwarding from u via vi”, and ∗ denotes the
convolution operation. Given the routing table ȟu(τ) of node u, the DAP-CDF of node u
for a remaining TTD τ satisfies the following equation:

F̌u(τ) = F̌u→ȟu(τ)
(τ). (2)

In the next section, we provide an algorithmic description of how the DAP-CDFs F̌u(τ)
can be determined in a distributed fashion for the entire network utilizing the insights
discussed above.
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4. Algorithm for Determining the Probabilities of Achieving Deadlines

Assume that the routing tables of all nodes in the network have been set to a known
and valid state, for instance, by using a metric such as the hop count. The proposed
algorithm for finding the DAP-CDFs F̌u(τ) corresponding to the routing tables ȟu(τ) is
based on an iterative approach that leverages Equations (1) and (2). During iteration,
intermediate cumulative distribution functions (CDFs) are obtained and denoted by Fu(τ).
These CDFs eventually converge to actual DAP-CDFs, denoted by F̌u(τ). The complete
Algorithm for Determining the Probabilities of Achieving Deadlines (ADPAD) is presented
in pseudo-code as Algorithm 1 below.

The algorithm has two phases: an initialization phase and a round-based updating
phase of the node CDFs Fu(τ). Both phases run locally on each node and rely only on
the exchange of information with direct neighbors. The algorithm description is therefore
presented from the local view of an arbitrary node u. The algorithm is carried out in a
distributed and joint fashion by all nodes in the network. No centralized processing is
performed at any time.

The CDF of a given node u is initialized as Fu(τ) = 0 (line 5). After initialization,
a round-based updating of the CDFs begins. The destination s is an exception because its
CDF is initialized as the step function (Fs(τ) = 1 for τ ≥ 0 and 0 otherwise) (line 3) and
does not ever change.

At the beginning of each new round, every node in the network and the destination
broadcast their CDFs (line 9). We assume a mechanism is in place at the data link layer
(DLL) for ensuring correct delivery to all corresponding neighbors. Upon receiving all
neighbors’ CDFs (line 10), every node except the destination s performs one round of the
algorithm. With a focus on node u, the round consists of the following two steps:

Step 1: For every neighbor vi (line 11), node u calculates the expression in Equation (1),
using the latest Fvi (τ) received instead of the still unknown F̌vi (τ) (line 12). The set
N(u) in line 11 denotes the neighboring nodes of node u in the network, consisting
of the nodes to which u can directly communicate or forward data packets.

Step 2: Node u updates its CDF Fu(τ) according to Equation (2) (line 14). The resulting
CDF will be broadcast at the beginning of the next round.

After performing the above steps, u waits until the beginning of the next round. The
rounds are repeated at regular intervals by all nodes in the network.

Algorithm 1 Algorithm for Determining the Probabilities of Achieving Deadlines (ADPAD)

procedure INIT
if this node is destination then

Fs(τ)← 1, τ ≥ 0, 0 otherwise
else

Fu(τ)← 0 ∀τ
end if

end procedure
procedure ROUND

Broadcast Fu
Receive CDFs Fvi from all neighbors vi
for each vi ∈ N(u) do

Fu→vi (τ)← Fvi (τ) ∗ fuvi (τ) ∀τ
end for
Fu(τ)← Fu→ȟu(τ)

(τ) ∀τ

end procedure

Appendix A presents proof that the ADPAD converges to a stable solution in finite time
and that it returns actual DAP-CDFs. While DAP-CDFs obtained using the aforementioned
approach correspond to given routing tables, it is important to note that these routing tables
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may not be optimal for deadline-aware traffic. A modification of the ADPAD can be made
in order to also return DAP-optimal routing tables. The details of this modification will be
explained in the following section.

5. Algorithm for Maximizing the Probabilities of Achieving Deadlines

Maximizing the DAP of network traffic requires that the forwarding decisions for
each packet at each node are made with optimal deadline-aware routing tables given the
remaining TTD. To iteratively improve the routing tables and ultimately maximize the
DAPs, we introduce an additional step in ADPAD that involves updating the routing tables
in each round. The resulting algorithm is presented as the Algorithm for Maximizing the
Probabilities of Achieving Deadlines (AMPAD).

Empty routing tables are initialized in line 6. After finishing the loop in line 14, which
calculates Fu→vi for all neighbors vi of node u, we carry out the following maximization in
line 15, which may return a set with more than one optimal result:

hu(τ) ∈ arg max
vi∈N(u)

Fu→vi (τ). (3)

Here, hu(τ) (without the check mark) represents the best routing choice(s) that node
u can make for the remaining TTD τ based on its current knowledge about the network
delays. In case the arg max operation provides more than one solution, hu(τ) must be
chosen, for example, randomly from the returned set.

Let us assume that node u adopts a new routing table according to Equation (3). Then,
the update of u’s CDF Fu(τ) in line 14 corresponds to the newly adopted routing table.
By recursively applying this to each round, the routing tables improve toward maximizing
the DAP.

Algorithm 2 Algorithm for Maximizing the Probabilities of Achieving Deadlines (AMPAD)

1: procedure INIT
2: if this node is destination then
3: Fs(τ)← 1, τ ≥ 0, 0 otherwise
4: else
5: Fu(τ)← 0 ∀τ
6: hu ← ∅
7: end if
8: end procedure
9: procedure ROUND

10: Broadcast Fu
11: Receive CDFs Fvi from all neighbors vi
12: for each vi ∈ N(u) do
13: Fu→vi (τ)← Fvi (τ) ∗ fuvi (τ) ∀τ
14: end for
15: hu(τ)← arg maxvi∈N(u) Fu→vi (τ) ∀τ

16: Fu(τ)← Fu→ȟu(τ)
(τ) ∀τ

17: end procedure

The routing tables in the AMPAD are interdependent between nodes. Changes to
one table may affect the DAP of neighboring nodes and therefore their tables, and so on,
rippling this way through the entire network. Therefore, maximizing the DAP also yields
the set of DAP-optimum routing tables for the entire network and not just for individual
nodes. The proofs in Appendix A regarding convergence in finite time are also applicable
to the AMPAD. Furthermore, we provide proof in Appendix B that the solution obtained
by the AMPAD is optimal. This proof can be read in direct continuation of the proofs of
Appendix A.
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6. Simulation Implementation

We utilize WSNs as a use case for conducting simulations, although our algorithm can
be applied to other network types as well.

The proposed algorithms were tested using Castalia [35], which is a simulator for
WSNs based on the OMNeT++ platform. The algorithms were mostly implemented in
the NET. We kept the other layers of the protocol stack as standard as possible. A brief
description of all relevant layers and processes is presented below.

6.1. Wireless Channel Model

The wireless propagation medium was simulated using a lognormal shadowing model
with an exponent of 2.4, a reference distance of 1 m to the far field of the antennas, and a
path loss of −55 dB at that distance. A lognormal random shadow fading with a standard
deviation of 4 dB was generated for every link. Additionally, quasi-static Ricean fading
with a K factor of four was employed to simulate small-scale block fading, a value found in
many different environments.

6.2. Physical Layer (PHY)

The physical layer (PHY) used was the one corresponding to the CC2420 chipset,
with default values as implemented in Castalia. The chosen modulation type was “Ideal”
with a signal-to-noise ratio threshold of 5 dB for successful reception. The transmit power
was set to 0 dBm.

6.3. Data Link Layer (DLL)

The MAC protocol was implemented as a standard unslotted, non-persistent carrier-
sense multiple access (CSMA) protocol with acknowledged connectionless service. The im-
plementation of Timeout-MAC [36] in Castalia served as the basis for implementing this
protocol. Retransmissions are carried out after 5 ms in case no acknowledgment is received.
Acknowledgments are transmitted immediately after the frame to be acknowledged is
received, while all other nodes hold contention. After two transmission attempts without
successful reception of an acknowledgment by the sender, the frame (packet) is discarded.

Link delay estimations were implemented in the DLL. For this, a timestamp is noted
when data packets or probing packets are passed from the NET to the DLL and queued
at the MAC. Once the sender receives an acknowledgment, it estimates the delay to the
receiver by calculating the difference between the acknowledgment’s reception time and
the initially noted timestamp, subtracting the air time of the acknowledgment frame.
The measured delay is then forwarded to the NET for maintaining link delay statistics.

Acknowledgments also include a flag to indicate if a frame has already been received
and acknowledged before. If the flag is set, then prior ACKs got lost, and the actual
delay experienced by the packet for reaching the neighbor was shorter. In these cases,
the acknowledgment is not used for link delay statistics.

6.4. Network Layer (NET)

When a packet becomes available at the NET for transmission, the deadline-aware
routing table is looked up, and the packet is passed down to the DLL. Generating adequate
routing tables in the simulator relies on three key processes at the NET: estimation of the
link delay PDFs, the exchange of CDFs between neighbors, and a mechanism for avoiding
the “count to infinity problem”. Each process is described below.

Estimation of link PDFs: Both proposed algorithms require knowledge of the probabil-
ity distributions of the link delays seen at the NET between neighbors (see Equation (1)).
Because, in practice, these PDFs are unknown a priori, they must be estimated and updated
regularly. For this, link delays are measured (1) actively by means of probing packets
and (2) passively by harvesting delay information from transmitted data packets. Probing
packets are unicast by each node to all their neighbors every 120 s.
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Link delays observed by the DLL are stored as histograms at the NET. The histograms
consist of 101 bins, where the first 100 bins are uniformly distributed for times from 0 to the
initial TTD. Bin 101 counts the number of observed delays above that time, including the
count of packets discarded at the DLL.

The link delay PDFs are determined by dividing the number of measured delays in
each bin by the total number of measured delays. This quotient is then multiplied by the
packet delivery ratio of the respective link.

Exchange of CDFs among neighbors: The two proposed algorithms require a regular
exchange of DAP-CDFs between neighboring nodes. For this, the broadcasting of CDFs is
performed at regular intervals of 5 s.

Preventing the “count to infinity problem”: We have observed for both algorithms
that the DAP-CDFs are slow to incorporate evolving link statistics. As a consequence,
the exchanged DAP-CDFs may provide an inaccurate snapshot of the network’s actual link
statistics. With the ADPAD, this simply delays its convergence. However, for the AMPAD, it
may lead to routing loops in a similar fashion to the “count to infinity problem” of distance
vector routing (Section 5.2.4 in [37]). In order to avoid this effect and avoid routing loops,
we propose using a solution based on an aging sequence number, whereby every node
starts with a sequence number with a value of zero and attaches it to every transmission of
DAP-CDFs. The destination node increments its own sequence number every 120 s. This
increment propagates through the network in a flooding fashion when the DAP-CDFs are
exchanged. Each time a node receives a new DAP-CDF from a neighbor, it inspects the
enclosed sequence number. If it is larger than its own sequence number, then the following
processess are carried out:

1. The node’s own sequence number is updated to the newly received sequence number.
2. A new empty routing table (“scratch table”) is allocated (but not yet used). This table

will be updated several times by the steps explained below. It will become operational
(i.e., used for forwarding decisions) the next time it receives a sequence number greater
than its own (when these steps are applied the next time and a new scratch table is
allocated).

3. All locally stored DAP-CDFs of the neighbors are erased.
4. All link PDFs are calculated from the current histograms.

In the previous case, and in case the received sequence number is equal to the
node’s own number, the DAP-CDF is updated locally according to lines 12–14 and 16
of Algorithm 2. The scratch table is updated every time according to line 15.

Finally, when the received sequence number is smaller than the node’s own sequence
number, then the received DAP-CDF is considered outdated and ignored.

6.5. Transport Layer

Because application data are embedded in individual packets that fit inside single
transmission frames, and because transport control protocols entail long sink-to-source
feedback loops, we opted not to implement any form of transport control.

6.6. Application Layer (APP)

In our simulation, the application layer (APP) laid right above the NET. It produced
data units of 10 bytes in size which needed to be delivered to a sink node within an
initial TTD that was set for all nodes equally, ranging from 12 ms to 100 ms in the various
simulation runs. Data units were generated at each node at a rate of one unit every 80 s.

6.7. Benchmarking Protocols

The DAP performance obtained with the AMPAD was compared to the DAP of
distance vector routing (Section 5.2.4 in [37]) based on three common and widely used
metrics [6,7].
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The average delay (AD) aims at minimizing the average delay of packet deliver-
ies. Considering the delay experienced along different paths, the routing algorithm can
dynamically adjust routing decisions to steer traffic away from congested links or nodes.

The hop count (HOP) routes packets by minimizing the number of hops used to
reach the destination node. This routing method is relatively simple to implement and
requires minimal computational resources compared with other routing algorithms. Its low
overhead is particularly attractive for energy-constrained wireless mesh networks.

The expected transmission count (ETX) [38] selects the path with the lowest expected
number of transmissions from a source to a destination. By considering the link quality,
links with poor performance are avoided and packets are routed through paths with higher
link quality, reducing the energy consumption associated with retransmissions.

The implementation of these routing alternatives is identical to the protocol used for
the AMPAD, with the only difference being that, instead of determining probability density
functions (PDFs) and exchanging the corresponding cumulative distribution functions
(DAP-CDFs), only the values of the respective metrics are estimated and exchanged. For-
warding decisions are made by choosing the neighbor with the minimum metric value to
the destination node. The “count to infinity problem” is avoided using the same method
based on sequence numbers described in Section 3.1.

Note that for all comparison metrics, a node’s neighbors are defined as the nodes
whose packet loss rate, seen at the NET, is below a certain threshold. This enables the
examination of the effects caused by lossy links.

6.8. Network Realizations

In the context of our WSN example, we assumed a dedicated network tailored for a
specific purpose. Consequently, the entirety of network traffic comprised exclusively time-
critical data packets and packets containing routing information. Most simulations were
performed with mesh networks of 60 nodes placed randomly with a uniform distribution
on a square area of 30,000 m2, as shown in Figure 2. The sink was placed in the southwest
corner, and 60 networks were generated this way and used for all reported results.
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Figure 2. Typical random topology used for simulations, where 60 nodes were placed randomly on a
square area of 30,000 m2. The sink was placed in the southwest corner.
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Line topologies are sometimes found in real WSN deployments [39], such as those
involved in monitoring gas pipelines [40]. These simpler topologies enable a focused
examination of the behaviors exhibited by the protocols under study. Two experiment
sets were carried out in a line topology, with 60 nodes placed at a distance of 5 m from
each other and covering a total distance of 295 m. In this case, simulations were repeated
60 times with different seeds.

All simulation parameters and their default values are shown in Table 1.

Table 1. Simulation parameters along with their respective default values and references to
their introduction.

Parameter Value Described in Section

Path loss exponent 2.4 Section 6.1

Reference distance 1 m Section 6.1

Path loss at reference distance −55 dB Section 6.1

Rice fading K factor 4 Section 6.1

Signal-to-noise ratio threshold 5 dB Section 6.2

Transmit power 0 dBm Section 6.2

Random contention interval 5 ms Section 6.3

Maximum number of
transmission attempts 2 Section 6.3

Link delay probing interval 120 s Section 6.4

CDF broadcast interval 5 s Section 6.4

Data traffic load 1 packet per 80 s per node Section 6.6

Initial TTD 35 ms Section 6.6

Link-PLR threshold 0.125 Section 6.7

Network size 60 nodes Section 6.8

Network area 30,000 m2 (square
configuration)

Section 6.8

7. Performance Evaluation

In this section, we evaluate the performance of both proposed algorithms via simulation.
The first batch of simulations was run to validate that the ADPAD and AMPAD

produced accurate DAP-CDF estimations. The evaluation was performed with the AMPAD
because the ADPAD does not have a priori defined routing tables, while the AMPAD
determines them. Whether these are optimal or not in the DAP sense is not relevant in
this case.

The simulations recreated 32 h of network time, of which the last 8 h were used for
measuring the actual deadline achievement ratio (DAR) of the data packets. The DAR
is the fraction of data packets created in the network that arrive at the sink within their
respective deadlines. During the simulation, certain packets were lost for reasons such as
channel access failure or reaching the maximum number of transmission attempts. We
also classified such occurrences as instances of missed deadlines. Figure 3 compares the
measured DAR values with the DAP predicted by the DAP-CDFs that were reached by the
AMPAD at the end of the simulations. In all cases, the initial TTD was 35 ms. The DAPs
versus DARs of all 3600 nodes of all 60 simulation runs of the square topologies are plotted
in the figure. The DAP is overestimated above the diagonal dashed line; below the line, it is
underestimated. The dashed horizontal and vertical lines represent the respective average
values. The mean square error of DAP prediction versus the actual DAR was 5.089 · 10−4.
This confirms that the algorithm converged to the correct DAP-CDFs.
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Figure 3. Fraction of packets that arrived at the sink in time (DAR) vs. estimated deadline achievement
probability (DAP) obtained by evaluating the DAP-CDF returned by AMPAD.

Next, we are interested in understanding the role of the link quality in the performance
of the algorithms. The motivation for studying this aspect is as follows. Links with a longer
physical distance tend to have a higher outage probability. On the other hand, long links
move packets potentially faster toward the sink because fewer hops are needed. When the
initial TTD is small, we expect better DAR performance when links with a higher packet
loss are allowed because that enables using fewer hops to the sink by following longer and
less reliable links. When a longer initial TTD is specified, then using links with lower packet
loss is beneficial because that fosters the use of shorter, more reliable links when more
hops to the sink are tolerable. We are interested in understanding how well the AMPAD
deals with this trade-off in comparison with AD. For this, we used the loss rates of packets
at the data link layer seen by the network layer (link-PLR) for ruling out links with poor
performance in AD while keeping all links available to the AMPAD.

The following thresholds for the maximum allowable link-PLR for AD were tested:
0.0625, 0.125, 0.5, and 1. A link-PLR-threshold of one does not impose any constraints on
the neighbors that can be chosen for routing. In this case, the next hop selection was based
only on the average times, regardless of packet loss.

The AMPAD and AD were simulated with the described square network realizations,
with the various link-PLR thresholds for AD and varying initial TTDs. The performance
metric of interest is the achieved DAR, which was averaged over all nodes and all simulated
networks. The results are plotted in Figure 4. As expected, the DAR benefited from larger
initial TTDs in all cases. The AMPAD consistently achieved the highest DAR performance
for all initial TTDs. Interestingly, the DAR did not tend toward one in all cases, even with a
large initial TTD. This is because the DLL discards frames that fail to reach the next hop
neighbor within the given maximum number of allowed transmission attempts. This cause
of packet loss is substantial for AD with thresholds that allow more unreliable links to
be used. It drops as links with high link-PLR are filtered out through the thresholding
method described. The curves for AD reflect the trade-off between the link length and hop
count as the initial TTD varied. The ideal link-PLR threshold depended on the initial TTD;
high link-PLR thresholds were better for low initial TTDs, and low link-PLR thresholds
were preferred for high initial TTDs. The effect of lowering the link-PLR threshold for
keeping better quality links had a limit because it reduced network connectivity, eventually
creating isolated nodes or network islands whose traffic could never reach the sink, thus
deteriorating the DAR further. Similar behavior was observed in the case of the other
metrics, HOP and ETX, when different link-PLR thresholds were applied (not shown). It is
to be noted that the AMPAD is free from this trading off by thresholding the link quality. It
picks the optimal links automatically.
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Figure 4. DAR vs. initial TTD for different link-PLR thresholds of AD. AMPAD always achieved the
highest DAR.

Next, we assessed the performance of the various routing algorithms for different
initial TTD values with a link-PLR threshold of 0.125 for all approaches (except the AM-
PAD). The results are shown in Figure 5, which presents the average DAR statistics from
60 simulation runs with the square topology with 60 nodes each. The variance in DAR
values producing those averages (markers) was generally wide, including nodes close to
the sink with DAR values close to one and nodes far away from the sink with DAR values
close to zero. The AMPAD had the highest DAR among all considered initial TTD values,
consistently outperforming all other approaches. On the other hand, HOP consistently
exhibited the poorest performance out of all the algorithms simulated, while ETX and AD
performed slightly better and similarly between them.

20 40 60 80 100
System TTD [ms]

0.0

0.2

0.4

0.6

0.8

1.0

DA
R

AMPAD
AD: link-PLR-threshold = 0.125
ETX: link-PLR-threshold = 0.125
HOP: link-PLR-threshold = 0.125

Figure 5. DAR vs. initial TTD for AMPAD vs. AD, ETX, and HOP, with a link-PLR threshold of 0.125.
The AMPAD always achieved the highest DAR.

Next, we considered a line topology of 60 nodes distributed evenly over a distance of
295 m, with the sink located at one end of the line. Based on empirical observations, we
opted for a consistent initial TTD of 35 ms throughout all simulation runs. This specific ini-
tial TTD choice was deliberate to present a challenging scenario for the protocols, allowing
for a thorough analysis of their behaviors across all nodes in the network.

It is intuitive that the DAR dropped with an increasing distance to the sink because
data packets originating from nodes located further away from the sink would follow
longer paths (more hops). Figure 6 depicts this relationship between the distance to the sink
and DAR, while Figure 7 presents the average hop count as a function of the distance for
packets that successfully reached the sink within their deadline. Intuitively, for nodes at a
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high distance from the sink, priority should be given to fast paths rather than reliable ones.
Conversely, at shorter distances, deadlines can be achieved by following slower but more
reliable links and paths. This trade-off was observed for the AMPAD (Figure 7) but not for
the benchmark protocols, whose hop counts increased approximately proportionally to the
distance to the sink. With the AMPAD, nodes in close proximity to the sink (below 150 m)
tended to utilize paths with higher hop counts compared with the benchmark protocols,
resulting in improved reliability. Conversely, nodes located further away from the sink
(above 170 m) tended to utilize paths with lower hop counts compared with the benchmark
protocols, leading to reduced latency. This explains the superior DAR performance of the
AMPAD shown in Figure 6 for short and long distances.
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Figure 6. DAR vs. distance to sink. AMPAD outperformed all other approaches for distances higher
than 170 m.
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Figure 7. Average hop count vs. distance to sink. AMPAD chose comparably more hops when close
to the sink but fewer hops at higher distances.

In Figure 8, we show the performance of the different approaches in terms of the DAR
under various constant traffic loads in the square networks with 60 nodes and an initial
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TTD of 35 ms. Traffic ranged from 0.75 to 96 packets per second and was generated at the
application layer. The AMPAD consistently outperformed the other approaches, with a
DAR difference of up to 0.15 under high traffic conditions. The superior performance of
the AMPAD was partly a result of how the AMPAD discards packets; it does so before
the deadlines have passed and as soon as the deadline achievement probability reaches
zero, while the other approaches discard packets only after their deadlines have passed.
Consequently, traffic load was alleviated sooner under the AMPAD, especially near the
sink, where traffic load was the highest. As a result, the AMPAD was able to maintain a
more robust performance under high-traffic scenarios compared with the other approaches.
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Figure 8. DAR under different traffic loads. Under high traffic, AMPAD performed significantly
better than ETX, AD, and HOP.

Figure 9 presents the performance of the different approaches over 8 h of simulation
time under varying traffic load. The traffic load was set initially to 0.75 packets per second
for the first 6 h (left of line B) and then increased to 48 packets per second for the remaining
2 h. At 4 h (line A), all overhead traffic at the NET (link probing and broadcasting of
CDFs, etc.), as well as updating of the routing tables, was stopped for the remaining
simulation time. The DAP slightly improved at this time because of the freed up network
bandwidth. At 6 h (line B), the figure depicts a decline in performance because of the traffic
burst. The protocols continued to rely on previously established routing tables set up from
DAP-CDFs and metrics that corresponded to the initial load conditions.

When comparing the performance during the last 2 h of network time in Figure 9
(48 packets per second to the right of line B) with Figure 8 at that traffic load (line C), it
stands out that the AD, ETX, and HOP performed better in the burst case (achieving DAR
values above 0.4 compared with values below it). This was due to the additional bandwidth
for lack of monitoring overhead. In contrast, the AMPAD achieved similar performance in
both experiment sets. This indicates that the added bandwidth was lost for the suboptimal
routing tables. Nevertheless, the AMPAD still outperformed all other approaches.

The frequency of retransmission attempts and packet loss rates at the DLL were
strongly influenced by small-scale fading in the wireless propagation medium. In Figure 10,
we investigated the performance of the AMPAD under various values of the Ricean fading
K factor and compared it to the benchmark protocols for an initial TTD of 35 ms.
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Figure 9. DAR over time under normal traffic and traffic burst, with 0.75 packets per second during the
first 6 h and 48 packets per second during last 2 h. Monitoring turned off after 4 h. The performance
of all approaches degraded during bursts.
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Figure 10. DAR vs. Rice factor K. Lower values of K indicate less reliable links. All approaches
performed better with increasing K values.

We observed that all cases performed worse at smaller values of K, confirming that
networks with stronger small-scale fading in their links present more challenging routing
environments for time-sensitive traffic. This highlights the importance of studying net-
working protocols under different fading conditions. Notably, the AMPAD exhibited an
approximately 0.13 higher DAR performance compared with the other approaches under
intensive fading conditions (K = 1). At high K values (reliable links), both the AD and
ETX demonstrated comparable performance to the AMPAD, while the HOP exhibited
inferior behavior. Hence, one of the strengths of the AMPAD is its versatility in coping with
different fading conditions.
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8. Considerations for Energy Consumption

The optimization of energy consumption was not addressed in this study. However,
in the domain of WSNs, energy consumption can be of paramount importance. In the sequel,
we discuss aspects of our solution that contribute to the topic of energy consumption. Given
that our protocol operates on probability density functions, in contrast to conventional
protocols, an increased energy expenditure is anticipated. This can be attributed, on one
hand, to the more intricate calculations and, on the other hand, to the larger packets
required for transmitting routing information. Additionally, probes are employed for
monitoring individual links, contributing to higher energy consumption.

However, the protocol effectively mitigates energy consumption by promptly discard-
ing packets that are unable to meet their deadlines, thereby improving the overall energy
balance. Additionally, passive monitoring contributes to reduced energy consumption.
In situations where data traffic is high in relation to the routing overhead, the positive
energy effects of our presented protocol may outweigh the associated costs. This remains
an open topic for future analysis.

Nevertheless, for deployment in energy-constrained scenarios, an optimization fo-
cusing on energy is crucial. The probability functions employed in our approach allow
integration with additional metrics that could be leveraged to reduce energy consumption
or achieve a more balanced load distribution. Furthermore, it is conceivable to apply
the proposed approach to exploit different transmission rates and performance levels
in order to select the most energy-effective option for meeting a given deadline. Opti-
mization strategies for energy efficiency should be explored for practical applications in
resource-constrained environments.

9. Conclusions

Maximizing the probability of achieving E2E communication delay deadlines in com-
munication networks was studied. The deadline achievement probability for given routing
tables was derived.

We introduced a distributed iterative algorithm that finds the E2E delay cumulative
probability functions. The algorithm was extended to also converge to optimal routing
tables that maximized the probability for all packets to fulfill their deadlines. Both algo-
rithms were proven to achieve a solution in a finite number of iterations. A solution was
proposed that avoids the algorithms running into the “count to infinity problem”.

The simulation results show the proposed algorithms converging to the correct cu-
mulative distribution functions of the deadline achievement probabilities for all nodes in
a network.

The deadline achievement ratio of the proposed algorithm with routing table op-
timization was benchmarked against the performance of routing by different common
metrics (hop count, average delay, and ETX). The latter were tested, ruling out poor quality
links using various thresholds for link packet loss ratios. It was shown that the proposed
approach consistently outperformed the other routing metrics, regardless of the threshold
used. Notably, the AMPAD exhibited an approximately 0.13 higher DAR performance
compared with other approaches under intensive fading conditions (K = 1).

We further found that the proposed approach is versatile for coping with small-scale
channel fading and varying traffic loads. Under strong fading conditions, our approach
demonstrated a roughly 0.13 higher deadline achievement ratio compared with the bench-
mark protocols, with no significant performance improvement observed under mild fading
conditions. Additionally, across varying traffic loads, our approach outperformed the
benchmark protocols by up to 0.15.

Deadline-aware routing using link statistics is a promising approach, especially for
severe channel fading conditions.
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Abbreviations

The following abbreviations are used in this manuscript:
AD Average delay
APP Application layer
ADPAD Algorithm for Determining the Probabilities of Achieving Deadlines
AMPAD Algorithm for Maximizing the Probabilities of Achieving Deadlines
CDF Cumulative distribution function
DAP Deadline achievement probability
DAR Deadline achievement ratio
DLL Data link layer
E2E End-to-end
ETX Expected transmission count
GR Geographic routing
HOP Hop count
Link-PLR Loss rates of packets at the data link layer seen by the network layer
NET Network layer
PDF Probability density function
PHY Physical layer
QoS Quality of service
RL Reinforcement learning
TTD Time to deadline
WSN Wireless sensor network

Appendix A. Proof of Convergence to a Stable Solution for DAP-CDFs

The proof is broken up into three parts. First, we show that the algorithm makes
progress in each round toward the stable solution (Proof 1). Second, it reaches the stable
solution after a finite amount of time (Proof 2). Third, the stable solution found by the
algorithm returns proper DAP-CDFs (Proof 3).

The proofs that follow are valid for the AMPAD and ADPAD but are developed for
the broader case of the AMPAD.

Appendix A.1. Proof 1: Steady Progress

Consider an approach based on induction using an integer index r, whose initial
value is zero and is incremented on each round after completing a CDF exchange by the
broadcasting in line 11 of the AMPAD. For the proof, we denote the resulting CDF Fu by Fr

u,
which is initialized as F0

u(τ) = 0 (except for the sink, as noted). Similarly, we define

Fr
u→v(τ) := fuv(τ) ∗ Fr−1

v (τ) (A1)
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for r ≥ 1 for representing the CDFs Fu→vi calculated at round r (AMPAD, line 13). It is to
be noted, however, that index r is used exclusively for clarity of the proof, but the nodes
themselves do not use it nor know it.

Assume that all links exhibit a minimum link delay tmin for any data packet transfer.
Concretely, no link can transfer data packets with zero delay. This implies a delay tmin
below which all link PDFs are always equal to zero. Formally, by defining E as the set of all
links in the network

∀uv ∈ E : ∀τ < tmin : fuv(τ) = 0. (A2)

then using r, we define the stable region ]−∞, τ̂r[ for a CDF Fr
u(τ) as follows:

Fr
u(τ) is stable for τ ∈]−∞, τ̂r[ (A3)

⇐⇒ ∀q > r, ∀τ < τ̂r : Fq
u(τ) = Fr

u(τ), (A4)

where τ̂r is a round-dependent variable whose initial value at r = 0 is τ̂0 = 0. The initial
stable region of all CDFs is therefore, trivially, the set of negative real numbers.

Next, we show that the stable region ]−∞, τ̂r[ of the CDFs Fr
u grows with r and is

lower bounded by τ̂r ≥ rtmin.

Lemma A1. Fr
u(τ) is stable for τ ∈]−∞, rtmin[.

Proof. We will prove this lemma by induction. The induction basis for r = 0 is trivial to
show. For the induction step, we will show now that Fr+1

u (τ) is stable for τ ∈]−∞, τ̂r + tmin[
using the assumption that Fr

v(τ) is stable for τ ∈]−∞, τ̂r[.
At the beginning of round r + 1, each node knows the CDFs Fr

v of all its neighbors from
the previous round. This is also true in particular during the first calculation of lines 12–16
of the ADPAD when r = 1 and each node has just received the broadcast of the initial CDFs
F0

u(τ).
We first show that the CDF Fr+1

u→vi
(τ) for any neighbor vi is stable for τ ∈]−∞, τ̂r + tmin[

under the given assumptions. The following sequence of equations starts by considering
these values of τ for Fr+1

u→vi
(τ):

∀τ ∈]−∞, τ̂r + tmin[: Fr+1
u→v(τ) (A5)

= fuv(τ) ∗ Fr
v(τ) (A6)

=
∫ ∞

−∞
fuv(τ − t)Fr

v(t)dt (A7)

=
∫ τ̂r

−∞
fuv(τ − t)Fr

v(t)dt +
∫ ∞

τ̂r
fuv(τ − t)Fr

v(t)dt (A8)

=
∫ τ̂r

−∞
fuv(τ − t)Fr

v(t)dt (A9)

Equation (A6) is the definition of Fr+1
u→v taken from Equation (A1). Equation (A7) is

then the common definition of convolution. The second summand in Equation (A8) is
equal to zero according to Equation (A2), which leads to Equation (A9).

We now have to verify that all used values in the CDF are stable in Equation (A9).
The considered values of t in Fr

v(t) are smaller than τ̂r and are therefore stable by assumption.
The link PDF fuv(τ) is always stable. The stability of Equation (A9) proves the stability of
Fr+1

u→v(τ) for τ ∈]−∞, τ̂r + tmin[.
For each neighbor of u, the node u will update its own CDF Fr+1

u (τ) (ADPAD line 16).
Because every single value used to determine Fr+1

u (τ) is the maximum among CDFs
Fr+1

u→v(τ), the stable interval ]−∞, τ̂r + tmin[ applies for Fr+1
u (τ).

It follows from Lemma A1 that at the end of round r = 1, the stable region has grown
to at least ] −∞, tmin[ for all CDFs in the network. In general, when a node calculates
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Fr
u→vi

(τ) for each neighbor and updates its own CDF (ADPAD, lines 12–16), the stable
interval grows to at least rtmin. Hence, the stable interval grows with each new round.
For the particular case of the AMPAD, it is to be noted that the stable interval found for all
CDFs after completion of round r also implies that the routing tables of all nodes in the
network are stable for delays up to at least rtmin as well.

The question is whether there is a finite number of rounds after which no CDF and
hence no routing table can change anymore, therefore reaching a stable solution and
establishing permanent CDFs and routing tables. This aspect is shown next.

Appendix A.2. Proof 2: Stability Reached in Finite Time

We wish to show that there is a value for r from which on the CDFs Fr
u(τ) no longer

change with increasing r values. For this, assume that every link has a maximum delay
tmax for which delivery to the corresponding neighbor is guaranteed. This implies that all
link PDFs satisfy the following condition:

∀uv ∈ E : ∀τ ≥ tmax : fuv(τ) = 0. (A10)

Next, note that in a connected network, at least one path from any given node u
to the sink must have a finite number of hops. The deadline achievement probability
PDF following that path is given by the convolution of all the link PDFs along the path.
If the path has n hops, then by Equation (A10) and the properties of the convolution, it is
guaranteed that the DAP-CDF of u is equal to 1 ∀τ ≥ ntmax. Therefore, for all r such that
rtmin ≥ ntmax, the CDFs Fr

u must be stable over their entire domain of τ.
Considering the above fact for all nodes in the network, it is apparent that all DAP-

CDFs eventually reach a stable state. The number of rounds needed to achieve stability is
at most r = n̂tmax

tmin
, with n̂ being the number of hops of the longest considered path in the

network. This finishes the proof of convergence to a stable solution.

Appendix A.3. Proof 3: Algorithm Returns Actual DAP-CDFs

The AMPAD was shown to reach a stable solution for the functions Fr
u(τ) in finite

time. However, it has not been shown that these functions are proper CDFs of the deadline
achievement probabilities (DAP-CDFs). This aspect is proven next.

For any given set {hu(τ)} of routing tables, with u enumerating all nodes in the net-
work, a corresponding set {F̌u(τ)} of DAP-CDFs exists and can be determined, for example,
by using the method presented in [32]. The DAP-CDFs always satisfy

F̌u(τ) = F̌v(τ) ∗ fuv(τ)|v=hu(τ) (A11)

for all remaining TTDs τ, with v denoting the neighbors of u.
Next, we show that any set of CDFs different from {F̌u(τ)} violates Equation (A11).

Therefore, the set of DAP-CDFs {F̌u(τ)} is unique.

Lemma A2. For a given set of routing tables, there can only be one unique set of CDFs that satisfies
Equation (A11).

Proof. Assume that more than one set of CDFs satisfies Equation (A11) for a given set of
routing tables. Note that the assumptions Fu(τ) = 0, τ < 0, and Fs(τ) = 1, τ ≥ 0 must
be satisfied by these sets. Denote one such set by {F̃u}, and define τ̃ ≥ 0 as the smallest
value of τ for which the CDFs in both sets present a difference for some node u. Concretely,
we have

τ̃ = arg min
τ

(∃u ∈ V : F̌u(τ) ̸= F̃u(τ)). (A12)
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Denote ũ as the node for which this τ̃ was found. The next hop for the remaining TTD
τ̃, denoted as node v = hũ(τ̃), remains constant irrespective of the set of CDFs considered,
as the routing table for ũ remains unchanged.

By denoting F̌ũ and F̃ũ generically as Fũ, we may develop Equation (A11) for one or
either of them as follows:

Fũ(τ̃) = Fv(τ) ∗ fũv(τ)|τ=τ̃ (A13)

=
∫ ∞

−∞
Fv(τ̃ − t) fũv(t)dt (A14)

=
∫ ∞

tmin

Fv(τ̃ − t) fũv(t)dt. (A15)

Because of the assumption about the CDFs underlying Equation (A12) that the CDFs
are identical for any argument smaller than τ̃, it follows that F̌v(τ̃ − t) and F̃v(τ̃ − t) in
Equation (A15) are identical for any value of τ̃ − t < τ̃, and in Equation (A15), the integral
must be equal for both sets of CDFs. Therefore, F̌ũ(τ̃) = F̃ũ(τ̃), which contradicts the initial
assumption that more than one set of CDFs that satisfies Equation (A11) exists.

From Lemma A2, it follows furthermore that any set that satisfies Equation (A11) must
be the set of DAP-CDFs {F̌u(τ)}. We show in the sequel that this is the case for the CDFs
found by the AMPAD in a stable state and hence that the algorithm returns the DAP-CDFs.

The node CDFs of the presented algorithm are calculated using the CDFs of the
previous round as follows:

Fr
u(τ) = Fr−1

v (τ) ∗ fuv(τ)|v=hr
u(τ)

, (A16)

where v varies with τ according to the routing table hr
u(τ) obtained at round r.

(Equation (A16) is a compact notation for the result of steps 12–16 in the algorithm.)
In the stable state, the CDFs remain unchanged from one round to the next, and

Fr
u = Fr−1

u . Using this, we can rewrite Equation (A16) as

Fr
u(τ) = Fr

v(τ) ∗ fuv(τ)|v=hr
u(τ)

. (A17)

This equation satisfies Equation (A11), which leads to the conclusion that the set
{Fr

u(τ)}, with r in a stable state, is the set of DAP-CDFs.

Appendix B. Proof of Optimality

The proof in this appendix is valid only for the AMPAD.
Among all possible sets of routing tables and their corresponding sets of DAP-CDFs,

we will show that the set of DAP-CDFs {Fr
u(τ)} found by the AMPAD after reaching a

stable state have the highest DAP for any given remaining TTD τ. We will prove this by
contradiction. Assume that there is a set of routing tables {h̃u(τ)} and a corresponding set
of DAP-CDFs {F̃u(τ)} whose DAP is larger as follows:

∃u ∈ V, τ ≥ 0 : F̃u(τ) > Fr
u(τ). (A18)

Consider further that τ̃ ≥ 0 is the smallest remaining TTD for which the above
equation is valid for at least one node ũ in the network. Concretely, we have

τ̃ = arg min
τ

(∃ũ ∈ V : F̃ũ(τ) > Fr
ũ(τ)). (A19)
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The above definition of τ̃ implies that there is no DAP F̃u(τ) in the network larger
than Fr

u(τ) for all remaining TTDs τ < τ̃:

∀u ∈ V, τ < τ̃ : F̃u(τ) ≤ Fr
u(τ). (A20)

This holds in particular for the neighbors of ũ, whose DAP F̃ũ(τ̃) can be calculated in
analogy with Equation (A11) by letting ṽ = h̃ũ(τ̃) be the next hop used by ũ at remaining
TTD τ̃ and performing convolution as follows:

F̃ũ(τ̃) = F̃ṽ(τ) ∗ fũṽ(τ)|τ=τ̃ (A21)

=
∫ ∞

−∞
F̃ṽ(τ̃ − t) fũṽ(t)dt (A22)

=
∫ ∞

tmin

F̃ṽ(τ̃ − t) fũṽ(t)dt. (A23)

Because of Equation (A20), F̃ṽ(τ̃− t) ≤ Fr
ṽ(τ̃− t) for any value of τ̃− t < τ̃. Therefore,

for Equation (A23), it holds that∫ ∞

tmin

F̃ṽ(τ̃ − t) fũṽ(t)dt ≤
∫ ∞

tmin

Fr
ṽ(τ̃ − t) fũṽ(t)dt (A24)

=
∫ ∞

−∞
Fr

ṽ(τ̃ − t) fũṽ(t)dt (A25)

= Fr
ṽ(τ) ∗ fũṽ(τ)|τ=τ̃ . (A26)

Above, Equation (A26) is the DAP-CDF of ũ when routing over ṽ at remaining TTD
τ̃. However, after reaching a stable state, the ADPAD may not route over node ṽ for
that remaining TTD. In fact, the DAP may be maximized by routing over another node
x = hũ(τ̃) whose DAP-CDF satisfies

Fr
ṽ(τ) ∗ fũṽ(τ)|τ=τ̃ ≤ Fr

x(τ) ∗ fũx(τ)|τ=τ̃ = Fr
ũ(τ̃). (A27)

From the chain of inequalities between Equations (A21) and (A27), we conclude that

F̃ũ(τ̃) ≤ Fr
ũ(τ̃), (A28)

which contradicts the initial assumption that a set of DAP-CDFs {F̃u(τ)} exists that contains
CDFs with larger DAPs than the corresponding DAPs of the set {Fr

u(τ)} found by the
algorithm in a stable state. Consequently, the ADPAD achieves at each node the maximum
possible DAP values for all remaining TTDs.
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