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Double Bragg diffraction: A tool for atom optics
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The use of retroreflection in light-pulse atom interferometry under microgravity conditions naturally leads to
a double-diffraction scheme. The two pairs of counterpropagating beams induce simultaneously transitions with
opposite momentum transfer that, when acting on atoms initially at rest, give rise to symmetric interferometer
configurations where the total momentum transfer is automatically doubled and where a number of noise sources
and systematic effects cancel out. Here we extend earlier implementations for Raman transitions to the case of
Bragg diffraction. In contrast with the single-diffraction case, the existence of additional off-resonant transitions
between resonantly connected states precludes the use of the adiabatic elimination technique. Nevertheless, we
have been able to obtain analytic results even beyond the deep Bragg regime by employing the so-called “method
of averaging,” which can be applied to more general situations of this kind. Our results have been validated by
comparison to numerical solutions of the basic equations describing the double-diffraction process.
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I. INTRODUCTION

There has recently been a growing interest in the pos-
sibilities that (ultra)cold atoms in microgravity offer for
long-time interferometry and its application to high-precision
measurements [1–4]. This has contributed to stimulating the
development of compact devices [5–8], which are typically
necessary for such environments and are also important for
their use in navigation, geodesy, and geophysics, to name a
few [9–11]. In this article we put forth a generalization of con-
ventional Bragg diffraction in light-pulse atom interferometry
which can be a valuable technique for compact setups and
microgravity applications.

A. Overview of atom interferometry and Bragg diffraction

The diffraction of x rays by crystals studied a century ago
by Bragg [12] and Laue [13] is a beautiful manifestation
of the wave nature of this high-frequency electromagnetic
radiation as well as of the periodic structure of crystals, and it
has played a central role in characterizing the microscopic
structure of a wide range of materials, including complex
proteins and DNA. A similar phenomenon involving the
diffraction of neutrons by crystals was exploited to build some
of the first matter-wave interferometers and gave rise to the
rich field of neutron interferometry [14,15]. Material gratings
have also been used to diffract beams of atoms and molecules
[16]. An interesting alternative approach relies on the use of
standing electromagnetic waves as phase gratings [17–19] or
absorption gratings [20,21], depending on whether resonant or
nonresonant radiation is employed. These setups, still based
on the interaction between matter and light but with their
roles reversed compared to traditional optical interferometers,
provide high-quality gratings with controllable properties as
a consequence of our ability to manipulate light. It should be
noted that all cases mentioned so far involve static potentials
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(or effective potentials) for the dynamics of the matter waves,
which implies that the kinetic energy (the modulus of the wave
vector) before and after scattering remains the same. Moreover,
the duration of the interaction is determined by the transverse
velocity and thickness of the (light) crystal or grating. In
this respect one should distinguish between thick and thin
gratings. The former, which correspond to the so-called Bragg
regime, exhibits high momentum selectivity and only one
nontrivial diffraction order for resonant momenta [18,22]. In
contrast, for thin gratings (corresponding to the Raman-Nath
regime, also known as Kapitza-Dirac for light gratings) there
is little momentum selectivity and many diffraction orders
are populated [17]. An intermediate regime where velocity
selectivity is somewhat relaxed but diffraction still takes place
mainly to a single order, sometimes known as “quasi-Bragg”
regime, has been studied in Ref. [23] and will also be of
particular interest for us.

Laser cooling to sub-Doppler temperatures [24,25] made
the advent of light-pulse atom interferometry [26–28] possible.
It is based on time-modulated laser pulses that drive Rabi
oscillations between different momentum states (possibly
entangled to different internal states) and whose duration and
intensity can be adjusted to act as beam splitters (π/2 pulses)
or mirrors (π pulses). The laser beams employed are long and
wide enough so that there is a fixed momentum transfer along
the longitudinal direction of the beam and only the motion
along this dimension matters, while transverse velocities
remain unchanged. Despite such fixed momentum transfer,
a more or less narrow momentum band around resonant states
will be diffracted [29]. This is because for pulses with finite
duration differences between initial and final kinetic energies
(which can be larger for shorter pulses) are allowed, as can
be understood from Heisenberg’s uncertainty relation for time
and energy. The role of pulse duration is then analogous to the
crystal thickness mentioned above.

The first implemented scheme for light-pulse interferome-
try [27] and widely used to date relies on two-photon Raman
transitions induced by a pair of counterpropagating lasers with
different frequencies. These are transitions between different
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internal states entangled to different momenta [26], and the
internal-state labeling allows the readout of the exit ports even
when they spatially overlap. Moreover, the velocity selection
effect can be somewhat relaxed by using shorter pulses with
higher intensity. This, together with the ability to deal with
substantially overlapping clouds for the two exit ports, reduces
the requirement of very narrow initial momentum distributions
(well below recoil velocities) and cold thermal atoms obtained
from optical molasses can be employed without the need for
evaporative cooling.

An alternative scheme for light-pulse interferometry is
based on Bragg diffraction and involves transitions between
states with different momenta without changing the internal
state. These are induced by a pair of counterpropagating lasers
with wave numbers k1 and −k2, leading to a total momentum
transfer of h̄K ≡ h̄k1 + h̄k2 and frequencies slightly detuned
to account for the recoil energy. There is always a frame
where the frequencies of the two beams are the same and
one has a standing wave. In this frame only a narrow
band of momentum states around the two resonant momenta
±h̄K/2 will be diffracted and there is a fixed momentum
transfer ∓h̄K , respectively. The process is then analogous to
Bragg diffraction in crystals (except that the duration of the
interaction is determined by the pulse duration). It is possible
to select other resonant momenta by detuning the frequencies
while keeping the total momentum transfer h̄K fixed, which
can be understood as changing to a different frame where
the atoms have the desired initial velocity. These kind of
interferometers have been widely applied to Bose-Einstein
condensates (BECs) [3,30–32], whose narrower momentum
distribution (significantly below recoil velocity) allows good
spatial separation of the exit ports and a high diffraction
efficiency: For a π pulse most atoms are diffracted and only one
diffraction order is populated. (Note that contrary to the Raman
case, trying to relax the effect of velocity selection by using
shorter pulses with higher intensity can only be done to some
extent, corresponding to the quasi-Bragg regime [23], because
one will otherwise start to populate other diffraction orders
[33].) Using a condensate is not mandatory since one can
apply initially a long velocity-selective Raman π pulse [34],
but this reduces significantly the number of atoms available.
On the other hand, an advantage of interferometry based on
Bragg diffraction is that having the same internal state in both
interferometer branches reduces a number of systematic effects
and noise sources. Moreover, with sufficient laser intensity one
can increase the effective momentum transfer to a multiple
of h̄K (and with that the sensitivity of the interferometer)
by adjusting the frequencies so that the resonant condition
corresponds to a higher diffraction order [34].

B. Microgravity environments and double Bragg diffraction

The use of a retroreflection geometry, where the two laser
beams reach one side of the interferometer setup through a
common optical fiber and reflect off a mirror at the other side
in such a way that the reflected beams are aligned with the
incident ones (giving rise to two pairs of counterpropagating
beams), is beneficial for a number of reasons. First, most
vibration effects on the laser phases are common to the
two lasers and cancel out in a two-photon process and

only mirror vibrations have an effect on processes involving
pairs of counterpropagating beams. Second, this geometry
reduces the undesired effects of wave-front distortions, which
become more important for larger effective momentum trans-
fer and longer interferometer times, since those cancel to first
order provided that no additional distortions are generated
while the beams propagate towards the mirror and return.
Retro-reflection is, therefore, commonly employed in atomic
fountains for high-precision interferometry [35,36]. In that
case the nonvanishing velocity of the atoms along the direction
of the lasers selects one of the two pairs of counterpropagating
beams, while the other remains off resonant. However, achiev-
ing much higher sensitivities requires longer interferometer
times and sufficiently extended times are only possible in
microgravity environments [2–4]. Using retroreflection in
microgravity with narrow initial momentum distributions
naturally leads to a double-diffraction scheme where the
action of the first beam-splitter pulse on atoms initially
at rest creates a superposition of two states with opposite
momenta +h̄K and −h̄K since each one of the two pairs
of counterpropagating beams induces a resonant transition
with opposite momentum transfer. Besides doubling the total
momentum transfer, this leads to a symmetric interferometer
where a number of systematic effects cancel out, including
those due to laser-phase noise and those involving terms
proportional to K2. This kind of symmetric interferometer
based on a double-diffraction scheme was first implemented
for Raman transitions in Ref. [37]. (See Ref. [38] for a different
proposal employing also two pairs of counterpropagating
Raman beams.) In that case, the symmetric configuration
led to the added benefit of a reduction of ac Stark shift
effects or any other effects acting differently on internal
states since the atoms are at all times in the same internal
state for both interferometer branches, in contrast with the
single-diffraction scheme. Note also that, although very natural
under microgravity conditions, double diffraction can also be
employed in a gravitational field and for nonvanishing initial
velocities provided that the laser beams are transverse to the
motion of the (undiffracted) atoms, as in the gyroscope setup of
Ref. [37]. Double Raman diffraction has also been employed
in a gravimeter, where three different injected laser frequencies
are necessary to account (via appropriate frequency chirping)
for the changing Doppler shift of the accelerated atoms [39].

In this article we analyze in detail the extension of the
double-diffraction scheme to the case of Bragg scattering,
which is particularly well suited for interferometry with BECs,
as mentioned above. Some efforts in this direction have already
been made experimentally [40], but not in connection with
atom interferometry nor focusing on the special properties of
the double-diffraction scheme and the much richer dynamics
associated with it. The double Bragg diffraction scheme
involves a pair of slightly detuned lasers (with frequency
difference corresponding to the recoil energy) retroreflected
off a mirror, and it is crucial that only two-photon processes
involving counterpropagating beams (with unequal frequen-
cies) take place, while those associated with copropagating
beams should be entirely suppressed. This is achieved by
injecting the two lasers with orthogonal polarizations (that can
be either circular or linear [41]) and inserting a quarter-wave
plate in front of the mirror, which guarantees that each reflected
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beam has a polarization orthogonal to the incoming one.
Similarly to double diffraction for Raman processes, the beam
splitter creates an equal-amplitude superposition of +h̄K

and −h̄K states, which leads to a symmetric interferometer
configuration with similar desirable properties. The use of
Bragg scattering has certain advantages compared to setups
based on Raman transitions, even for a double-diffraction
scheme. First, it is easier to implement experimentally because
the small frequency detuning that is required (of the order
of tens of kHz) can be achieved with a single laser and
acousto-optic modulators (AOMs) rather than two phase-
locked lasers, as required for the Raman case, where the
frequency difference is typically of several GHz. This can
be particularly advantageous for compact devices. Second,
one can use higher-order Bragg diffraction to increase the
effective momentum transfer to nh̄K while keeping all the
advantageous features of double diffraction and the associated
symmetric interferometer configurations. Thus, in contrast to
the double-diffraction scheme based on Raman transitions,
where one can only do so by introducing additional π pulses
[37], in the Bragg case one could use an optimized combination
of both techniques to maximize the total amount of effective
momentum transfer, as already done for single diffraction [42].

C. Special features of double Bragg diffraction

We highlight here several important aspects that differ from
single diffraction as well as new features that were absent in
that case.

First of all, the resonantly connected states form a three-
level system and one has generalized Rabi oscillations between
them rather than the usual Rabi oscillations for two-level
systems. Nevertheless, a pulse with an appropriate duration
and laser intensity can still act as a beam splitter: It evolves
a zero-momentum state into an equal superposition of +nh̄K

and −nh̄K momenta. Furthermore, for a double duration of
the pulse it acts as a mirror, exchanging states with momentum
+nh̄K to −nh̄K and vice versa.

The existence of two pairs of counterpropagating beams
results in a much wider range of possibilities for higher-order
processes relating any two given momentum eigenstates. In
particular, there are additional off-resonant transitions between
resonantly connected states. This precludes the use of the
standard method of adiabatic elimination of nonresonant states
[43–45]. Nevertheless, one can still obtain analytical results
employing the so-called “method of averaging” described
in the next section, which can be applied to more general
situations of this kind, provided that one has two sufficiently
different frequency scales, as controlled by an adiabaticity
parameter ε. Moreover, because of the additional pair of
counterpropagating beams, it is no longer possible to find a
reference frame where one simply has a standing wave.

The aspects mentioned in the previous paragraph give rise
to the following new features, absent in single diffraction.

(i) Fast oscillations with smaller amplitude superimposed
on the slow generalized Rabi oscillations between resonant
states. In contrast to single diffraction, their amplitude is
of order ε (when considering square pulses), rather than
ε2, and results from the interference between slow and fast
contributions to the dynamics of resonant states.

(ii) A nontrivial ac Stark shift associated with higher-order
processes. For single Bragg diffraction one can easily argue
that the two resonant states experience the same shifts by
considering the frame where one has a standing wave and
where the situation is symmetrical for both momentum states.
As mentioned above, this is no longer possible for two pairs
of counterpropagating beams.

D. The method of averaging

The dynamics of momentum states differing by multiples
of h̄K which are resonantly or nonresonantly connected by
2n-photon transitions can be treated analytically when there is
a large separation of scales between the frequencies associated
with the two kinds of processes (resonant vs nonresonant).
This separation of scales is controlled by an adiabaticity
parameter ε given by the ratio of those two frequencies (in
our case, the Rabi frequency for two-photon transitions and
the recoil frequency). When this parameter is small, one can
study in a controlled manner the slow and fast contributions
to the dynamics as well as their mutual influence following
the “method of averaging” introduced in Ref. [46]. The fast
contributions, whose dynamics is modulated by the slow part,
have a small amplitude and can be organized as an expansion
in powers of ε. In turn, the fast contributions can combine
resonantly with fast oscillating terms in the Hamiltonian and
give corrections to the dynamics of the slow parts. Proceeding
in this way, one can write down a set of coupled equations for
the slow and fast terms which are equivalent at any desired
order in ε to the original equations for the full solution
(involving the sum of slow and fast terms).

The method just described can deal with situations where
both slow and fast terms contribute to the same degree of
freedom. This is a new feature of double Bragg diffraction
which is not present in the single-diffraction case and cannot be
dealt with using the standard adiabatic elimination technique.
It is, thus, an approach that allows a controlled and systematic
way of analyzing the so-called “quasi-Bragg” regime [23],
where ε is sufficiently small but gives rise to non-negligible
corrections, and obtaining analytic solutions. It should be noted
that the basic equations describing the dynamics of momentum
states in double Bragg diffraction that we have derived are valid
in a more general regime (e.g., for ε close to one), but then they
need to be solved by other means, for instance numerically.

E. Outline of the article

Our article is organized as follows. We start by reviewing
the method of averaging in Sec. II, where we introduce a
notation which is adapted to the one that we use for the
examples analyzed in the present article. In that section, the
method is explained up to second order, whereas arbitrary
orders are discussed in Appendix A. This technical part
is the basis for the following two applications. In Sec. III
we first recall the physical process of single atomic Bragg
diffraction and then discuss the connection of the method of
averaging to the ordinary adiabatic elimination [43–45] and
the quasi-Bragg regime [23]. Next, we turn in Sec. IV to the
more sophisticated case of double Bragg diffraction, where
the conventional adiabatic elimination is not possible and the
method of averaging needs to be applied. Various features
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of this scattering process are discussed using the insights
gained by the method of averaging. In that section we restrict
ourselves to the case of circularly polarized light waves and
square pulses. A situation with linearly polarized lasers and an
underlying magnetic field is discussed in Appendix B and leads
to the same results. Furthermore, the extension of our results to
time-dependent laser pulses is briefly described in Appendix C.
Finally, we conclude in Sec. V with a discussion of our results.

II. METHOD OF AVERAGING

We now summarize the method of averaging first introduced
by Ref. [46]. Our notation is quite different from Ref. [46] and
already adapted to the scattering situations of Secs. III and IV.
Hence, the derivation and presentation of the formalism makes
a physical interpretation easier than the rather mathematical
presentation in Ref. [46].

This method is a procedure to approximately solve coupled
differential equations with time-dependent coefficients that
oscillate at different frequencies. Thus, it is the method of
choice for atomic Bragg diffraction problems since they have
exactly this form.

A. General idea

Let us assume a system of n coupled differential equations
of the form

ġ = iεH g ≡ iεH0 g + iε
∑
ν �=0

eiνωrtHν g, (1)

with g ∈ Cn, time-independent quantities H,H0,Hν ∈ Cn×n,
with the dimensions of a frequency, a frequency ωr, and a
dimensionless parameter ε � 1. We refer to this parameter
as the adiabaticity parameter. When we discuss single Bragg
diffraction and double Bragg diffraction, the physical meaning
and relevance of this parameter becomes clearer. In the form
of Eq. (1), the hierarchy of increasingly faster oscillating terms
with frequencies νωr is manifestly laid out. We see later that
ν is associated with a certain order of a Bragg transition.

We now separate the solution into slow and fast oscillations;
i.e., we assume a function

g(m) = γ (m) +
m∑

j=1

εj f j (γ (m)), (2)

which satisfies the differential equation

ġ(m) = iεH g(m) + O(εm+1). (3)

The functions f j = f j (t,γ (m)) depend not only on the on the
slowly evolving term γ (m) but are explicitly time dependent.

This scheme is not a perturbative treatment in the conven-
tional way. In fact, the method of averaging finds a solution
g(m) that satisfies the original differential equation up the
order εm.

At each order, we assume that the slowly evolving part γ (m)

fulfils the equation

γ̇ (m) = iεH0 γ (m) + i

m∑
μ=2

εμ pμ(γ (m)) . (4)

Using this ansatz together with differentiation of Eq. (2), one
can equate the coefficients of different orders of ε on the left

side of Eq. (3) to the right side. This way, one can determine
the functions f j and pj . We now derive these conditions.

Taking the time derivative of Eq. (2) yields

ġ(m) = γ̇ (m) +
m∑

j=1

εj ∂ f j

∂t

∣∣∣∣
γ (m)

+
m∑

j=1

εj ∂ f j (γ (m))

∂γ (m)
γ̇ (m).

When we use the ansatz Eq. (4) for the time derivative of γ (m),
we find the equation

ġ(m) = ε

(
iH0 γ (m) + ∂ f 1

∂t

∣∣∣∣
γ (m)

)

+ ε2

[
i p2(γ (m)) + i

∂ f 1(γ (m))

∂γ (m)
H0 γ (m) + ∂ f 2

∂t

∣∣∣∣
γ (m)

]

+
m∑

j=3

εj

[
i pj (γ (m)) + i

∂ f j−1(γ (m))

∂γ (m)
H0 γ (m)

+ ∂ f j

∂t

∣∣∣∣
γ (m)

+ i

j−2∑
μ=1

∂ f μ(γ (m))

∂γ (m)
pj−μ(γ (m))

]

+O(εm+1).

Now we compare this expression to the one on the right-hand
side of Eq. (3) using the ansatz Eq. (2), i.e., to

iεH g(m) + O(εm+1) = iεH γ (m) + iε2H f 1(γ (m))

+ i

m∑
j=3

εjH f j−1(γ (m)) + O(εm+1),

we find conditional equations for f j . In this way, we can
determine Eq. (2).

B. First-order solutions

Up to the order of ε, we find with the help of H = H0 +∑
ν �=0 eiνωrtHν the condition

∂ f 1

∂t

∣∣∣∣
γ (m)

=
∑
ν �=0

ieiνωrtHν γ (m). (5)

We can integrate this equation easily, since due to the partial
derivative with respect to time the function γ (m) can be treated
as a constant, and find

f 1(γ (m)) =
∫

dt
∑
ν �=0

ieiνωrtHν γ (m)

=
∑
ν �=0

eiνωrt

νωr
Hν γ (m). (6)

When this integration is performed, the initial condition yields
constants of integration, which may be functions of γ (m) but
are not explicitly time dependent. Thus, it would just yield a
slowly evolving term. In our formulation we set this constant
equal to zero, since we want a clear separation of time scales.
This approach is valid if we ensure that the initial conditions
are fulfilled, as we do later in this section.

In the integration we see the link to the conventional
adiabatic elimination: Just the rapidly oscillating terms are
integrated; the slowly evolving term γ (m) is constant in time.
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This procedure is very close to the adiabatic elimination
discussed in Sec. III B in more detail.

For m = 1, i.e., up to the first approximation, Eq. (4) reads

γ̇ (1) = iεH0γ
(1), (7)

with a time-independent H0. Hence, we find the slowly
evolving solution

γ (1)(t) = exp[iεH0t] γ (1)(0), (8)

where we have defined the matrix exponential exp[A] ≡∑
n=0 An/n! for square matrices A.
With Eq. (6), we can calculate rapidly oscillating correc-

tions to this slow solution. The full expression reads for m = 1
with Eq. (2)

g(1)(t) =
⎡
⎣1 + ε

∑
ν �=0

eiνωrt

νωr
Hν

⎤
⎦ γ (1)(t), (9)

where we used the identity 1 ≡ δn,n′ . Here we see that the fast
terms are suppressed with ε � 1.

To ensure that the initial conditions are fulfilled, we assume

γ (1)(0) =
⎡
⎣1 + ε

∑
ν �=0

Hν

νωr

⎤
⎦

−1

g(1)(0). (10)

In the following, we refer to choosing the initial condition
γ (1)(0) as the dressed-state formulation. If we choose g(1)(0)
as an initial condition, we call this the bare-state formulation.
We do not discuss the interpretation of initial condition here
in more detail but refer to Sec. III D, where we examine this
point using the example of single Bragg diffraction.

C. Second-order solutions

To get solutions for m � 1, the next step is to compare the
coefficients to the order of ε2. With the solution Eq. (6) for f 1

we find the differential equation

∂ f 2(γ (m))

∂t
= i

∑
ν �=0

eiνωrt

νωr
[HHν − HνH0]γ (m)−i p2(γ (m)).

When defining

�(2)
μ ≡

∑
ν �=0

Hμ−νHν

νωr
− HμH0

μωr
(11)

for μ �= 0 and

�
(2)
0 ≡

∑
ν �=0

H−νHν

νωr
,

this differential equation takes the form

∂ f 2(γ (m))

∂t
= i

∑
μ

eiμωrt�(2)
μ γ (m) − i p2(γ (m)), (12)

where we have used again H = H0 + ∑
ν �=0 eiνωrtHν .

We emphasize that in the sum in Eq. (12) the term μ = 0
is included; i.e., a time-independent term appears where the
phase factor is equal to unity. On the other side, the function
p2, describing a slowly evolving term as one can see from
Eq. (4), appears in the differential equation and thus has to be

also independent of time. So for p2(γ (m)) ≡ �
(2)
0 γ (m), Eq. (12)

takes exactly the form of Eq. (5), namely,

∂ f 2(γ (m))

∂t
= i

∑
μ �=0

eiμωrt�(2)
μ γ (m),

where just rapidly oscillating terms occur. This approach leads,
in complete analogy to the previous section, to

f 2(γ (m)) =
∑
μ �=0

eiμωrt

μωr
�(2)

μ γ (m),

where again the constant of integration was set to zero. With
this choice we get for m = 2 from Eq. (4) the differential
equation

γ̇ (2) = iεH0γ
(2) + iε2�

(2)
0 γ (2),

where we have time-independent coefficients and hence find

γ (2)(t) = exp
[
iεH0t + iε2�

(2)
0 t

]
γ 2(0)

= exp

⎡
⎣iε

⎛
⎝H0 + ε

∑
ν �=0

H−νHν

νωr

⎞
⎠ t

⎤
⎦ γ (2)(0). (13)

Since we have already determined f 2, we could also obtain
the rapidly oscillating corrections. Because we discuss in
the following sections the second approximation without
fast corrections, we refrain from presenting this cumbersome
expression.

The procedure described in this section can be extended step
by step to arbitrary orders of ε, as we show in Appendix A.

III. BRAGG DIFFRACTION

The method of averaging presented so far can be applied to a
large class of problems. In particular, it gives us the opportunity
to gain more insight into Bragg diffraction processes. Even
though it is necessary for the double-diffraction case, one
can also apply it to single diffraction. In this approach, the
distinction between the deep Bragg regime and the so-called
quasi-Bragg regime as investigated in Ref. [23] comes out
clearly. Moreover, the methods and approximations used in
this chapter can be generalized to the much more complex
double Bragg diffraction case. As an introduction we now
discuss the familiar Bragg diffraction from this point of view.

A. Model

We assume a two-level atom with an energy separation
h̄ωeg interacting with two counterpropagating light waves, one
with frequency ωa and the other with ωb. Both light fields are
aligned parallel to the z direction. This setup is depicted in
Fig. 1.

Thus, the atom is interacting with the electric field,

Ê = Ebe
i(kbẑ−ωbt) + Eae

i(−ka ẑ−ωat) + H.c., (14)

with the amplitudes Ea and Eb and the absolute values ka and
kb of the wave vectors. The sign in front of ka in the second
exponential reflects the fact that the light is traveling in the
opposite direction.

The field operator Ê describes two classical fields, but
accounts for the mechanical action of the light on the atom,
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ωb ωa

atomz

FIG. 1. (Color online) Schematic setup of Bragg diffraction. A
two-level atom is interacting with two counterpropagating light fields
of frequencies ωa and ωb, which are far detuned from the atomic
transition.

i.e., the recoil. Indeed, the operator

e±ikẑ =
∫

dp|p ± h̄k〉〈p|

shifts the momentum by ±h̄k. Hence, we can change the
momentum of the atom by applying these lasers. This can be
understood in terms of momentum conservation: The atom in
the ground state |g〉 absorbs one photon of momentum h̄kb. The
atom is now in the excited state |e〉 and has picked up the recoil
h̄kb. An emission of a photon with momentum −h̄ka may be
stimulated by the other laser and lead to a total transfer of
the atomic momentum by h̄K ≡ h̄(kb + ka), where K is called
the effective wave vector of the Bragg pulse. This process is
shown in Fig. 2.

Since in typical Bragg diffraction a superposition of
different momenta in the ground state is created, the population
of the excited state needs to be virtual. As a result, both
light fields have to be far detuned from the atomic resonance
ωeg . The detuning is defined as 	 ≡ ωeg − ωb ≈ ωeg − ωa , as
shown in Fig. 2. This condition is essential for the adiabatic
elimination of the excited state that is performed in the next
section and leads to a two-photon process.

Figure 2 shows an additional feature of the Bragg scattering
process. Only if the difference 	ω ≡ ωb − ωa of the two
frequencies of the light waves is equal to the difference of the
kinetic energy gained by the momentum transfer, this process
is resonant; i.e., each resonant process has to start and end on
the kinetic parabola p2/(2M), where M denotes the mass of the

p|0|− K K|−2 K 2 K

|g

|e

0
ωr
2ωr

4ωr∼ p2

Δ

ωeg

FIG. 2. (Color online) Momentum transfer and resonances in
Bragg diffraction. The absorption of a photon from one field and the
emission of a photon into the field traveling in the opposite direction
results in a recoil of the value h̄K ≡ h̄(kb + ka). This process is
resonant, if the difference between the two lasers 	ω = ωb − ωa is
equal to the change of kinetic energy, which is proportional to p2.
The dashed transitions are off resonant and suppressed; the gray line
denotes the sum of potential and kinetic energy of the virtual excited
state. ωr = h̄K2/(2M) denotes the recoil frequency.

atom and p the momentum. Other processes are of higher order
and thus suppressed. For example, the dashed lines in the figure
represent such diffraction orders. Usually, all off-resonant
momentum states can be adiabatically eliminated as well.
We now demonstrate that the method of averaging provides
a convenient way to calculate the populations of these levels.

The resonance condition can be written in a general form:
For the j th resonance, we have j two-photon processes; i.e.,
the gain of energy due to the lasers is j	ω. If this energy
coincides with the difference of the kinetic energy caused by
the momentum transfer jh̄K , the process is on resonance. This
condition reads

	ω = 1

j

h̄(jK)2

2M
= j

h̄K2

2M
≡ jωr, (15)

where ωr is called the recoil frequency.

B. Three-term recurrence relation in adiabatic approximation

In this section, we derive a three-term recurrence relation
for the momentum distribution of atoms in the ground state.
For this, we perform the conventional adiabatic approximation,
as, e.g., explained in Refs. [43,44]. We use in rotating wave
approximation (e.g., see Ref. [47]) the Hamiltonian

Ĥ = p̂2

2M
+ h̄ωeg|e〉〈e|

+ h̄{[
be
i(kbẑ−ωbt) + 
ae

i(−ka ẑ−ωat)]|e〉〈g| + H.c.},
where we have assumed a dipole interaction of the
atomic dipole moment d̂ with the electric field Ê deter-
mined by Eq. (14). The Rabi frequencies are defined as

j ≡ −〈e|d̂ · Ej |g〉/h̄ and the atom has the mass M .

We emphasize that we consider throughout this article a
regime where we have a large detuning and the effects of
spontaneous emission can be neglected. An approach to Bragg
diffraction taking the effects of recoil due to spontaneous
emission into account can be found, e.g., in Refs. [48–50].

We now allow this Hamiltonian to act on an arbitrary state,

|ψ〉 ≡
∫

dp[g(p)|g,p〉 + e(p)|e,p〉],
apply the Schrödinger equation

ih̄
d

dt
|ψ〉 = Ĥ |ψ〉 (16)

to equate the coefficients in front of |g,p〉 and |e,p〉, and find
the coupled differential equations,

iė(p) = 
be
i(ωeg−ωb)t e−i(ω−kb

+ν−kb
)t g(p − h̄kb)

+
ae
i(ωeg−ωa )t e−i(ωka +νka )t g(p + h̄ka), (17)

iġ(p) = 
∗
ae

−i(ωeg−ωa )t e−i(ω−ka +ν−ka )t e(p − h̄ka)

+
∗
be

−i(ωeg−ωb)t e−i(ωkb
+νkb

)t e(p + h̄kb). (18)

Here we have already transformed into the interac-
tion picture in which e(p) has to be multiplied by
exp[i(p2/(2Mh̄) + ωeg)t] and g(p) by exp[ip2/(2Mh̄)t]. In
the equations above, we have introduced the frequency ωk ≡
h̄k2/(2M), which corresponds to the kinetic energy of an atom
with momentum h̄k and the frequency νk ≡ pk/M , which
accounts for the Doppler effect.
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In the following, we simplify this set of differential
equations by eliminating the excited state adiabatically. We
assume the change of the population amplitude of the ground
state g(p) and the frequencies ωk + νk to be much smaller
than the detuning 	 = ωeg − ωa,b and thus find by only
integrating the exponentials exp[i(ωeg − ωa,b)t] in Eq. (17)
the approximate expression

e(p) ∼= −
b

	
ei(ωeg−ωb)t e−i(ω−kb

+ν−kb
)t g(p − h̄kb)

−
a

	
ei(ωeg−ωa )t e−i(ωka +νka )t g(p + h̄ka) (19)

for the excited state. Of course, this approximation is only
valid for 
a,b � 	.

At this point, we see the connection of the method of
averaging to the adiabatic elimination: In Eq. (6) we also
perform an integration assuming that the slow solution γ (m)

is constant in time in comparison to the oscillating terms. In
general, the adiabatic elimination is a delicate interplay of fast
and slow variables. The interpretation in this case is simple: If
the detuning is high, the Rabi oscillations from |g〉 to |e〉 are
very fast and the population of the excited state is suppressed
by 
a,b/	. In this case the fraction 
a,b/	 corresponds to
the adiabaticity parameter. We assume it to be so small that
a further treatment through the method of averaging is not
necessary.

We can now use the solution Eq. (19) and substitute it into
Eq. (18) to find the effective equation

iġ(p) = −
a

∗
b

	
ei	ωte−i(ωK+νK )t g(p + h̄K)

− 
∗
a
b

	
e−i	ωt e−i(ω−K+ν−K )t g(p − h̄K)

= −
 ei(	ω−ωr )t e−iνDt g(p + h̄K)

−
∗ e−i(	ω+ωr )t eiνDt g(p − h̄K), (20)

where we have defined the effective frequency 
 ≡ 
a

∗
b/	,

the difference 	ω ≡ ωb − ωa of the laser frequencies, and the
effective wave vector K = kb + ka . The recoil frequency is
defined as

ωr ≡ h̄K2

2M
(21)

and the Doppler frequency as

νD ≡ pK

M
. (22)

The coupling to the same momentum has been removed by
multiplying g(p) with exp[i(|
a|2 + |
b|2)t/	].

At this point we want to emphasize that we have defined
our effective frequency 
 in such a way that it is the frequency
of the probability amplitude, rather than the Rabi frequency

Rabi at which the population of a state oscillates. To link our
definition to the latter—maybe more familiar—definition, we
make use of the relation


 ≡ 
Rabi

2
.

Indeed, a π/2 pulse, i.e., 
Rabi t = π/2, is in our description

 t = π/4. On the other side, when we face double diffraction,
we are not dealing with a two-level system anymore, but with

three levels. Nevertheless, effective Rabi oscillations occur
and with our definition of the frequency we find here a more
intuitive connection.

The value of 	ω now determines the resonances of the
Bragg diffraction process. According to Eq. (15), if we set
	ω = jωr, the transition from |0〉 to |jh̄K〉 is on resonance,
i.e., the time-dependent phase factors vanish for these states,
as we see in Eq. (20).

We now focus on the first-order Bragg diffraction process,
which is the process shown in Fig. 2. For that, we set 	ω = ωr

and assume 
 to be real. The last assumption is not necessary,
but simplifies the notation and calculation. To keep track of
the laser phases, one can associate with 	ω the respective
difference of laser phases.

With this assumption we thus get from Eq. (20) the system
of coupled differential equations

ġ(p + nh̄K) = i
e−i2nωrt e−iνDt g(p + h̄(n + 1)K)

+ i
ei2(n−1)ωrt eiνDt g(p + h̄(n − 1)K) (23)

for n ∈ Z, which corresponds to a time-dependent three-term
recurrence relation.

C. Application of the method of averaging

In order to cast this equation into the form of Eq. (1), we first
have to introduce the dimensionless adiabaticity parameter ε.
Equation (23) implies that there are two time scales: The Rabi
frequency 
 and the recoil frequency ωr. In the spirit of the
rotating wave or the adiabatic approximation, we assume the
coupling to higher momentum states, i.e., to higher n, to be
suppressed due to fast oscillating terms. This condition implies
that the recoil frequency has to be large in comparison with the
Rabi frequency, and hence we define the adiabaticity parameter

ε ≡ 


ωr
(24)

as the comparison of these two time scales.
In the Bragg regime, the population of higher momentum

states is suppressed and hence we find 
 � ωr, or ε � 1, and
the method of averaging can be applied. Thus, the parameter
ε describes the adiabaticity of the diffraction process.

We now define g(p + h̄nK) ≡ gn as components of a vector
and arrive at

ġ = iε

⎛
⎝H0 +

∑
ν �=0

eiνωrtHν

⎞
⎠ g,

which has the form of Eq. (1) and where the matrices are
defined as

(Hν)n,n′ = ωr(e
−iνDt δn+1,n′δ2n,−ν + eiνDt δn−1,n′δ2(n−1),ν),

with the Kronecker δm,n. The coupling strength in Eq. (23) was

 and it still is, but in order to have a dimensionless expansion
parameter we have introduced 
 ≡ ε ωr, which is why the
Hamilton matrix has the dimensions of a frequency.

For the moment, we assume p = 0, i.e., νD = 0. In this
case, Hν becomes time independent, namely,

(Hν)n,n′ = ωr(δn+1,n′δ2n,−ν + δn−1,n′δ2(n−1),ν), (25)

and the differential equation is exactly of the form of Eq. (1).
However, this equation just describes the time evolution of
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g(h̄nK) ≡ gn for the resonant momenta. We discuss the role
of a deviation from resonance in the context of double Bragg
diffraction in Sec. IV C2.

1. Rabi oscillations between momentum states

We now apply the method of averaging described in Sec. II
to find a slow solution γ with the matrices Hν from Eq. (25).
According to Eq. (7), the differential equation for the first
approximation (m = 1) of the slowly oscillating terms is
with γ (1) = (γ (1)

0 ,γ
(1)
1 )T, where the superscript T denotes the

transpose,

γ̇ (1) = iεH0γ
(1) = i


(
0 1

1 0

)
γ (1).

Taking more than two states into account is possible, but
since we chose 	ω = ωr, just the two neighboring states are
resonant.

Solving this differential equation by taking the matrix
exponential as in Eq. (8), we find

γ (1)(t) =
[

cos (
t)

(
1 0

0 1

)
+ i sin (
t)

(
0 1

1 0

)]
γ (1)(0).

(26)

This result contains the well-known Rabi oscillations [43]
between the states |0〉 and |h̄K〉 with the effective Rabi
frequency 
. With this result, we see how Bragg pulses can
be used to create superpositions of different momentum states.
A beam splitter, or π/2 pulse, is achieved for 
 t = π/4, a
mirror, or π pulse, for 
 t = π/2.

2. The quasi-Bragg regime

These Rabi oscillations have been derived many times
before (see, e.g., [43–45]) by adiabatically eliminating all
momentum states but |0〉 and |h̄K〉. We see now how the
method of averaging corresponds to the technique of adiabatic
elimination. Of course, this is an approximation, but our
method allows us to easily derive corrections to these Rabi
oscillations and thus to calculate populations of the levels that
would have been eliminated if we had pursued the conventional
approach.

We note that this solution is completely independent of the
adiabaticity parameter ε. Hence, the slowly evolving solution
γ (1) is correct to lowest order of ε. We call the regime where
this description is sufficient the deep Bragg regime. If we want
to calculate corrections up to the next higher order, which now
leads into the quasi-Bragg regime explored by Ref. [23], we
can use Eq. (9) to get

g(1)(t) =
[
1 + ε

∑
ν �=0

eiνωrt

νωr

Hν

]
γ (1)(t)

=

⎡
⎢⎢⎢⎣

⎛
⎜⎜⎜⎝

1 ε
2ei2ωrt cos (
t) i ε

2ei2ωrt sin (
t) 0

− ε
2e−i2ωrt 0 0 0

0 0 0 − ε
2e−i2ωrt

0 i ε
2ei2ωrt sin (
t) ε

2ei2ωrt cos (
t) 1

⎞
⎟⎟⎟⎠ + cos (
t)

(
1 0

0 1

)
+ i sin (
t)

(
0 1

1 0

)
⎤
⎥⎥⎥⎦ γ (1)(0).

(27)

To be able to calculate these correction terms and the
population of the states |−h̄K〉 and |2h̄K〉, we have en-
larged the matrices to 4 × 4 and considered the vector
g(1) = (g(1)

−1,g
(1)
0 ,g

(1)
1 ,g

(1)
2 )T. This correction does not change

the Rabi oscillations between |0〉 and |h̄K〉 but creates
populations in the coefficients g

(1)
−1 and g

(1)
2 . The population

of these states is suppressed by a factor ε and thus not relevant
in the deep Bragg regime.

In Eq. (27), the coefficients oscillate with a frequency of
2ωr, which is identical to the frequency that a second-order
process deviates from the resonant kinetic energy, as shown in
Fig. 2. For processes of this kind, energy conservation is not
ensured, if such a dashed off-resonant transition is made, but
due to the energy-time uncertainty this is possible.

The solutions Eq. (27) are depicted in Fig. 3 for the initial
condition γ (1)(0) = (0,1,0,0)T. The two bottom lines show
the small-amplitude off-resonant states n = −1,2 magnified
by a factor of 50. The off-resonant state n = −1 behaves
exactly like its adjacent resonant state with n = 0, but with
a suppressed amplitude. The same is true for the other two
states. Since the fast oscillations of the off-resonant terms are

contained in a phase factor exp[±i2ωrt], we do not see them in
the corresponding population, given by the modulus square. In

0 π/4 π/2 3π/4 π0.0

0.2

0.4

0.6

0.8

1.0

n = 0 n = 1

×50,
n = −1

×50,
n = 2

Ω t

g
(1

)
n

2

FIG. 3. (Color online) Populations |g(1)
n |2 of momentum states

for single Bragg diffraction in the quasi-Bragg regime. The initial
condition γ (1)(0) = (0,1,0,0)T corresponds to the dressed-state for-
mulation, and the adiabaticity parameter is ε = 0.1. The two bottom
lines are magnified by a factor of 50 and show the small populations
in the off-resonant states n = −1,2.
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Sec. IV we show that in double Bragg diffraction effects from
these fast oscillations do occur even for the resonant states.

For Fig. 3, we have chosen an initial condition for γ (1)(0)
and are thus in a dressed-state formulation instead of choosing
g(1)(0) and defining γ (1)(0) according to Eq. (10) in the bare-
state formulation. Therefore, γ (1)(0) cannot be interpreted as
the initial momentum distribution. For this reason, the initial
conditions for |g(1)

n |2 in Fig. 3 do not coincide with the intuitive
ones. We discuss in Sec. III D the bare-state formulation.

The discussion of this section predicts features of the
diffraction process when leaving the deep Bragg regime and
serves as an application of the method of averaging. However,
for the case of double Bragg diffraction, this method is
necessary. We focus on this point in Sec. IV.

D. Dressed versus bare states

In the previous section, we have discussed the dressed-state
formulation of single Bragg diffraction in the quasi-Bragg
regime. We have used Eq. (27) and displayed the time
evolution of the dressed state, i.e., γ (1)(0) = (0,1,0,0)T, in
Fig. 3. For square-shaped light pulses, the dressed state might
seem unphysical. So in Fig. 4 we depict the dynamics of a
bare state with the initial condition g(1)(0) = (0,1,0,0)T. This
initial condition translates with Eq. (10) into a sophisticated
superposition of initial states γ (1)(0). In Fig. 4 we just display
terms where the amplitudes scale up to the order of ε to be
consistent with the first-order treatment.

We note that the population of the state |−h̄K〉 now
oscillates on a fast time scale with the frequency 2ωr. The pop-
ulations of the other states do not change significantly. When
compared to the dotted numerical results, small-amplitude
deviations from the analytical solutions appear. To find these
analytically, higher orders of ε would have to be taken into
account.

For square-shaped Bragg pulses, for which the treatment
based on the method of averaging is very well suited, the bare-
state formulation is easier to interpret since the initial condition
corresponds to the physical situation. Nevertheless, one has

0 π/4 π/2 3π/4 π0.0

0.2

0.4

0.6

0.8

1.0

n = 0 n = 1

×50,
n = −1

×50,
n = 2

Ω t

g
(1

)
n

2

FIG. 4. (Color online) Populations |g(1)
n |2 of momentum states

for single Bragg diffraction in the quasi-Bragg regime. In contrast
to Fig. 3 now the initial condition is g(1)(0) = (0,1,0,0)T, which
corresponds to the bare-state formulation. The adiabaticity parameter
is again ε = 0.1. The two bottom lines are magnified by a factor of
50 and show the small populations in the off-resonant states n =
−1,2. The dotted lines represent numerical results.

ωa,σ1

ωb,σ2

ωb,σ1

ωa,σ2

pair 1

pair 2

mirror

λ/4 plate

atom

z

FIG. 5. (Color online) Schematic setup of double Bragg diffrac-
tion. Two pairs of counterpropagating light waves (pair 1 and pair 2)
induce a Bragg scattering process in opposite directions. In order
to distinguish both pairs, they have orthogonal polarizations σ 1 and
σ 2. This orthogonality can be achieved by a retroreflecting geometry
using a mirror and a λ/4 wave plate.

to keep in mind that most applications involve adiabatically
turned-on light waves. In this case, the adiabaticity parameter
ε becomes time dependent, as discussed in Appendix C. In
Eq. (10) this translates into ε(0) = 0, and thus the dressed
state corresponds to the bare-state formulation.

IV. DOUBLE BRAGG DIFFRACTION

To introduce symmetric Bragg pulses analogously to the
symmetric Raman pulses in the double-diffraction scheme by
Ref. [37], we now extend our model to an interaction with four
light waves. The method of averaging outlined in Sec. II and
applied in Sec. III is needed to find a theoretical description of
this process, since the elimination of nonresonant momentum
states is much more subtle.

A. Model

In contrast to single Bragg diffraction, where two coun-
terpropagating light waves interact with a two-level atom, we
consider the following problem: One atom interacts with two
pairs of light fields. Each pair induces a Bragg diffraction
process, but in opposite directions. A possible setup is shown
in Fig. 5.

To suppress stimulated emission induced by pair 1 if the
atom was excited by pair 2, the polarizations of both pairs
are chosen to be orthogonal, i.e., σ i · σ j = δi,j . Otherwise,
spurious scattering processes might occur: The atom in Fig. 5
could, for example, absorb a “red” photon from pair 1 and thus
gain the momentum h̄ka . If now an emission of a “blue” photon
from pair 2 into the same direction occurs, the atom loses the
momentum h̄kb, which yields the total momentum transfer
h̄(ka − kb). In addition, the desired processes with momentum
transfers of ±h̄(ka + kb) take place. Taking into account all
possible processes, one momentum state is therefore coupled
to eight different momenta.

In the main part of this article, we perform the calculation
for circularly polarized light fields, i.e., σ 1 = σ+ and σ 2 =
σ−. However, other choices of orthogonal polarizations are
possible as well. In Appendix B we extend our model to
orthogonal linear polarizations with a magnetic field in an
arbitrary direction causing a Zeeman splitting.

We assume that the atom can be excited to two different
states |e+〉 and |e−〉, corresponding to each polarization.
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ω−
ω+

Ω+Ω−

mz = 0

mz = 0

mz = 1

mz = 1

mz = −1

mz = −1

|g

|e+

|e−

FIG. 6. (Color online) Transitions between magnetic sublevels
due to circular polarizations. Laser pair 1 with polarization σ− drives
the transitions between |g〉 and |e−〉, which have the energy difference
h̄ω−, with a Rabi frequency 
−; laser pair 2 with polarization σ+
causes the transitions between |g〉 and |e+〉, which have the energy
difference h̄ω+, with a Rabi frequency 
+. The kinetic energy is
neglected in this figure and mz denotes the magnetic quantum number.

Depending on the specific species of atoms used in the
experiment, one can identify magnetic sublevels as in Fig. 6.
Although even atoms with ground-state magnetic quantum
numbers mz = ±2 are possible, it is sufficient to consider just
these three states if a magnetic field is applied such that the
transitions to the mz = ±2 levels are far detuned. For now, we
use the configuration of Fig. 6.

For this specific configuration, it is not necessary to make
any restrictions on the Zeeman splitting ω+ − ω−. However,
for different polarizations (e.g., linear polarizations as dis-
cussed in Appendix B) it is necessary that |ω+ − ω−| � 	.
So we assume ω+ ∼= ω− ≡ ωeg .

We show the momentum transfer for double Bragg
diffraction in Fig. 7. Here, each pair of light fields induces
independently a Bragg scattering process; pair 1 to the left
and pair 2 to the right. The dashed lines are the off-resonant
processes of each pair. We discuss their meaning and influence
in Sec. IV C1.

p

|0|− K K|−2 K 2 K

|g

|e±
Δ

ω±

FIG. 7. (Color online) Momentum transfer and resonances in
double Bragg diffraction. The Bragg scattering processes induced
by each pair of lasers correspond to the one of Fig. 2, but are of
opposite directions. The frequencies of the excited states are ω+ and
ω−. The dashed transitions are off resonant and get suppressed.

B. Three-term recurrence relation

We now derive analogously to Sec. III B a three-term
recurrence relation for the double Bragg diffraction process of
the model described in the preceding section. The interaction
of a two-level atom with four light waves shown in Fig. 5
yields in rotating wave approximation [47] the Hamiltonian

Ĥ = p̂2

2M
+ h̄ωeg(|e+〉〈e+| + |e−〉〈e−|)

+ h̄{
+[ei(ka ẑ−ωat) + ei(−kbẑ−ωbt)]|e+〉〈g|
+
−[ei(−ka ẑ−ωat) + ei(kbẑ−ωbt)]|e−〉〈g| + H.c.}, (28)

where we have introduced the Rabi frequencies 
± ≡
−|E|〈e±|d̂ · σ±|g〉/h̄ and used 〈e±|d̂ · σ∓|g〉 = 0. For the
sake of simplicity we assume all the light fields to have
the same amplitude |E|, even though this assumption is not
necessary for the further treatment. In particular, different
amplitudes are assumed in Appendix B.

The Hamiltonian Ĥ given by Eq. (28) describes exactly the
situation shown in Figs. 6 and 7. Acting with it on the state

|ψ〉 =
∫

dp[g(p)|g,p〉 + e+(p)|e+,p〉 + e−(p)|e−,p〉]

and applying the Schrödinger Eq. (16) to equate the coeffi-
cients of |g,p〉 and |e±,p〉 to the time derivative of this state,
we find a system of coupled differential equations for g(p)
and e±(p). The latter ones can be eliminated adiabatically in
the case of large detuning 	 ≡ ωeg − ωa,b in comparison to
the Rabi frequencies 
±, i.e., |
±/	| � 1, analogous to the
approach of Sec. III B. In this way, we find the system of
differential equations

iġ(p) = −g(p + h̄K)e−i
pK

m
t

×
[ |
+|2

	
e−i(	ω+ωr)t + |
−|2

	
ei(	ω−ωr)t

]

− g(p − h̄K)ei
pK

m
t

×
[ |
+|2

	
ei(	ω−ωr)t + |
−|2

	
e−i(	ω+ωr)t

]

for the probability amplitude of the state |g〉. As in Sec. III B,
we have transformed again into the interaction picture. Here
	ω ≡ ωb − ωa denotes the difference of the light frequencies
and ωr ≡ h̄K2/(2M) the recoil frequency, where the effective
wave vector is again defined as K ≡ ka + kb.

With the notation gn ≡ g(p + h̄nK) and defining the effec-
tive transition frequency 
 ≡ |
±|2/	, the time-dependent
three-term recurrence relation reads

iġn = −
e−i
pK

m
tgn+1[e−i[	ω+(2n+1)ωr]t + ei[	ω−(2n+1)ωr]t ]

−
ei
pK

m
tgn−1[ei[	ω+(2n−1)ωr]t + e−i[	ω−(2n−1)ωr]t ].

(29)

When we compare this expression to the conventional Bragg
diffraction case [Eq. (23)], we identify two terms instead of
one within each of the brackets. The first term comes from
the light fields of pair 1, the second one from pair 2. Since
each term oscillates at a different frequency, there are always
two couplings between neighboring momentum levels. Hence,
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we cannot perform the adiabatic elimination of off-resonant
momentum levels in the familiar way, since some levels are
resonantly and off-resonantly coupled at the same time. For
example, Fig. 7 shows that the state |−h̄K〉 is coupled to |0〉
resonantly by pair 1 with a solid green line and off resonantly
by pair 2 with a dashed brown line. Nevertheless, the method of
averaging described in Sec. II can be applied and automatically
deals with this problem.

C. First-order diffraction

In this section, we concentrate on first-order diffraction
where 	ω = ωr. For this case, Eq. (29) reduces to

iġn = −
e−i
pK

m
tgn+1[e−i2(n+1)ωrt + e−i2nωrt ]

−
ei
pK

m
tgn−1[ei2nωrt + ei2(n−1)ωrt ].

With the notation from Sec. III B, the matrices have the form

(Hν)n,n′ = ωr[e
iνDt δn−1,n′ (δ2n,ν + δ2(n−1),ν)

+ e−iνDt δn+1,n′ (δ2(n+1),−ν + δ2n,−ν)], (30)

where we have recalled the definition of the Doppler frequency
νD from Eq. (22). Note that we have not yet chosen p = 0 as
in Eq. (25). In Sec. IV C1 we consider p = 0, whereas in
Sec. IV C2 we allow for p �= 0.

1. Beam splitters and mirrors

To see if we can realize beam splitters and mirrors based on
double Bragg diffraction, we turn to the deep Bragg regime,
where the slow solution γ (1) is sufficient.

We consider first the case of p = 0, which also means
that νD = 0, and the matrices Hν become time independent.
According to Eq. (7) we have to solve the differential equation

γ̇ (1) = iεH0γ
(1) = i


⎛
⎜⎝

0 1 0

1 0 1

0 1 0

⎞
⎟⎠γ (1),

with γ (1) = (γ (1)
−1 ,γ

(1)
0 ,γ

(1)
1 )T.

According to Eq. (8), the solution of this system is given
by the matrix exponential, which can be carried out by any
computer algebra system. In this case, we find

γ (1)(t) =

⎡
⎢⎣1

2

⎛
⎜⎝

1 0 −1

0 0 0

−1 0 1

⎞
⎟⎠ + 1

2
cos(

√
2
t)

⎛
⎜⎝

1 0 1

0 2 0

1 0 1

⎞
⎟⎠ + i√

2
sin(

√
2
t)

⎛
⎜⎝

0 1 0

1 0 1

0 1 0

⎞
⎟⎠

⎤
⎥⎦ γ (1)(0), (31)

which describes quasi-Rabi oscillations of a three-level sys-
tem. The populations |γ (1)

n |2 of the momentum states are shown
in Fig. 8 for the initial conditions (0,1,0)T and (1,0,0)T. Indeed,
π/2 and π pulses can be performed and the effective Rabi
frequency is

√
2
. Thus, beam splitters and mirrors can be

realized.
This result is not obvious, since these oscillations occur in

an effective three-level system. In contrast to single Bragg
diffraction, where a π/2 pulse was generating an equal
superposition of the initial state and the other state, we now
use the term “π/2 pulse” when an equal superposition of the
two states |±h̄K〉 is created and the initial state is completely
depopulated. In the same spirit, a “π pulse” now exchanges
the population of the two states |−h̄K〉 and |h̄K〉.

The definition of the matrices Hν in Eq. (30) shows that
there are adjustments to the momentum states |0〉 and |±h̄K〉
if we leave the deep Bragg regime and take rapidly oscillating
corrections of order ε into account. In addition to that, fast
oscillations of the momentum states |±2h̄K〉 with small
amplitudes can be found analogously to the single-diffraction
case discussed in Sec. III C. However, since we are only
interested in the change of the dynamics of the states |0〉 and
|±h̄K〉 we just look at the innermost 3 × 3 matrix, even though
we have used a larger matrix to calculate it. In this case Eq. (9)
reads

g(1) = γ (1) + ε

2

⎛
⎜⎝

0 ei2ωrt 0

−e−i2ωrt 0 −e−i2ωrt

0 ei2ωrt 0

⎞
⎟⎠γ (1).

The influence of off-resonant processes is taken into account
by a fast oscillation on top of the slow Rabi oscillation. The
fast frequency is again 2ωr, which corresponds to the energy
that the off-resonant process deviates from the resonance.
The populations |g(1)

n |2 are plotted in Fig. 9 and compared
to a numerical simulation. For the choice of ε = 0.1, we see
excellent agreement. For the plot, we used the bare-state initial
condition g(1)(0) = (0,1,0)T from Eq. (10).

These small-amplitude fast oscillations at the order of
ε for dressed states are a new feature of double Bragg
diffraction, namely that we have simultaneously a resonant
and off-resonant coupling of a momentum state.

2. Small deviations from resonant momenta: Velocity selectivity

So far, we have just considered first-order double Bragg
diffraction with corrections of order ε for the case p = 0. In
this case, the momenta |0〉 and |±h̄K〉 are resonant, but all
other states |nh̄K〉 are suppressed. However, if we now allow
p �= 0, we can still find approximate analytic solutions which
are a double Bragg generalization of the single Bragg case
as discussed in Ref. [33]. We dedicate the current section to
investigate this feature in more detail.

For p �= 0, the matrices Hν are, according to Eq. (30),
proportional to exp[±iνDt] and thus time-dependent. Since
the method of averaging delicately plays with the combination
of fast and slowly oscillating terms, these factors are of
importance.

In Sec. II, we have integrated in Eq. (6) by neglecting
any time dependence of Hν . This approximation is only true

053608-11



GIESE, ROURA, TACKMANN, RASEL, AND SCHLEICH PHYSICAL REVIEW A 88, 053608 (2013)

0 π/2 π 3π/2 2π
0.0

0.2

0.4

0.6

0.8

1.0
(a)

√
2Ω t

γ
(1

)
n

2

n = 0

n = ±1

0 π/2 π 3π/2 2π
0.0

0.2

0.4

0.6

0.8

1.0
(b)

√
2Ω t

γ
(1

)
n

2

n = −1

n = 0

n = +1

FIG. 8. (Color online) Rabi oscillations to realize a beam splitter
(a) and mirror (b) in the deep Bragg regime. For the adiabaticity
parameter ε � 1 the quantity |γ (1)

n |2 corresponds to the population
of a momentum state |nh̄K〉. For the demonstration of a beam
splitter (a) the initial condition is (0,1,0)T. Starting in |0〉, a
superposition (|−h̄K〉 + |h̄K〉)/√2 is generated for

√
2
 t = π/2.

For the demonstration of a mirror (b) the initial condition is (1,0,0)T.
Starting in |h̄K〉, the whole population is transferred to |−h̄K〉 at the
time

√
2
 t = π .

if these matrices vary slower than the exponents exp[iνωrt].
This requirement is fulfilled for |νD| � ωr or |p| � h̄K/2.
Our solution is only a good approximation if we fulfill this

0 π/2 π 3π/2 2π
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0.4

0.6
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√
2Ω t
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)
n

2

n = 0
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FIG. 9. (Color online) Beam splitter in the quasi-Bragg regime
for the adiabaticity parameter ε = 0.1 represented by the population
|g(1)

n |2 of the momentum state |nh̄K〉. The initial condition is g(1)(0) =
(0,1,0)T. The dashed lines are the result of a numerical simulation, the
solid lines are the approximate analytical solutions. In this regime,
fast oscillations with small amplitude modify the Rabi oscillations
from Fig. 8.

condition, so we just consider small deviations from the
resonant momenta.

In this case γ (1) can be found easily. If we multiply γ±1 by
exp[∓iνDt], we find the new system

γ̇ (1) = i

⎛
⎜⎝

νD 
 0


 0 


0 
 −νD

⎞
⎟⎠γ (1) (32)

of differential equations for these coefficients.
This equation shows what happens if the momentum

deviates from a multiple of h̄K: Two elements ±νD show
up on the main diagonal of the matrix, which differ from the
element in the center of the matrix. This is why they act as
a detuning or ac Stark shift [51] on the Rabi oscillations.
For increasing deviations from the resonant momenta the
interaction is therefore suppressed. This effect is well known
and called velocity selectivity [30,33]. This feature becomes
more obvious when we look at the solution

γ (1)(t) =

⎡
⎢⎣ 1


2
eff

⎛
⎜⎝


2 −νD
 −
2

−νD
 ν2
D νD


−
2 νD
 
2

⎞
⎟⎠

+ cos (
eff t)


2
eff

⎛
⎜⎝

ν2
D+
2 νD
 
2

νD
 2
2 −νD



2 −νD
 ν2
D+
2

⎞
⎟⎠

+ i sin (
eff t)


eff

⎛
⎜⎝

νD 
 0


 0 


0 
 −νD

⎞
⎟⎠

⎤
⎥⎦ γ (1)(0) (33)

of Eq. (32), where we have defined the effective Rabi frequency

eff ≡

√
2
2 + ν2

D. The matrix exponential defined by Eq. (8)
was calculated with the help of a computer algebra system.
Indeed, Eq. (33) reduces to Eq. (31) for p = 0, i.e., if the
Doppler frequency νD vanishes. The effective Rabi frequency
clearly demonstrates that the Doppler frequency νD acts as a
detuning.

Figure 10 shows, in comparison with Fig. 8, the effect
of detuning and suppression for a momentum p = 0.01h̄K ,
which corresponds to νD = 0.02ωr. We note that the frequency
of the oscillation as well as the amplitude are changed.

Figure 11 shows a three-dimensional plot of the Rabi
oscillations for different momenta. The analytical solution,
i.e., Eq. (33), for the diffracted state populations |γ (1)

±1 |2 is
shown in the top part of the figure. As discussed above, for
large deviations from the resonance p = 0 the interaction
is suppressed, and almost no population occurs, which very
clearly demonstrates the velocity selectivity.

In the bottom part of the figure the difference between this
analytical solution and a numerical simulation is shown. As
expected, they coincide only in the immediate neighborhood
of p = 0 but deviate for larger values of p.

Even though the exact frequencies and amplitudes are not
very well approximated for increasing momenta, the width
of the resonance is similar and thus the approximation made
above surprisingly good.

Since in experiments the atoms do have a distribution over
many momenta, one has to average the Rabi oscillations shown
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FIG. 10. (Color online) Rabi oscillations of the populations |γ (1)
n |2

of the momentum states |(n + 0.01)h̄K〉 in the deep Bragg regime
(ε = 0.01) for the off-resonant momentum p = 0.01h̄K . The Rabi
oscillations are detuned and suppressed, which leads to velocity
selectivity. The initial condition is (0,1,0)T and the time is in units of
the resonant frequency

√
2
.

in Fig. 11 over the momentum and weigh them with their initial
momentum distribution. In our simulation we use an initial
Gaussian distribution,

γ
(1)
0 (0,p) = N exp

[
− (p/h̄K)2

4σ 2
p

]
,
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FIG. 11. (Color online) Velocity selectivity of double Bragg
diffraction expressed by the Rabi oscillation of the population |γ (1)

±1 |2
in their dependence on the initial momentum (a). For p = 0, i.e.,
for the resonant momenta ±h̄K , we get full Rabi oscillations, but
as we leave this resonance this process is suppressed and detuned.
The difference between analytical and numerical solutions (b) shows
a large deviation between both solutions. This deviation is mainly
due to different frequencies, not to different amplitudes. The width of
the resonance is comparable in both solutions. Here we have chosen
ε = 0.01.
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√
2Ω t
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σp = 10−3

σp = 10−2

FIG. 12. (Color online) Damped Rabi oscillations in the numer-
ically integrated population N±1 when the adiabaticity parameter
is ε = 0.01. For a broad momentum distribution, the oscillations
get damped out due to the average over different frequencies and
amplitudes. This effect is less pronounced for smaller values of the
momentum width σp .

with a momentum width of σp in units of h̄K , and a
normalization constant,

N ≡ (
√

2π σp h̄K)−
1
2 ,

and calculate numerically the integrated population,

N±1 =
∫ h̄K/2

−h̄K/2
dp

∣∣γ (1)
±1 (t,p)

∣∣2
,

of atoms with momenta around ±h̄K . In time-of-flight
experiments these can be identified by measuring the clouds
drifting away from the center.

The results of this numerical integration for different
momentum widths shown in Fig. 12 display a damping of
the Rabi oscillation. This feature is only an artifact of the
interaction times; for very long times the oscillation revives.
Since in atom interferometry the interest lies on π/2 or π

pulses, the interaction time is limited and revivals are not
observable. The damping can be explained very easily: As we
already discussed, the Rabi frequency depends on the initial
momentum and thus gets washed out when averaged over a
momentum distribution. This dephasing effect is an intrinsic
problem of the diffraction process, which can be improved by
using narrower momentum distributions, generated, e.g., by
techniques such as δ-kick cooling [3].

The frequency of the effective Rabi oscillation is now
√

2


instead of 
. This property might lead to the conclusion that
the interaction times in double diffraction would be shorter.
However, to compare the velocity selectivity of single and
double Bragg diffraction, it is important to look not at the
interaction times, but at the arguments of the trigonometric
functions in Eq. (33). From this point of view, a beam splitter
and a mirror take twice as long, e.g., at

√
2
 t = π/2 instead

of 
 t = π/4 for a π/2 pulse. Hence, the higher velocity
selectivity in comparison with single Bragg diffraction has
its origin in the three-level behavior of double diffraction.
An extensive numerical discussion of the importance of the
momentum width for single Bragg diffraction for different
diffraction orders is given in Ref. [33].
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|0|− K K|−2 K 2 K
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FIG. 13. (Color online) Two processes in second-order double
Bragg diffraction (	ω = 2ωr). A four-photon transition in each
direction occurs. For an initial population of the momentum states |0〉
and |±2h̄K〉, the states |±h̄K〉 are just virtually occupied. Different
initial conditions are sketched in Fig. 14. The dashed lines show
off-resonant processes.

Of course, the velocity selectivity decreases with increasing
light field intensity, i.e., in the end with increasing adiabaticity
parameter ε. This feature can be seen from Eq. (33), where
the states are suppressed by the fraction 
/

√
2
2 + ν2

D =
ε/

√
2ε2 + [2p/(h̄K)]2. For increasing ε, the significance of

p �= 0 decreases.
On the other hand, an increasing ε leads to the quasi-Bragg

regime. So higher-order excitations become more and more
significant.

D. Second-order double Bragg diffraction

The formalism introduced in our article makes it possible to
also describe second-order double Bragg diffraction. For that,
we choose, according to Eq. (15), the resonance condition
	ω = 2ωr. The resulting second-order process is depicted in
Fig. 13.

The first scattering process, a two-photon transition, is off
resonant by ωr. However, adding a subsequent two-photon
transition, one reaches resonantly the states |±2h̄K〉. For
certain parameters, the intermediate state is just occupied
virtually. This is a process similar to the adiabatic elimina-
tion of the excited state described in Sec. III B. Now the
transition frequency 
 has to be considerably smaller than
the detuning, i.e., the deviation from resonance, which is
ωr.

On the other hand, in the deep Bragg regime, where
off-resonant processes are strongly suppressed, nothing would
happen. Therefore, we have to leave the deep Bragg
regime in order to allow this process, as we shall see
now.

When we use the resonance condition 	ω = 2ωr for the
second-order Bragg scattering process, Eq. (29) can be written
as

iġn = −
e−iνDt gn+1[e−i(2n+3)ωrt + e−i(2n−1)ωrt ]

−
eiνDt gn−1[ei(2n+1)ωrt + ei(2n−3)ωrt ].

1. Emergence of the asymmetric ac Stark effect

For the sake of simplicity we look at p = 0, i.e., νD = 0,
which leads us to the matrices

(Hν)n,n′ = ωr[δn−1,n′ (δ2n+1,ν + δ2n−3,ν)

+ δn+1,n′ (δ2n+3,−ν + δ2n−1,−ν)]. (34)

Hence, Hν is zero for even ν; in particular, H0 = 0.
Since the differential equation for the first slow approx-

imation reads γ̇ (1) = 0 we find the trivial solution γ (1)(t) =
γ (1)(0). This result is not surprising, since in this approxima-
tion we can only describe first-order processes and they are all
suppressed, in agreement with Fig. 13.

Next, we turn to the second-order approximation; i.e., we
go to the next higher order in ε, that is m = 2. According to
Sec. II, the solution given by Eq. (13) reads

γ (2)(t) = exp

⎡
⎣iε2

∑
ν �=0

H−νHν

νωr
t

⎤
⎦ γ (2)(0).

With the specific form of Hν given by Eq. (34) we find

∑
ν �=0

H−νHν

νωr
= ωr

⎛
⎜⎜⎜⎜⎜⎜⎝

− 76
105 0 −1 0 0

0 28
15 0 2

3 0

−1 0 − 4
3 0 −1

0 2
3 0 28

15 0

0 0 −1 0 − 76
105

⎞
⎟⎟⎟⎟⎟⎟⎠

, (35)

where we have focused on the inner 5 × 5 matrix and used
γ (2) ≡ (γ (2)

−2 ,γ
(2)
−1 ,γ

(2)
0 ,γ

(2)
1 ,γ

(2)
2 )T.

We can already recognize the structure of the resulting
oscillations. Similar to the case of p �= 0 in Eq. (32) for first-
order diffraction in the previous section, we now see entries
on the main diagonal of the matrix. As analyzed in Sec. IV C2,
values on the main diagonal that differ from the central element
account for an ac Stark shift. For a second-order process, this
effect is not surprising. However, in contrast to the case in the
context of velocity selectivity, the deviations do have the same
sign. We come back to this point after we have discussed the
solutions ⎛

⎜⎝
γ

(2)
−2 (t)

γ
(2)
0 (t)

γ
(2)
+2 (t)

⎞
⎟⎠ = M±2(t) ·

⎛
⎜⎝

γ
(2)
−2 (0)

γ
(2)
0 (0)

γ
(2)
+2 (0)

⎞
⎟⎠ (36)

and (
γ

(2)
−1 (t)

γ
(2)
+1 (t)

)
= M±1(t) ·

(
γ

(2)
−1 (0)

γ
(2)
+1 (0)

)
(37)

for the slowly evolving part in second approximation.
Here we have separated the oscillations between the states
|−2h̄K〉,|0〉, and |2h̄K〉 from the ones between |−h̄K〉 and
|h̄K〉.

To show that this separation follows directly from the
structure of the differential equation, we boldfaced those
entries in Eq. (35) that are responsible for the transitions
between |−h̄K〉 and |h̄K〉. The dynamics of the states is
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determined by the matrices

M±2 = e−i 76
108 ε2ωrt

1

2

⎛
⎜⎝

1 0 −1

0 0 0

−1 0 1

⎞
⎟⎠

+ e−i 108
105 ε2ωrt

⎡
⎢⎣cos (
±2t)

2

⎛
⎜⎝

1 0 1

0 2 0

1 0 1

⎞
⎟⎠

− i sin (
±2t)√
23074

⎛
⎜⎝

−16 105 −16

105 32 105

−16 105 −16

⎞
⎟⎠

⎤
⎥⎦

and

M±1= e−i 28
15 ε2ωrt

[
cos 
±1t

(
1 0

0 1

)
+i sin 
±1t

(
0 1

1 0

)]
,

(38)

where the Rabi oscillation between the states |±h̄K〉 has the
frequency 
±1 ≡ (2/3) ε2ωr = (2/3) ε
, determined by one
of the boldfaced numbers in Eq. (35), and the quasi-Rabi
oscillation between the states |±2h̄K〉 has the frequency

±2 ≡ (

√
23 074/105)ε2ωr = (

√
23 074/105)ε
.

Analogously to the result of the adiabatic elimination of the
excited state Eq. (20), where we found the Rabi frequency 
 =
|
±|2/	, the frequency of this solution is now proportional to

2/ωr = 
ε. The same structure makes the connection to the
adiabatic approximation obvious. The adiabaticity parameter
ε now decreases the frequency and makes the second-order
oscillation slower in comparison to a first-order process.

We first discuss the oscillation between the states |±h̄K〉.
According to Eq. (38) they do have the same form as the ones
in Eq. (26), which are just Rabi oscillations between these two
states. There is no suppression and no involvement of other
states. The resonant second-order process that connects these
two states is depicted in Fig. 14.

However, we are more interested in the oscillations from
Eq. (36). They correspond to the processes shown in Fig. 13.

p

|0|− K K|−2 K 2 K

|g

|e±

FIG. 14. (Color online) Scattering process between the states
|±h̄K〉 according to Eq. (37). If the atoms are initially in one of
these states, a resonant Rabi oscillation between them takes place in
second-order Bragg diffraction. This phenomenon can be explained
by the resonant four-photon process shown above. The transitions for
other initial conditions are shown in Fig. 13.
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FIG. 15. (Color online) Rabi oscillations in second-order double
Bragg diffraction, where |γ (2)

n |2 corresponds to the population of the
momentum state |nh̄K〉 for ε � 1. The initial condition (0,0,1,0,0)T

was chosen to focus on the diffraction process |0〉 ↔ |±2h̄K〉, where
the states |±h̄K〉 are not involved. The oscillations are slightly
suppressed due to an asymmetric ac Stark shift. The dashed lines
show the numerical solution for ε = 0.01.

Indeed, these oscillations are the quasi-Rabi oscillations of
a three-level system between the relevant momentum states
|±2h̄K〉 and |0〉. The oscillations are suppressed by a factor
smaller than unity in front of the sine function and plotted in
Fig. 15. The states cannot be completely depopulated with
a π/2 or π pulse; i.e., perfect beam splitters and mirrors
are not possible. This feature is very different from single
second-order Bragg scattering. Qualitatively, this difference is
a consequence of the form of the matrix Eq. (35) where we
have already highlighted the origin of this ac Stark shift due
to the “asymmetry” of the coupling to off-resonant states.

We also want to emphasize that the two-photon light
shift occurring in Raman transitions [52,53] is related to this
asymmetric ac Stark shift, but there are subtle differences.
First of all, the two-photon light shift is a frequency shift
due to off-resonant states occurring in a double Raman setup,
where an asymmetry is introduced by giving the atom an
initial velocity, in contrast to the double Raman diffraction
of Ref. [37]. However, frequency shifts due to off-resonant
transitions occur even in single Bragg and Raman diffraction.
The asymmetric ac Stark shift in second-order double Bragg
diffraction is a consequence of the special form of Eq. (35)
and not just due to higher off-resonant states.

Since the possibility of higher-order diffraction is one of
the advantages of Bragg diffraction over Raman diffraction, it
seems as if this advantage is lost in double diffraction, since
no perfect beam splitters and mirrors in higher orders can
be realized. However, we show in the following section that
this effect can be compensated for. In addition to that, we
believe that the asymmetric ac Stark shift is a small effect in
comparison to the damping and the imperfections due to the
width of the momentum distribution discussed above.

2. Compensation for the asymmetric ac Stark shift

Fortunately, the asymmetric ac Stark shift can be com-
pensated for. To understand this claim analytically, we recall
from Sec. IV C2 the case of momenta p �= 0 and study the
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effect of a slightly violated resonance condition; i.e., we choose
	ω = (2 + δ)ωr with δ � 1.

When we include the phase factor exp[i2δωrt] in the states
γ±2, the matrix for the new system of differential equations
reads

∑
ν �=0

H−νHν

νωr

= ωr

⎛
⎜⎜⎜⎜⎜⎜⎝

− 76
105 + 2 δ

ε2 0 −1 0 0

0 28
15 0 2

3 0

−1 0 − 4
3 0 1

0 2
3 0 28

15 0

0 0 −1 0 − 76
105 + 2 δ

ε2

⎞
⎟⎟⎟⎟⎟⎟⎠

.

With the choice δ ≡ −(32/105) ε2 this matrix reduces to

∑
ν �=0

H−νHν

νωr
= ωr

⎛
⎜⎜⎜⎜⎜⎜⎝

− 4
3 0 −1 0 0

0 28
15 0 2

3 0

−1 0 − 4
3 0 −1

0 2
3 0 28

15 0

0 0 −1 0 − 4
3

⎞
⎟⎟⎟⎟⎟⎟⎠

,

where now the elements on the main diagonal that belong to
the states |±2h̄K〉 do not differ from the central element, and
thus no asymmetric ac Stark shift occurs.

The Rabi oscillation Eq. (37) between the states |±h̄K〉
does not change at all, but the matrix of Eq. (36) reads now

M±2 = e−i 4
3 
εt

⎡
⎢⎣1

2

⎛
⎜⎝

1 0 −1

0 0 0

−1 0 1

⎞
⎟⎠

+cos(
√

2
εt)

2

⎛
⎜⎝

1 0 1

0 2 0

1 0 1

⎞
⎟⎠

− i sin(
√

2
εt)√
2

⎛
⎜⎝

0 1 0

1 0 1

0 1 0

⎞
⎟⎠

⎤
⎥⎦

and a resonant effective Rabi oscillation as in Eq. (31) with
a frequency

√
2
ε occurs. Hence, the frequency of the first-

order diffraction is just multiplied by ε.
In general, the effect of the asymmetric ac Stark shift

leading to suppressed Rabi oscillations in second-order double
diffraction can be eliminated by just changing the frequencies
of the lasers. This result is numerically verified in Fig. 16.

E. Quasiresonances

In second-order approximation a feature for the first-order
Bragg condition occurs, which we call quasiresonances. In
order to demonstrate this phenomenon we again choose 	ω =
ωr, but now concentrate on momenta close to half-integers of
h̄K , e.g., of ±h̄K/2 and so on. As Fig. 17 shows, a second-
order process now becomes resonant.

0 π/2 π 3π/2 2π
0.0

0.2

0.4

0.6

0.8

1.0

√
2Ωε t

γ
(2

)
0

2

FIG. 16. (Color online) Rabi oscillations in second-order double
Bragg diffraction after elimination of the asymmetric ac Stark shift.
The elimination was achieved by choosing 	ω = (2 − 32/105 ε2)ωr

(solid line). The initial condition was again (0,0,1,0,0)T. The oscil-
lations are not detuned anymore. The dashed line which represents
the numerical solution for ε = 0.01 and the same choice of 	ω is in
agreement with the approximate analytical result.

For this reason we set p = h̄K/2, i.e., νD = ωr, and insert
it into Eq. (29), which yields via the relation

iġn = −
gn+1[e−i(2n+3)ωrt + e−i(2n+1)ωrt ]

−
gn−1[ei(2n+1)ωrt + ei(2n−1)ωrt ]

the matrices

(Hν)n,n′ = ωr[δn−1,n′ (δ2n+1,ν + δ2n−1,ν)

+ δn+1,n′ (δ2n+3,−ν + δ2n+1,−ν)].

Since H0 ≡ 0 we directly turn to the second approximation
and find

∑
ν �=0

H−νHν

νωr
= ωr

⎛
⎜⎜⎜⎝

− 4
5 0 −1 0

0 4
3 0 −1

−1 0 4
3 0

0 −1 0 − 4
5

⎞
⎟⎟⎟⎠,

for γ (2) = (γ (2)
− 3

2
,γ

(2)
− 1

2
,γ

(2)
1
2

,γ
(2)
3
2

)T, where we have defined

γ (2)(p + nh̄K) = γ (2)(h̄K/2 + nh̄K) ≡ γn+ 1
2

(2)
.

p

|0|− K K|−2 K 2 K

|g

|e±

FIG. 17. (Color online) Quasiresonances in first-order double
Bragg diffraction for 	ω = ωr. Even though we consider first-order
diffraction, a second-order process between momenta |±h̄K/2〉 and
|±h̄3K/2〉 is resonant.
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0.0
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2

n = − 1
2
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2

FIG. 18. (Color online) Rabi oscillations between the quasireso-
nances |−h̄K/2〉 ↔ |3h̄K/2〉 for 	ω = ωr (solid lines). The oscil-
lations are suppressed by approximately one half. The dashed lines
show a numerical solution of the Rabi equations for ε = 0.01 and
confirm our analytical result.

Since there are deviations on the main diagonal, the matrix
exponential yields again detuned oscillations. The solution
reads

γ (2)(t) = e−i 4
15 ε2ωrM± 1

2
(t) γ (2)(0),

with

M± 1
2

= cos(
± 1
2
t) 1

−
i sin(
± 1

2
t)

√
481

⎛
⎜⎜⎝

16 0 15 0
0 −16 0 15
15 0 −16 0
0 15 0 16

⎞
⎟⎟⎠

and the effective Rabi frequency 
± 1
2

≡ (
√

481/15) ε
. Here
1 ≡ δn,n′ denotes the identity operator.

The suppressed Rabi oscillations are separately oscillating
between the states |−h̄K/2〉 and |3h̄K/2〉, as well as between
|h̄K/2〉 and |−3h̄K/2〉. To show the emergence of these two
separated diffraction processes, the elements corresponding
to the latter are boldfaced in the matrices above. These
oscillations are shown in Fig. 18 and coincide with the dotted
numerical solution as well.

In fact, these quasiresonances are no special feature of
double Bragg diffraction, as one sees easily from Fig. 17. We
included them for completeness and want to emphasize that
this processes are in double diffraction asymmetric, too. So, in
general, the symmetry of double diffraction is lost if there are
nonvanishing initial momenta. On the other side, the width of
these resonances in momentum space is much narrower and
the oscillation occurs on a much larger time scale than the
first-order resonance, as one sees from the discussion above.

V. CONCLUSIONS

In this paper we have introduced and analyzed double Bragg
diffraction in the context of light-pulse atom interferometry,
which has a number of appealing properties for precision
interferometry, particularly in microgravity environments, as
summarized in the Introduction. In the first place, we have
derived the basic equations governing the dynamics of momen-
tum eigenstates as driven by two-photon processes that result

from eliminating an excited state largely detuned from single-
photon transitions. This system of coupled linear ordinary
differential equations with time-dependent coefficients can be
solved numerically, but it is, of course, convenient to have
simple analytical solutions, from which deeper insight can be
gained, whenever possible. The existence of additional non-
resonant transitions between resonantly connected states pre-
cludes the use of the standard adiabatic elimination procedure.
Nevertheless, the method of averaging introduced in Ref. [46]
provides a systematic treatment for this kind of situation in
terms of slow and fast contributions (corresponding in our case
to the Rabi frequency associated with two-photon processes
and the recoil frequency) as long as the adiabaticity parameter
ε given by the ratio of those two frequency scales is small.

For the deep Bragg regime, with ε � 1, we find general-
ized Rabi oscillations within an effective three-level system
comprising states with momenta 0, h̄K , and −h̄K . By
an appropriate choice of pulse duration and laser intensity
one can generate the analog of π/2 and π pulses, acting,
respectively, as beam splitters and mirrors. In addition, we have
also considered nonvanishing initial momenta, for which the
resonance condition is no longer fulfilled exactly. Analytical
results have been obtained for small momenta, whose effect is
analogous to that of a detuning and which lead to damped Rabi
oscillations for initial states with nonvanishing momentum
width. It is, however, worth pointing out that for larger initial
momenta the states with opposite momentum transfer (+nh̄K

and −nh̄K) are no longer equally populated, as illustrated by
the exact result on “quasiresonances” of Sec. IV E. This can
be intuitively understood by considering the transformation to
the reference frame where the initial momentum vanishes and
noticing that in this case the frequency detuning for the two
pairs of counterpropagating beams is not the same.

With our approach we have also been able to study
analytically the quasi-Bragg regime, with ε < 1 but not
too small (e.g., ε ∼ 0.1). This is a regime of particular
interest because it relaxes somewhat the effect of velocity
selectivity and it corresponds to a parameter range typically
accessible in experiments; in particular, it makes possible
Bragg scattering of relatively high order without excessively
long pulse durations. This regime was studied for single Bragg
diffraction in Ref. [23]. For square pulses our analysis of the
double-diffraction case reveals the existence of fast oscillations
with smaller amplitude superimposed on the slow generalized
Rabi oscillations between resonant states. The amplitude of
these oscillations for double diffraction is of order ε, in contrast
with the single-diffraction case, where the amplitude is of order
ε2 and, hence, much more suppressed. Our analytical results
for these oscillations are in excellent agreement with numerical
solutions, as shown in Fig. 9.

It should be stressed that besides being well suited
to problems where the conventional adiabatic elimination
procedure cannot be applied, such as double Bragg diffraction,
the method of averaging can also be valuable for studying
certain aspects of single diffraction since it provides a simpler
and mathematically more transparent description. Examples
of that are the superimposed fast oscillations for square pulses
in single Bragg diffraction. These have been found [23] when
solving exactly the Mathieu equation for a pulse of constant
amplitude [54] and matching the solution to the free solution
(in absence of external electromagnetic field) before and after
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the square pulse. A satisfactory description when employing
adiabatic expansions requires a proper understanding of the
subtle connection between “dressed” states and the “bare”
initial states typically accessible in experiments, as discussed
in Sec. III D.

Our treatment demonstrates that higher-order Bragg pro-
cesses are also possible for double diffraction. Moreover, the
existence of an asymmetric ac Stark shift for the two resonant
states (which can be easily compensated in practice) has been
established. This feature is absent for single diffraction. In that
case there is a frame where the two counterpropagating beams
give rise to a standing wave and where the two resonant states
are symmetric. This cannot be done simultaneously for the
two pairs of counterpropagating beams employed in double
diffraction.

Having orthogonal polarizations for the copropagating
beams and for the equal-frequency counterpropagating ones
is crucial in order to avoid spurious transitions, as emphasized
in the Introduction. While we have restricted our attention to
circularly polarized light beams in the main body of the paper,
the case of linear polarizations and an arbitrary direction of the
magnetic field defining the quantization axis and determining
the Zeeman splitting is analyzed in detail in Appendix B.

Throughout most of the article we have focused on the case
of square pulses, but many of our results can be extended to
smooth time-dependent pulses, as explained in Appendix C.
The advantages of using smooth pulses were already pointed
out for single diffraction in Ref. [23]. Similar advantages apply
to the case of double diffraction. Furthermore, the dependence
on the laser phases in the contributions that give rise to the fast
superimposed oscillations is potentially rather problematic for
precision interferometry, and for double diffraction they appear
already at order ε rather than ε2. Fortunately, for smooth pulses,
such as a Gaussian profile, these contributions are instead ex-
ponentially suppressed like exp(−1/ε2) (which falls off faster
then any power as ε → 0) as shown in Appendix C 2 b. We plan
to address these issues in more detail in a future analysis of
the response of an interferometer based on double diffraction.
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APPENDIX A: METHOD OF AVERAGING
TO ARBITRARY ORDERS

In Sec. II, we introduced the method of averaging [46] and
derived the two lowest approximations. In this appendix, we
now show that this method is valid to arbitrary orders and we
derive the corresponding expressions.

For this purpose, we recall from Sec. II that we have to
solve the equation

ġ = iεH0 g + iε
∑
ν �=0

eiνωrtHν g.

The ansatz

g(m) = γ (m) +
m∑

j=1

εj f j (γ (m)), (A1)

separating the slow from the fast oscillations, satisfies the
differential equation

ġ(m) = iεH g(m) + O(εm+1)

up to the mth order in ε.
At each order, we assume that the slowly evolving part γ (m)

fulfills the equation

γ̇ (m) = iεH0 γ (m) + i

m∑
μ=2

εμ pμ(γ (m)). (A2)

The task is now to find the f j and pj . For this reason, we
use Eqs. (A1) and (A2) above and equate the coefficients

ġ(m) = ε

(
iH0 γ (m) + ∂ f 1

∂t

∣∣∣∣
γ (m)

)

+ ε2

[
i p2(γ (m)) + i

∂ f 1(γ (m))

∂γ (m)
H0 γ (m) + ∂ f 2

∂t

∣∣∣∣
γ (m)

]

+
m∑

j=3

εj

⎡
⎣i pj (γ (m)) + i

∂ f j−1(γ (m))

∂γ (m)
H0 γ (m)

+ ∂ f j

∂t

∣∣∣∣
γ (m)

+ i

j−2∑
μ=1

∂ f μ(γ (m))

∂γ (m)
pj−μ(γ (m))

⎤
⎦

+O(εm+1).

to the ones on the right-hand side of Eq. (3), i.e., with

iεH g(m) + O(εm+1) = iεH γ (m) + iε2H f 1(γ (m))

+ i

m∑
j=3

εjH f j−1(γ (m)) + O(
m+1).

The terms proportional to ε and ε2 were dealt with in Sec. II,
where we have determined f 1 and f 2 for a specific choice of
p1 and p2. We can extend this treatment iteratively to arbitrary
orders of ε.

In order to illustrate this technique we now consider the
case of εk . The functions f j can be written as

f j (γ (m)) =
∑
μ �=0

eiμωrt

μωr
�(j )

μ γ (m)

for j < k and each of the slow corrections pj is chosen to be of
the from pj (γ (m)) = �

(j )
0 γ (m). Then, the differential equation

for f k reads

∂ f k

∂t

∣∣∣∣
γ (m)

= iH
∑
μ �=0

eiωrμt

μωr
�(k−1)

μ γ (m)

− i
∑
μ �=0

eiωrμt

μωr
�(k−1)

μ H0 γ (m)

− i

k−2∑
l=1

∑
μ �=0

eiμωrt

μωr
�(l)

μ �
(k−l)
0 γ (m) − i pk(γ (m)).
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We now define

�(k)
μ ≡

∑
ν �=0

Hμ−ν�
(k−1)
ν

νωr
− �(k−1)

μ H0

μωr
−

k−2∑
l=1

�(l)
μ �

(k−l)
0

μωr

for μ �= 0 and

�
(k)
0 ≡

∑
ν �=0

H−ν�
(k−1)
ν

νωr

so that with pk(γ (m)) = �
(k)
0 γ (m) we get the differential

equation

∂ f k

∂t

∣∣∣∣
γ (m)

= i
∑
μ �=0

eiμωrt�(k)
μ γ (m),

which can again be integrated. In this way, all orders up to m

can be iteratively determined.

APPENDIX B: DOUBLE BRAGG DIFFRACTION
WITH ORTHOGONAL LINEAR POLARIZATIONS

In Sec. IV A we considered circularly polarized laser
beams. In this appendix we show that even for different
orthogonal polarizations and an arbitrary magnetic field we
arrive at the same differential equations used throughout this
article, provided certain requirements are satisfied.

We now assume an experimental setup as shown in Fig. 19.
The linear polarizations σ x and σ y are orthogonal and named
with respect to the direction of propagation z of the light
fields. The magnetic field B responsible for a Zeeman splitting
and determining the quantization axis points in a different
direction, namely z′.

With respect to the propagation direction of the light, the
electric field reads

Ê = Eb[σ xe
i(kbẑ−ωbt) + σ ye

i(−kbẑ−ωbt)]

+Ea[σ xe
i(−ka ẑ−ωat) + σ ye

i(ka ẑ−ωat)] + H.c. (B1)

Writing the polarizations as a linear combination of polariza-
tions σ ′

± and σ ′
z, which are now with respect to the z′ direction

of the quantization axis of the atom, we get

σ k = a
(k)
+ σ ′

+ + a
(k)
− σ ′

− + a(k)
z σ ′

z =
∑

j=±,z

a
(k)
j σ ′

j

B

z

ωa,σy

ωb,σx

ωb,σy

ωa,σx

pair 1

pair 2

mirror

λ/4 plate

atom
z

FIG. 19. (Color online) Linear-linear configuration for double
Bragg diffraction. The magnetic field B is not in the z direction
of the pair of light fields, but in a different one denoted by z′. The
polarizations of the two pairs are linear and orthogonal to the z

direction of propagation, i.e., σ x and σ y .

℘+℘− ℘zω−
ω+

ωz

mz = 0

mz = 0

mz = 1

mz = 1

mz = −1

mz = −1

|g

|e+

|e−
|ez

FIG. 20. Atomic level structure. We consider three excited states
|e±〉 and |ez〉 with the frequencies ω± and ωz, respectively, and one
ground state |g〉. The dipole moments ℘± and ℘z initiate transitions
between sublevels and correspond to the polarizations σ ′

± and σ ′
z in

the primed frame.

for k = x,y. Here σ ′
± are circular polarizations orthogonal to

the z′ direction and σ ′
z is the unit vector along the z′ direction.

Since in the unprimed frame the polarizations were orthog-
onal, we find with the use of the orthogonality in the primed
frame the relation

δk,l = σ k · σ ∗
l =

∑
j,i=±,z

a
(k)
j a

∗(l)
i σ ′

j · σ ′ ∗
i

=
∑

j,i=±,z

a
(k)
j a

∗(l)
i δj,i =

∑
j=±,z

a
(k)
j a

∗(l)
j . (B2)

This orthogonality relation will prove to be crucial
later.

We now assume the atomic level structure shown in Fig. 20.
Since the magnetic field in the z′ direction is responsible for the
Zeeman splitting, we consider all polarizations with respect to
this quantization axis.

The dipole transitions induced by the electric field from
Eq. (B1), exciting the states |e±〉 and |ez〉 from the ground
state |g〉, that is from the magnetic quantum number mz = 0,
correspond to each of the three polarizations in the primed
frame. The frequencies of the excited states are ω± and ωz,
and the dipole moments are defined as

℘±,z ≡ −1

h̄
〈e±,z|d̂ · σ ′

±,z|g〉,

where d̂ denotes again the dipole operator. Note that the
amplitudes of the electric fields are not included in this
definition.

Electric field and atom couple through dipole interaction,
which leads to the interaction

ĤI = h̄
∑

j=±,z

℘∗
j [e−iωbtEb(a(x)

j eikbẑ + a
(y)
j e−ikbẑ)

+ e−iωa tEa(a(x)
j e−ika ẑ + a

(y)
j eika ẑ)]|ej 〉〈g| + H.c.,
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which is much more complicated than Eq. (28). Nevertheless, we can derive the differential equations for the coefficients in the
same way as in Sec. III B and find, when changing into the interaction picture,

iėj (p) = ℘∗
j e

−i(ωb−ωj )tEb

[
e−i(ω−kb

+ν−kb
)t a

(x)
j g(p − h̄kb) + e−i(ωkb

+νkb
)t a

(y)
j g(p + h̄kb)

]
+℘∗

j e−i(ωa−ωj )tEa

[
e−i(ωka +νka )t a

(x)
j g(p + h̄ka) + e−i(ω−ka +ν−ka )t a

(y)
j g(p − h̄ka)

]
and

iġ(p) =
∑

j=±,z

℘j

{
ei(ωb−ωj )tE∗

b

[
e−i(ωkb

+νkb
)t a

∗(x)
j ej (p + h̄kb) + e−i(ω−kb

+ν−kb
)t a

∗(y)
j ej (p − h̄kb)

]
+ ei(ωa−ωj )tE∗

a

[
e−i(ω−ka +ν−ka )t a

∗(x)
j ej (p − h̄ka) + e−i(ωka +νka )t a

∗(y)
j ej (p + h̄ka)

]}
,

where we have recalled the definitions ωk ≡ h̄k2/(2M) and νk ≡ pk/M from Sec. III B.
We can again eliminate the excited states ej (p) adiabatically and find the resulting differential equations for the ground state

iġ(p) = g(p)
∑

j=±,z

[ |℘jEb|2
ωb − ωj

(∣∣a(x)
j

∣∣2 + ∣∣a(y)
j

∣∣2) + |℘jEa|2
ωa − ωj

(∣∣a(x)
j

∣∣2 + ∣∣a(y)
j

∣∣2)]

+ g(p + h̄K)
∑

j=±,z

|℘j |2e−i(ωK+νK )t

(
ei(ωb−ωa )t

ωa − ωj

EaE
∗
b

∣∣a(x)
j

∣∣2 + ei(ωa−ωb)t

ωb − ωj

EbE
∗
a

∣∣a(y)
j

∣∣2
)

+ g(p − h̄K)
∑

j=±,z

|℘j |2e−i(ω−K+ν−K )t

(
ei(ωb−ωa )t

ωa − ωj

EaE
∗
b

∣∣a(y)
j

∣∣2 + ei(ωa−ωb)t

ωb − ωj

EbE
∗
a

∣∣a(x)
j

∣∣2
)

+ g(p + 2h̄kb)
∑

j=±,z

|℘jEb|2
ωb − ωj

e−i(ω2kb
+ν2kb

)t a
∗(x)
j a

(y)
j + g(p − 2h̄kb)

∑
j=±,z

|℘jEb|2
ωb − ωj

e−i(ω−2kb
+ν−2kb

)t a
∗(y)
j a

(x)
j

+ g(p + 2h̄ka)
∑

j=±,z

|℘jEa|2
ωa − ωj

e−i(ω2ka +ν2ka )t a
∗(y)
j a

(x)
j + g(p − 2h̄ka)

∑
j=±,z

|℘jEa|2
ωb − ωj

e−i(ω−2ka +ν−2ka )t a
∗(x)
j a

(y)
j

+ g(p + h̄	k)
∑

j=±,z

|℘j |2e−i(ω	k+ν	k)t

(
ei(ωb−ωa )t

ωa − ωj

EaE
∗
b + ei(ωa−ωb)t

ωb − ωj

EbE
∗
a

)
a

(y)
j a

∗(x)
j

+ g(p − h̄	k)
∑

j=±,z

|℘j |2e−i(ω−	k+ν−	k)t

(
ei(ωb−ωa )t

ωa − ωj

EaE
∗
b + ei(ωa−ωb)t

ωb − ωj

EbE
∗
a

)
a

(x)
j a

∗(y)
j , (B3)

where we defined 	k ≡ kb − ka .
Equation (B3) is quite cumbersome and, in general, cannot

be solved with our method of averaging since it couples to
eight different momenta of different time scales. These are the
spurious couplings mentioned in Sec. IV A. Fortunately, we
can neglect all terms except the coupling to g(p ± h̄K) under
the following conditions.

If we assume all ℘j to be identical, which is a reasonable
argument since the light fields Ea,b are not included in the
definition, and demand that the detuning 	 is much larger
than the Zeeman splitting, i.e.,

ωj − ωa,b
∼= 	

for j = ±,z, which is fulfilled under the condition ω+ −
ω− � 	, we can use the orthogonality relation of Eq. (B2)
since all other terms are independent of j and perform
the sums. The only surviving terms of Eq. (B3) lead to

Eq. (29). Indeed, the sums proportional to the spurious terms
vanish.

Hence, we can conclude that for a linear-linear configura-
tion we can use Eq. (29), as long as the magnetic field is not
too strong; i.e., the Zeeman splitting ω+ − ω− is not too large.
Very similar arguments hold true for circular polarizations with
a magnetic field not aligned with the light propagation.

APPENDIX C: PULSE SHAPES

Throughout this paper, we have focused on box-shaped
pulses, where we have a time-dependent pulse in the form of
a step function. We refer at certain stages of the discussion
of the time evolution to π/2 and π pulses, depending on the
duration of the pulses. They create an equal superposition of
two momentum states, or an exchange of their populations,
respectively.
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This approximation does not correspond to most exper-
imental situations, where the lasers are turned on and off
according to a certain time-dependent function that differs
from a step function. In fact, a smooth pulse results in more
convenient properties of the populated states. Of course, this
has subtle implications for the method of averaging. This
section of the appendix deals with the modification of our
method for smooth time-dependent pulse shapes. In this case,
the Rabi frequencies are proportional to the amplitudes of the
electric fields; i.e., we get a time-dependent frequency 
̃ κ̃(t),
where the function κ̃ = κ̃(t) corresponds to the pulse shape.

1. Adiabaticity condition

For the adiabatic elimination of the excited state, we
integrate a differential equation of the same form as Eq. (17),
namely,

ė(t) = −i
̃ κ̃(t)ei	tg(t),

where we now have included the pulse shape. Integrating this
equation by parts we find

e(t) = −i

∫ t

t0

dt ′ 
̃ κ̃(t ′)ei	t ′g(t ′)

= − 
̃ κ̃(t)

	
ei	tg(t) +

∫ t

t0

dt ′

̃ ˙̃κ(t ′)

	
ei	tg(t ′)

= − 
̃ κ̃(t)

	
ei	tg(t) + 
̃ ˙̃κ(t)

i	2
ei	tg(t) −

∫ t

t0

dt ′ . . . ,

(C1)

where we have again assumed g(t) to be slowly varying in
comparison to 	, as in Sec. III B, and used the fact that
κ̃(t0) = 0. If now | ˙̃κ(t)/	2| � |κ̃(t)/	|, which can be written
as | ˙̃κ/κ̃| ∼= 1/T � 	 with a characteristic pulse time T , we
can neglect the contribution coming from the first integration
by parts. This condition can be seen as an adiabaticity condition
for the pulse shape compared to the high-frequency oscillation
of the highly detuned excited state. Neglecting also the
higher-order terms, we recover the already-known expression
for the adiabatic elimination. In this way, we get the very same
equation for the ground state, but now with a time-dependent
effective Rabi frequency.

2. Method of averaging with time-dependent pulses

We can incorporate time-dependent pules shapes in our
equations just by replacing H by κ(t)H. After the adiabatic
elimination we get a Rabi frequency 
 = 
̃2/	, and the pulse
shape of this Rabi frequency reads κ(t) = κ̃2(t). Hence, ε has
to be replaced by εκ(t). According to Eq. (4), the differential
equations for the slowly oscillating terms take, in general, the
form

γ̇ = iA(t)γ ,

where A(t) is now a time-dependent square matrix.

a. Leading-order approximation

To first order, we find A(t) ≡ εκ(t)H0 for the first-order
Bragg resonance (	ω = ωr), where the time dependence can

be factored out and the solution of this differential equation
reads

γ (1)(t) = exp

[
iε

∫ t

t0

dt ′κ(t ′)H0

]
γ (1)(t0).

Hence, in the solution of the slowly oscillating term we just
have to replace 
 with 


∫
dtκ(t). This substitution coincides

with other discussions, e.g., the one of Ref. [23].
For higher orders, the solution is not that elementary, since

the time dependence of A(t) cannot be factored out anymore.
So, in general, the quasi-Bragg regime with time-dependent
pulses cannot be treated with our method up to higher-than-
leading order in the adiabaticity parameter ε.

On the bright side, we showed in Sec. IV D that for second-
order Bragg diffraction the matrices simplify and we again can
factor out the complete time dependence. In this sense, finding
slowly oscillating solutions with higher-order accuracy than
the leading order is not possible for time-dependent pulses,
but the leading order with rapidly oscillating corrections can
be calculated. In second-order double Bragg diffraction we
thus can replace 
2 with 
2

∫
dt κ2(t), which is in complete

agreement with Ref. [23].
Unfortunately, however, an analytic treatment of p �= 0 is

much more complicated, since time-independent terms νD

in the matrices appear and hence even in leading order the
time-dependence cannot be factored out. In the treatment of
Ref. [23] the quasi-Bragg regime for time-dependent pulses is
also described just for vanishing momentum width.

b. Adiabatic pulse shapes in the method of averaging

When solving the partial differential equation for the rapidly
oscillating terms f j , one can perform an integration by parts
analogously to Eq. (C1). In the same way, we find the condition
|κ̇/κ| ∼= 1/T � ωr, which clearly shows that the role of the
detuning is now played by the recoil frequency.

This condition corresponds in the limit to the case where
the lasers are turned on and off adiabatically. On the other
hand, the pulse duration cannot be arbitrarily long if we want
to perform π/2 or π pulses, so the characteristic time is of the
order of 
T ∼ π , which limits the pulse duration. Together
with this condition above we find

1

ωrT
∼ 


ωrπ
� 1,

which is fulfilled only in the Bragg regime 
/ωr � 1.
This requirement is a consequence of the differential

equation satisfied by f j , for example Eq. (5) for f 1

∂ f 1

∂t

∣∣∣∣
γ (m)

= κ(t)
∑
ν �=0

ieiνωrtHν γ (m), (C2)

where we have now included the time dependence κ(t) of
the pulse. As one can see from Eq. (C2), γ (m) is treated as
a constant. This makes it possible to perform the integration
for certain pulse shapes even analytically, for instance, if we
assume a Gaussian pulse

κ(t) = exp[−t2/T 2],

where the characteristic time T = √
π/(2
) corresponds to a

π/2 pulse and T = √
π/
 to a π pulse. In the following we
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discuss π pulses, but the difference in the π/2 pulse is just a
factor 1/2.

We can now integrate Eq. (C2) easily over all times (i.e.,
neglecting the experimental truncation of the Gaussian pulse)
and find

f 1 = √
πT

∑
ν �=0

e−(νωrT )2/4Hν γ (m).

Since Hν is proportional to ωr, we find for π pulses the
correction

ε f 1 = 


ωr

√
πT

∑
ν �=0

e−(νωrT )2/4ωrH̃ν γ (m)

= π
∑
ν �=0

exp

[
−

(√
πν

2ε

)2]
H̃ν γ (m),

where H̃ν ≡ Hν/ωr are now the dimensionless matrices. We
see now that in the deep Bragg regime these corrections are
suppressed by a Gaussian exp[−1/ε2], which falls off faster
than any power of ε as ε approaches 0. Thus, the scaling is

better in comparison with the box-shaped pulses where the
correction is suppressed by ε.

3. Dressed states

Furthermore, time-dependent pulses make the pictures of
dressed or bare states obsolete, because in this case both
coincide, which can be seen from the initial condition Eq. (10).
Indeed, for time-dependent pulses we get

γ (1)(t0) =
⎡
⎣1 + ε κ(t0)

∑
ν �=0

Hν

ν

⎤
⎦

−1

g(1)(t0).

Since the light fields are initially switched off, κ(t0) vanishes
and thus

γ (1)(t0) = g(1)(t0).

As a consequence, the fast oscillatory behavior in single
Bragg diffraction found in Fig. 4, which is an artifact of the
bare-state formulation, vanishes for time-dependent pulses and
the population of the states is better described by the smooth
oscillations seen in Fig. 3.
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