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Abstract

This thesis analyzes the relationship between natural language and reasoning when
introducing programming in postsecondary education. The particular focus is on the
insights that emerge when this relationship is made explicit in teaching-learning situa-
tions. As a major result, natural language does indeed play an important role in these
teaching-learning situations but deserves further research attention.

Making the described relationship explicit is itself a new meta-perspective for think-
ing about research and teaching in computing education. Developing this new meta-
perspective is an important contribution of this work. As far as we know, this meta-
perspective has not yet been synthesized as such and at the same time supported by
empirical evidence in postsecondary education. Another contribution is the insight that
diagnosing and using students’ terms as part of language are particularly fruitful for
research and teaching. Further research should pursue this new approach in order to
shed light on well-known problems from a new perspective.

For the empirical evidence of these insights, this thesis used amixedmethods research
design in which four studies were conducted. The mixed methods research design
combined qualitative approaches such as qualitative content analysis with quantitative
approaches such as experiments with students as participants. This approach enabled a
comprehensive and multi-layered analysis of the results. We included all actors in the
teaching-learning situations in order to obtain a more comprehensive analysis.

All four studies were conducted according to the respective gold standard as far
as possible. This includes rigorous measurements and large sample sizes. The four
studies were divided into an exploratory basis study and three subsequent application
studies. The Basis Study focused on students, uncovered the terms they used and
indicated a possible relationship between programming language and natural language.
In addition, it led to new insights about correct conceptions and misconceptions of
programming languages. Furthermore, the methodological approach of this study is
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itself a contribution, as it shows how a qualitative analysis of terms can be carried out
with large samples. Application Study I examined instructional videos as a teaching
method used by instructors. As a basis for instructional videos to support students, the
implementation of language focus across multiple representations turned out not to be
convincing. Thus, the hypothesis about the positive impact of these language-based
videos on students’ code writing and self-efficacy could be rejected with reasonable
certainty. In the Application Study II, we turn our attention to teaching staff in general
and their competences in supporting students. We developed and evaluated a rubric,
which is a guide that lists specific criteria for grading by category and level. The
rubric serves as an assessment scheme for the quality in their responses, focusing on
language. Finally, in the Application Study III, a test of testing programming aptitude
was developed and validated based on converting programming thinking into natural
language. The resulting Natural Language Computing Test, or NLCT, has proven to be
highly accurate, valid, and reliable. As a minor weakness, the NLCT did not prove to be
a predictor of success at the end of the course.

To summarize, the four studies conducted have shown that the potential of this new
meta-perspective lies in the way in which the relationship described is carried out. The
use of terms as a link between programming language and natural language seems to be
particularly promising. In contrast, the use of multiple representations of programming
language, natural language and visualization has shown to be less promising.
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Zusammenfassung

In der vorliegenden Arbeit geht es um die Analyse der Beziehung zwischen natürlicher
Sprache und Programmiersprachen in der Hochschullehre der Informatik. Schwerpunkt
dieser Arbeit sind die Erkenntnisse, die sich ergeben, wenn diese Beziehung in Lehr-
Lern-Situationen explizit gemacht wird. Die Auswertung der Ergebnisse belegt, dass
natürliche Sprache in Lehr-Lern-Situationen tatsächlich eine wichtige Rolle spielt, die
jedoch weitere Aufmerksamkeit in der Forschung verdient.

Die beschriebene Beziehung explizit zu machen ist selbst eine neue Meta-Perspektive
für die Reflexion von Forschung und Lehre in der Informatikdidaktik. Die Entwicklung
dieser neuen Meta-Perspektive ist ein wichtiger Beitrag dieser Arbeit. Soweit bekannt
wurde diese Meta-Perspektive noch nicht als solche zusammengefasst und gleichzeitig
durch empirische Belege in der Hochschuldidaktik der Informatik unterstützt. Ein
weiterer Beitrag ist die Erkenntnis, dass die Diagnose und Verwendung von Begriffen,
die Studierende verwenden, als Teil von Sprache für Forschung und Lehre besonders
fruchtbar sind. Weitere Forschungen könnten diesen neuen Ansatz verfolgen, um
bekannte Probleme aus einer neuen Perspektive zu beleuchten.

Für den empirischen Nachweis dieser Erkenntnisse in dieser Arbeit wurde einmethod-
ischer Ansatz aus dem Bereich der Mixed Methods verwendet, welcher insgesamt die
Durchführung von vier Studien umfasste. Dieser methodische Ansatz kombinierte
qualitative Ansätze wie die qualitative Inhaltsanalyse mit quantitativen Ansätzen wie
Experimenten mit Studierenden als Teilnehmende. Ein Vorteil dieses Ansatzes ist, dass
eine umfassende und vielschichtige Analyse der Ergebnisse ermöglicht wird. Des Weit-
eren wurden alle Akteure, die in den üblichen Lehr-Lern-Situationen an Hochschulen
involviert sind, einbezogen. Diese Integration zielte darauf ab, eine umfassendere
Analyse zu erhalten.

Alle vier Studien wurden so weit wie möglich nach dem jeweiligen wissenschaftlichen
Goldstandard durchgeführt. Dazu gehören beispielsweise rigoroseMessungen und große
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Stichprobengrößen. Die vier Studien bestehen aus einer explorativen Basisstudie und
drei anschließenden Anwendungsstudien. Die Basisstudie nahm Studierende als Ak-
teure in den Fokus. Hierbei deckte diese Studie die von den Studierenden verwendeten
Begriffe auf und zeigte eine mögliche Beziehung zwischen Programmiersprache und
natürlicher Sprache auf. Darüber hinaus führte die Basisstudie zu neuen Erkenntnissen
über korrekte Vorstellungen und Fehlvorstellungen im Bereich der Programmiersprachen.
Zudem ist der methodische Ansatz dieser Studie ein selbstständiger, wissenschaftlicher
Beitrag, da er zeigt, wie eine qualitative Analyse von Begriffen mit großen Stichproben
durchgeführt werden kann. Anwendungsstudie I untersuchte Lehrvideos, welche eine
von vielen möglichen Lehrmethoden von Dozierenden darstellen. Als didaktische Grund-
lage für Lehrvideos, die auf die Unterstützung von Studierenden abzielen, erwies sich
die Umsetzung des Sprachfokus über die Verwendung mehrerer Repräsentationsebenen
als nicht überzeugend. Somit konnte die Hypothese über die positive Wirkung dieser
sprachbasierten Videos auf das Schreiben von Programmcode und die Selbstwirksamkeit
der Studierenden mit ziemlicher Sicherheit verworfen werden. Anwendungsstudie II
fokussierte sich auf das Lehrpersonal im Allgemeinen und deren Kompetenzen bei
der Unterstützung der Studierenden. Es wurde ein Rubric als tabellarisches Bewer-
tungsschema entwickelt und evaluiert. Dieses stellt einen Leitfaden dar, der spezifische
Kriterien für die Bewertung nach Kategorie und Niveau auflistet. Das Rubric dient als
Bewertungsschema für die Qualität der Antworten, wobei gemäß Forschungsthema ein
sprachlicher Schwerpunkt gesetzt wurde. Schließlich wurde in der Anwendungsstudie III
ein Test zur Messung der Eignung und den Vorerfahrungen zum Programmierlernen ent-
wickelt und validiert, der auf der Umwandlung von Programmieraufgaben in natürliche
Sprache basiert. Der daraus resultierende Text namens Natural Language Computing
Test (NLCT) hat sich als äußerst genau, valide und reliabel erwiesen. Dennoch erwies
sich der NLCT nicht als guter Prädiktor für den Erfolg am Ende des Programmierkurses.

Zusammenfassend lässt sich anführen, dass die vier durchgeführten Studien gezeigt
haben, dass das Potenzial dieser neuen Meta-Perspektive in der Art und Weise liegt,
wie die beschriebene Beziehung durchgeführt wird. Die Verwendung von Begrif-
fen als Bindeglied zwischen Programmiersprache und natürlicher Sprache scheint
besonders vielversprechend zu sein. Im Gegensatz dazu hat sich die Verwendung
mehrerer Repräsentationsebenen von Programmiersprache, natürlicher Sprache und
Visualisierung als weniger vielversprechend erwiesen.
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Synopsis
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1. Introduction

“ The Introductory Computer Programming Course is First and Foremost
a LANGUAGE Course ”

Scott R. Portnoff, acm Inroads, 2018

Portnoff here links programming language and natural language, whose relationship is
the overarching theme of this thesis. In particular, this thesis explores the question of
what new insights arise from teaching-learning situations in post-secondary education
on introductory programming when the connection between programming language
and natural language is made explicit. This relationship in computer science, and in
programming in particular, is the specific form of a more fundamental relationship.
Vygotsky has stated the general connection between thought and language earlier [190].
We call this connection the first perspective of a total of three. Two further perspectives
from other disciplines support this general connection. The first is the perspective
of threshold concepts, which are already used in computing education research; the
second is the perspective of linguists. The threshold concept links “to think like a
Computer Scientist” [160] with using “appropriate language” [122] for the connection
between thinking and language mentioned earlier. Some linguists, however, consider
this connection to be one of the three functions of academic language, in which language
acts “as a tool of thinking” [69]. The other functions are those of communication and
social belonging. These three perspectives reveal the same thing, namely the importance
of language.

Language has been a recurring theme in computer education research (CER) from a
variety of perspectives. Longer trends related to language have been, for example, lan-
guage as a cause of misconceptions due to overgeneralization [10], the use of metaphors
[191], and language skills as a success factor in introductory programming courses
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[102]. However, it is only recently that more attention has been paid to language and its
use in teaching and learning. In terms of language and the terms used, there are more
unanswered questions than answers in this area [33]. To date, teacher perspectives
on language have been explored [14, 166]. Global terminology within the computing
community [172] and the terminology of non-computing lecturers outside the comput-
ing community [11] have also been considered. However, the learner’s perspective is
still a gap. This is also true for the impact of an approach that explicitly brings together
programming language and natural language. Research on non-native speakers of
English and the obstacles they face, on the other hand, has recently increased, e.g.
[3, 12, 103].

Research Question

The overarching research question of this thesis is “What new insights emerge from
exemplary teaching-learning situations in introductory programming in postsecondary
education when the relationship between programming language and natural language is
made explicit?”

The research question formulates a focus on exemplary teaching-learning situations
in postsecondary education. It is beyond the scope of this thesis to consider all teaching-
learning situations. The selected exemplary teaching-learning situations should be
related to the same programming language. In our case, this is Java, which is the
programming language of the related Computer Science 1 (CS1) course at the Technical
University of Darmstadt. The research question does not refer specifically to multilingual
students or non-native speakers of English. Therefore, these areas of research are out of
scope.

We define natural language as the language that participants in the CS1 course use
to communicate with each other. In the case of this thesis, that is German. Whether it is
in written form, as in feedback on homework assignments, or in oral form, as in faculty
office hours. We use the term programming language when we need to refer to one.

We present some arguments why this research question and its findings are relevant
for computer education research. In general, language on the one hand is related to
thinking, communication, and belonging to the other [69]. Language and terms as part
of language are thus key factors in thinking, communication, and belonging. Learning,
just like daily life in general, involves all these three domains. This applies all the
more to learning programming languages. There is some evidence that programming
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languages are just as alive in the brain as natural languages [150, 170]. Therefore, the
significance of this work is based on the relevance of language and on the fact that this
work brings this relevance to research practice.

Moreover, answering this overarching research question is a step towards the concept
mentioned by Portnoff [150], which was cited in the epigraph. The concept is that CS1
is “first and foremost a language course” [150] and therefore uses teaching and learning
strategies rooted in a focus on language. In this study, the focus is on language by
making the relationship between programming language and natural language explicit.
As empirical evidence, four empirical studies were conducted in this thesis, which are
described in the next paragraph.

Methodology

The methodology used for this overarching research question is a collection of four em-
pirical studies with both qualitative and quantitative ones as a mixed methods approach.
The interplay between these studies is illustrated in Fig. 1.1. This mixed methods
approach with multiple empirical studies was intended to provide a comprehensive and
multifaceted response to the research question.

All studies are based on primary analysis of self-collected data. An exploratory
qualitative study was the focus at the beginning of the analysis on the research question,
see Step 1 in Fig. 1.1. This study – called Basis Study in the following – examined
terms novices used to describe code snippets in Java using a qualitative content analysis
approach. Moreover, it led to hypotheses and ideas about the positive effects of making
the relationship between programming language and natural language explicit. These
hypotheses and ideas were to be tested in further studies called Application Studies I to
III, see Step 2 in 1.1.

In Application Study I, a randomized experiment was conducted to investigate the
effects of connecting natural language and programming language as a didactic basis for
instructional videos. The effects were measured on both code writing performance and
self-efficacy. Thus, this study involved the teaching-learning situation of instructional
videos, which are part of instructors’ teaching methods. The focus of the teaching-
learning situation studied shifted to teaching staff in general in Application Study II.
Here, a rubric1 was developed to assess the quality of supporters’ responses to student
1A rubric is a guide that lists specific criteria for grading by category and level.
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Figure 1.1.: Dissertation research design: interplay of studies and mixed methods ap-
proach used for answering the overall research question (RQ).

Step 1

Step 2

Step 3

Basis Study
qualitative exploratory study

of terms novices
use describing code

use of the qualitative results to develop
new hypotheses and new instruments

Application Study I
quantitative experiment

effects of the didactic base
of instructional videos

Application Study II
qualitative evaluation

of developed rubric
as instrument

Application Study III
quantitative evaluation

of developed NLCT
as instrument

discussion of the areas of
compliance and deviation

interpretation of the find-
ings towards the overall RQ

queries about the code. Methodologically, the development of the rubric was theory-
based, while it was evaluated qualitatively. The evaluation was carried out both internally
through the assessment of written responses and externally through expert interviews.
As a final study, a programming aptitude test with tasks based only on natural language
was developed and its measurement accuracy was quantitatively analyzed in Application
Study III. This test was called Natural Language Computing Test, or NLCT for short. So
this test was focused on the teaching-learning situation of assessing students’ abilities.

6



In this study, inter-rater agreement analysis and item response theory analysis2 were
used. The latter was also used in Application Study I.

The final step, Step 3, was the synthesis of all study results to answer the overarching
research question.

Main Contributions

This thesis has several contributions. Themost important one is the development of a new
meta-perspective for research and teaching in computing education. Four studies were
conducted to empirically demonstrate the usefulness of this meta-perspective. This meta-
perspective is the relationship between programming languages and natural languages.
As preliminary work, we have identified and synthesized various fragments of research
on language in introductory programming as aspects with a common denominator.
As far as we are aware, this synthesis has not been done before. As a result of this
preliminary work, we have shown that natural language and programming language
have always had a relationship and have always been present in research.

Moreover, the thesis contributes by filling two knowledge gaps that have already been
identified as such in its field. These include the research call on the terms used, which
was contributed by Diethelm and Goschler [33]. To the best of the author’s knowledge,
the Basis Study is the first empirical study to address the two questions in relation to
students in postsecondary education. In fact, this is the case even though the research
call was published back in 2015. The second knowledge gap that was addressed was a
methodological one, namely testing a theory by conducting a randomized controlled
trial, i.e., an experiment, in Application Study I. In introductory programming research,
experiments are rare [171] and even recent reviews have formulated calls for conducting
more formal experiments [120]. Thus, conducting an experiment is filling a knowledge
gap in itself. The same holds for the other two studies included in this thesis, i.e., the
Application Studies II and III. Unlike the previous ones, they did not respond to explicitly
formulated calls for research. However, assessments in general are a gap in CER which
needs more focus in research [112]. The rubric developed in this thesis is the first
tool to both describe and assess the quality of responses written by those who teach
at different skill levels. The NLCT, in turn, is the first programming aptitude test that
directly measures commonsense computing without relying on programming languages.
2This is a statistical modeling approach to estimating examinees’ abilities based on their responses to test

items, see Section 3.2.2.
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Outline of the Synopsis

Chapter 2 narrows the literature presented from introduction to programming in post-
secondary education in general to reasoning and its relationship to natural language in
computing education. Areas of focus as well as gaps are identified. This is followed by a
transfer to specific teaching-learning situations. Here, each exemplary teaching-learning
situation corresponds to one of the four studies conducted.

In the third chapter, the general methods used are presented, see chapter 3. These
are the mixed methods research approach in general and qualitative content analysis,
item response theory, and statistical analysis as specific methods. A description of the
participants and their context completes this chapter.

Study-specific methods and findings are reported separately in chapter 4. In this
chapter, an overview of the methods and results of the publications is provided.

For discussion purposes, the findings are synthesized in terms of answering the over-
arching research question, the significance of the findings and strengths are presented,
and the limitations and threats are discussed in chapter 5. In addition, this chapter lists
specific starting points for future work in teaching and research.

Finally, a general conclusion about the thesis as a whole is drawn in chapter 6.
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2. Literature Review

We proceed in four steps to analyze previous research in computing education research
(CER) in light of the overarching research question. As a reminder, the research question
is as follows: “What new insights emerge from exemplary teaching-learning situations
in introductory programming in postsecondary education when the relationship between
programming language and natural language is made explicit?” First, we turn to the
context in which the research question is situated: introductory programming in post-
secondary education, see Section 2.1. In Section 2.2 we then turn to the relationship
between reasoning such as programming language and natural language. Here we move
from the general to the current situation in CER. This is followed by brief overviews of
research areas in CER relevant to learning to program in Section 2.3. Finally, we focus
on exemplary teaching-learning situations and their location in previous research, see
Section 2.4. There we also present the subordinate research questions for the studies
conducted.

2.1. Introductory Programming in Postsecondary
Education

First, the term of our context – “introductory programming in postsecondary education”
– is defined in Section 2.1.1. Then the foci and gaps of research towards introductory
programming are highlighted, see Section 2.1.2.

2.1.1. General Definition

In this work, the term “introductory programming” stands as short-form for “introduc-
tory programming in postsecondary education.” For ease of reading, we refrain from
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repeatedly mentioning the context of postsecondary education. Similar to the use of
the term by Luxton-Reilly et al. [112], the focus on postsecondary education excludes
courses and programs that take place either in schools or at out-of-school learning sites.
By school, we mean K-12, i.e., formal education from kindergarten through 12th grade,
such as college, high school, and others. We also exclude courses explicitly aimed at
students outside of computer science, i.e., non-majors.

Similar to the previous understanding, the term CS1 is often used in the literature
in addition to or as a substitute for introductory programming. The widespread use of
the term CS1 is also evidenced by the fact that CS1 is a separate concept in the ACM
Computing Classification System [2]. Because both terms are widely used, CER reviews
often use both search terms – introductory programming and CS1 – synonymously, for
example [15, 112, 120].

Similar to the not standardized terminology, the content of CS1 courses varies
[75, 111]. Hertz describes the situation in drastic terms: “So while we often discuss CS1
and CS2, these courses are taught so differently as to make them nearly meaningless.”
[75]. As a way out, they recommend including course descriptions and other informa-
tion to provide context. One glimmer of hope is that the results of one introductory
programming course may not be transferable to all other courses, but they are trans-
ferable to courses that cover the same content. Nonetheless, much research has been
conducted to identify and measure common concepts in introductory programming.
The foci and gaps in research on introductory programming are presented in the next
section.

2.1.2. Foci and Gaps

For categorization, we use a theoretical framework to examine each aspect and its
interactions in teaching-learning situations. The particular theoretical framework used
is the didactic triangle, whose origins date back to the 19th century. This framework
links the two individuals in a teaching-learning situation, namely the student and the
teacher, to the content that is being taught or learned. Thus, the student, the teacher,
and the content are the corners of the triangle.
The triangle found its way into CER in the 2010s [17]. Since then, it was used to
organize papers [112] and theories [113] in reviews and identify gaps in research
[31]. Two further categories are added in this thesis, namely that of assessment and
that of research approaches. The former was already introduced before [112]; the
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latter was added as an additional category to assess empiricism in the research on
introductory programming. Thus foci and gaps are described along the following
categories: student, teacher, curriculum, assessment and research approaches. Here we
use the term curriculum instead of content, similar to Luxton-Reilly et al. [112]. For
a quantitative appraisal, we refer to their data. Luxton-Reilly et al. [112] categorized
1350 papers according to the one area on which a paper focuses. The domains are
student (40%), teaching (37%), curriculum (17%), and assessment (6%); percentages
are rounded. In addition to the general trends described, we present specific focus
areas and gaps described in other reviews [32, 66, 93, 120, 154] specific to CER. The
description of foci and gaps is intended to ensure that the studies in this work actually
address gaps.

We begin with the area of most research, students. Here we describe the foci and
gaps from the perspective of the student alone, the student versus the teacher, and the
student versus the curriculum. In 2009, Kinnunen et al. [93] described a gap related
to the second perspective. Similar to them, we are unable to cite a reference for this
area, indicating a gap that still exists. In the first perspective, the research is mainly
about two questions. The first is about who the students are, focusing on gender and
underrepresented groups in general. The second question is about what students bring
to the table, considering a variety of characteristics and competencies. These include
demographic and psychological characteristics such as age and self-efficacy, as well
as academic competencies such as prior programming experience and math skills. A
particular focus is on predicting learning success and identifying students who are
at risk of failing the course [68]. In contrast, the research on the student versus the
curriculum makes up the lion’s share [112, 93]. Luxton-Reilly et al. [112] describe the
focus in that area on measuring students ability and their attitudes. Here, measurement
is understood to mean what achievements can be inferred from student performance, as
opposed to focusing on the design and approach to measurement. The latter would fall
under the category of assessment. Less but not little focus is also put on code literacy,
students behavior and their engagement. Sparse research is on developing theories in
this field and the experiences of the students. Perceived difficulty has received more
anecdotal attention than thorough research [13].

Those who teach fall into the teaching category in the review by Luxton-Reilly et
al. [112]. Here, teaching accounts for slightly less than students, who make up the
largest proportion. Papers on tools that support teaching and learning and papers on
teaching techniques and activities together account for about 80% of the total 497
papers reviewed. The focus is primarily on papers about tools, as they alone account for
half of the papers. The aspects of teaching and learning that the tools address are very
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diverse. Examples include visualization, games, programming environments, progress
monitoring, and more. In contrast, models and theories and those who teach are rarely
researched, indicating a gap. The lack of research on teaching staff is particularly
surprising given that the teacher, as a representative of teaching staff, is one of the three
corners of the didactic triangle. Thus, teaching staff play as important a role as students
in the teaching-learning situation, and further research on them is needed.

The curriculum area is the second least researched part of the didactic triangle,
accounting for 17% of the papers [112]. Luxton-Reilly et al. [112] identified three sub-
areas, namely the curriculum itself, programming language choices, and programming
paradigms choices. Here, the focus is on the curriculum itself, as it accounts for half
of the papers reviewed. Nevertheless, there is a gap in research in this area, as it is
mostly experiential [112]. Therefore, the findings to date lack empirical evidence. In
programming languages, the focus is on developing programming languages for non-
native English speakers, comparing programming languages, and providing advice on
selection. In particular, comparison is also a focus in the research on programming
paradigms.

The area of assessment is the least researched area [112]. Therefore, assessment as a
whole is a gap. Of the 1350 papers, only 89 were categorized as assessment, representing
6%. Luxton-Reilly et al. define assessment broadly as “being set by the teacher and
used to assess the student’s grasp of the curriculum” [112]. There are several ways to
categorize assessment. One categorization distinguishes between formal assessment
and summative assessment. The former focuses on diagnosis with the goal of further
learning, while the latter, such as exams, aims to provide a summative description of the
learner’s learning. Another possible categorization is when assessment occurs, namely
at the beginning, middle, or end of the course. However, CER’s focus is on exams, which
fall into the categories of summative assessment and end-of-course assessment. Research
on exams includes exam questions and the type of exam, such as paper-and-pencil or
lab-based. Another focus in the area of assessment is the automation of assessment and
feedback tools and the use of test suites for assessment tools. In this area, references to
theory are particularly rare, even if it would strengthen the validity of the assessments.

Finally, we focus on research approaches. The most recent review period includes
papers published between 2014 and 2015 and reviewed by Heckman et al. [66]. In these
papers, the focus is on quantitative research, which accounts for two-thirds of all papers.
The samples examined included a median of 72 participants. There is a notable lack
of large-scale studies, with studies involving more than 1000 participants accounting
for less than one-tenth. The distinction between interventional and observational
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approaches is balanced, as these two types account for about half of the papers. An
example of an interventional approach is comparing errors in assignments between
different integrated development environments (IDEs) and for an observational approach
is how often teaching assistants use illustrations to explain something to students.
However, Heckman et al. [66] did not specify what proportion of intervention studies
were randomized controlled trials, i.e., experiments, as opposed to quasi-experimental
designs. In quasi-experimental designs, the study compares groups with different
treatments, but group assignment was not randomized. In summary, there are gaps
in both replication and meta-analysis. To make matters worse, many papers do not
consistently adhere to the reporting standards required for replication. These include,
for example, a detailed description of the context of the study, a clear definition of data
collection, and the provision of all survey questions.

In conclusion, most of the research focuses on the student and the tools and tech-
niques for teaching, which leaves open many opportunities to fill gaps in CER. Especially
when considering assessment as the main topic. In addition, particular gaps occur
when the gaps from the different areas are combined. An example of this is research in
assessment, which in itself fills a gap, combined with validation and standardization
as a gap in research approaches. Again, assessment is a gap, as are competencies and
professional development of teaching staff, so assessment of these areas is a particular
gap.

2.2. Reasoning and its Relation to Natural Language

After an introduction to research on introductory programming, we take a closer look at
the topic of the research question: reasoning and its relationship to natural language.
First, this topic is treated in general terms (Section 2.2.1). Then, the current state of
research on natural language and reasoning in CER is discussed (Section 2.2.2).

2.2.1. General Relation

“But it is obviously not language per se that makes the difference; rather, it
seems to be the use of language as an instrument of thinking that matters.”
[23, p. 14]
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Similar to this quote, several theories from different subjects, disciplines, and decades
have emphasized the connection between language, thinking, and learning in general.
Thus, language is an important factor in academic success.

In general, Vygotsky laid the foundation for the connection between language and
thought [190] as early as the 1930s. With respect to teaching, Kempert et al. [90]
recently transferred this connection to content learning. Interdisciplinarily, they present
language-based scaffolding as an important concept for teaching in general. Scaffolding
in teaching is a supportive concept for students that is becoming less needed as they gain
experience. However, the extent of the strength of the interaction between language
and thinking is described as depending on the subject. Therefore, subject teaching must
also use subject-specific methods for teaching. Other perspectives from other disciplines
also support this connection between language and thinking. The same connection is
made through the idea of threshold concepts [121]. The ability to express oneself “in
appropriate language” [122] is part of one’s understanding in a particular domain.

Linguists have recognized the interconnectedness of language on the one hand and,
for example, thinking on the other in a broader sense. From a linguistic perspective,
Morek and Haller consider this interconnection as one of the three functions of academic
language, in which language functions “as a tool of thinking” [69]. In addition to this
function, according to linguistic theory, language has two other functions, namely “as
a medium of knowledge transmission (communicative function)” and “as a a ticket
and visiting card (socio-symbolic function)” [69]. Besides, Kempert et al. [90] had
additionally described communicative thinking and its importance for teaching. The
importance of language as a tool for both thinking and communication was also described
by Lemke [104]. Lemke [104] argues that talking about science is doing science through
the medium of language. With over 7,500 citations, Lemke’s [104] work has greatly
influenced the entire field of science education.

Overall, all of these perspectives demonstrate the same two things: both the impor-
tance of language and its strong connection to thinking. Based on this argument, the
next section presents the current situation of considering language in computing educa-
tion. The three functions of language presented here serve as a framework to categorize
the research that has already been conducted. Nevertheless, this thesis focuses on the
epistemic function, that is, language “as a tool for thinking” [69]. This does not mean,
however, that the other functions play a less important role or are excluded altogether.
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2.2.2. Current Situation in Computing Education

Consideration of natural language (NL) has been part of CER since the early 1980s, e.g.
[101, 102, 126]. It has played only a minor role, but is currently increasing. We have
identified six perspectives on how researchers have included or addressed language in
their research on computing education. These are categorized into earlier but persistent
trends and more recent trends. The earlier trends are: (1) the source perspective with
NL as a source of misconceptions, (2) the predictor perspective with NL as a predictor
of success, (3) the metaphor perspective with NL both as source for scaffolding and
errors, and (4) the perspective of commonsense computing through NL as longer trends.
In contrast, more recent trends are: (5) the linguist perspective, such as second language
acquisition instruments and non-native English speakers (NNES), (6) the comparative
perspective, which examines how programming language (PL) and NL differ both in
general and in neural execution.
Not each of these perspectives is equally relevant to our overarching research question.
The comparative perspective and the NNES strand are outside the scope of our overar-
ching research question. Therefore, we will devote less space to presenting research
on these perspectives and more attention to the other perspectives. Despite the fol-
lowing categorization by perspective, some publications contain multiple perspectives.
For example, Qian and Lehman [155] combined the NNES strand with the predictor
perspective when they studied Chinese students’ programming skills. However, the
publications are assigned to one main perspective to provide a clear and comprehensive
overview of the current situation in CER.

Source perspective

First, we present the results according to the source perspective. As early as the 1980s,
natural language was listed as a possible cause of misconceptions [39] and continues to
be listed today [154]. This includes recent textbooks for educators in computing, e.g.,
[176]. In programming languages, keywords have fixed, specific meanings that do not
necessarily correspond to their multiple everyday use in natural language. Here, the
transfer from natural language to programming can cause misconceptions. Pane and
Myers have described this problem as a “human interpreter problem” [141]. Below we
list references for documented incorrect transfers from old to new. In 1983, Bayman
and Mayer [10] described an incorrect transfer of the BASIC code INPUT A, namely
adding the letter A to computer memory instead of taking a number as input and storing
it in variable A. With Pascal as PL, novices think that the condition of a conditional
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loop with the keyword while must have a true Boolean value throughout the loop,
not just once per iteration [20]. Here the keyword while was used in the sense of
“throughout”. Similarly, Pea [145] described that the condition in the condition block
with the keyword if continuously waits for the condition to have a true Boolean value;
even outside the usual control flow. This behavior is identical to that of the word “if”
in natural language. In 1986, Du Boulay [39] compared the temporal sequence of
the term “and” in NL as opposed to the Boolean operator AND. More recently, Miller
[123, 124, 125] investigated another area where the transfer from NL to PL fails, namely
reference-point errors. Miller identified metonymy, as used in NL, as a possible cause.
Metonymy means that structurally related elements are taken instead of the intended
ones. For example, novices take an attribute as a reference for a whole object. Guo
et al. [59] collected 16,791 learners’ written explanations of errors they encountered
while programming in Python for three years. Among these, many misconceptions
were due to incorrect mapping between NL and Python as a programming language.
These include omitting quotes for strings, capitalizing the beginning of lines of code,
confusing singular and plural forms of nouns in collections, referring to variables by their
type instead of their name, placing function calls as verbs, abbreviated concatenation
conditions, and iterations that read like English.
In summary, the incorrect transfer of NL to PL is indeed one of several sources of error and
misconceptions. However, we believe that avoiding NL is not the right solution, because
students do bring their NL with them. Instead, students can be explicitly taught about
the incorrect transfer so that they build their negative knowledge. Negative knowledge
is based on the assumption that “to know what is wrong helps in understanding what is
right” [137] and has already found its way into educational research.

Predictor perspective

Second, the focus is shifted to the predictor perspective. Here, the research base on
language as a predictive factor is thin and has yielded mixed results. Hellas et al. [68]
conducted a systematic literature review on predictive factors that included 357 reviewed
papers from 2010 to mid-2018. They also used language as a predictive factor category
and considered 11 of the 357 papers. According to the authors, the exact assignment
of papers to factor categories can no longer be traced. For both native and non-native
English speakers (NNES), the results are mixed, with the latter having additional
barriers [12]. For students from Indiana, USA, both English unit and verbal scores on
the scholastic aptitude test correlated significantly with their grade in the introductory
programming course [102]. Byrne and Lyons [24] examined the English and foreign
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language skills of Irish students. These did not correlate significantly with exam scores in
their introductory programming course. For NNES, English proficiency had the greatest
impact in explaining differences in programming among Chinese middle school students
[155]. South African students’ English scores did not significantly correlate with their
programming performance in an introductory course [9]. Ameri et al. [6] included
language in the form of scores in English and reading on American College Testing
(ACT) in their prediction framework without listing its particular effects. Prat et al.
[152] compared second-language aptitude of learners with other predictors for learning
Python in terms of learning rate, declarative knowledge, and programming accuracy.
This aptitude explains 17% of the outcome variables.
We would like to introduce a new aspect for future research that could be a possible
reason for the mixed results. When considering the influence of language, we should
distinguish between language in the prosaic sense, e.g., English literature essays, and
language in STEM subjects with its ideal characteristics such as precise, structured,
logical, and operational.

Metaphor perspective

Next, we turn to the perspective of metaphors. Similar to the the usage in CER, we
adopt here Indurkhya’s [84] formulations for target and source: the thing that the
metaphor describes is the target, and the concept used in the metaphor is the source.
For example, a cooking recipe is a metaphor for a subroutine in programming. In this
case, the subroutine is the target and the cooking recipe is the source [164]. In CER,
the potential usefulness of metaphors has been assessed in mixed ways. This goes back,
among other things, to Dijkstra [35] recommending in an opinion piece that other
educators not use metaphors. Guzdial [60] has recently argued against this. In turn,
the misuse of metaphors may explain students’ misconceptions. For example, Kohn [94]
attributes the misconception that a variable can store multiple values simultaneously
to the box metaphor. Holland et al. [80] advise against using a static collection of
data, such as the data from a CD, as a metaphor for an object because the dynamic
behavior is not evident in it. One limitation of metaphors is that students attempt to
extend a metaphor beyond the correct connection between two domains. For example,
the previous example between the box and the concept of variables can be seen as an
inappropriate extension. However, teachers tend to be less aware of this limitation. In
an interview study of metaphors, only one out of ten teachers stated this limitation
[164]. On the other hand, figurative paraphrases and metaphors are among the tools
of pedagogical content knowledge for teachers [164, 191]. In addition to listing 20
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different metaphors used by teachers, Sanford et al. [164] provide also categorization of
metaphors. More recently, research has shown interest in new forms of metaphors, such
as oral metaphors [78] and embodied metaphors [114]. The research also examined
the effects of using different metaphors for the same concept, in this case variables,
[74]. Despite ongoing research on metaphors, the area of student understanding of
metaphors, previously described by Sanford et al. [164], remains a gap in CER.

Perspective of commonsense computing

Fourth, as the last longer trend, we present research results on commonsense computing
formulated in NL. We have used the term “commonsense computing” here from a line of
research by Simon, Sanders, and McCartney, e.g. [28, 173, 186], who coined the term.
The term describes the thought structures used in programming that students who have
not received formal training in programming bring with them. As for sorting, 57% of
novices who had no experience with PL actually had commonsense computing skills, as
measured by correctness [28, 173]. The sorting task was to arrange a set of numbers
in ascending, sorted order and describe this process in English. Here, the process
description corresponds to writing a program using natural language. Miller [126]
and Onorato and Schvaneveldt [136] asked participants to formulate a similar process
description, but with the task of formulating instructions for combining employee lists
[126] and telephone directories [136]. Miller found that these descriptions include
standard concepts of programming languages, such as testing of attributes, albeit control
actions as iteration, sequencing, termination, and full conditionals are rare used. Onorato
and Schvaneveldt [136] found that non-programmers and novices follow a straight path
in solving this task, while experts consider all contingencies and describe appropriate
cases. This straightforward path was executed step-by-step by non-programmers rather
than using repetitive structures used by novices and experts. Galotti and Ganong [53]
described that non-programmers were indeed able to use control statements according to
the control flow when writing instructions. In this case, it was about how to play a certain
card game and how to create a list of certain employees. Pane et al. [142] examined
descriptions of the game PacMan by non-programmers, both children and adults. In
contrast to the results of Galotti and Ganong [53], participants used descriptions that
were more consistent with event-based programming than with imperative programming
style. They also preferred to process operations onmultiple objects using sets and subsets
rather than using loops. Based on these results, they developed HANDS, a language that
works the way non-programmers expect [140, 132]. However, other research addressing
the question of whether natural languages such as English are suitable as full-fledged
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programming languages is not considered here. Despite their long history, beginning
with the first paper in 1966 [162], they are not the subject of this thesis.
In summary, students have commonsense computing skills, although to varying degrees.
There is a lack of large-scale studies in this area, recent studies, and studies with non-
native English speakers who formulate commonsense computing skills in their language.
It also remains an open question how the transition from commonsense computing to
formal programming skills works.

Linguistic perspectives

Next, we focus on recent trends in the perspectives addressed. In particular, research that
can be called linguistic perspectives is gaining momentum. This includes several strands,
such as how the acquisition of PL and NL resemble each other, instructional materials
based on second language acquisition, a focus on terms and classroom language, and
non-native English speakers (NNES). Most of the following research was published more
recently, after the mid-2010s. With the exception of Ledgard [101], who published an
approach to switching syntax from PL to NL as early as 1980. This approach resulted in
fewer errors and was preferred by participants compared to the traditional syntax.
Next, we describe the various strands. First, we focus on how the acquisition of PL and NL
are similar. Fedorenko et al. [47] hypothesized that there are parallel processes between
comprehension of language and code on the one hand and generating language and code
on the other. Both processes were described as consisting of six phases that are identical
for both language and code. For example, the words of language correspond to the
“keywords/identifiers/function names” [47] of code. For comprehension, the process
begins with the sequence of symbols and ends with the meaning of the language or the
goal of the program code. For generation, again, the process begins with the meaning or
goal and ends with the finished text or code. Portnoff argued that the similarities being
even deeper and hypothesized that an “introductory computer programming course
is first and foremost a language course” [150]. In consequence, these programming
courses should abandon explicit rule-based syntax instruction, which is outdated for
learning languages. Instead, implicit learning techniques borrowed from principles of
second language acquisition should be included in the courses. These three principles
listed by Portnoff [150] are: (1) focus on specific features but use them variably to
emphasize differences in meaning, (2) transform highly condensed syntactic features
in their unrolled form (like all repetitions of a loop), and (3) ongoing exposure of the
optimal solution to build and memorize archetypes of solutions.
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These considerations lead us to the second strand, which emphasizes how these
similarities can be put into concrete practice through the use of second language acqui-
sition (SLA) strategies. As specific tools, researchers have developed gradual languages
such as Hedy [54, 72] or AryaBota [158]. Both languages support gradual development
from natural language syntax to programming syntax rooted in SLA. Task formats were
also adopted from SLA, such as perfect memorization [151]. Here Parry adapted [143]
several formats, including color coded words, fading cloze exercises1 for writing code,
and mapping exercises between definitions with program statements. Furthermore, in a
quasi-experimental pre-post study, Parry [143] showed that additional language-focused
exercises had a positive impact on student learning.
Another SLA strategy investigated by researchers Hermans and Swidan was reading
aloud [73, 180]. This strategy improved recall of the correct syntax of programming con-
cepts, but not comprehension in terms of tracing and understanding the concepts [180].
Moreover, Izu [86] presented their ongoing research project which puts Portnoff’s [150]
ideas of SLA into practice. However, their findings are not published yet.

Another strand addresses terms and classroom language. Here, Diethelm and
Goschler [33] proposed four open questions on terms and language in spoken form in
conjunction with a call for research in this area. These questions address “the terms
(1.), their usage (2.), recommendations for terms (3.), and recommendations for their
usage (4.)” [33, p. 23]. So far, there is only sparse research which has taken up this
call. There are two studies for the perspective of teachers in the field of language
[14, 166]. For the students’ perspective, Hermans et al. [73] conducted an exploratory
study how 20 high school students aged 11 to 13 years used terms when reading aloud.
In addition to their different focus on K-12, they also focused more on phonological
issues like the pronunciation and promoting reading lines of code aloud in the classroom.
In contrast to the two other studies, they did not relate to the prior mentioned research
call. The opposite perspective on terms was explored by Stefik and Gellenbeck [177],
who examined the syntax preferred by programmers and novices for certain terms and
concepts. For example, the preferred syntax for the concept of the keyword return
was “return” for programmers and “provide” for novices. They also examined how these
two groups rated the intuitiveness of the syntax of nine different PL.
When not focusing exclusively on programming, there are other publications on terms.
Holmboe [81] examined novice terms in data modeling and Gold-Veerkamp et al. [56]
presented a research approach to terms in software engineering. However, to the best
of the author’s knowledge, the latter research approach was not followed up. From
1In a cloze exercise, parts of the text or, in this case, the code are masked or presented only as gaps that

students must fill in.
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a broader perspective, both the global terminology within the CS community [172]
and the terminology of non-computing lecturers outside the CS community [11] were
examined.

In contrast to the previous strands, the area of NNES is outside the focus of this
thesis as outlined in Section 1. Therefore, we only refer to a recent review in this area,
namely [103]. However, it is important to note that NNES face additional barriers [12]
and therefore knowledge of terms is particularly important to them [3].
In summary, the linguists’ perspective encompasses a variety of strands. They are all
attracting increasing interest, especially in recent years. We believe that the peak of
interest has not even been reached yet. In particular, new teaching tools and methods
offer promising opportunities to improve the learning of programming. To conclude
this perspective, we refer to a chapter from a textbook for educators that summarizes
language-based research and its orientation to classroom practice [34].

Comparative perspective

The sixth and final perspective presented are the research findings from the compara-
tive perspective. In general, programming languages are distinguished from natural
languages by a higher typing speed [42] and by more repetitiveness [25]. However,
results according to the neural execution are mixed. Endres et al. [44] used functional
near-infrared spectroscopy (fNIRS) in their study. Here, code comprehension and read-
ing NL are mentally distinct areas for novices just started programming [44]. Several
studies used functional magnetic resonance imaging (fMRI) as a method belonging
to cognitive neuroscience [51, 85, 97, 170]. For code comprehension, research has
both confirmed [170] and rejected [51] the activation of the same brain regions as in
language processing. Here, neural dissimilarity decreased the higher the programming
skills [51]. When writing code, computer science students used very different brain
regions for writing code and prose [97]. Ivanova et al. [85] compared reading code with
reading corresponding descriptions in natural language. The corresponding language
description actually matched the language system, but reading the code did not.
In summary, most of these studies were conducted with small sample sizes of up to 30
participants. It remains to be seen what the relationship between NL and PL will be in
future large-scale studies.
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Conclusion

In conclusion, the following picture emerges of the current situation of research on
language in the field of CER. Consideration of language has always been part of CER and
continues today. The perspective from which language can be viewed is very diverse,
as we have shown by looking at the different perspectives. At the same time, not all
perspectives relate to the general relationship between language and thought mentioned
earlier. Nevertheless, they contribute to the study of this relationship relating to computer
science and, in particular, to programming. In the context of our overarching research
question, the research strands of the linguistic perspective are of particular interest.
Indeed, these relate to current contexts, such as modern programming languages.
Moreover, they share the same focus and goal, namely practical implications for teaching.
However, most of the linguists’ research is not yet related to postsecondary education,
but to the K-12 level. This strand of research is also still in its infancy and raises
many unanswered questions, as Diethelm and Goschler [33] show. This thesis and its
overarching research question address these gaps.

2.3. Research Areas relevant to Teaching-Learning
Situations

The overarching research question is about making explicit the relationship between
natural language and programming in teaching-learning situations, see Section 1. Next,
we turn to areas of research relevant to teaching-learning situations in learning to
program. The research presented here comes specifically from CER. This is the intro-
duction to the teaching-learning situations under investigation, which are presented
in the section below. As the first research area, we focus on students’ understanding
of the programming language, which is most evident in reading and writing code, see
Section 2.3.1. Second, in section 2.3.2, we provide an overview of the measurement
tools used to assess students’ understanding of the programming language. Third, we
focus on how instructors use teaching methods to improve students’ understanding
of the programming language, see Section 2.3.3. Finally, in Section 2.3.4 we focus
on all those who support students in their learning process of programming. All four
sections provide a brief overview of research in the related areas. Based on these general
overviews, subordinate research questions on specific teaching-learning situations are
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derived in Section 2.4. These specific teaching-learning situations, in turn, are each
located in the areas outlined here.

2.3.1. Students’ Understanding

Students’ understanding of programming language is reflected primarily in basic activi-
ties with code expressed in programming language: reading, tracing, and writing code.
In these activities, students often make mistakes. Therefore, research on both reading,
tracing, and writing code and misconceptions sometimes root in the same data analysis.
In consequence, this section first presents an overview of research approaches followed
by the research on reading and writing code. Finally, we focus on the examination of
the errors, (mis)conceptions, and mental models associated with the concepts used in
reading and writing code.
The research approaches used vary widely. On the one hand, there are large-scale data
analyzes with nearly 100 million compilations of written code from more than 900
thousand users [22]. On the other hand, studies with interviews, e.g. [27], or the use
of exam data, e.g. [187], have smaller sample sizes.
Much of the research has focused on reading, tracing, and writing code and the relation-
ships between them. This is evident in many publications, including an ITiCSE working
group2 report that focuses specifically on code reading and tracing [106]. Several stud-
ies reported a correlation between reading code and writing code [109, 131, 167, 187].
In addition, Lister et al. [107] proposed a hierarchy of these skills. In contrast, Xie et
al. [192] defined distinct stages between reading and writing code. As an example
of assessments, we refer to the rubric assessing students’ responses to the “Explain
in plain English” tasks [26]. These tasks involve both reading and tracing code with
the additional requirement of abstracting the purpose of the code. Moreover, code
completion is an emerging trend to complement code writing tasks, especially since
these tasks correlate well with code writing tasks [38, 174]. Code completion involves
filling in blanks [174] or the Parsons Puzzle3, which Du et al. have summarized in a
review [38].
As already mentioned, there were from the beginning, e.g. [39], and there is extensive
research at CER to this day on what errors and misconceptions students have. For a
recent overview, we refer to Qian and Lehman’s review [154]. They categorize the
2According to ITiCSE 2023, this is an “intense collaboration between five to ten researchers from around the
world to produce a high-value report on a topic of interest in computing education.” [135]

3In a Parsons puzzle, students must choose from a subset of predefined code fragments and put them in the
correct order to create a solution for a given program.
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difficulties into syntactic knowledge, conceptual knowledge, which is closely related to
mental models, and strategic knowledge. Mental models, in turn, are similar but have
a broader meaning, namely a particular person’s understanding of a phenomenon. In
2023, Heinonen et al. [67] described in their review that interest in research on mental
models is declining despite their widely recognized importance. Most research on men-
tal models pre-dates the year 2000 and is therefore based on outdated programming
languages. In addition, the development of mental models is underdeveloped, leaving a
gap for current research.
Overall, research on student understanding is well researched, but not all perspectives
have received equal attention over the decades. Moreover, because of modern program-
ming languages and the different contexts in which students find themselves, there is
always a need to investigate their understanding.

2.3.2. Assessment of Students’ Understanding

We provide a brief overview of assessment research in chronological order, depending
on when assessment occurs in the introductory programming course. Thus, the chrono-
logical order consists of before or at the beginning of the course, during the course, and
at the end of the course. Finally, we address the general question of the valid basis for
assessment.
Both self-assessment instruments and surveys were used to assess prior knowledge of
programming before or at the beginning of the course. Self-assessment instruments
were created for basics [41] and for advanced topics [48]. Surveys have asked, for
example, about programming languages [61, 91, 179], lines of longest program [91],
type of experience [79, 91, 179], fluency [179], and usefulness of experience [179].
Assessments during the course play a smaller role than the final course performance
assessment [112] and some tools can be used for both scenarios. The Foundational CS1
(FCS1) Assessment [184] is cited as an example and is particularly noteworthy because
of its validation and standardization. However, in-course assessment has a growing
research in the area of automated assessment [139].
Typically, exams with smaller tasks or lab exams with a large programming task are
the standard method of assessing final course performance [112]. Developing and
grading CS1 exams with traditional code writing questions is considered difficult [197].
This is particularly noticeable because a large portion of the exams consist of questions
about writing code rather than reading code or short-answer tasks about programming
concepts [146].
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Finally, we focus on the valid basis and standardization of the assessments used. Unfor-
tunately, they play a minor role in CER. Margulieux [115] reviewed the standardization
of measurements used in CER in papers and listed 17 computing-specific standardized
instruments developed or used in the 197 papers reviewed. However, they conclude
that most papers did not use these standardized instruments, despite the existence of an
appropriate instrument for many of the constructs measured. In contrast, Taylor et al.
[182] list frequently used informal assessments, such as the rainfall problem, e.g., [49].
As described in Section 2.1.2, the whole area of assessment is a gap, as only 6% of
papers fall into this category [112]. In addition, the lack of valid foundations and
standardization described above calls for a greater focus of research on assessment.
Luxton-Reilly et al. [112] also list feedback on assessment as a subcategory in their
review, which is similarly underdeveloped as the other areas of assessment such as
design and analysis. Overall, all parts of assessment need a greater research focus at
CER.

2.3.3. Instructors’ Teaching Methods

Instructors use a variety of teaching methods, but no silver bullet has yet been found. In
a recent review, Kanika et al. [89] identified five common research areas for tools and
teaching methods for introductory programming. Before listing them, we should men-
tion that the earlier review work by Vihavainen et al. [188] reached similar conclusions.
The first area is visual programming, where programming languages can be manipu-
lated in a graphical way. The development of visual programming languages went from
flow-charts to block-based ones, where Scratch and Alice belong to the most widely used
examples [89, 134]. For using these programming languages specialized integrated
development environments (IDEs) are required. Visual programming has several advan-
tages, such as good accessibility and ease of use due to low knowledge overload [134].
The second area identified by Kanika et al. [89] is game-based learning, also called
gamification [195]. This involves teaching methods and tools that use elements from
games [195], game development, or gaming through programming [89]. The effective-
ness of this approach has been demonstrated in a meta-analysis, particularly for student
motivation and academic achievement [195].
Pair and collaborative programming forms the third area where students work in pairs
or small groups when writing programs. Here, students write programs in pairs or
small groups. Hawlitschek et al. [65] summarize the research on pair programming
in a recent review. The empirically based results mostly show that pair programming
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leads to higher programming performance than programming alone [65].
Fourth, robot programming is a long lasting and ongoing approach [89]. Here, education-
specific robots are controlled by the programs that students have written. Its benefits
include increased student interest and motivation, and broadening participation [8].
The last area identified by Kanika et al. [89] is assessment systems. Here, software
tools check and grade students’ programs, sometimes supported by feedback in natural
language. As described earlier, this area is currently in growth; see the work of Paiva et
al. [139] for an overview.
In addition, we would like to mention the growing trend of flipped classroom [4]. Here,
hands-on experiments are the most common in-class activity and watching videos is the
most common out-of-class activity, occurring in nearly 60% of the classes studied [70].
A meta-analysis found that this approach significantly improved student performance in
programming courses [5].
Overall, there are a variety of teaching methods and tools that instructors can draw
upon, and new ones are being developed all the time.

2.3.4. Support of Students by Teaching Staff

In this thesis, we have a broad understanding of teaching staff that includes all support-
ers such as instructors, lecturers, student teaching assistants (TAs), and teachers. This
section focus on the teaching staff themselves with their competencies and perceptions
and not the teaching techniques and the support they provide.
In contrast to the usual descriptions, teaching assistants are also included as teaching
staff because their integration in CS1 is described as a best practice [149]. Moreover,
they have a significant positive impact on student learning [46, 148]. However, research
specifically addressing TAs is only a small part of CER.
High-quality student support requires that all the teaching staff possess a variety of
competencies, including content knowledge, pedagogical content knowledge, and ped-
agogical knowledge. We refer to Hubbard’s review [82] for research on pedagogical
content knowledge specific to CS. Professional development (PD) addresses the forma-
tion of these necessary competencies. Research on the PD of teachers and teaching
assistants is sufficiently developed for reviews, although research on teachers [133] is
richer than that on teaching assistants [127]. However, research on teachers is outside
the scope of this thesis as it focuses on teaching-learning situations in postsecondary
education. For teaching assistants, the PD typically includes a workshop format with
role-playing techniques [127]. In contrast, to the best of the author’s knowledge, there
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is no research on the PD of instructors and lecturers. However, not all instructors and
lecturers responsible for CS1 are also part of the computing education community and
therefore have appropriate competencies for providing support.
Similarly, the perceptions, reflections, and beliefs of instructors and faculty regarding
the support they provide also remain a gap. Next, some exceptions are presented.
Kinnunen et al. [92] specifically emphasized that their goal was to find out what in-
structors perceive as the factors that influence student success, not what those factors
might be. Patitsas et al. [144] asked CS instructors about their beliefs of bimodal grade
distributions and whether they identify given grade distributions as bimodal. McCartney
et al. [119] combined the two concepts and examined educators’ beliefs about the geek
gene. Even more interestingly, this gap in perceptions and reflections is even rarely
recognized as such. One exception is in the area of live coding, where Selvaraj et al.
[165] specifically pointed out this gap.
Overall, the field of research on teaching staff support of students is underdeveloped
when focusing on faculty themselves. Consequently, there are more unanswered ques-
tions overall than answered questions.

2.4. Conclusion and Derived Subordinate Research
Questions

As already described, this thesis cannot examine the insights of making the relationship
between programming language and natural language in general, but only in specific
situations. Thus, we will look at exemplary teaching-learning situations according to the
overarching research question. As a reminder, we pose the overarching research question
from the perspective of the different actors in introductory programming: students,
instructors, and teaching assistants. The perspectives of all these actors are addressed
in the following specific teaching-learning situations. Moreover, these teaching-learning
situations are both located in the research on language in CER and in the previously
outline research areas which are relevant to teaching-learning situations.

In selecting exemplary teaching-learning situations, it is important to consider the
context in which this work was written. During the phases of research design and data
collection, the constraints of everyday university life were particularly drastic due to
the Corona pandemic. For example, the small group discussions in CS1 did not take
place on site. Therefore, they could not be observed. The thesis determined that only
teaching-learning situations that take place in online courses would be selected. The

27



selected teaching-learning situations are presented below, followed by a location in
previous research.

(S1) Students describe the code as they read it. This can be done more or less formally;
describing only to oneself in thought also falls under this situation.

(S2) Students solve code writing tasks.

(S3) Students watch instructional videos that scaffold the student learning process.

(S4) Instructors assess students’ prior programming knowledge.

(S5) Teaching staff answers students’ queries about the code in writing.

These teaching-learning situations are located in the previously outlined research
areas as follows. The teaching-learning situations S1 and S2 belong to the area of
students’ understanding of programming languages, see Section 2.3.1. Moreover, they
are a genuine part of learning programming and have probably always been present in
all introductory programming courses. The use of instructional videos in situation S3
is one of the many possibilities of instructors’ teaching methods described in Section
2.3.3. Situation S4 corresponds directly to the chronological first assessment of student
understanding mentioned in Section 2.3.2. Last but not least, the formulation of written
explanations, as described in situation S5, is a concrete way in which teaching staff
support students. Therefore, situation S5 is located in the appropriate area described
in Section 2.3.4. Finally, we describe the transition between the presented literature,
the selected exemplary teaching-learning situations, and the following studies. The
methods used in the conducted studies to answer the subsequent subordinate research
questions are presented in the following section 3.

As the first study, the Basis Study approaches the overarching research question ex-
ploratively by applying Situation S1 to the gap on terms. Here, Diethelm and Goschler’s
research call [33], which explicitly points out this gap, is the decisive reason to explore
the terms first. This exploration is a necessary preliminary step for the other subsequent
studies. Only then can the subsequent studies approach the answer to the overarching
research question more directly. Students’ understanding also includes their miscon-
ceptions and conceptions, see Section 2.3.1. Therefore, a second research question was
formulated regarding the relationship between students’ terms and misconceptions and
conceptions. Thus, the research questions of the Basis Study are:

(RQ1) What terms do novices use to describe code snippets in Java?
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(RQ2) To what extent and in what way do the terms indicate programming
language misconceptions or conceptions?

The second study, Application Study I, primarily addresses situation S3 as a specific
teaching-learning situation. The overarching research question asks about emerging
insights when the relationship between programming language and natural language is
made explicit, see Section 1. Application Study I examines the effects of the didactic
basis of the instructional videos in an experiment. One of the two didactic bases used
is the language-sensitive teaching (LST) approach, where the relationship between
programming language and natural language is made explicit. The observed effects
are students’ performance in writing code and their self-efficacy. The former, students’
writing code, is itself one of the specific situations, namely situation S2. The latter,
self-efficacy, is used as an additional effect because it is related to several constructs
[178] and is a “legitimate outcome in itself” [196]. From this, the following research
question was derived:

(RQ) How does the didactic basis of an instructional video affect code writing
performance and self-efficacy given the basic skill of novice program-
mers?

As a third study, the Application Study II directly addresses situation S5 by assessing
the quality of teaching staff answers to students’ queries about code. To assess quality,
this study develops and evaluates a tool. Therefore, the basis of Application Study II
is research goals instead of research questions. A rubric is used as the framework for
the tool because it allows for assessment at multiple levels. The evaluation focuses on
both internal and external evaluation, the latter including expert opinion on perceived
support. For the latter, we focus on teaching assistants as part of the teaching staff and
on pedagogical content knowledge competencies as familiar areas for experts. Therefore,
the two research goals are:

(RG1) Development of a rubric that assess the quality of written answers to
student queries about code.

(RG2) Evaluation of the rubric by (1) assessing the quality of answers and (2)
obtaining expert opinion on how it can support structured assessment
of TAs’ PCK competencies.

Finally, we address situation S4, combining the assessment of students’ prior pro-
gramming knowledge with our focus on natural language. Here, the lack of prior
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experience does not mean that these novices do not have the thought structures neces-
sary for programming. The latter was previously described as commonsense computing,
which we identified as a longer language-related trend in computing education, see
Section 2.2.2. As pointed out in Section 2.3.2, valid foundations and standardization of
assessment play a minor role in CER. Therefore, this study combines both assessment
with natural language-only tasks and the goal of a valid instrument. The resulting
research question is:

(RQ) How successful is a commonsense computing test based on natural
language as a programming aptitude test?
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3. Methods

This thesis explores teaching-learning processes and the actors involved in them. In a
broader sense, it is situated in empirical social research in the sense of general education
research. Therefore, an approach from this line of research has also been chosen as
the general research approach. This is that of mixed methods. In Section 3.1, the
mixed methods approach is first explained in general terms and then described how it
was specifically applied in this thesis. Then, the individual methods that were used in
this thesis are presented in Section 3.2. The joint presentation is useful at this point
because the methods have been used in several studies conducted. Finally, Section 3.3
is dedicated to the participants and the general context.

3.1. Mixed Methods as General Research Approach

This section first defines what is meant by the term mixed methods. Then, the reasons
for choosing this research approach are discussed, followed by its applications in CER.
Finally, the general research design of this thesis is presented and how the different
studies build on and complement each other.

There are many definitions of what is meant by mixed methods [30]. A frequently
cited definition comes from 2007 by Johnson et al. [88], who defined the term as
follows:

“Mixed methods research is the type of research in which a researcher or
team of researchers combines elements of qualitative and quantitative research
approaches (e.g., use of qualitative and quantitative viewpoints, data collection,
analysis, inference techniques) for the broad purposes of breadth and depth of
understanding and corroboration.” [88, p. 123]
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They derived their definition of mixed methods by composing 19 prior definitions
of the term. The advantage of their definition is that by way of constructing through
composing diverse perspectives were integrated. Which in turn yields building a broad
understanding of the term mixed method. Moreover, the definition by Johnson et al.
[88] does not focus on a single study and is therefore suitable for this thesis.

In this thesis, the mixed methods approach is used because the thesis aims to take
advantage of this approach, i.e., both breadth and depth of understanding, as stated in
the previous definition. The following additional reasons support the use of the mixed
methods approach to answer the overarching research question: First, the explicit linking
of programming language and natural language as a teaching and research approach
has not yet occurred in CER, so there are no pre-existing theories on this topic to build
upon. Consequently, a purely explanatory, quantitative approach to testing an existing
theory is not appropriate here. Therefore, the first step in answering the overarching
research questions is an exploratory, qualitative approach. However, this first step
cannot be the last. Especially in education research, the practical application of research
findings is very welcome. Therefore, the hypotheses and approaches derived from the
first step should also be tested in explanatory, quantitative follow-up studies. This does
not mean that these types of studies are the only follow-up studies. Teaching-learning
situations involve multiple actors, the content itself, and the interactions between them.
Therefore, the study of teaching-learning situations is a complex problem. The mixed
methods approach “provides the most complete analysis of complex problems” [88,
p. 23]. This work specifically aims to include multiple actors of teaching-learning
situations. Consequently, the mixed methods approach is particularly well suited to this
specific complex problem formulated in the overarching research question.

The mixed methods approach offers not only a comprehensive analysis, but also other
advantages listed by Creswell and Clark [30] and summarized below. A mixed methods
research approach provides every opportunity for the selection of research instruments.
Thus, the research instrument can be freely chosen depending on whether it fits the
context or not. In addition, the mixed methods approach provides the opportunity to
compensate for the weaknesses of each approach by combining them. For example,
qualitative research is limited to rather small sample sizes, which sometimes has a
negative impact on generalization. Quantitative research, on the other hand, is less
reflective of participants’ perspectives and concepts. In addition to these two advantages,
which are on the practical side, there are other advantages that go beyond the sum of
their parts: There are research questions that cannot be answered by one approach
alone, either quantitatively or qualitatively. These include the overarching research
question posed in this thesis. With one approach alone, it is not possible to capture and
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examine different exemplary teaching-learning situations and the perspectives of the
different actors in them. Moreover, the mixed-methods approach offers new insights
that can only be gained by combining the individual findings. In other words, the
answer to the research question consists of more than the sum of its parts. However,
not all benefits are relevant in this case, such as helping researchers develop a broader
range of skills. This is a welcome side benefit, but not directly relevant to answering the
research question. In summary, providing a comprehensive analysis for questions like
our overarching research question that cannot be answered by a single approach alone
is the key benefit.

Before focusing on the specific methods used in this work, we will turn to how mixed
methods were used in CER in general. Mixed methods are used to varying degrees
in CER. Randolph et al. [157] examined a sample of 352 papers published between
2000 and 2005. They classified only 15 of the 144 studies with human participants
as having used mixed methods. This represents approximately 10.4%. Following this
period, Sheard et al. [168] focused on papers with reported research in the years 2005
to 2008. They used a broad definition of mixed methods, for examples, papers that
focused on qualitative analysis and reported on the frequency of responses. In this way,
they classified 42% of the papers as mixed. Later, Marguliuex et al. identified 64 of
the total 197 papers reviewed between 2013 and 2017 as mixed methods [115]. This
corresponds to approximately 32.5%. In contrast, Heckman et al. [66] categorized 351
empirical papers, all published in CER between 2014 and 2015. Here, only five of the
351 papers were categorized as papers using the mixed methods approach. Accordingly,
the mixed methods approach is definitely used in CER, although it is not the most
common approach. As far as the author is aware, there is no current review of research
approaches used in CER studies.

Next, the specific research design of the mixed methods approach is presented. Our
specific research approach is situated in the pragmatist worldview [128, 181]. Here
the intention arises from the relevance of the practice. Thus, the consequences that
research has for practice are the purposeful motivation. This worldview seems to us
particularly appropriate for the focus on teaching-learning situations. Teaching-learning
situations themselves occur in everyday practice. Therefore, research on teaching-
learning situations is also relevant because of its implications for everyday practice.

The mixed methods approach used here is a sequential, exploratory design. What
this means is explained below and is illustrated in Fig. 1.1 on page 6. As a reminder,
this illustration has already been briefly presented in Sect. 1. Here, Fig. 1.1 is described
in more detail. In general, a sequential, exploratory design involves three phases. In
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the first phase, qualitative data are collected to explore the general research context.
The results of the first phase are used to develop new hypotheses or new instruments.
The second, subsequent phase builds on the first. This phase involves parallel studies,
that is, parallel development of study design and data collection. In the field of mixed
methods, the term convergent studies is also often used to refer to parallel studies,
e.g., [30]. Conducting parallel studies in the sense of overlapping data collection has
the advantage of allowing efficient use of time. The third phase aims to provide an
overall answer to the overarching research question. Here, the results of all studies
are compared and synthesized. The comparison follows the principle of discussing
the areas of compliance and deviation. In other words, the results are compared for
similarities and differences according to the answer to the overarching research question.
Phase three ends with an integrated interpretation as a synthesis based on the previous
comparison. This sequence of the three phases is represented by the term sequential in
sequential, exploratory design.

In the following, the four studies conducted are assigned to the phases of the research
design used. The first phase consists of the Basis Study. The Basis Study is a qualitative-
dominant, exploratory study which examines the terms novices used when describing
code. The second phase here consists of three studies, namely Application Studies I
to III. Application Study II collects qualitative data, while Application Studies I and
III collect quantitative data. Application Studies I and III again differ in the way they
use quantitative data. Application Study I conducts a randomized control trial, i.e.,
an experiment, that examines the effects of the didactic basis of instructional videos.
In contrast, Application Study III quantitatively evaluates the NLCT as a developed
instrument using an item response theory modeling analysis. In turn, the Application
Study II also evaluates a developed instrument, namely a rubric. However, this evaluation
is qualitative. The following third phase combines the findings of the previous phases.
All four studies conducted deal with different teaching-learning situations and focus on
different actors, as already described in Section 2.4. Therefore, the combined results
give a comprehensive insight and provide a sound answer to the overarching research
question.

3.2. Mixed Methods Used

In this section, three different methods are presented, namely qualitative content analysis
(3.2.1), item response theory (3.2.2), and statistical analysis (3.2.3). All three methods
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were used in more than one of the total four studies. Therefore, this joint presentation at
this point in the thesis avoids the repetitive presentation of the same methods and serves
to improve readability in the following chapter. Thus, the following chapter 4 can focus
on the actual study-specific methodology and especially on the findings themselves.

3.2.1. Qualitative Content Analysis

In this section, the method of qualitative content analysis, QCA for short, is presented. For
this purpose, after an initial definition, the classification and differentiation from other
methods will be discussed. Then, the general principles of this method are presented in
more detail. Finally, the specific approach of QCA relevant to this thesis is presented.

In this thesis, the QCA as carried out by Mayring [118] is used. Other versions are
discussed later when differentiating from other methods. For definition, qualitative
content analysis is a text analysis technique characterized by its strong focus on sys-
tematicity and implemented through a strictly rule-based approach. In addition, QCA
focuses on specific research questions rather than open-ended exploration, and it is
economical because it can handle larger textual material.

Qualitative content analysis is in itself a method that belongs to the mixed methods.
This is explicitly illustrated by the following quote, in which Mayring describes which
parts of QCA belong to the qualitative and which to the quantitative methods: “This
is what qualitative content analysis does, combining qualitative and quantitative steps of
text analysis [. . .]. The assignment of categories to text passages represents a qualitative
interpretative (but rule guided) step; the analysis of frequencies of such assignments
represent a quantitative step.” [118, p. 14]. This method thus contains the principles
of the pragmatic mixed method described above. In our view, however, the qualitative
element of the approach is decisive. In a quantitative content analysis, the text is not
interpreted and no categories are abstracted, but the use of words is counted. In this way,
no deeper meaning emerges. Our view on the importance of the qualitative aspect is in
line with Mayring, who does not consider the mere counting of aspects as in quantitative
content analysis to be sufficient [118]. However, we intend to explore this deeper
meaning in the studies of this thesis, where the qualitative approach predominates. In
conclusion, the QCA method is well suited for use in these studies.

In addition to Mayring’s version, there is also the QCA version according to Kuckartz,
which was first presented in 2012 [98] and has been further developed until today
[99]. Similar to Mayring, Kuckartz’s approach is also characterized by the importance of
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systematics. In contrast, Kuckartz’s process of QCA does not follow a sequential process
like Mayring’s with fixed steps. Instead, the process has open phases that are passed
through in a cycle. Accordingly, the character of QCA according to Kuckartz is much
more open and inductive, but less focused on a specific research question. Accordingly,
this QCA approach is somewhat closer to hermeneutic approaches to textual analysis.
Hermeneutic methods are characterized by a deeper immersion in the texts, where are
trade-off that this also involves a large investment of time. Therefore, these approaches
are less suitable for large amounts of text.

Before focusing on principles, a brief note on the use of QCA in CER. Mayring’s
version of QCA has been used in several different research activities. These include, for
example, analyzing curricula to build a model of pedagogical content knowledge [83],
summarizing teachers’ open-ended responses in a survey [193], or using this method to
conduct a systematic literature review [58]. This gives a first impression of the range of
possibilities for using QCA.

Next, the general principles of QCA are presented and what strengths and weaknesses
result from them. Mayring summarizes the principles by calling QCA a “strongly rule
based oriented step-wise procedure with a clear theoretical background [118, p. 71].
Moreover, the emphasis is on categories that can be either deductively assigned to the
text or inductively derived from the text. These categories are considered together
with their respective references to textual excerpts. The identification and referencing
of categories in the text is referred to in the literature as coding. However, coding
is not applied to the entire text, but to predefined segments. By tracking references,
quantitative analysis of the distributions of category assignments is possible to further
examine the text. For a rigorous methodology, pilot testing is absolutely necessary
to ensure quality criteria. Another quality criterion is the consistency of coders both
between different coders and between the same coder at an earlier and later time.
Mayring presents strengths and weaknesses together [118, p. 195f.], because they are
the two sides of the same coin. Every strength is also a weakness, depending on the
context, the research intent, and the scientific orientation of the researcher as to how the
research should be conducted. Strengths include rigorous scientific standards guided by
those of quantitative research and intersubjectivity. These two become weaknesses if one
applies a purely qualitative interpretation with a subjective understanding of the text.
According to this understanding, the strength of increasing objectivity through inter-
coder agreement also becomes a weakness. The ability to analyze and reduce extensive
textual material is a strength; unless the focus is on the deeper meaning of studies
with little textual material. Likewise, reducing complexity through categorization as a
strength is a weakness when the deeper meaning of the text is the focus of the analysis.
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The step-by-step approach with fixed rules after the pilot test has been conducted is
a weakness because it can limit understanding and prevents new aspects from being
found in the textual materials. However, this very approach makes it comprehensible to
other researchers and allows replication of the results.

Finally, the focus shifts more to the specific approach and steps of QCA. Previously,
we introduced the principle of coding with the matching of text segments to categories.
Here follows a more detailed description of what the segments are. Mayring called these
segments “content-analytical units” [118, p. 64], which emphasizes that the analysis is
based on and defined by these units. The context-analytical units include three distinct
units: (1) The “coding unit” defines the smallest textual component to be coded, i.e.,
assigned to a category. This may be a part of a word, a word, an entire text document,
or other (sub)parts. The coding unit thus represents the sensitivity of the analysis. (2)
The “context unit”, in contrast, defines the largest text component to be coded. (3)
The “recording unit” represents which parts of the text can be coded with a given set
of categories. The latter is important because multiple research questions, and thus
different categories, can be applied to the same texts.
The variety of analytical possibilities that arise from corresponding definitions of content-
analytical units is evident in the forms that QCA can take. All of the forms distinguished
by Mayring are based, to varying degrees, on three basic goals to be achieved by QCA
analysis: summarizing, explaining, and structuring by categorizing. As a reminder,
category definition is one of the central principles of QCA, as mentioned earlier. Two
forms are particularly appropriate for category definition, namely inductive category
formation and deductive category assignment. In the former form, categories are
developed from the material itself. In the latter, theories are used to construct categories
whose manifestations are then identified in the material.

Here, QCA is used in both the Basis Study and the Application Study II. The related
research questions are exploratory or descriptive in nature. Thus, they fit an inductive
logic and inductive category formation is particularly appropriate for answering the
research questions. Mayring formulates eight steps in how inductive category formation
is carried out [118, p. 81–85]. Briefly, the focus of the steps are as follows: (1) research
question, (2) definition of categories and context-analytical units, (3) coding, (4) pilot
test with revision, (5) final coding, (6) formation of main categories, (7) agreement
between coders and within coders, (8) quantitative results. If revision of categories
or context-analytical units is needed, go back to step (2) and repeat all these steps
again. For the goal of QCA as categorization, it is important that the main categories in
step (6) emerge as an abstraction of the categories found. Therefore, step (6) and its
quantification in step (8) are particularly important. Finally, step (7) is explained in more
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detail because of its importance of intersubjectivity as a strength of QCA. Agreement
between different coders is also called inter-coder agreement, while agreement between
the same coder but at an earlier or later time is called intra-coder agreement. For
inductive category formation Mayring recommends a qualitative check and for deductive
category formation the consideration of a statistical coefficient of agreement [118,
p. 181].

3.2.2. Item Response Theory

Item response theory (IRT) has a long history in the science of measurement in various
disciplines. CER is not exempt from this. Representative of many, only a few papers are
listed here, namely [19, 192, 193]. IRT is a statistical modeling approach for estimating
examinees’ abilities based on their responses to test items [138]. Here, in the studies
conducted, an examinee corresponds to a student participant. The responses to the test
items are their data collected according to the study-specific tasks.
The general assumption of IRT is that there are concepts that are not directly observable,
such as “intelligence”, but the theory has no problem in assuming them as known.
Such concepts are referred to as “underlying constructs” or “latent traits” [138]. In
the context of this work, the constructs we focus on are, for example, self-efficacy and
commonsense computing. IRT solves the problem of non-direct observability by deriving
a measure based on responses to various test items. To solve these test items, examinees
need competencies in the underlying construct. As the first defining feature of IRT, the
modeling approach results in each IRT model containing the probability of each possible
response for each test item. The data collected in the studies provide the data from
which these probabilistic measures can be derived. In addition, the modeled abilities of
the participants and the parameters of the test items, such as difficulty, are calculated
separately. This separation between parameters is described as the “ultimate defining
characteristic” of IRT [1, p. 8]. Because of this separation, IRT allows for a more detailed
analysis of how good the accuracy of the items is. In addition, the difficulty of the test
items and the modeled abilities of the participants can be compared on the same scale.

Based on these properties, IRT solves the following problems: First, as in classical
testing, assign sub-points to test items and thus collect raw data in the form of ordinal
data. Neither the distances between the sub-points nor the difficulty of the items are
the same. Therefore, it is not possible to sum the raw data to obtain a test score. IRT
provides a solution because the mathematical models allow us to convert raw data into
metric scaled data. In this way, both the examinee and the difficulty of the item can be
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described on a metric scale. This allows the use of a variety of statistical tools, while
tools for ordinal data are limited. Second, the modeled abilities of the participants
are based on the responses to the test items. The test items can be added, deleted
or replaced. However, comparability between participants is not lost [18]. This is
in contrast to classical measurements, where participants’ abilities are expressed by
numerical counts. These classical measurements are based on classical test theory (CTT).
In CTT, an examinee’s observed score is a combination of the unobserved true score and
some measurement error. However, this assumption is unfalsifiable [110]. In contrast,
the assumptions of IRT are falsifiable. What these assumptions are is described below.

IRT is based on two prerequisites. First, all test items measure the same underlying
construct, which is referred to as unidimensionality. For example, in Application Studies
I and III, self-efficacy and commonsense computing, respectively, were used as the
underlying construct. There are also multidimensional IRT models [18]. However, the
focus on unidimensionality is more common and fits better with the studies conducted
in this work. Therefore, the focus remains on unidimensionality. There are several ways
to ensure unidimensionality. Here, we used principal factor analysis of standardized
residuals (PCA) as a simpler method and confirmatory factor analysis (CFA) as a more
sophisticated method. For the former, we refer to the textbook by Boone and Staver
[21] and for the latter to the textbook by Hair et al. [62]. Briefly, PCA examines the
patterns in the data and finds the component that explains most of the variance in the
data. There are no set limits for interpreting PCA results, but commonly used rules of
thumb based on the eigenvalue of the first component.

In contrast, CFA brings several established model fitting statistics as a more sophisti-
cated method. Unlike PCA, these fit statistics have established bounds for interpretation
rather than just rules of thumb. CFA starts from a previously specified model, in this
case a unidimensional model, and tests whether the collected data fit this previously
specified model. Performing CFA requires knowledge of both the approach and the
associated software, as well as further steps to interpret the values. This makes ensuring
unidimensionality more sophisticated, but also requires more effort.

Second, IRT requires local independence of individual items [43]. This means that
the items of the test are statistically independent of each other when controlling for the
same underlying construct. To meet this requirement, the items should not build on
each other. Yen’s [194] Q3 statistic is commonly used to check for local independence.
However, there is no established rule of thumb, but a variety of arbitrary rules.

For adaptation to different situations, IRT provides different models. IRT distin-
guishes between models based on the number of their item parameters. Models with one
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parameter (1PL) calculate only the difficulty of the items. Models with two parameters
(2PL) additionally compute item discrimination, i.e., a measure of the differential ability
of an item. Ideally, high discrimination parameters are desirable to detect subtle differ-
ences in examinee ability. There are also models that take into account the guessing
probability of the items, i.e., how likely it is that an examinee will guess the correct
solution. In addition, IRT has several models based on how the items are scored. The
simplest scoring is for dichotomous items, which distinguish between incorrect and
correct. Examples of dichotomous items are multiple-choice items with a single open
response. In contrast, polytomous items are scored on an ordinal scale. Examples of
polytomous items are ratings of items on the Likert scale or items whose responses are
rewarded with sub-points. For the combination of 1PL model and polytomous items,
there is the Rating Scale Model [7] and the Partial Credit Model [117]. In the case
of the 2PL models, these polytomous models generalize to the following models: the
Generalized Partial Credit Model [130] and the Graded Response Model [161]. The
decision of which model to choose can be based on both item fit analysis and information
criteria. For the latter, the Akaike information criteria (AIC) and Bayesian information
criteria (BIC) are most commonly used, as evidenced by their use in popular textbooks,
e.g., [138].

IRT provides a variety of ways to analyze the fit of items and the test in general.
These include: (1) Infit and Outfit statistics describe how well the item measures for
examinees those person parameters that are close to or away from the item’s difficulty
level. (2) For polytomous items, thresholds should be ordered between sub-points. That
is, higher ability should lead to higher scores. If this is not the case, then the item
has a misfit. (3) Characteristics curves, where the examinee’s ability is mapped to the
probability of solving the item correctly (for dichtomous items) or achieving specific
sub-points (for polytomous items). Simply said, all partial scores should have the highest
probability for some range of examinee’s ability. (4) The person item map, in which the
calculated values for item difficulty and examinee ability are combined. Here one can
examine whether the full range of the examinee’s ability is covered and which parts
of the ability are under- or over-represented in the test items. Full coverage and good
representation is necessary for accurate measurement.

3.2.3. Statistical Analysis

This section on statistical analysis lists the methods used in the studies conducted. In
this sense, it serves as preparation for the presentation of the method and findings in
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the immediately following chapter. A total of four methods of analysis are listed: (1)
correction for multiple testing, (2) examination of group differences, (3) quantitative
description of agreement between raters, and (4) correlation between variables.

First, the correction for testing multiple hypotheses is described. Multiple testing
requires the adjustment of the significance level α. Otherwise, the probabilities of a type
I error increase enormously. A type I error is also be called a false positive, since one
falsely rejects the null hypothesis. The Bonferroni correction is a commonly used method
to reduce the increase of type I errors. It was introduced by Dunn [40] but named after
Bonferroni. Compared to other correction methods, it is the simplest and at the same
time the most conservative method [87]. This correction works as follows: Suppose
there are m hypotheses to be tested at the significance level α for the same data set.
Then the adjusted significance level α∗ is calculated by α∗ = α/m. For example, if you
set α=0.05, the desired global significance level of 0.05 is maintained. In this thesis,
several hypotheses were tested in Application Study I and therefore the Bonferroni
correction was applied.

Second, the statistical analysis for the comparisons of the groups is presented. In
general, there are a variety of tests for all combinations of the scale level of the data.
Thus, the selection of the appropriate tests depends on the scale level of the data. In this
thesis, both metric and ordinal data were collected in Application Study I. Therefore, only
the methods for comparing groups with respect to these two scale levels are presented
below. For metric scaled data, the calculation of the mean is possible. Therefore, the
two-sample t-test is the method of choice for comparing groups. However, for ordinally
scaled data, only the calculation of the median is possible. Therefore, the groups are
compared using the Mann-Whitney U test. Next, both tests are separately described
along with their requirements.

Both tests have their own requirements, which are listed below. For a two-sample
t-test, these are the following, listed by Herzog et al. [76]: (i) The measurements of
the groups being compared must be independent; (ii) The data must have a normal
distribution; (iii) The data must not contain outliers; (iv) The variances in each group
should be (approximately) equal, i.e., homoscedasticity. The first requirement, (i), can
be easily ensured by the study design, e.g., randomized groups in an experiment, such
as Application Study I is. For (ii), a check with the Kolmogorov-Smirnov test or the
Shapiro-Wilk test is possible. The latter is preferred here because of its greater statistical
power [159]. For (iii), the absence of outliers is qualitatively tested using boxplots; For
(iv), Levene’s test is appropriate because this test actually tests for homoscedasticity
[55].
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The Mann-Whitney-U test compares only the entire distributions - i.e. location and
shape, and not only the medians of the two groups. If the distributions between both
groups are the same and have only been shifted along the x-axis, the Mann-Whitney
U test actually compares the medians of both distributions [36, 63]. Accordingly, a
prerequisite for comparing the differences in the medians using the Mann-Whitney U
test is that the distributions are the same. The Kolmogorov-Smirnov test is used for
verification.

The final aspect to consider when comparing group differences is effect sizes. Re-
search is now moving away from simply reporting p-values. Instead, effect sizes are
of additional importance. Research in computing education is not exempt from this
general trend, although few effect sizes have been reported so far [163]. Effect sizes
are a way to better distinguish between statistically significant and significant. The
former describes that the outcome has a low probability of being random, while the
latter describes that the outcome actually makes a difference. The choice of effect sizes,
like the choice of tests for group differences, is largely determined by the available scale
levels.

As a reminder, group comparisons were conducted in Application Study I of this
thesis. In this study, the independent variable was nominal, while the two dependent
variables were a metric and an ordinal variable. For the effect from a nominal variable
to a metric variable, Freeman’s θ [52] was the effect size of choice. The effect from a
nominal variable to an ordinal variable was measured with Cohen’s d [29]. For better
estimation of effect sizes, the 95% confidence interval was always also reported.

The third method presented is the quantitative study of inter-rater agreement (IRA).
A variety of different tests were used in the past and are still used today. These tests
differed depending on the number of raters (two or more) and the scale level of the
data being compared. However, because of the different tests, the results of IRA from
different studies are difficult to compare. In addition, some of these tests are susceptible
to missing data. For example, Cohen’s κ itself cannot handle missing data, but requires a
variant [156]; the same is true for Kendall’s τ [50]. One way out is to use Krippendorff’s
α [96]. This metric for evaluating IRA is to be used regardless of the number of testers,
scale level, and missing data. In this way, overall comparability between studies is
greatly improved or made possible in the first place. For the evaluation, Krippendorff
recommended relying only on variables with α ≥ 0.800, and variables with 0.667 ≤ α ≤
0.800 should be used only for tentative conclusions [96, p. 272]. In this thesis, one
of the three research questions of the Application Study III explicitly asks about the
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performance of the developed test in relation to IRA. Consequently, Krippendorff’s α
was examined there with n=15 raters.

Finally, the focus shifts to correlation coefficients. If the variables under study are
metric, then two different coefficients come into question. These are the Bravais-Pearson
correlation coefficient [77] - also known as Pearson’s r - and the Spearman’s rank order
coefficient - also known as Spearman’s ρ. If the variables are normally distributed,
we can use the Bravais-Pearson correlation coefficient; otherwise, Spearman’s rank
order coefficient is appropriate. In the case of perfect linear correlation, the absolute
value of r is equal to 1, while a value of 0 means that there is no linear relationship
between the variables under study. Similarly, an absolute value of ρ of 1 means a
perfect monotonic increasing relationship, 0 means no monotonic relationship, and -1
means a perfect decreasing monotonic relationship. Scatterplots are appropriate prior
to statistical calculations to examine the relationship between these variables. These
scatterplots allow the study of outliers or patterns of interest. In this thesis, an analysis
of correlation of coefficients was used to investigate the performance of the developed
test as a predictive factor in the Application Study III.

3.3. Participants and Their Context

First, the Table 3.1 provides an overview of the participants in the studies and the
associated semester. With the exception of the CER experts, all participants were
students, as the student teaching assistants were also students themselves. All students
were enrolled at the Technical University of Darmstadt in Germany at that time. The
CS1 students form the main group of participants. Therefore, the context of these
participants is presented first.

The following description of CS1 courses applies to all courses in which CS1 student
were recruited as participants. Learning to program in Java is the central theme of the
14-week CS1 course. The instructor was assisted by 30 student teaching assistants (TAs).
The author supported the course with TA training and an exam preparation course.
Topics include, among others, the basics of object orientation, static and dynamic types,
error handling, and generics. Students received points for 14 individual homework
assignments, with half of the total points required for admission to the exam. There
was an optional programming group project prior to the exam. The exam was written
and proctored online. The only exception to this course design was in the Fall 2020/21
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Table 3.1.: Overview of the participants in the studies conducted

Study Participants Semester Sample size

Basis Study CS1 students Fall 2020/21 n=123

Application Study I CS1 students Fall 2021/22 n=133
and 2022/23 n=428

Application Study II Student teaching assistants Fall 2022/23 n=30
and CER experts n=13

Application Study III CS1 students Fall 2022/23 n=681

semester. Due to the Corona pandemic, the course in that fall semester consisted of 12
weeks.

Experience has shown that in the CS1 courses in question, not all students associated
with the course actively participate in the course. Therefore, the number of students in
the corresponding administrative course, i.e., the Moodle course, was not used. Rather,
we were interested in the active population. The active population of the course was
calculated based on the number of students submitting homework assignments at the
time of the corresponding study. Thus, the study response rates reported were the
proportion of participants in the active population in the associated course. These varied
between 16.9% for the first cohort of Application Study I and 63.3% for Application
Study III.

We now turn to the participants in the Application Study II. All student teaching
assistants had previously participated in a two-day TA training workshop. This workshop
was conducted by the author and was specifically tailored for TAs supporting the CS1
course. The content of the workshop included (mis)conceptions of typical CS1 topics
such as variables, loops, and objects. Therefore, a minimum level of competence in TA’s
supporting skills could be assumed. In contrast, CER experts as other participants could
be assumed to have a high level of competence in computing education. The experts were
invited individually. Most of them had previous experience as authors of publications
on pedagogical content knowledge in computing education and/or with training TAs.
In contrast to the CS1 students and TAs, the experts had a broader background. The
experts were from four countries, three in Europe and one in North America. The CS1
students and TAs instead were all from the same university.
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Next, the giving of informed consent and related aspects are described. Participation
was optional. At the beginning of the study, participants were given a description of the
subject, procedure, duration, and benefits. Participants indicated whether we could use
their data. The study complies with the ACM Publications Policy on Research Involving
Human Participants and Subjects.

Demographic data varied from study to study. In the fall 2020/21 and 2021/22
semesters, we did not collect precise demographic data because it was not permitted
by the local ethics committee. However, descriptions of participant demographics are
proposed in CER [66]. To overcome these differences, the following approach was
taken: In the fall semester of 2022/23, we added an additional optional survey to the
Application Studies I and III that asked for demographic data. In contrast, we did not
ask for demographic data in the Application Study II due to small sample sizes of both
student teaching assistants and experts. Under these circumstances, approval was not
required according to ethics committee guidelines. The demographic survey of the
Application Studies I and III had to be separated from study participation. In both cases,
more students reported their demographics than participated in the studies. Because of
the separation, the reported distributions may differ from those of the actual studies.
Both demographics showed a fairly similar distribution. The median age for both studies
was 20 years, between 22% and 28% identified as female, and about 1% as diverse.
A migration background was affirmed by between 35% and 37% of the students, and
between 50% and 52% had CS as a school subject.

Similar to collecting demographics, compensation varied between studies. Partici-
pants in the fall 2020/21 and 2021/22 semesters each had a chance to receive one of
20 vouchers as an incentive. Each voucher contained a small amount of money. This
compensation practice resulted in lower response rates than expected. Therefore, the
practice was changed in subsequent semesters. The participants of the fall semester
2022/23 received a small number of bonus points for the final course exam. Here the
points were awarded for completeness and not for the correctness of the response. Apart
from the CS1 students, the student teaching assistants were credited with compensation
in the amount of one working hour.

Overall, the context of the participants may not be representative of other situations.
This is due to the specific CS1 course with the associated students as the main group of
participants. For these reasons, only preliminary results can be used for generalization
to other universities, institutions, and participants.
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4. Study-Specific Findings

This chapter contains both study-specific findings (Sections 4.1 to 4.3) and a general
summary (Section 4.5) of the findings. The preliminary work for the study-specific
findings was done in the previous chapters on literature and methodology. There,
as a conclusion from the previous literature (Section 2.4), the subordinate research
questions were formulated. Following this path, both cross-study and study-specific
methods (Section 3) were introduced based on the research questions. This chapter
now follows this path. For ease of reading, the research questions are reiterated in each
of the following study-specific sections. The general summary is the segue to answering
the overarching research question, which is the first focus of the next chapter.

The following sections list the research questions or goals and summarize the method-
ology and findings. Further discussion is summarized for all studies together in the
following section, see Section 5.

4.1. Basis Study: Terms Novices Use

As a reminder, the basis study aims to explore the relationship between programming
language and natural language through the focus on novices’ terms. Both the language
and the terms used by novices are areas with more unanswered questions than answered
ones [33]. The studied research questions were:

(RQ1) What terms do novices use to describe code snippets in Java?

(RQ2) To what extent and in what way do the terms indicate programming
language misconceptions or conceptions?
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By way of introduction, the focus of the study is on answering RQ1, while RQ2 is
answered more shallowed.

The data collected consisted of over 1800 free text responses from n=123 CS1
students from the fall 2020/21 semester. Here, participants were asked to explain
what the associated code snippet does. In total, descriptions for fourteen different code
snippets were analyzed. The code snippets covered several fundamental content areas
of introductory programming, namely variables, input and output, control structures
such as conditional statements and loops, functions, and object-oriented programming
basics such as objects and classes [183]. They had a length of one to three lines. In
some cases, the lines of code were preceded by an additional comment line to introduce
the data type of the occurring reference variables. For example, the code line a = b;
was preceded by the comment // a and b are of type int.

For the analysis of RQ1, qualitative content analysis (QCA), described above, was
used to answer RQ1, and for RQ2, qualitative analysis of individual responses was
used. Briefly, QCA was applied such that responses were first divided by category-for
example, the left-hand side of the assignment-and then converted to the associated
term. In addition, frequency tables, total number of unique terms, bar graphs of term
distributions, and n-grams were used for further analysis.

For RQ1, the terms typically used by novices and the diversity among the terms are
examined. The top ten terms include names, technical terms, and natural language
with mostly compound terms. For names, the novices used “a” for variables and “Armin”
for strings in their descriptions, as they were also used in the code snippets. Aside
from the names, most of the terms come from technical language rather than natural
language. This means that, by and large, participants are able to use the appropriate
technical language in the appropriate places. The technical language, in turn, differs
from the keywords and syntax of the programming language. For example, the term
“loop” from the technical language corresponds to the keywords for and while in Java.
However, among the ten most frequent terms, only one keyword appears, int. The
terms typically used include four common verbs, namely “assign,” “execute,” “output,”
and “create.” Each code snippet contains exactly one of these verbs among the ten most
frequent terms. However, the grouping of the verb terms does not match the grouping
that results from the content areas as the traditional grouping. Moreover, only the terms
for three content areas, namely “variable,” “output,” and “object,” appear among the
first ten terms. The content areas also differ in their similarity of terms. The similarity
of terms between code snippets of the same content area is low for variables and loops
and high for input/output and objects. As last aspect for the terms typically used, the
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findings on n-grams are presented. The 3-grams and 5-grams partially share terms and
the order of terms. The same is true for 3-grams and the top ten terms. All terms of
3-grams, except for articles such as “a” and “the”, are part of the top ten terms.
In terms of term diversity, the term distributions are considered. The distribution of
code snippets consists of the term frequency of each term of the associated code snippet.
The distributions as a whole are characterized by a high degree of homogeneity. They
resemble an exponential distribution that has a high peak at the beginning and then
approaches zero. Thus, most terms were used at most by a handful of novices. However,
the term distributions differ with respect to the total number of terms, which ranges
from 40 to 168. The conclusion from examining the distributions is that the top ten
terms provide good coverage of all terms. Thus, they provide a sufficient answer to RQ1.

In RQ2, the focus is on exemplary terms and code snippets. First, the examples
include terms for variable swapping and the combination of referencing and aliasing. For
this, the specific code description and the included terms are analyzed. For example, the
term “Sarah” stands for the entire object, which corresponds to an “identity/attribute
confusion” [80]. As another example, terms such as “same value” in the context of
swapping variables directly indicate misconceptions. While other terms like “swap”
are context-dependent and do not by themselves indicate whether the novice has
misconception.
Second, terms novices use to describe conditional statements are considered. The
corresponding code snippet consists of a conditional statement block introduced via if
and a subsequent statement block without condition. On the one hand, 34 of the 123
participants used terms for the subsequent statement block grouped as counterpart as a
misconception. On the other hand, there were three different correct conceptions. First,
terms that conveyed that novices considered the subsequent statement block as separate
entity. Second, terms that clarified that the subsequent statement block is executed
later in time. Finally, novices use terms that describe skipping the conditional statement
block.

In summary, there is a homogeneity of terms. However, at the individual level, there
is a wide range both in the terms themselves and in the number of terms used. Moreover,
the analysis of terms can be a possible heuristic for the discovery of programming
language misconceptions and conceptions. But they do not necessarily lead to this
goal. Therefore, practitioners - such as teachers and instructors - can use the task of
describing code snippets as a diagnostic tool. However, they must be aware that the
context used and the interaction of the terms used are equally important. The terms
provide clues to students’ thinking, but they are not clear indicators. The most important
contribution of this study are the listings of the terms used and their categorization, as
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described previously. For a comprehensive listings of the terms, the reader is referred to
Section 7. The reason that this is the contribution is the following: To the best of the
authors’ knowledge, this study is the first answer to the open questions of Diethelm and
Goschler [33] concerning terms and their use by novices in their natural language in
postsecondary education.

4.2. Application Study I: Context of Instruction Videos

Application Study I examined the effects of the didactic basis of the instructional videos.
For this experiment, one of the two didactic bases used was the language-sensitive teach-
ing approach, in which the relationship between programming language and natural
language was made explicit. As reminder, effects on both writing code and self-efficacy
were examined. The former is an apparent criterion in introductory programming an
apparent effect, whereas the latter was used as additional but relevant criterion. From
this, the following research question (RQ) was derived with its four hypotheses, H1
through H4. The abbreviation LST stands for language sensitive teaching. It was used in
the publication to describe the approach in which the relationship between programming
language and natural language is explicitly thought of together. The abbreviation WE in
turn stands for worked examples, a common approach in CER [129]. The hypotheses
were based on considering theories of learning development [189] and on transferring
the researched effectiveness from mathematics didactics [153] to our context. The
detailed results can be found in the publication listed in chapter 8:

(RQ) How does the didactic basis of an instructional video affect code writing
performance and self-efficacy given the basic skill of novice program-
mers?

H1 In general, i.e. for all novices regardless of their basic skills, the didactic
basis has no effect on the CW performance.

H2 Instructional videos based on LST lead to better CW performances than
those based on worked examples for novices with medium basic skills.

H3 Novices watching an LST instructional video have higher self-efficacy
scores than when watching a video with worked examples.

H4 The effect stated in H3 is especially true for novices with medium basic
skills.
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For the research design, the experiment included four phases. First, basic skill was
measured as a control variable through a self-developed code completion task. Second,
participants were randomly assigned to one of three groups: Video based on LST, Video
based on WE, or no video as the control group. Third and fourth, self-efficacy and
code writing performance were measured. Self-efficacy was measured using a modified
version of an already established test for measuring self-efficacy, namely the MSLQ
[147]. For the subsequent code writing task, participants worked on a template in their
regular IDE.

In terms of methodology, both for the measurement of the basic skill and the self-
efficacy an item response theory approach was used. For the group differences, statistical
analysis with Bonferroni correction were used to compare the groups. There, each test
was selected according to whether the median of the code-writing performance or the
mean of the self-efficacy scores were compared. The background of these tests, their
requirements, their analysis and effect sizes were described previously, see Section 3.2.3.
Participants were from two cohorts of CS1 students, with n=133 for the first cohort
and n=428 for the second cohort.

Next, the answers to the hypotheses on code writing, i.e., H1 and H2, are presented.
Hypothesis H1 was confirmed in both cohorts. In the statistical tests, this was charac-
terized by the fact that the differences between the medians were not significant. As
a reminder, because of the Bonferroni correction, the corresponding p values must be
less than .0083 at a significance level of α = .05. The p-values considered were far
above this, with values of .188 and .322 for the comparison of the two didactic bases.
The result is that didactic base has no effect on code writing performance among all
novices. In contrast to H1, H2 could only be confirmed for cohort 1, while this could
not be replicated for cohort 2. Thus, in response to the research question, it cannot be
confirmed that the didactic basis affects code writing performance at all. Below, possible
reasons are briefly listed why the results for H2 could not be replicated in the second
cohort.

In Phase I, the code completion task served to measure students’ basic skills by
identifying those students who were in their zone of proximal development (ZPD)
according to Vygotsky. It turned out that determining their ZPD required more fine-
tuning. In addition, the two cohorts differed in their percentage of compilation errors,
4% (cohort 1) versus 21% (cohort 2). This affected the medians of the distributions, as
compilation errors resulted in the lowest score of 1 out of 5 for code writing performance.
Finally, the measurement of basic novice skills is based on Sindre’s [174] findings on
the correlation between completing and writing code. However, the results of this study
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do not support this correlation. Therefore, the determination of novices with medium
basic skills may not be accurate and affects the testing of hypothesis H2.

As the results for H3 and H4 show, none of the hypotheses regarding the effects
on students’ self-efficacy could be confirmed. In the statistical tests, this was indicated
by the fact that the differences between the means were not significant. The p-values,
which ranged from .412 to .685, were well above the cutoff for a significant difference
between the two didactic bases.

Possible reasons for this lie in Phase I, which was designed to determine the basic
skills of novices. Self-efficacy and performance influence each other [105]. Performance
in Phase I is not exempt and therefore influences participants’ self-efficacy. In addition,
participants spend a lot of time on the task in Phase I, which also negatively affects
students’ self-efficacy [57]. Thus, due to the strong effect in Phase I, the videos had no
effect on self-efficacy.

In summary, the didactic bases chosen - language-sensitive teaching and worked
examples - have no impact on novice code writing performance and self-efficacy.1 The
basis of language-sensitive teaching included the explicit connection of programming
language and natural language mentioned in the overarching research question.

4.3. Application Study II: Context of Teaching Staff

This study presents a rubric as a developed tool and its practical contribution to the
setting of computing education. Therefore, it is a tool paper which uses research goals
instead of research questions. The research goals are:

RG1 Development of a rubric that assess the quality of written answers to student
queries about code.

RG2 Evaluation of the rubric by (1) assessing the quality of answers and (2) obtaining
expert opinion on how it can support structured assessment of TAs’ PCK compe-
tencies.

1In CER, the publication of null and negative results in the call for papers of the relevant conferences is
explicitly welcomed.
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For RG1, the development started with theoretical framework. Here, the theoretical
framework was derived by applying the prior theoretical models of GPK and PCK to
the context of the rubric. As context, written answers to student queries related to
programming task were in the focus. These queries were presented in vignettes, which
are short, self-contained scenes depicting a realistic, pedagogical situation. The rubric’s
assessment could only be based on the written answers. Therefore, the inner processes
were not part of the rubric, for example inner thoughts, reflections, and consciousness of
the written answer’s author. Then, the categories of the rubric were composed. Leading
for the selection of the rubric’s categories were the model of König et al. [100] and
the model of Shulman [169]. From the former, the concept of structure was used to
develop the categories of coherence and meta-level explanations. From the latter, the
categories of illustrations, analogies, and examples were adopted albeit with different
names. Additionally, two categories which share a language focus as well as the category
addressing completeness were integrated.
Finally, all derived categories were formulated with competency descriptions on three
different levels. Benefit of level descriptions are that they allow qualitative feedback
on how to improve and what that might look like. This idea is based on the Hattie’s
[64] model of feedback. If the category’s aspect is missing the written answer, Level 1 is
assess as the lowest level. Misleading or implicit uses belong to Level 2. If all uses of
the category’s aspect are adequate, they represent Level 3 as the highest level.

As result, the rubric consisted of two basic categories (B) and six additional cate-
gories (A), each with three levels (L). In contrast to the basic categories, the additional
categories are not necessary in the sense of an absolute minimum. The general structure
of the category was that the following sentence is ended by each category separately. The
particular sentence was: The author demonstrates competence in formulating a written
answer of adequate quality by [. . .]. The two basic categories listed this by: formulating
a coherent answer (B-I) and formulating a complete answer (B-II). The six additional
categories listed this by: integrating meta-level explanations (A-I), integrating multiple
representations (A-II), including concrete examples (A-III), using metaphors (A-IV), in-
corporating the student’s language (A-V), and linking the language to the programming
language (A-VI). For illustration purposes, one of the categories of the rubric is shown
with all levels.

A-III [...] including concrete examples, i.e., an example whose terms are
assigned concrete values, such as 5 for a variable. In contrast, an example is not
concrete if the example uses only terms at an abstract level without associating
those terms with concrete values.
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L1 The answer does not contain concrete examples.
L2 The answer contains at least one specific example. Even so, it is unrelated
to the general concept before, after, or parallel to it.
L3 The answer contains at least one concrete example that is linked to the
general concept. The example could be realized before, after or in parallel
with the general concept.

This clearly shows how each category is constructed. First, the category is numbered
and named. This corresponds here to the number A- III and the bold “concrete examples”
as the name of the category. Each category name is followed by a description of what is
meant by the associated category. Then all three level descriptions are listed, starting
with L1 as an abbreviation for Level 1 as the lowest category and so on.

Finally, for RG1, the context of the use of the rubric is that of professional development.
Here we include anyone who supports students in postsecondary education, including
instructors, teachers, and teaching assistants. The purpose of the rubric is to base the
feedback that supporters receive on the assessment of the rubric. This will provide a
more solid foundation for feedback to supporters. This context does not preclude other
uses, although they have not been the primary context.

The response to RG2 included both an internal and external evaluation. For the
internal evaluation, 85 written answers from n=30 student teaching assistants (TAs)
were analyzed using the rubric. All written answers were based on three vignettes
on variable swapping, conditional statements, and loops. Each vignette contained a
student’s query or problem based on a code snippet or programming task.
For the result, the percentages of levels for each rubric category were examined. The
percentage of Level 1 ratings in the basic categories was low, 13% and 16%, respectively.
However, the percentages are too high for TAs who have completed a two-day training
course. The percentages are also too high for TAs to be able to adequately support CS1
students. There were also four additional categories in which more than half of the
answers were Level 1. In contrast, about one-third of the answers include examples
and/or address the student’s language at the highest level.

For the external evaluation, n=13 experts were interviewed one-on-one. Each
interview included a written answer to be assessed. During the interviews, the experts
were asked to rate the PCK of the TA as an author using the think-aloud method.
Subsequently, the experts re-evaluated the written answer using the rubric. Follow-up
questions included (1) general experiences with the rubric, (2) how the rubric supported
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them, and (3) possible areas of application. Interviews were analyzed using deductive-
inductive qualitative content analysis. Predefined themes were concrete positive and
negative aspects as well as areas of application. Inter-coder agreement was examined
qualitatively using n=2 raters.
As result, the most frequently mentioned positive aspects in the interviews were the
analytical breakdown of the construct PCK and the support provided by the rubric for
assessments. The most frequently mentioned negative aspects were the need to improve
layout and features, and that PCK categories were missing. However, of the total 27
categories, 22 were mentioned by only one or two experts. Thus, most of them were not
apparent or relevant to most experts. For the areas of application, experts addressed four
dimensions: activities for which the rubric is used (e.g., reflection, planning), context in
which the rubric is used (e.g., lesson observations), addressees for whom the rubric is
used, and discipline in which the rubric is used, such as mathematics.

Overall, the development of the rubric has worked well. However, despite our efforts
and multiple iterations, it is difficult to find clear and sound wording. Therefore, we
had to fine-tune the descriptions in our rubric after the expert interviews. In addition,
the rubric could not cover all aspects of quality. However, we believe that the rubric
is a valuable basic tool that can be supplemented by additional categories. It was also
positive that the expert interviews showed that the context of the rubric is even broader
than assumed. This includes, for example, support for planning and reflection.

4.4. Application Study III: Context of Programming
Aptitude Tests

The goal of this study is to develop and analyze a programming aptitude test that
measures this construct using natural language tasks. We call this test Natural Language
Computing Test (NLCT). The NLCT is examined in terms of its accuracy, measurement
precision, and ability to predict student success. Therefore, the following research
question is fleshed out by three subordinate questions:

(RQ) How successful is a commonsense computing test based on natural language as a
programming aptitude test?

How does the NLCT perform in terms of …

(RQ1) …evaluation based on inter-rater agreement?
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(RQ2) …evaluation based on item response theory?

(RQ3) …predictive factor for student success in CS1?

First, the NLCT is outlined with its characteristics as a test, its development, and its
items. The NLCT aims to measure the extent to which novice programmers are proficient
in commonsense computing expressed in natural language. In this case, commonsense
computing consists of following, formulating, and abstracting complex procedures,
logical reasoning, and programming simulation through natural language. Thus, it
requires reasoning in procedural programming expressed in natural language. The
target group of the test are novices in CS1 courses based on a procedural programming
language before or during the first week of the course. The NLCT is a performance test
consisting of six items. The items are single-choice items with two possible answers,
short-answer items, ordering items, and matching items. The estimated completion
time is 40 minutes.
The NLCT was developed iteratively in four pilot phases and began with nine items. The
items and coding manual were tested both qualitatively and quantitatively. The qualita-
tive evaluations consisted of think-aloud interviews with students with no programming
experience and expert review. The quantitative evaluations consisted of both students
with no programming experience and experienced CS students who participated in
solving the NLCT items. Due to their simplicity, three items were eliminated.
The six items cover all aspects of commonsense computing as previously defined. Two
items, L2 and L6, use as context symbols such as circles and squares with dots in them.
L2 requires to follow a complex procedure that modifies an array of six symbols. L6
implements a natural language variant of a Parson’s puzzle with seven lines of code
and two distractors. Items L3 and L5 use a different context, that of a robot in a small
two-dimensional graphical world inspired by Karel the robot [16]. In L3, participants
must follow a complex procedure of correctly placing six coins on the 4x4 square ac-
cording to the given procedure. L5, in turn, is a specific code completion task, namely a
task titled “Skeleton Code” [106] or “Fill in blanks” [174]. Item L1 deals with logical
reasoning and Boolean expressions. Here we used the sandwich task [71, 186]. In this
task, a good sandwich must follow three logical rules and students must decide and
explain whether certain sandwiches are good or not. Finally, students must trace a code
using a loop with multiple integer variables and abstract the purpose in item L4. Thus,
L4 is the natural language version of the “Explain in plain English” [108] task.

Second, the focus shifts to the research questions. In general, the study included 684
participants for RQ1 and RQ2, but only 681 participants for RQ3. The difference came
from the fact that three students did not provide data on homework for student success.
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All three research questions use different methods. Therefore, both the study-specific
methods and the associated findings are presented together, but separately for each
research question.

For RQ1, the Krippendorff coefficient α was used to examine inter-rater agreement
(IRA) because of its previously described advantages over other coefficients, see Section
3.2.3. For accurate assessment, IRA was used for each item as well as for the entire
test. Due to the expected large sample size, a subset of 50 participants was scored. The
author was accompanied by 14 student teaching assistants (TAs) as raters.
As result, only one of the items, namely L1, did not meet benchmark requirements of
being at least 0.800 [96]. Examination of the TAs’ scoring led to the fact, that four of
them scored more severe than the coding manual stated. After elimination of these
raters, also item L1 meet the requirements. Thus, the NLCT provides sufficient IRA
results. Moreover, the good IRA results led to good reliability of the test, as the scoring
is (almost) independent of raters.

For RQ2, the NLCT was evaluated based on item response theory (IRT). Due to
the nature of IRT, the presentation of results follows the sequence of methodological
IRT steps performed. The first step was to ensure the two requirements of the IRT
approach: Unidimensionality of the construct to be measured and local independence.
For unidimensionality, confirmatory factor analysis (CFA) was performed with the
associated fit tests and factor loadings analysis. All four fit tests showed good model fit
for an unidimensional model, ensuring unidimensionality. The factor loadings were also
fine, with the exception of item L3. Participants had difficulty using the questionnaire
software to answer the task posed in this item. Therefore, item L3 was dropped from
the test to ensure high measurement accuracy. For local independence, Yen’s Q3 scores
were also all fine.
In a second step, all items were analyzed to determine whether they exhibited any
misfit and required adjustments. Here, minor adjustments were made to the coding
manual. For example, for items L2 and L4, two categories of points were combined.
For item L6, the assignment of errors to points received was adjusted for this item
because item L6 was relatively easy. After these adjustments, all items provided a good
fit. Good fit here means that the better a student’s ability, the more points they receive
for the items. Furthermore, all (partial) points that can be achieved in the task should
also be represented accordingly in the data. The third step was to select the General
Partial Credit Model (GPCM) as a suitable model. The parameters of this model allowed
quantifying both the difficulty and discrimination of each item. In a final step, the
student scores on the NLCT resulting from the IRT analysis were linked to the difficulty
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of the items. The result is that the NLCT is a little skewed towards easier items, with no
undesirable floor effect but a ceiling effect. In general, the NLCT measures accurately.

For RQ3, correlation analysis was used to measure the value of NLCT as a predictive
factor for answering RQ3. Here, student success in CS1 was defined as the percentage
on homework assignments. The NLCT value was the test score calculated by IRT
analysis. Since all variables were metric, Pearson’s r was the means of choice to measure
correlation. In addition, the scatterplot between the two variables and R2 as the
explained variance were examined. The Pearson’s r correlation was 0.340 with [0.272,
0.405] as 95% confidence interval. The explained variance R2 was 0.116. These
values are lower than those reported in similar tests, which had R2 values ranging from
15.57% [175] to 25% [185] for final exam scores. Thus, the suitability of the NLCT as
a predictive factor was limited.

Overall, the NLCT performs well in terms of inter-rater agreement and measurement
accuracy based on IRT analysis. However, it performs poorly on its ability to predict
learning success in CS1. The NLCT would improve if there were more items for higher
ability students. We can conclude that the NLCT does indeed accurately measure its
construct, commonsense computing, but still has room for improvement.

4.5. Summary

Four studies were conducted in this work, divided into the Basis Study on one side and
the Application Studies I to III on the other. As a reminder, the Basis Study approached
the overarching research question in an exploratory manner by examining the terms
novices use. The Application Studies in turn, approached the overarching research
question by examining the relationship in specific teaching-learning situations.
The Basis Study revealed homogeneity of terms, although at the individual level there
is a wide range in both the terms themselves and the number of terms used. Its main
contribution was the listing of the terms used and their categorization. In addition, the
analysis of the terms showed that although they provide clues to students’ thinking, they
are not clear indicators.
In Application Study I, a randomized controlled trial was conducted to investigate
the effects in the teaching-learning situation when novices watch instructional videos.
The result is that the selected didactic bases - language-sensitive teaching and worked
examples - have no effect on novice code writing performance and self-efficacy. The basis
of language-sensitive teaching included the explicit connection between programming
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language and natural language mentioned in the overarching research question.
Application Studies II and III both addressed the topic of assessment to answer the
overarching research question. In Application Study II, a rubric was developed for
the quality of teaching staff’s responses to student code questions. In doing so, some
categories of the rubric explicitly related to the language focus of this work. The
development of the rubric worked well, although the evaluation revealed that fine-
tuning was needed and not all conceivable aspects of quality were covered. Nonetheless,
the evaluation showed that the rubric is a valuable tool for educating teaching staff.
In Application Study III, the Natural Language Computing Test (NLCT) was developed
and validated. The NLCT accurately measures commonsense computing and does
not require knowledge of programming languages since all tasks are based on natural
language only. Accuracy was examined using inter-rater agreement and item response
theory analysis. However, the NLCT performs poorly in terms of its ability to predict
learning success in CS1.
As a reminder, the publication of null and negative results in the call for papers of the
relevant conferences is explicitly welcomed in CER. Thus, even the results of Application
Study I and the poor performance of the NLCT are relevant findings.
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5. General Discussion

Based on the study findings presented in the previous chapter, this discussion section
interprets them in general, abstract terms. First, in Section 5.1, the main findings are
summarized to answer the overarching research question. Section 5.2 then examines the
significance of the findings and the strengths of the thesis in general. Significance also
includes how the thesis contributes to the existing body of knowledge. Limitations and
weaknesses that threaten the validity of the thesis and studies are acknowledged and
discussed in Section 5.3. Finally, implications for teaching and research are presented
as possible practical applications.

5.1. Answer to the Overarching Research Question

As a reminder, the overarching research question is “What new insights emerge from
exemplary teaching-learning situations in introductory programming in postsecondary
education when the relationship between programming language and natural language is
made explicit?”

The insights from the four studies conducted differ with regard to this research ques-
tion, but show a consistent overall picture. The differences are the different directions in
which the insights point. To this end, the insights of the four studies are first presented.
Then it is described how the insights do not contradict each other.

In the Basis Study, the relationship between programming language and natural
language was made explicit by diagnosing the terms used by students. The resulting
insight is that the way the relationship is made explicit through terms is fruitful for con-
ducting computing-specific research. Another insight is that the exploration of terms is itself
a fruitful area. Moreover, terms provide heuristics for identifying correct conceptions
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and misconceptions. Looking ahead, explicit thematization of terms is likely to be an
effective support for practitioners in their teaching.

In Application Study I, the relationship under consideration is made explicit by
connecting the relevant phrases of the task description and the associated code concepts
and syntax. In addition, the programming language, the natural language, and an
associated visualization were combined as multiple but parallel representations of the
same programming concept. This connection is presented as a heuristic called language-
sensitive teaching, or LST. The resulting insight is that LST is no different from worked
examples when it comes to being an effective didactic basis for an instructional video. Both
didactic bases did not have different effects on self-efficacy. In terms of code writing
performance, the positive effects of LST found in the first cohort were not replicated in
the second cohort.

In Application Study II, the relationship under consideration is made explicit by
linking the relevant phrases in the task description and the associated code concepts
and syntax. This linking is therefore similar to that used in Application Study I. The
language used by the students was also considered in order to focus on language in
Application Study II. The context were two categories of a rubric to assess the quality of
teaching staff’ responses to students’ queries about code. Expert evaluation of the rubric
revealed that these two language-focused categories are a relevant part of teaching
staff’s competencies. In addition, these language-focused categories can be assessed
well on a rubric at multiple levels. This leads to the conclusion that these versions, in
which the relationship between programming language and natural language is made
explicit, are fruitful for research and practice related to teaching staff.

In Application Study III, the considered relationship is made explicit by transferring
typical programming tasks into equivalents that use only natural language. The results
show that tasks based on natural language are suitable for accurate measurement of
commonsense computing, even if the suitability of the developed test as a predictive
success factor was low. The resulting insight is that the connection between programming
language and natural language offers new possibilities and ways of thinking about assess-
ments and task types. Thus, the connection is an asset for the development of assessments
and task types in general in CER.

These findings are then compared with results from related work. The effectiveness
of multiple but parallel representations of previous work in mathematics education [153]
could not be confirmed in this work. However, the relevance of the terms to research
and teaching in postsecondary education is as salient as in K-12 [73]. This relevance is
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consistent with the theoretical considerations of relevance outlined by Diethelm and
Goschler [33] in their research call on terms in CER.

The original perspective was that making the relationship between programming
language and natural language could be the new perspective in research and teaching
in computing education. However, this approach was not as effective as probably
assumed. This was evident in the non-effectiveness of this approach as a didactic basis
for instructional videos in Application Study I and the non-effectiveness as a suitable
predictive factor in Application Study III. This does not mean, however, that this approach
has been shown to be ineffective in general, as the findings and insights presented earlier
indicate. Rather, the general insight is that it is how the relationship under consideration
is made explicit that matters in arriving at a fruitful and effective approach. Here, the
perspective of terms was particularly useful. Thus, this new approach is a new fruitful
heuristic rather than a panacea.

5.2. Contributions and Strengths of the Thesis

First, the categories of contributions that the thesis has made are presented. This is
followed by the advances that the thesis has made, both scientific in its field, namely
CER, and outside. Then, a specific focus on the relevance of the contributions presented
is added. Finally, the strengths of the studies conducted and the work in general are
presented.

The categorization system of Draper and Maguire [37] is used for categorizing the
contributions. They developed this system specifically for CER, so it is particularly
well suited for this work. In general, in this work, contributions are divided into
three categories. These are: (1) theoretical reasoning and predictions, (2) planned
observation, and (3) tools. Draper and Maguire define the first category as follows: “To
take a theory and then work out what it would predict in some new particular situation,
and hence prepare the way for new empirical work on that situation, is a distinct research
step. As such it is a contribution to knowledge.” [37, p. 13]. Here this process was carried
out in the following way: The theoretical relationship between language and reasoning
was applied in the context of learning programming languages. It was then predicted
that making this relationship explicit to learners would be an effective approach to
successful teaching-learning situations. Both this idea and its implementation together
form the new approach presented in this thesis. Thus, the idea of this new approach is
a stand-alone contribution in the form of theoretical considerations and predictions.
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The second category of contributions is that of planned observations where the new
approach has been put into practice. This includes two empirical studies, namely the
case study on terms in the Basis Study and the experiment on instructional videos in
the Application Study I. These two studies build on each other. First, the Basis Study
includes data collection and initial findings on the implementation of the new approach
in the form of a planned observation. However, no specific theory on terms was tested in
this study. Second, building on these initial findings, a theory about the effectiveness of
the new approach was developed. The resulting hypotheses were tested in the planned
observation through an experiment.

The third and last category also deals with the implementation of the new approach,
through the development and evaluation of new tools. The tools are the Natural
Language Computing Test (NLCT) and the rubric for examining the quality of answers
to students’ questions about code. The NLCT is a formal programming aptitude test that
directly measures commonsense computing without being based on a programming
language. An item response theory approach was used for formal evaluation to ensure
validity and reliability. The rubric, in turn, is less formal. Thus, it is more of a diagnostic
tool than a formal assessment tool. Therefore, its evaluation is based on internal use
with written explanations by student teaching assistants and external interviews with
experts in the field. Nonetheless, both tools are contributions.

Next, the focus is on the scientific progress that the dissertation as a whole has made
in its field, namely the field of computing education research (CER). The dissertation fills
two knowledge gaps that have already been identified as such in its field. These include
the research call on the terms used, which was contributed by Diethelm and Goschler
[33]. In this call, they formulated four open questions about terms and their use by both
students and teachers. To the best of the author’s knowledge, the Basis Study is the
first empiric study to address the two questions addressing students in postsecondary
education. In fact, this is the case even though the research call was published back in
2015. The only other study of which we are aware is the exploratory study by Hermans
et al. [73] with 20 high school students aged 11 to 13 years. However, they focused
more on phonological issues and promoting reading code lines aloud in the classroom.
Therefore, their results are not really applicable to teaching-learning situations in
postsecondary education. In contrast to the lack of empirical research, practice-based
recommendations for instruction were formulated to consider terms and language, e.g.,
[34]. The second knowledge gap that was addressed was a methodological one, namely
testing a theory by conducting a randomized controlled trial, i.e., an experiment. In
introductory programming research, conducting experiments is rare [171]. Thus, even
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recent reviews have formulated calls for conducting more formal experiments [120].
Thus, conducting an experiment is filling a knowledge gap in itself.

The other two studies included in this dissertation, i.e., the Application Studies II
and III, also contribute to scientific progress in the field of CER. Unlike the previous
ones, they did not respond to explicitly formulated calls for research. However, the tools
presented in the studies, the NLCT and the rubric, are relevant to CER. The NLCT is
the first programming aptitude test that directly measures commonsense computing
without relying on programming languages. Therefore, it specifically measures the skills
of novices who possess the skills but have not received formal training in programming
languages prior to their introductory programming course. The rubric, in turn, is the
first tool to both describe and assess the quality of the responses written by those who
teach at various skill levels. These descriptions and assessments are relevant to the
professional development of those how teach including student teaching assistants and
others. Consequently, those how teach receive sound and differentiated feedback to
provide quality support to students.

Following on from this, we will now take a broader perspective. Here we will present
the advances that the thesis has made outside the realm of CER. First, we shift the focus
from research to teaching introductory programming. The tasks of the questionnaires
used in the studies, as well as the tools developed, can be used directly in teaching.
In particular, the rubric is suitable for direct use because it does not require further
assessment in the form of software. In addition, the specific material presented in
the Basis Study can be used directly in programming classes. In this case, the specific
material includes the presented code snippets, terms, and descriptions written by the
students. All of this can be used to both diagnose the language used by students in class
and to initiate a meta-discourse, as recommended [34].

Even more broadly, consider related research areas such as STEM education, which
includes science, technology, engineering, and mathematics. The advance for STEM
education in general is that a focus on language can be a fruitful approach. So far, this
is only an established and long-standing approach in mathematics education. Erath
et al. [45] has summarized the publications on language in mathematics education
from the last forty years. In other subjects, this approach is increasing, as exemplified
by the growing number of publications on learning “Chemish” [116], the language of
chemistry, and a language focus in physics education [95].

For STEM education, several methods of this work can be applied to it. One method
is the base study methodology for capturing terms and concepts in larger studies as
interviews. This method consisted of a qualitative content analysis of short descriptions
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of atomic concepts. These atomic concepts can be different depending on the STEM topic,
e.g. a chemical equation or a part of a circuit diagram as an atomic concept. Therefore,
this developed method is an important methodological contribution to STEM education
in general. This method is very practical as the investigation terms of atomic concepts
(a qualitative approach) can also be used with larger sample sizes. It overcomes the
limitations of similar qualitative approaches such as interviews with their small sample
sizes. Another transferable method is the development and validation of aptitude tests
containing only natural language based tasks. Here, the NLCT addressed and described
them for testing programming aptitude. The general idea of the method is to focus on
skills, here commonsense computing, rather than technical language vocabulary. This
provides another way to assess prior knowledge, which is a common area across all
STEM education subjects.

Broadly speaking, we outline the progress that the thesis means for the rest of the
world. Vygotsky laid the foundation between language and thinking [190], in fact for
all human activities. In this broadest sense, this work empirically shows that the same
is true for introductory programming. Therefore, the results of this work support this
theoretical foundation with empirical evidence.

Next, we focus explicitly on significance of findings. In general, language on the one
hand is related to thinking, communication, and belonging on the other [69]. Language
and terms as part of language are thus key factors in thinking, communication, and
belonging. Learning, just like daily life in general, involves all these three domains. For
learning to program, this is even more true, because programming languages are as
alive in the brain as natural languages. Therefore, the significance of this work is based
on the relevance of language and on the fact that this work brings this relevance to
research practice.

Finally, the strengths of the thesis are presented. The strengths are (1) the inclusion
of large data sets and (2) the use of rigorous methods. Both of which are not self-
evident in CER, which was also described by Heckman et al. [66] in their review on
empiricism in CER literature. Regarding (1), the Basis Study examined more than 1,800
free-text responses in depth. Application Study I comparing instructional videos used
two cohorts of n=126 and n=367 participants. The Application Study III evaluating
NLCT included an even larger data set with n=684 participants. In (2), the rigorous
methods used differed. In Application Study I, a randomized experiment was conducted
and the results were examined the following semester with a second cohort. This
was particularly beneficial because one of the hypotheses could not be confirmed for
the second cohort. The Application Study III used an item response theory approach
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to ensure that the assessment instrument measured the construct of commonsense
computing accurately. Inter-rater agreement was considered in the Application Studies
II and III. The NLCT coding manual was even tested with n=15 raters. In summary,
both aspects contribute to the soundness of the findings.

5.3. Limitations and Threats to Validity

There are both limitations and various threats that warrant discussion. On the one hand,
the limitations and threats listed in this section are those that are interwoven with the
thesis as a whole. On the other hand, they represent those that appear in several of the
studies conducted. A note in advance: The limitations listed below are unavoidable for
scientific work in this field. The limitations do not go beyond what is expected of such a
piece of scientific work. Even the most ambitious scientific work will therefore not go
beyond these limits. However, it is good research practice in this field – and required by
virtually all high-ranking conferences and journals – to be aware of the limitations and
explicitly point them out. With this in mind, the limitations are listed below.

To begin with the limitations: Only a small number of common teaching-learning
situations were studied. This is mainly due to the limited resources, especially time,
available for the preparation of this thesis. The list of common teaching-learning
situations is huge. It includes such diverse situations as giving lectures, working in
small groups, one-on-one consultations with teaching assistants, planning lectures,
holding office hours, and so on. Based on these exemplary situations, it is clear that
this work must necessarily be limited to some of them. Moreover, the selection of the
teaching-learning situations studied was influenced by the Corona pandemic and its
impact on campus life in Germany. For this reason, some of the situations did not take
place or took place only online. As a consequence of the situations studied and the
methods used, the focus was on situations and research methods that can be carried
out purely online.

For the second limitation, a quote from Application Study II is provided to illustrate
the point: It is “only a snapshot at a point in time and may not be representative”.
This limitation applies to all studies conducted. In fact, the data for all studies were
collected only at one point in time. Whether it was students’ programming aptitude at
the beginning of the semester, as measured by the newly developed Natural Language
Computing Test. Or whether it was the more or less appropriate use of terms and
technical language that students used when describing code snippets, see the results
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of the base study. Consideration of these snapshots evolved through the overarching
research question. Accordingly, the focus was on various teaching-learning situations as
areas of application. In contrast to this broad view, a survey and analysis of individual
courses and developments of the relevant actors, i.e., primarily students, would be
necessary. The extent to which this longitudinal aspect could be promising will be taken
up in the next section in the implications for research.

The other limitations relate to the studies rather than to the thesis as a whole. The
base study is a case study and therefore generalization to other CS1 students simply
cannot be guaranteed. Incidentally, generalization was not one of the goals of the study.
Rather, two opposing goals were pursued: An initial investigation of the relationship
stated in the overarching research question and an initial filling of the research gaps on
the terms used by students [33]. Therefore, the lack of generalization in this study is a
limitation, but not a threat, as it was never intended.

Let us now turn to the internal threats: For all the studies conducted, and thus for
the entire work, the motivation of the participants is a relevant factor. All participants
were CS1 students excluded from Application Study II, which included student teaching
assistants. Motivation is always a confounding factor in voluntary participation in
studies. This is particularly relevant given that participation time was no less than 20
minutes for all studies and less laborious tasks such as multiple-choice tasks were not
used. It may have been particularly pronounced in the studies that were conducted. This
is also because participants were rewarded with incentives based on their completeness
rather than correctness. This may have lowered the motivation to make a special effort.
On the other hand, this was necessary to reward all participants fairly and equally for
their participation. And to do so regardless of their current level of performance.

The second internal threat that appeared in all studies was the maturation effect.
This effect refers to the fact that participants’ measured abilities naturally improve over
time. Here, the improvement is likely a result of learning in the course in general.
Consequently, participants who later participated in the studies might have improved
their skills. Thus, their maturation might have led to a higher rate of appropriate
responses in the studies. To compensate for the maturation effect, the participation
period for later data collection was shortened. For the base study, as the first study,
data collection lasted nine weeks. However, for the second cohort of Application Study
I, the participation period was shortened to two weeks. Further shortening, such as
conducting the study during a lecture, was not possible. Even though this would have
limited the participation period to a single appointment on a single day. This is due to
the fact that attendance is not compulsory in the CS1 courses studied. Therefore, a
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not insignificant number of students do not attend the lecture, but work through the
content independently and take advantage of other support opportunities in the course.
Therefore, such considerations of overcoming the maturation effect were not possible
for contextual reasons.

For the external threats, the singular foci is most relevant in several ways. The singu-
lar foci include the university, the course, the programming language, and the natural
language. In the studies, CS1 courses at a single university, namely the Technical Univer-
sity of Darmstadt, were considered. In addition, only one CS1 course was considered in
most cases. The only exception to this is Application Study I, which included two cohorts
from two CS1 courses in consecutive fall semesters. In terms of languages, German was
the only natural language considered and Java was the only programming language
considered. As a consequence of these singular foci, only preliminary generalizations
can be drawn for other universities, participants, and learning contexts.

The other external threat that appeared in the studies conducted was the lack of
inclusion of demographic characteristics. The source of this threat was that the local
ethics committee did not allow us to collect demographic data. Therefore, accurate
demographic data were not collected in the first two data collections. These included
the base study and the first cohort of the Application Study I. In the later data collection,
a way was found to meet the requirements of the ethics committee and the goal of
describing and categorizing participants. This was implemented in the form of a separate,
optional demographic survey. However, in both the second cohort of Application Study
I and in Application Study III, more students provided their demographic data than
participated in the associated studies. Therefore, again, only tentative conclusions can
be drawn about the demographic distribution of participants. As a result, there could
be a potential bias in all studies regarding certain demographic characteristics of the
participants. This could include language bias in particular. Here, students whose
first language is not German might have more difficulties or a higher cognitive load
when participating in the studies. As a reminder, all descriptions of the study procedure
and the tasks themselves were formulated in German. This language bias could have
occurred as approximately one-third of the CS1 students had a migration background.
A migration background is often associated with the fact that German is not their first
language.

In general, the limitations and external threats described are characterized by a
focus on a particular context. This focus is inherent in the application of a new approach
– such as the language-based approach used here. Therefore, this work cannot address
them. Rather, some of them are also necessary choices – such as focusing on a single
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programming language to make answering the research question manageable. Not all
limitations and threats could be addressed with mitigating measures, as the studies
represent a single snapshot in time. Therefore, transferring the approach to other
contexts as a mitigating measure could be part of further research. In contrast, the
maturation effect as part of the internal threats could be attenuated in the later studies
by shortening the participation time. Motivation as a confounding factor could not be
compensated. Overall, most of the limitations and threats described can be addressed
and overcome by future research, with the exception of the internal threat to motivation
directly related to voluntary participation.

5.4. Implications for Teaching and Research

The implications for teaching and research are divided into implications that are directly
related to the research and the results of the studies carried out, and research that
develops the ideas further. The further development of research is described in detail for
the most fruitful sub-area, the terms. Starting with the implications that arise directly
from the studies, three implications are presented, all of which apply to both teaching
and research.

The first direct implication is that of direct use. Here we mean both the tools
developed, namely the NLCT and the rubric, and the questionnaire tasks in the Basis
Study. All of these can be used directly in teaching and research. Beginning with the
Basis Study, we have recommended several options for instruction for direct use in the
associated paper, see Sect. 7. These include two instructions: (1) presenting examples
of terms and code descriptions in class and then discussing them with students. As
(2), teachers can compare their own descriptions of code snippets with those presented
in the study. Teachers can then reflect on what terms they are asking students to use,
what terms students are actually using, and whether these two uses correspond to the
learning objectives set by the teachers. They can also reflect on whether they themselves
are unintentionally using inadequate terms by using shorthands. For example, “the
persons a and b” is a shorthand for the more appropriate term “the variables a and b of
the type Person”.

Next, we describe the direct use of the rubric presented in Application Study II. One
advantage of the rubric is that direct use is quite natural. This is based on the fact that
the rubric is listed in its entirety in the associated paper and no additional software
is needed for analysis. As mentioned earlier, the rubric aims to assess the quality of
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the answers to students’ queries about code. In accordance with this objective, the
direct use of the rubric is to assess the quality of the answers previously mentioned. In
addition, the rubric can be directly used to provide feedback, structure reflection, plan
and implement different learning activities, according to the experts interviewed. Thus,
the rubric offers several areas of application for use in the classroom as well.

In contrast, direct use of the NLCT is possible but requires more effort. Because
the NLCT is a formal assessment, a more precise measurement was required. This
was provided by incorporating an item response theory based analysis. However, this
involves effort and therefore direct application requires more effort. Nevertheless, we
believe that the tasks themselves are also fruitful for direct use. In this case, direct use
is relevant for both researchers and instructors because it is important to learn about
students’ programming aptitude.

The direct use is not limited to the assessment part of the developed tools, but is also
intended as a self-assessment for the participants. In the free-text field for critique and
comments, several participants of the Basis Study have addressed the use in terms of
self-assessment for undergraduate assignments. Here, self-assessment is about knowing
where you are right now, seeing what you can already do, and seeing what you can
not yet do and identifying those gaps. This three-part concept of self-assessment also
applies to the tools developed, namely the NLCT and the rubric. For the NLCT, students
were given a reference solution after the participation phase to check themselves. For
the rubric, it is even easier because the rubric itself contains descriptions of each of the
three competency levels.

The second direct implication is that diagnosis is important. This conclusion has
emerged primarily from the results of Application Study I. There, in the first of four
phases of the experiment, the zone of next development of students was determined.
This concept is based on Vygotsky’s [189] “zone of proximal development” (ZPD), in
which the learner cannot solve the task independently, but only with support. In our
study, it was found that determining students’ ZPD requires more fine-tuning. For
research, this means that a focus of accurate assessment of students’ competencies is
needed. Here, ZPD assessment is particularly fruitful, as these concepts describe the
next developmental step in learning.

Teaching, in turn, can also build on the importance of diagnosis. Adaptive learning
seems promising here. Adaptive learning means that the selection of learning material
is continuously adapted to the needs of the learner. However, adaptive learning does
not have to mean that all learners have the same learning goal. Rather, it is about
the learning path continuously adapting to learners as they work through the learning
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material. Learners are often not a homogeneous group, but have individual learning
levels and different previous experiences. Therefore, adaptive learning appears fruitful
in overcoming the difficulties of a one-size-fits-all approach. However, adaptive learning
requires appropriate and accurate diagnosis, which again underscores the claim made
at the beginning that diagnosis is important.
The importance of diagnosis is not ignored in the other studies either. In the Base Study,
the entire structure of the study of the terms used by the novices is a diagnosis. This
diagnosis focused on the language used by the novices and, to some extent, on what
misconceptions and correct conceptions they convey with the terms they use. In the
Application Studies II and III, the connections are even more obvious, as these studies
developed and assessed assessment instruments to diagnose various skills.

As third direct implication, transfer to other languages is recommended. In this work,
Java was treated as the only programming language and German as the only natural
language. How this poses an external threat was discussed in the previous section.
Transfer to other languages, both programming languages and natural languages, is
particularly recommended for the terms questionnaire in the Basis Study and for the
NLCT tasks in Application Study III. In the following, special emphasis is placed on the
exploration of terms. This is based on the following considerations. The starting point
for the exploration of terms in the baseline study was the question of the implications of
making the relationship between programming language and natural language explicit.
However, this subfield has developed into a fruitful area of research in its own right.
This is consistent with the fact that parts of the general research on terms had already
been posed as open questions by Diethelm and Goschler [33]. In contrast, the language
approach as a didactic basis for an instructional video was no better or worse than the
basis of the worked examples. In this area, according to the results of the related study,
namely Application Study I, less fruitful research directions are to be expected.

In the last part, the possible future work on terms is presented. It is presented from
three perspectives: that of the participants in a teaching-learning situation, i.e., those
who use terms and those who respond to the terms used, that of the context, and that
of the topic and content. For the participant perspective, future work can empirically
capture the terms used by teachers and instructors. In addition, these terms can be
compared to those used by students. One can also consider the perspective of teachers
and instructors on the terms used by students. This includes how they perceive (or not)
the terms used in accordance with their own understanding of appropriateness.
In terms of context, research can examine the use of terms in environments other than
the artificial ones of an online questionnaire used in the base study. Examples of other

72



environments include classroom observations similar to those of Becker er al. [14], but
with a focus more specific to CS terms.

From the perspective of topic and content, variations and the inclusion of other
themes are welcome in the exploration of terms. For example, Tew et al. [183] have
included other common concepts that are fundamental to CS1, such as nested loops,
selection statements with the alternative, recursion, and inheritance, to name a few.
In addition, topics already covered in the base study can be explored in more depth.
Examples of this are a questionnaire on terms for functions only. In this case, all code
snippets to be described have the same focus.

Overall, research can vary and combine all of the opened perspectives. This shows
how broad and diverse the research on terms can be. Thus, a well-founded picture of
the use of terms can be formed.
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6. Conclusion

The overarching research question was, “What new insights emerge from exemplary
teaching-learning situations in introductory programming in postsecondary education
when the relationship between programming language and natural language is made
explicit?”

The most important result is that the consideration of language and the explicit
connection between programming language and natural language represents a new
perspective. This new perspective applies to all actors: researchers, teaching staff such
as instructors, and students. Among other things, it offers new approaches and perhaps
new solutions to old problems. The extent to which the explicit representation of the
relationship is a relevant factor in the exploration and implementation of teaching-
learning situations depends on the particular situation.

Summarizing the studies conducted, the results first show that terms describing a
programming language are relevant in their own right. In this context, a term comprises
a word or expression with a precise meaning and is part of the language. The relevance
of terms also applies to diagnosis and building student conceptions, but to a lesser
extent. Moreover, making this relationship explicit also affected the training of teaching
staff in the context of teaching experiences. To provide more qualified and informed
feedback, a rubric for the quality of responses to student questions about code was
developed and evaluated. In doing so, the language perspective was integrated as a
fundamental component of the rubric categories. Thinking programming language
and natural language together also led to the following new approach: Measuring
programming aptitude using programming tasks based only on natural language. And
this both in the task and in the answer. The resulting Natural Language Computing
Test, or NLCT, has proven to be highly accurate, valid, and reliable. However, as a basis
for instructional videos to support students, the implementation of the language focus
across multiple representations was unconvincing. The topic studied was the difference
between dynamic and static types in Java.
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The contribution of this thesis is both of a putting forth up a new meta-perspective
to think about researching and teaching in computing education. This was achieved
by identifying and bringing together various fragments of research on language in
introductory programming as aspects with a common denominator. At the same time,
it was shown that natural language and programming language and, more broadly,
thinking have always had a relationship and have always been present in research. In
practical terms, this work also showed how the use of terms (a qualitative approach)
can nevertheless be used with larger sample sizes. This method, developed as part
of the Basis Study, is an important methodological contribution to STEM education in
general. This method overcomes the limitations of similar qualitative approaches such
as interviews with their small sample sizes.

In addition, this work has listed various possible applications of the new perspective.
In this way, the previous findings, which belong to basic research, were directly related
to practice – or rather, subjected to a practical test. In this way, the limits of this new
perspective were also identified and explored. The result of Application Study I is an
example of this. In this case, the actual skill level of the students, their zone of proximal
development, was probably more decisive than the basis of the instructional video.

As an additional contribution, this work fills several gaps in CER. The field of terms
has more open questions than answers [33]. To the best of the author’s knowledge,
the Basis Study is the first empiric study to address the questions addressing students
in postsecondary education. This is even though the research call was published in
2015. Moreover, conducting experiments is a rarity [171], and even recent reviews
call for conducting more formal experiments [120]. In Application Study I, this gap
was filled by conducting a randomized controlled trial, i.e., an experiment. The final
area is assessments, on which research needs to focus more [112]. Both Application
Study II and Study III developed new assessment tools to fill this gap. In the former, a
rubric was developed for the quality of responses of teaching staff, while in the latter, a
programming aptitude test was developed based solely on natural language skills.

In summary, the following applies to the new language approach presented as well
as to others: There are situations in which it greatly enriches research and teaching.
However, it is not a magic bullet or a set screw mechanism that always works. Rather, it is
one of several possible perspectives from which to research and teach. Or metaphorically
speaking: It is another component of the subject didactic toolbox of those who teach
and research.
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Case Study on the Terms Novice Programmers Use
to Describe Code Snippets in Java

Svana Esche, Karsten Weihe

Abstract—Contribution: Most work on languages in computing
education currently focuses on non-native speakers. In contrast,
to the best of the authors’ knowledge, this article is the first
response to the call for research on terms that takes into account
the terms used by novices in their language.

Background: Terms are key factors in communication, think-
ing, and belonging to a community, but questions about terms
and their use by novices are listed as research calls that have
not yet been answered for novices. Terms can be used to identify
misconceptions about programming languages and conceptions,
which is an ongoing trend in computing education research.

Research Questions: (RQ1) What terms do novices use to
describe code snippets in Java? (RQ2) To what extent and in what
way do the terms indicate programming language misconceptions
or conceptions?

Methodology: An inductive-dominant qualitative content anal-
ysis (QCA) was conducted to examine the terms used by novices.
The data consisted of more than 1800 free-text responses from
123 undergraduate CS1 students from the fall 2020/21 semester.

Findings: In general, novices use technical language appro-
priately in their terms when describing code but individual
responses and terms revealed a wide diversity. The terms reflect
both undescribed programming language misconceptions and
conceptions, confirming previous research in this area.

Index Terms—Computer science, Terminology, Misconcep-
tions, Mental models, Survey, Qualitative, Higher education

I. INTRODUCTION

LANGUAGE is an important factor in academic success.
Learning a programming language is no exception. This

is all the more true because programming languages are as
alive in the brain as natural languages [1], [2]. However, both
language and the terms used by novices are areas with more
unanswered questions than answered ones [3]. In this article,
the term language is used when referring to a natural language
(such as English). The term programming language is used
when referring to such. A term, in turn, includes a word or
expression with a precise meaning and is part of the language.

In general, Vygotsky laid the foundation for the connection
between language and thinking [4]. Terms are part of the
language through their definition and therefore give insight
into the thinking of individuals. Two other perspectives from
other disciplines support this connection. These are the thresh-
old concepts already applied in computing education research
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(CER) and the perspective of linguists. The threshold concept
links “to think like a Computer Scientist” [5] with using
“appropriate language” [6] for the connection between think-
ing and language mentioned earlier. Some linguists, however,
consider this connection to be one of the three functions
of academic language, in which language acts “as a tool of
thinking” [7]. The other functions are those of communication
and social belonging. These three perspectives reveal the same
thing, namely the importance of language. Therefore, terms as
a part of a language are a relevant area of research.

This article is about novice programmers and the terms they
use. These relate to the first two open questions, which refer
to the terms and their usage, regardless of the speaker [3]. In
contrast to the domain of non-native English speakers and the
terms used by teachers, this article focuses on the terms used
by novices in their language.

Building on Vygotsky’s idea that language, and thus terms,
provide insights into thinking, this article explores how terms
reveal programming language (PL) misconceptions and con-
ceptions. In this work, the term conception is used as an
antonym to the term misconception. Thus, a PL conception
is defined as a statement that (1) refers to a specific code
and (2) does not contradict the syntax and/or semantics of the
programming language that occur in that code.

PL misconceptions, here in the definition of Chiodini et al.
[8], have been the subject of interest since the beginning of
CER [9]. Previous work on novices’ statements on PL code
often consisted of interview studies, which are time-consuming
and result in small sample sizes, e.g., [10], [11]. This article
aims to fill a gap revealed by novices’ statements about code
in a larger sample. Based on the previous analysis, the research
questions are:

(RQ1) What terms do novices use to describe code
snippets in Java?
(RQ2) To what extent and in what way do the terms
indicate programming language misconceptions or con-
ceptions?

The first question is primary, while the second question is
secondary. Therefore, a more in-depth analysis will take place
for RQ1, while the answer to RQ2 will be more shallowed
and thus limited to a few examples.

II. RELATED WORK

The terms and their usage are the starting point, both for the
related work and for answering the research questions (Sect.
II-A). First, a connection to the language-related theoretical
background is established (Sect. II-B), as this serves as mo-
tivation for the exploration of the terms and their placement
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in a larger context. This includes, in particular, perspectives
related to PL (Sect. II-C), which form the transition to RQ2.

A. Terms and Language

In the area of language and terms, three independent strands
of research can be identified. First, Diethelm and Goschler
[3] proposed four open questions on terms and language in
spoken form in conjunction with a call for research in this
area. These questions address “the terms (1.), their usage (2.),
recommendations for terms (3.), and recommendations for
their usage (4.)” [3, p. 23] So far, this call has only been taken
up for the perspective of teachers in the field of language [12],
[13]. In this article, RQ1 addresses both the terms and their
usage, i.e. (1.) and (2.), for programming novices. Second, the
focus is on computing terms and their use from a broader
perspective: the global terminology within the CS community
[14] and the terminology of non-computing lecturers outside
the CS community [15]. Finally, there is the area of research
that focuses on non-native English speakers (NNES) [16], with
an emphasis on language [17] and terms [18].

As this article focuses on the terms programming novices
use in their language, the domain of NNES is left out from
further consideration. In summary, the field of terms in CER is
rather sparse and there are few publications. In contrast, there
is much more work in science education [19] and mathematics
education [20].

B. Language-related Theoretical Background

Several theories from different subjects, disciplines, and
decades have emphasized the connection between language,
thinking and learning in general. Since the 1930s the psy-
chologist Vygotsky has made clear the connection between
language and thinking [4]. The same connection is made by the
idea of threshold concepts, which CER borrowed from Meyer
and Land [21]. The ability to express oneself “in appropriate
language” [6] is part of understanding in a particular domain.
Linguists have recognized the interconnectedness of language
on the one hand and e.g. thinking on the other hand in a
broader sense.

Moreover, linguists have referred to the aforementioned
appropriateness as a “ticket and visiting card” [7]. If someone
is able to express themselves appropriately in the context of
a particular community, then they belong to that community.
For the participants of presented study, this is the community
of computer scientists. Thus, appropriate language is a ticket
into the CS community. Moreover, appropriate language is also
a visiting card to belonging to the CS community. Both the
perspective of the ticket and that of the visiting card belong
to the “socio-symbolic function” [7] of language. In addition
to this function, according to linguistic theory, language has
two other functions, namely “as a medium of knowledge
transmission (communicative function)” and “as a tool for
thinking (epistemic function)” [7].

The former function is a growing trend in research on
classroom language. The latter function is the one already
noted by Vygotsky. While Vygotsky has been frequently cited
in CER since the 1980s, threshold concepts are an emerging

trend. Although the perspective of the linguists has already
found its way into mathematics education, e.g. [22], this is not
yet the case in CER. In CER, several aspects were considered,
namely the classroom language [12] as part of communication
and the ticket and NNES barriers [17]. But no connection
– to the best of the authors’ knowledge – was made from
this generalized linguistic perspective. In summary, language-
related theories were less frequently translated into language-
specific research in the CER. However, the preceding analysis
shows that language-specific research is also important for
CER and what connections language has.

C. Programming Language Misconceptions and Conceptions

Since the early days of CER, researchers have studied mis-
conceptions associated with PL code snippets [9], [23]. This
research trend has carried over to modern PL and led to
numerous publications. Recently, Chiodini et al. [8] have pre-
sented a continuously updated online inventory that integrates
previous research. The previous research cited there can be
categorized by the objects studied: Programs (recent examples
[24], [25]), statements from interviews (e.g., [11]), statements
from explanations of longer codes [10], [26], and statements
based on outdated PL [9], [27]. Chiodini et al. focused on
analyzing “students’ statements about programming, instead
[. . .] students’ programs” [8, p. 383].

Moreover, they stated a definition for PL misconceptions: “A
programming language misconception is a statement that can
be disproved by reasoning entirely based on the syntax and/or
semantics of a programming language.” [8, p. 383]. This
definition was the basis for the definition of a PL conception
as presented in the introduction.

The presented article has the same focus on the state-
ments of students as Chiodini et al. [8]. According to the
research questions and the previous considerations, the PL
misconceptions are related to the terms. On the one hand,
to answer RQ1, it is not appropriate to consider programs,
since programs do not reveal concepts. On the other hand,
descriptions of programs that are longer than code snippets
are not appropriate. This follows from the fact that it would
not be clear which terms the novices used belonged to which
part of the program. Therefore, the approach of statements
referring to descriptions of code snippets seems promising. In
contrast, interviews have the disadvantage that larger samples
are particularly time-consuming and individual components
are less transferable to other programming languages and code
snippets. It is difficult to assess how relevant results based on
BASIC [9] are to modern PL. Therefore, this article fills this
gap by analyzing statements from descriptions of code snippets
formulated in Java.

III. METHODOLOGY

A. Context of the Study

The sample included 123 students enrolled in the CS1 course
during the fall 2020/21 semester at the Technical University of
Darmstadt in Germany. The active population consisted of 712
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students. This number indicates the number of students who
turned in the corresponding weekly homework assignment at
the beginning of the study. The extent to which this small
sample is a threat for validity is discussed in the threat section
(V-D). The participants were mostly first semester high school
graduates. About 40% had an immigrant background, which
is higher than the average of 20% among all German students
[28]. Of the participants, 20% were female. The University
Ethics Committee did not permit the collection of precise
demographic data. No personal data were collected in the
survey. Other ethical issues, such as lack of anonymization or
underage participants, were not relevant to the survey. Under
these circumstances, no approval was required according to
the guidelines of the Ethics Committee.

Learning to program in Java is the central topic of the
CS1 course. The CS1 course normally consists of 14 weeks,
but due to the pandemic in that fall semester, it consisted of
12 weeks. Topics include, among others, the basics of OO,
static and dynamic types, error handling, and generics. The
course follows the Object-First approach using a modified
version of KarelJ [29]. In the first six weeks, programming
is done exclusively in Java. The following two weeks were
spent teaching the functional concepts that have found their
way into Java. The lessons were accompanied by a first
look at the functional language Racket for comparison, but
Racket was not explored further. They then worked with Java
for another four weeks. In total, students were required to
individually submit ten code writing homework assignments.
Apart from these assignments, students were encouraged to
work together. In addition, 30 teaching assistants supported
this course. Afterwards, there was an optional programming
group project. The final exam was an online written exam.

After six weeks of the course, students participated in the
survey. The participation period was nine weeks: three weeks
each before, during, and after the Christmas vacations. The
relatively long period was due to the fact that more students
participated in the survey, which was voluntary. A trade-off
was made between the large amount of data desired and the
length of participation, with the former chosen as the more
important aspect. Participants had a chance to receive one
of 20 vouchers as an incentive. Each voucher contained a
small amount of money. Students participated anonymously to
protect their privacy. At the beginning of the study, participants
received a description of the topic, process, duration, and
benefits of the study. Participants could only proceed if they
gave informed consent.

B. Questionnaire

The case study consists of a one-time online survey with free-
text responses, administrated via the dedicated questionnaire
software SoSci Survey [30]. A qualitative analysis of what was
written was conducted, see Sect. III-C. The content areas used
in the self-evaluation instrument (SEI) [31] are the basis for the
code snippets; these are “variables and assignment (var), input
and output (io), expressions and arithmetic operators (exp),
conditional statements (sel), loops and iteration (loops), data
collections (lists), functions and methods (funcs), and classes

TABLE I
TABULAR SUMMARY OF ID, CONTENT AREA [31], AND CONTENT FOR

EACH CODE SNIPPET IN THE QUESTIONNAIRE.

ID Content
area

Content

C01 var // a and b are of type int
a = b;

C02 var // k is of type int
k = k + 1;

C03 var // a, b, c are of type int
c = b;
b = a;
a = c;

C04 io System.out.println(k);
C05 io // k is of type int

System.out.println(k);
System.out.println("k");

C06 exp // t, m are of type int
m = t % 60;

C07 sel // k is of type int
if (k == 5){

// statementblock A
}
// statementblock B

C08 loops while (i < 100){
// statement block

}
C09 loops for (int j = 0; j < 100; j = j+2){

// statement block
}

C10 loops for (String s : strings){
// statement block

}
C11 funcs // a is of type Person

String s = a.toString();
C12 funcs double meanValue

(List<Integer> data){
// statement block

}
C13 objs Person a = new Person("Armin");
C14 objs // a, b are of type Person

a = new Person ("Sarah");
b = new Person ("Kim");
b = a;

C15 objs Vehicle m = new Motorcycle();

and objects (objs)”. For each of the above content areas, there
are one to three different code snippets in the questionnaire,
shown in Table I. Two of these code snippets have their source
in other articles, namely the variable swap (C03) [32] and
the declaration, initialization and assignment of objects and
references (C14) [33].

In the questionnaire, each code snippet was presented on
a separate page. Each page had the same structure: First
appeared the prompt “Explain what the following code snippet
does.”, then the code snippet, and finally a text entry field.
Only the code snippet for variable swap (C03) and input
and output (C05) are exceptions. For C03, the prompt was:
“Explain what the purpose of the following code snippet is.”
For C05, the prompt was: “Explain how the lines of code
differ.” The prompts, the comment lines on the code snippet,
and the participants’ responses were in German. Participants
could enter responses of any length.

Five TAs who supervised the course conducted a trial run
before students could participate. In doing so, they completed
the questionnaire in its online form as if they were students
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TABLE II
EXEMPLAR CODING PROCESS FOR THE CODE SNIPPET C01.

1. Novice Response 2. Splitting into Code Categories 3. Transforming into Resulting Terms
left-hand side of
the assignment

action in infini-
tive

right-hand side
of the assign-
ment

left-hand side of
the assignment

action in infini-
tive

right-hand side
of the assign-
ment

“The variable a is assigned
the value of variable b.”

The variable a is assigned the value of vari-
able b

variable a assign variable b

(Student 9)
“The integer b is copied
into the integer a.”

the integer a is copied into integer b integer a copy into integer b

(Student 50)

themselves. They also had the opportunity to provide com-
ments on each page of the questionnaire. This was done
through the pretest mode of the SoSci Survey software. The
trial run resulted in a change in the wording of the prompt
to provide more clarity. Namely, from “Please write down
how you would speak the following code.” to the previously
described prompt. The code snippets remained unchanged. In
addition, the time that the TAs took to complete the trial run
allowed for more accurate time estimation.

C. Evaluation of Responses and their Terms
An inductive-dominant qualitative content analysis (QCA) [34]
was performed to answer RQ1 with these guidelines [35].
As a reminder, RQ1 asked: What terms do novices use to
describe code snippets in Java? QCA is a valid, widely used
approach to qualitative data analysis. In QCA, the process of
coding and categorizing is fundamental. The process went as
follows: (1) All terms describing the same part of the code
belong to the same category and all terms referring to a verb
were stored as infinitives. (2) All codes as a result of QCA
have been automatically translated by DeepL. DeepL provides
the best quality among machine translations for the English-
German language pair, which is even more true for the IT
domain [36]. To what extent the results are transferable to the
other translation direction, i.e., German-English, used in this
study remains open. Nevertheless, this seems to be the better
machine translation than others. Manual translation was not
suitable due to the large number of free-text responses.

Since the entire coding process is beyond the scope of this
article, only the coding process of two responses that refer
to the same code snippet is given, see Table II. During the
process, first, the code categories were formed inductively
from an initial reading of the responses. Second, the response
to be coded was split along the categories, see the columns
labeled “2. Splitting into Code Categories” in Fig. II. Third,
the split responses were reduced to the resulting terms, e.g.,
“is assign” became “assign”, and placed in the appropriate
code category. This corresponds to the columns shown in Fig.
II labeled “3. Transforming into Resulting Terms”. In this
example, the responses have been translated a priori for better
readability, in contrast to the coding process performed.

Both individual terms that resulted from QCA and term
groupings were analyzed for frequency. For individual terms,
the frequency of a term from the QCA represented the per-
centage of participants who used that term. These frequencies
were presented in four ways: (1) Frequency tables for the top

ten terms for each code snippet; (2) Frequency tables for each
content area, considering only the terms that appeared in all of
a novice’s responses to the code snippets for that content area;
(3) Total number of unique terms for each code snippet; and
(4) Bar charts showing the distribution for each code snippet.
For (2), at least two novices had to use the related term.

For the term groupings, n-grams were considered. N-grams
are groups of n terms that occur in the same order. In
the previous QCA coding, the order of the terms was not
considered. Thus, for n-grams, novice responses were directly
translated as before. N-grams were computed for each code
snippet individually using a generator [37]. Which n-grams
were relevant for the analysis was not clear from the outset.

As a reminder, RQ2 asked: To what extent and in what way
do the terms indicate programming language misconceptions
or conceptions?

The answer to this question was obtained through a qual-
itative analysis of the individual responses and term usage
of novice programmers. There is no previous research in the
field of novice programmers’ use of terms. Therefore, it was
not possible to determine in advance which parts of the data
set were relevant to answering RQ2. The depth of analysis is
shallow, as this work focuses on answering RQ1 in depth.

IV. RESULTS

As a reminder, RQ1 asked: “What terms do novices use
to describe code snippets in Java?”. In total, participants
formulated over 1800 responses. Students took as much time
(Mdn=20:17 min) as the announced duration of 20 to 25
minutes. A typical response consisted of 14 words, with
no word limit. The word count differed between the code
snippets and the content areas, see Table III. Code snippets
C09 and C14 stand out for their high word length and
high standard deviation. However, a high word count is not
necessarily associated with a high standard deviation, see C07.
Not surprisingly, the average word count in the variables and
input/output content areas is lower than in other content areas.
In the latter areas, there are more elements and relationships
between the elements of the code snippet to describe.

For the terms typically used, the ten most frequent terms
and term groupings are listed (Sect. IV-A). For term diversity,
term distributions are considered and sample responses and
their terms are analyzed in detail (Sect. IV-B). In addition,
participants’ responses yielded undescribed misconceptions
and conceptions for the purpose of variable swapping and
conditional statements (Sect. IV-C).
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TABLE III
DISTRIBUTIONS OF WORD LENGTH OF RESPONSES FOR EACH CODE

SNIPPET, EACH CONTENT AREA, AND THE ENTIRE DATASET.

Content Area or ID Min Max Mdn M SD
Variables 1 76 9 11.87 8.68
C01 4 40 9 10.14 4.96
C02 1 36 8 9.10 5.03
C03 1 76 13 16.57 12.19
Input/Output 2 36 13 13.86 6.83
C04 2 28 9 9.59 4.50
C05 3 36 18 18.12 6.06
Expressions 1 49 12 12.57 5.34
C06 1 49 12 12.57 5.34
Conditional Statements 9 50 20.5 21.25 7.22
C07 9 50 20.5 21.25 7.22
Loops 5 166 14 19.27 14.28
C08 6 53 12.5 16.48 9.87
C09 5 166 23 24.87 19.30
C10 7 39 14 16.91 7.40
Functions 6 57 15 16.34 7.97
C11 6 57 15 16.34 7.68
Objects 1 122 17 19.37 11.59
C13 1 42 16 16.83 7.04
C14 2 122 23 24.48 15.45
C15 5 57 15 16.77 8.79
Entire Dataset 1 166 14 16.42 10.82

With the exception of C12, the non-response rate was
negligible at 1 to 2 %. C12 was removed from the analysis
due to some participants filling out the survey before generics
were introduced, thus affecting its non-response bias.

A. Terms Novices Typically Used

For the terms typically used, this paper focuses on the ten
most frequent terms and the term groupings in the form of
n-grams with the highest frequency. These terms are grouped
by code snippets, see Tables IV and V, and by content areas,
see Table VI. The n-grams are listed in Table VII. In general,
the terms used are not surprising, as indicated by the fact that
no unusual or new terms appear in these tables.

The ten most frequent terms include names, technical terms,
and natural language with mostly compound terms. Names
such as “a” for a variable or “Armin” for a string are the
most frequent terms, with the exception of code snippets C09
through C11.

Apart from the names, most of the terms come from techni-
cal language and not from natural language. This means that,
by and large, the participants are able to use the appropriate
technical language in the appropriate places. The technical
language used is now clarified using the content area variables
and objects. For variables, these are the commonly used terms
“variable” and “value” with the associated activities “assign,”
“increase,” “increment,” and “swap”. For objects, these are the
commonly used terms “object,” “class,” and “type” with the
associated activity “assign”,” as well as the used classes from
the code snippets like “motorcycle” and “person”.

The technical language, in turn, differs from the keywords
and syntax of the programming language. For example, the
term “loop” from the technical language in Java has the key-
words for and while. In contrast to the technical language,
however, only one keyword appears among all the ten most
frequent terms, namely “int” (C01).

The terms typically used include four common verbs,
namely “assign,” “execute,” “output,” and “create.” Each code
snippet contains exactly one of these verbs among the ten
most frequent terms. Thus, the code snippets can be grouped
according to the use of the verb: “assign” (C01, C02, C03,
C06, C11, C14), “execute” (C07, C08, C09, C10), “output”
(C04, C05), “create” (C14, C15). This grouping among verb
terms does not agree with the grouping that results from
content areas as the traditional grouping.

The terms for the content areas themselves, such as “vari-
able” for the content area variables, come to the fore. Only
for some content areas does the associated term appear among
the first ten terms. These are (1) “variable” for code snippets
C01 and C02 and “variables” for C03; (2) “output” for C04
and C05, (3) “object” for C13 to C15. In contrast, the term
“loop” does not appear among the top ten terms in any of the
three code snippets in the content area loops, C08 to C10.

Of the four common verbs, the verb “create” is of particular
interest. In German, there is a counterpart for the technical
term “ instantiate”, namely “instanziieren.” However, in C13,
the 3.3% of novices using “instantiate” is insignificant com-
pared to the 65.9% of novices using “create” to describe the
creation of the object. Thus, in this case, novices preferred a
natural language term. Other terms that originate in natural
language are compound terms that combine other terms.
Examples are “of,” “to,” “from,” “as,” and “by”.

Next, the terms that appear in all code snippets of a content
area are considered, see table VI. The content areas of most
interest here are those that consist of more than one code
snippet. These are not marked with an asterisk. These content
areas differ in several ways: The total number of terms is three
for variables, twenty for input/output (with only the top ten
listed), four for loops, and nine for objects. The number of
terms with a frequency of less than 10% are one for variables,
three for input/output, two for loops, and four for objects. The
term “variable”, representing the content area itself, appears
in only 4.9% of all descriptions of code snippets. A similar
picture emerges for loops, where the term “loop” appears only
in 7.3%. In contrast, the term “output” appears in 36.6% and
the term “object” in 38.2% of all descriptions of code snippets.
Thus, the similarity of terms between code snippets is low for
variables and loops and high for input/output and objects.

In what follows, the focus is on the analysis of n-grams.
Among n-grams, 3-grams and 5-grams have been found to be
rich in quality. These are listed in Table VII. Eight of the total
fourteen 3-grams are a subset of the corresponding 5-gram,
indicated by italics. Thus, 3-grams and 5-grams partially share
terms and the order of terms. In addition, 3-grams and the top
ten terms share similarities. All terms of 3-grams, except for
articles such as “a”, “an”, and “the”, are part of the top ten
terms. Some code snippets also have the same 3-gram, namely
“the value of” for C01, C04, and C05. The 3-grams of C07 and
C09 are not identical but similar, as are the 5-grams of C07
and C10. All of these results suggest a general homogeneity of
the terms typically used. However, the frequency of 3-grams
and 5-grams differs between code snippets. Code snippet C07
has the highest frequency for n-grams, 71.5% for the 3-gram
and 43.9% for the 5-gram. The lowest frequencies are 17.11%
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TABLE IV
THE TEN MOST FREQUENT TERMS FOR EACH CODE SNIPPET FROM C01 TO C07, WITH THEIR FREQUENCY (%). TERMS WITH THE SAME FREQUENCY

ARE LISTED TOGETHER, SEPARATED BY A SLASH (/).

C01 C02 C03 C04 C05 C06 C07
Nr. Term % Term % Term % Term % Term % Term % Term %
1 b 97.6 k 98.4 a 74.0 k 95.1 k 94.3 m 93.5 A 93.5
2 a 96.7 by 79.7 b 68.3 console 61.0 output 72.4 t 83.7 B/k 92.7
3 value 82.9 value 44.7 of 61.0 value 53.7 value 71.5 of 66.7 execute 88.6
4 of 69.1 increase 40.7 c 48.8 output 48.8 of 63.4 assign 50.4 if 82.9
5 assign 66.7 increment 36.6 swap 46.3 of 48.0 first 54.5 modulo 46.3 block 81.3
6 variable 39.0 of 33.3 values 45.5 print 38.2 string 48.8 value 45.5 statement 61.8
7 from/to 9.8 one 28.5 value 43.1 in 35.8 second 47.2 remainder 41.3 then 57.7
8 copy 8.1 variable 26.8 variables 22.8 on 27.6 line 44.7 variable 31.7 value 55.3
9 integer/set/store 7.3 assign 13.0 assign 19.5 line 17.9 letter 40.7 by 27.6 be/equal 39.0
10 int 6.5 add 10.6 to 13.8 to 15.4 variable 23.6 division 22.0 otherwise 27.6

TABLE V
THE TEN MOST FREQUENT TERMS FOR EACH CODE SNIPPET FROM C08 TO C15, WITH THEIR FREQUENCY (%). TERMS WITH THE SAME FREQUENCY

ARE LISTED TOGETHER, SEPARATED BY A SLASH (/).

C08 C09 C10 C11 C13 C14 C15
Nr. Term % Term % Term % Term % Term % Term % Term %
1 i 91.9 block 80.5 block 68.3 string 89.4 person 92.7 b 95.9 motorcycle 91.9
2 block 87.0 execute 77.2 statement 65.0 a 82.1 Armin 84.6 a 91.1 vehicle 87.0
3 execute 83.7 j 74.0 strings 63.4 of 52.0 object 78.9 person 68.3 object 77.2
4 than 75.6 statement 65.9 each 60.2 to 49.6 a 74.0 Sarah 59.3 m 74.0
5 as 69.9 by 54.5 execute 59.3 toString 47.2 of 70.7 object 54.5 of 65.9
6 less/long 68.3 increase 42.3 for 56.1 method 43.9 create 65.9 assign 52.8 type 56.9
7 its 64.2 times 41.5 string 48.8 object 36.6 new 51.2 of 49.6 create 51.2
8 be 59.3 than 38.2 in 47.2 assign 32.5 class 43.9 Kim/to 45.5 new 43.9
9 statement 56.1 as/be 36.6 s 44.7 person/value 30.9 string 39.0 with 39.0 class 43.9

10 value 30.9 long 31.7 element 24.4 type 28.5 type 37.4 two 38.2 reference 30.1

TABLE VI
THE MOST FREQUENT TERMS FOR EACH CONTENT AREA APPEARING IN EACH RESPONSE TO THE ASSOCIATED CODE SNIPPETS, WITH THEIR FREQUENCY
(%). AT LEAST TWO NOVICES HAD TO USE THIS TERM. CONTENT AREAS MARKED WITH AN ASTERISK (*) CONTAIN ONLY ONE CODE SNIPPET. TERMS

WITH THE SAME FREQUENCY ARE LISTED TOGETHER, SEPARATED BY A SLASH (/).

Variables Input/Output Expressions* Conditional
Statements*

Loops Functions* Objects

Nr. Term % Term % Term % Term % Term % Term % Term %
1 value 22.8 k 86.2 m 91.1 A 93.5 block 53.7 string/a 80.5 object 38.2
2 of 17.1 output 36.6 t 80.5 B/k 92.7 statement 28.5 s 79.7 of 35.8
3 variable 4.9 of 39.0 of 66.7 execute 88.6 loop 7.3 of 52.0 class 13.8
4 value 36.6 assign 50.4 if 82.9 execute/of 2.4 to 48.8 new 13.0
5 console 22.0 modulo 46.3 block 81.3 toString 47.2 reference/type 11.4
6 in 13.0 value 45.5 statement 61.8 method 43.9 create 9.8
7 variable 11.4 remainder 41.3 then 57.5 object 36.6 variable 4.1
8 line/on 6.5 variable 31.7 value 55.3 assign 32.5 assign 3.3
9 string 4.9 by 27.6 be/equal 39.0 person 30.9 with 1.6
10 store 4.1 division 21.9 otherwise 27.6 value 30.1

(C11) for the 3-gram and 6.5% (C14, C15) for the 5-gram.
In summary, the terms and term groupings presented in the

frequency tables, together with the preceding analysis, provide
an answer to RQ1. In this paper, not all terms are listed, but
the typical terms with their frequency. More details on the
terms used can be found in the following Sect. IV-B.

B. Term Diversity

For term diversity, term distributions and sample responses
from novices are considered.

First, the term distributions for each code snippet are shown
as bar charts in Fig. 1. Each bar represents a term, and the
height of the bar represents the frequency of that term on a
percentage scale. The narrower the bars, the more different
terms the novices used for this code snippet.

The distributions as a whole are characterized by a high
degree of homogeneity. This is evident from the general
appearance of the distributions, namely the similarity to an
exponential distribution. All bar charts have (1) a peak with
a few terms with high frequency and (2) some terms with
medium frequency. In addition, (3) for all bar charts, the height
of most terms is barely distinguishable from zero. This means
that most terms were used by at most a handful of novices. It
would also have been conceivable that the bar charts consisted
of many more different terms, with no term being mentioned
more often than the others. For the bar charts, this would
mean that all bars have a similar height and there is no steep
flattening.

However, the term distributions differ with respect to the
total number of terms, see caption in Fig. 1. The number of
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TABLE VII
TABULAR SUMMARY OF THE ID OF THE CODE SNIPPET AND THE MOST

FREQUENT N-GRAMS FOR N=3, N=5 WITH THEIR FREQUENCIES (%).

ID 3-gram % 5-gram %
C01 the value of 70.7 is assigned the value of 19.5
C02 is increased by 26.8 k is increased by 1 15.4
C03 a and b 33.3 a and b are swapped 15.4
C04 the value of 37.4 the value of k is 16.2
C05 the value of 50.4 the value of k is 15.4
C06 t modulo 60 48.8 m is assigned the value 17.1
C07 A is executed 71.5 statement block A is

executed
43.9

C08 as long as 32.5 i is less than 100 23.6
C09 block is executed 21.1 j is less than 100 12.2
C10 the statement block 57.7 the statement block is

executed
26.0

C11 the method toString 17.1 the return value of the 8.1
C13 a new object 35.8 a new object of the 16.2
C14 a and b 35.0 objects of the class Per-

son
6.5

C15 an object of 22.0 object of the class Mo-
torcycle

6.5

terms ranges from 40 (C02) to 168 (C10). The distributions
flatten less for the code snippets where the most frequent term
has a frequency of 85%. This is true for code snippets C03,
C09, and C10. This means that a greater variety of terms is
used in these code excerpts.

A possible explanation for this result is that the novices
use different approaches to describe the corresponding code
snippets. For C03, novices either described the purpose of the
three-line swap with using terms similar to “swap values of
a and b”. Or they described the assignment of the variables
separately and used terms like “assign the value of the variable
b to the variable c”. Both approaches do not share common
terms, but all terms are apparent among the ten most frequent
used terms. For C09, some novices only described the number
of iterations with used terms similar to “the statement block
is executed 50 times”. Whereas other novices described most
or all elements of the loop header, but did not mention the
number of iterations. In contrast, the responses for C10 are
more varied and no clear-cut approaches were found, as in
the previous code snippets.

The conclusion from the distributions is that the ten most
frequent terms provide good coverage of all terms. Thus, they
provide a sufficient answer to RQ1.

Second, some examples of terms and responses are pre-
sented to illustrate the diversity.

1) Example 1 – Conditional Statements: In this example,
the term diversity of code snippet C07 is analyzed because the
degree of diversity among terms varies. First, the terms for
the keyword if in the second line of code are considered. In
C07, 78.0% of participants used the term “if.” The remaining
terms are evenly distributed over: “whether,” “whether if,”
“in case,” “only if,” “whether if yes,” “provided,” “as long
as,” and “should,” in descending order of frequency. Thus,
there is little variety among the nine different terms for the
keyword if. However, the frequency tables counted single
terms. The compound terms containing the term “if” were
already included in the frequency of the term “if”. Therefore,
the reported frequency of 82.9% is higher than the frequency

TABLE VIII
TABLE WITH EXAMPLES OF STUDENT RESPONSES FOR THE PURPOSE OF

VARIABLE SWAPPING (C03)

Student Response for the Purpose of the Variable Swap (C03)
3 It is said that a, b, c have the same value

13 c, b and a are assigned the value b,a and b respectively.
17 The values a and b are exchanged by means of the auxiliary

variable c.
18 swap triangle
48 a = a. The variable a is in the end equal to a
49 assignment
90 This code swaps the contents of variables a and b using a

temporary variable c.
118 The values of the variables are rotated through/moved up?

At the end, a as well as c have the starting value of b. The
purpose is not clear to me from this section alone.

of 78.0% of using only the term “if”. If one merges all the
previous terms, except “as long as”, into the single term “if”
as a representative for these terms. Then the frequency of the
term “if” increases from 78.0% to 94.3%, making it the most
frequently occurring term in C07.

In contrast, there are 46 terms describing the execution
of statement block B, which refers to the last line of the
code snippet. This higher number, i.e., the comparison of
46 to 9 different terms, indicates a greater diversity among
the terms. Among the 46 terms, the five most common
terms are: “otherwise” (15.4%), “only” (8.9%), “in any case”
(8.1%), “independent” (5.7%), and “always” (6.5%). The low
frequencies show that there is no salient term as in the case
of the keyword if. Participants also chose combinations that
yielded a large number of terms, e.g., “otherwise skip directly.”
In the previous listing, the combined terms were not counted,
but listed individually. In the frequency tables, the terms were
counted individually, which explains the higher frequency.
However, the diversity described here in the description of
the following statement block after a conditional statement
does not mean that there are no clusters. These clusters are
described in Sect. IV-C, which is about RQ2, i.e., how terms
reveal PL misconceptions and conceptions.

2) Example 2 – Variable Swap: Participants’ terms and
their connection between terms vary widely for the code
snippet of the variable swap (C03). As a reminder, participants
were asked to describe the purpose of this code snippet.
Table VIII shows some examples of related student responses.
Previous studies have discussed the difficulty of this task for
novice programmers, e.g. [32], [38], [39]. This study is no
exception in this regard, as the following examples show.

Student 3 incorrectly described the values of the variables.
Both student 13 and student 118 explained the three assign-
ments in their excerpts, but in different ways. They did not
formulate a purpose for the three assignments. Student 17
understood the purpose of the variable swap. However, the
term “values a and b” is not fully correct, since a and b are
variables and not values. Student 48 has an assignment PL
misconception. They have applied their mathematical experi-
ence with the character = to the code. Student 49 has shown
only that they understood that the character = stands for the
term assignment. Student 90 correctly described the purpose.
However, student 118 was aware that there was a purpose for
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n)
Fig. 1. Distributions of terms for each code snippet, followed by total number of terms. On the x-axis are the terms and on the y-axis their frequency between
0 and 1. (a) C01, 56. (b) C02, 40. (c) C03, 117. (d) C04, 98. (e) C05, 119. (f) C06, 71. (g) C07, 114. (h) C08, 83. (i) C09, 149. (j) C10, 168. (k) C11, 124.
(l) C13, 82. (m) C14, 155. (n) C15, 118.

the assignments, but did not describe the value of variable b
after the three lines of code.

Students 3 and 18 are not isolated cases, but are rep-
resentative of two groups within the 28.5% of participants
who described a false purpose. The first cluster is swap,
consisting of 13.0% of participants with the terms “swap
triangle,” “swap,” “swap b and c,” “swap a and c.” The
second cluster is same value, consisting of 7.3% of participants
with the terms “same value,” “same value a,” “same value
b.” Within the description of false purpose, the remaining
8.1% cannot be grouped together nor do any of the terms
occur more frequently than two novices. These include, for
example, “shift”, “cache”, or “assign”. In addition, Student 13
is representative of both the 28.5% of participants who did
not describe the required purpose and the subset of 11.4% of
students who explicitly stated the value of all three variables.

In relation to the research questions, the following results
emerge: (RQ1) Participants use correct terms (e.g., swap)
and incorrect terms (e.g., same value) or terms that describe
the process but are not appropriate for abstraction, such as
the term “assign” in Student 17’s response. (RQ2) Some
of the terms directly suggest a PL misconception, such as
“same value,” but others, such as “swap,” are contextual.
Therefore, how participants use the term “swap” is critical in
determining whether they are conveying a PL misconception or
a conception. As with the previous example, the relationship to
PL misconception and conceptions is discussed in more detail
in Sect. IV-C.

3) Example 3 – References and Aliasing: This last example
shows how much the participants’ answers vary in length,
comprehensiveness, and precise use of technical terms. The

related code snippet C14 is about references and aliasing of
objects in Java. Table IX lists two student responses for C14,
each representing the full student description of this code
snippet.

Student 27 summarized the declaration and initialization
in lines 1 and 2 of the code in their first sentence. For the
initialization, they used the term “are created” for what is done
during initialization and “objects of the class Person” for what
is created. Student 27 also distinguished between objects and
references as separate terms, indicated by the text fragment
“to each of which [referring to the objects] a reference [. . .]
points.” More precisely, the term should read “reference of
type Person”, not “reference of the class Person” as used by
student 27. Student 27 described the assignment in the first
part of the second sentence. Then this student explained the
consequences of the assignment: both references refer to a
single object, the lack of addressability of the other, previously
created object. Student 27 did not mention the attributes of the
object indicated by the lack of use of related terms.

In contrast, Student 30’s response is much shorter because
the description covers only the consequences of the third line
of code. The declaration and initialization of the references a
and b do not occur. The only terms Student 30 used are the
attributes as literal, i.e. “Sarah” and “Kim”, and the term “is
overwritten”. Thus, the string attributes are used to represent
the entire object, which is equivalent to an “identity/attribute
confusion” [40]. This is an example, how terms are able to
indicate PL misconception as stated in RQ2.

The comprehensiveness of the responses of these two stu-
dents can be deduced by attempting to reconstruct the code
backwards from the description. This is largely possible for
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TABLE IX
TWO STUDENT EXCERPTS ON DECLARING, INITIALIZING REFERENCES,

AND REFERENCING OBJECTS (C14)

Student Response for the Object Assigment (C14)
27 Two objects of the class Person are created, to each of which

a reference of the class Person points. Then b is assigned the
value of a, which is why both references now point to the
object referenced by a and the other person is no longer
addressable.

30 "Sarah" is overwritten with "Kim".

Student 27, but not for Student 30. For conclusion, these
two responses show that the answer to RQ1 (What terms do
novices use to describe code snippets in Java?) depends on
the individual novices. At the same time, it can be said that
the analysis of the terms actually points to PL misconceptions
and conceptions as a response to RQ2.

C. Terms Revealing PL Misconceptions and PL Conceptions

In the previous examples (see Sect. IV-B), the transition from
terms to PL misconceptions and PL conceptions has already
been touched upon. Now the answer to RQ2 will be discussed
in more detail. Two aspects should be recalled: The definitions
of PL misconceptions and PL conceptions are given in Sect.
II-C. This work focuses on two exemplary code snippets and
therefore the answer to RQ2 will be rather shallow.

Attention now turns to code snippet C07, which belongs
to the content area of conditional statements. There the
terms can be grouped according to the PL misconception
or PL conception to which they belong. These are one PL
misconception and three different groups of PL conceptions.
The PL misconception is that novices convey the following
statement by using terms: “The following statement block
is executed only if the Boolean value of the conditional
statement is false.” Terms that indicate this PL misconception
are “else,” “in the other case,” and “otherwise”. In total, 34
of the 123 participants belong to this group, which considers
the following statement block as its counterpart. Here, the
responses would be appropriate if the code consisted of an
if-else structure. However, in C07, there is no else part.

In the first grouping of the PL conceptions, novices consider
the following statement block as a separate entity. This means
that regardless of whether the condition is true or false, the
following statement block is executed independently. Terms
that indicate this PL conception are “independent,” “always,”
and “in any case”. In total, 30 of the 123 participants belong to
this group. In the second group, novices describe the following
statement block as later in time. Thus, the execution of the fol-
lowing statement block takes place after the possible execution
of the conditional statement block. Terms that indicate this PL
conception are “following,” “after,” and “then”. In total, 11 of
the 123 participants belong to this group. In the last group, the
PL conception consists of skipping the conditional statement
block. This is equivalent to the following statement: “If the
condition is false, the conditional statement block is skipped.”
Terms that indicate this PL conception are “skip,” “ignore,” “if
directly,“ and “leave out”. In total, 13 of the 123 participants
belong to this group.

The responses belonging to the first group of PL conceptions
and the PL misconceptions both occurred in about a quarter of
all the participants’ responses. Thus, they are both important
elements to consider when dealing with conditional statements,
since together they account for half of the participants’ re-
sponses. The second and third groups of PL conceptions occur
more frequently than sporadic ones, namely in one tenth of all
responses, but these PL conceptions play a much smaller role.

V. DISCUSSION

A. Answers towards the Research Questions

The first research question was: What terms do novices use to
describe code snippets in Java?

The answer to this question consists in the direct sense
of the frequency tables of the ten most frequent terms and
term groupings (see Sect. IV-A) and the example answers
(see Sect. IV-B), since in these the terms used by the novices
are represented. The distributions show that focusing on the
ten most frequent terms is indeed the answer to RQ1. The
frequencies of the terms quickly flatten out and overall re-
semble an exponential distribution. Thus, the terms that do
not appear among the ten most frequent were mostly used by
only a few novices. Therefore, the ten most frequent terms
are salient for describing the associated code snippet and the
programming concepts it contains. Moreover, not all code
snippets of one content areas were described using similar
terms. In the findings, the use of verb terms that novices
typically used in code snippets stood out. The new grouping
among the terms “assign,” “execute,” “output,” and “create”
did not agree with the grouping that resulted from the content
areas. Thus, the answer to the question of which terms novices
use can lead one to question the traditional groupings in
terms of content areas. To what extent is it useful in class to
show similarities between traditionally different code snippets
by using the same or similar terms? In general, there is a
homogeneity of terms, but at the individual level there is a
wide range both in the terms themselves and in the number
of terms used.

The second research question was: To what extent and
in what way do the terms indicate programming language
misconceptions or conceptions?

This work has shown superficially, with two examples, that
terms have the possibility of revealing novices’ PL miscon-
ceptions and conceptions. However, this work does not aim to
generalize to other examples, nor is it so simple that the terms
always reveal the PL misconceptions and conceptions of the
novice. Rather, the analysis of the terms can be as a possible
heuriusmus for discovery, but not necessarily leading to the
goal. This will be explained with the example of variable swap.
In the analysis of the variable swap (C03), it has been shown
that there are terms that directly indicate PL misconceptions,
such as “same value”, and others that are contextual, such
as “swap”. However, the terms used by novices point to PL
misconceptions and conceptions. This was also shown by
means of the concepts conditional statements and references
(see Sect. IV-B, IV-C). In contrast, it is also possible for
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novices to use certain terms as shortcut. In this case, these
novices would not show misconceptions in a follow-up study
during the interview. No follow-up study was conducted for
this case study. Therefore, the claimed connection between
terms and conceptions remains weak. As as results, practi-
tioners – such as teachers, instructors, and teaching assistants
– cannot look to terms alone to make appropriate performance
diagnoses. The context and interplay of how terms are used
are equally important. Nonetheless, by analyzing the terms,
previously undescribed PL misconceptions and conceptions
can be described (see Sect. IV-C). Moreover, it may be fruitful
to consider the novices’ terms in one’s own teaching. More
detailed and further implications for practitioners are discussed
in Sect. V-C.

B. Significance of Findings and Strengths of the Study

Terms are key factors in communication, both in daily life
and in academia. In a CS1 course as part of academic
computer science, instructors aim to teach novices how to
program. Therefore, the terms of novices are important both
for instructors in designing their courses and for researchers
in developing evidence-based teaching methods. In summary,
the answers to the research questions proposed in this article
are relevant to CER.

Moreover, this study is – to the best of the authors’ knowl-
edge – the first answer to the open questions of Diethelm and
Goschler [3] regarding the terms and their usage of novices
in their natural language.

Last, the strengths of this study are presented. The data set
is relatively large, with more than 1,800 responses. Moreover,
the analysis of the terms was done directly on them and not
on more or less related learning artifacts. Therefore, this study
provides direct access to the terms and presents some of them
directly with examples (see Sect. IV-B).

C. Recommendations for Teaching in CS1

Even though this is only a case study, some recommendations
for teaching CS1 with Java can already be given.

The authors see a possible application for everyday practice
of using the questionnaire with the listed prompt as a diagnos-
tic tool. This is based on the connection that language is a “tool
of thinking” [7] and that language and thinking are connected
[4]. This connection was described in Sect. II-B. Thus, the
diagnosis of language provides clues about students’ thinking.
On the one hand, the questionnaire can serve as a formal
assessment, but also as a self-assessment for the students.
This practical application was also addressed by participants
in the study. Below are three excerpts from the free-text field
for criticism and comments from the questionnaire: (a) ”The
survey was useful so that I can see for myself where I stand
right now.” (b) ”Thank you, it made me feel like I already
understood a little bit” (c) ”Showed some gaps for me, thanks
for that!” From the excerpts, it appears that the self-assessment
aspect consists of three parts: (1) knowing where you are right
now; (2) seeing what you can already do; and (3) seeing what
you cannot do yet and identifying those gaps.

The appropriateness of the terms cannot be determined
across the board. Therefore, the authors did not evaluate the
terms found in the word clouds for appropriateness. Rather, the
terms were examined exemplarily for their use in the respec-
tive context. For example, in the last paragraph of Example 2 –
Variable Swap, it was shown that some terms directly indicate
a PL misconception, while others are context dependent. A
follow-up study would be necessary to determine which terms
are still considered appropriate by different instructors from
different countries and contexts and which are no longer
appropriate. However, this exploratory study cannot do this.

What this study can do, however, is present examples
of terms and descriptions for code snippets. Teachers can
use these to engage in conversation with their students. For
example, the responses for the purpose of the variable swap
(see Table VIII) could be presented to students along with
the code snippet. In groups or in plenary, students should
discuss which terms are appropriate and which terms make
them appropriate or inappropriate. In this way, students learn
not only the correct conceptions, but also how to describe
them appropriately. On the other hand, students benefit by
building their negative knowledge. Negative knowledge is
based on the assumption that “to know what is wrong helps
in understanding what is right” [41] and has already found its
way into educational research.

In addition, teachers can compare their own descriptions
of code snippets in class with the terms and term groupings
presented in this work. This could lead to several teaching
scenarios: (1) The teacher proactively considers the novice
terms and highlights which parts might be appropriate and
which do not fit the learning objectives. (2) This could
also lead to jointly created best practice description during
instructional sessions. (3) The teacher can review their own
use of terms in the instructions and determine if they are
unintentionally using shorthand terms.

D. Limitations and Threats to Validity

There are both limitation of this study and several threats that
warrant discussion.

To begin with the limitations: This study is a case study. It
is the nature of case studies that they are less amenable to gen-
eralization. This is also the case with this study. Generalization
to all Java novices in other CS1 courses is not guaranteed. The
results on the terms depend on the context, i.e., the course, the
participants, and the code snippets of the questionnaire. If only
one of the three parameters is changed, most likely the terms
will change as well. Therefore, this study is only a first look at
the answers to the open questions of Diethelm and Goschler
[3] regarding the terms and their usage.

Second, the internal threats are listed. The maturation effect
may have occurred: The period of study participation was
relatively long, nine weeks. Students could participate before,
during, and after winter break. Students who participated later
might have improved their skills. Their maturation might have
resulted in a higher rate of appropriate responses. The long
period of study participation was chosen because otherwise the
sample size would have been about half as large, i.e., n=60, for
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a duration of one week. When weighing more data against the
maturation effect, the former was chosen. Possible reasons for
the low number of participants are: (1) the duration of study
participation was relatively long, 25 to 30 minutes; (2) students
focused only on necessities due to the Corona pandemic, so
additional activities such as study participation fell short.

In addition, despite efforts to be objective, inductive-
dominant qualitative content analysis (QCA) is influenced
by the researcher who conducted the QCA. Thus, another
researcher could have created different categories for the terms
used in the responses. There may also have been translation
issues as participants’ responses were translated from German
to English for presentation in this article. These issues were
addressed by using established translation software such as
DeepL to reduce individual translation issues, see Sect. III-C.

Last, the external threats are listed. No demographic data
could be collected. Thus, the sample demographics may not
be representative. Good students with prior knowledge of Java
would provide a baseline, i.e., what results these students
would get when describing code snippets assuming they have
no programming problems. In general, it is very likely that
students with different levels of Java knowledge participated,
even if they took the same CS1 course. This knowledge
most likely influenced the students’ ability to describe the
code snippets in Java. All students were from the same
university in Germany and these participants were only a
small subset of all students in the CS1 course. Therefore, the
results are difficult to generalize to the entire CS1 population
in this course. The small subset is mainly due to the fact
that participation in the study was voluntary. The research
guidelines of the authors’ university require that participants in
empirical studies explicitly and understandably agree that they
are voluntarily participating in our research. In accordance
with these guidelines, there is no other option than to offer
participation in the study as voluntary.

VI. CONCLUSION

Language and reasoning are interrelated [4], and language also
fulfills other functions like for communication and belonging
[7]. A term includes a word or expression with a precise
meaning and is part of the language. The call for the study
of terms proposed by Diethelm and Goschler [3] has so far
received little attention, especially in the field of novices and
terms in their natural language.

Thus, this article focuses on terms and the connection
towards PL misconceptions and conceptions, leading to the
following research questions: (RQ1) What terms do novices
use to describe code snippets in Java? (RQ2) To what extent
and in what way do the terms indicate programming language
misconceptions or conceptions?

The results to the research questions are based on more than
1,800 responses from n=123 participants in a German CS1
course. As for RQ1, the results on the terms were presented
by frequency tables for the ten most frequent terms, n-grams,
distribution plots, and by analysis of the sample responses. On
the one hand, the terms used by novices are generally homo-
geneous, as shown by the fact that the distributions quickly

flatten out. On the other hand, the individual responses show
great diversity. As for RQ2, the results show that the terms can
serve as a possible heuriusmus for discovery of conceptions,
but do not necessarily lead to the goal. Moreover, some terms
are contextual, so that without context it is not possible to
decide whether a conception is present or not. Therefore, there
is no causality between terms and conceptions.

In the future, the authors would like to apply the question-
naire to courses outside Germany.
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New York, London: Harvester Wheatsheaf, 1990, pp. 62–82.

[5] J. Rountree and N. Rountree, “Issues regarding threshold concepts
in computer science,” in Proceedings of the Eleventh Australasian
Conference on Computing Education - Volume 95. AUS: Australian
Computer Society, Inc., 2009, p. 139–146.

[6] J. H. Meyer, “Threshold concepts and pedagogic representation,” Edu-
cation+ Training, vol. 58, no. 4, pp. 463–475, 2016.

[7] V. Heller and M. Morek, “Academic discourse as situated practice: An
introduction,” Linguistics and Education, vol. 31, pp. 174–186, 09 2015.

[8] L. Chiodini, I. Moreno Santos, A. Gallidabino, A. Tafliovich, A. L.
Santos, and M. Hauswirth, “A curated inventory of programming
language misconceptions,” in Proceedings of the 26th ACM Conference
on Innovation and Technology in Computer Science Education V. 1,
ser. ITiCSE ’21. New York, NY, USA: ACM, 2021, p. 380–386.
[Online]. Available: https://doi.org/10.1145/3430665.3456343

[9] P. Bayman and R. E. Mayer, “A diagnosis of beginning programmers’
misconceptions of basic programming statements,” Commun. ACM,
vol. 26, no. 9, p. 677–679, Sep. 1983. [Online]. Available:
https://doi.org/10.1145/358172.358408

[10] J. Sorva, “Students’ understandings of storing objects,” in Proceedings
of the Seventh Baltic Sea Conference on Computing Education
Research - Volume 88, ser. Koli Calling ’07. AUS: Australian
Computer Society, Inc., 2007, p. 127–135. [Online]. Available:
https://doi.org/10.5555/2449323.2449337

[11] L. C. Kaczmarczyk, E. R. Petrick, J. P. East, and G. L. Herman,
“Identifying student misconceptions of programming,” in Proceedings
of the 41st ACM Technical Symposium on Computer Science Education.
New York, NY, USA: ACM, 2010, p. 107–111.

[12] S. Sentance and J. Waite, “Teachers’ perspectives on talk in the
programming classroom : Language as a mediator,” in Proceedings
of the 17th ACM Conference on International Computing Education
Research, ser. ICER 2021. New York, NY, USA: ACM, 2021, p.
266–280. [Online]. Available: https://doi.org/10.1145/3446871.3469751

[13] B. A. Becker, D. Gallagher, P. Denny, J. Prather, C. Gostomski,
K. Norris, and G. Powell, “From the horse’s mouth: The words we use
to teach diverse student groups across three continents,” in Proceedings
of the 53rd ACM Technical Symposium on Computer Science Education
V. 1, ser. SIGCSE 2022. New York, NY, USA: ACM, 2022, p. 71–77.
[Online]. Available: https://doi.org/10.1145/3478431.3499392

[14] Simon, A. Clear, J. Carter, G. Cross, A. Radenski, L. Tudor,
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ABSTRACT
Much work on instructional videos in computing education fo-
cuses on the overall impact and technical aspects of videos, such
as motivation and length. However, it might be significant how
the underlying pedagogical theory, the didactic basis, determines
the delivery of the content. We conducted a randomized experi-
ment to investigate the research question: How does the didactic
basis of an instructional video affect code writing performance
and self-efficacy given the basic skill of novice programmers? Our
data included two cohorts of 133 and 428 CS1 students from the
Fall semesters of 2021/22 and 2022/23, respectively. In cohort 1,
videos based on language-sensitive teaching led to significantly
better results in writing code in object orientation for novices with
medium basic skills than videos based on worked examples. This
result could not be replicated in cohort 2. We found no effect on
novice self-efficacy in either cohort.
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1 INTRODUCTION
Instructional videos have gained prominence and prevalence in
introductory programming courses. This trend has been increasing
since 2020 due to the pandemic; see the increasing number of pub-
lications in the ACM Digital Library [18]. Computing education
research (CER), for example, has examined what technical aspects
of videos capture students’ attention [12], the domain of the videos
themselves [37], and videos with or without quizzes [16].
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However, each video has an underlying pedagogical theory, the
didactic basis, which determines the delivery of the content. The
didactic basis could also effect the benefits of an instructional video.
As far as we are aware, the effects of different didactic bases have
not been compared before. This study examines the effects on
learner performance in terms of code writing and self-efficacy. The
latter is also interesting because of its various connections to other
constructs [32] and because it is a “legitimate outcome in itself”
[40]. We do not assume that the videos have the same effect on
all novices, since they indeed have heterogeneous levels of skills.
Based on the previous considerations, the research question is:
RQ How does the didactic basis of an instructional video affect

code writing performance and self-efficacy given the basic
skill of novice programmers? 1

To this end, we conducted an experimental study using Item
Response Theory (IRT) [4] to ensure the validity and reliability of
the test instruments used. For the experiment, we narrowed down
the content of the instructional videos to Java as programming
language (PL) and object orientation (OO). The reasons for this
are: Java is one of the most common PL in CS1 [9] and therefore
relevant to many CS1 courses. Parts of OO are particularly difficult
content in CS1, e.g., references and pointers [17], and inheritance
[10]. In addition, Xinogalos described a research gap in teaching
approaches to OO [38].

2 THEORIES
Instructional videos are intended to provide scaffolding for novices.
We therefore describe Vygotsky’s theory concerning this scaffold-
ing (Sect. 2.1), the implementation of the videos through various
didactic bases (Sect. 2.2), and the refinements of the RQ (Sect. 2.3).

2.1 Vygotsky’s Zone of Proximal Development
We approach the concept of scaffolding through Vygotsky’s theo-
retical concept of ZPD, which stands for “zone of proximal devel-
opment” [36], meaning the zone of next development. We briefly
describe what the term ZPD encompasses. There is an initial zone
where learners can solve the task independently. In the ZPD, learn-
ers cannot solve the task independently, but only with support. In
the third zone, learners fail to solve the task, either with or without
support. One of two perspectives of ZPD is the “pedagogy” [39].
Pedagogy is about taking action to help students reach a higher
zone. Vygotsky used the following phrase to explain how students
act out of ZPD: “the imitative performance of some intellectual
operation that is reasoned and based on understanding” [39].

1This paper builds upon an extended abstract [8]. Neither the theories, the full method-
ology, nor the second cohort in general were included there.
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Next, we apply the concept of ZPD to instructional video support.
The video illustrates to novices how to solve a particular problem.
Thus, the novices see in the video what thought process they could
imitate afterwards. This imitation could lead to positive effects in
the code writing (CW) task because it provides scaffolding. This
imitation will probably have different effects on the novices because
their basic skills of OO are different. The novices with good basic
skills do not need imitation because they can solve the task by them-
selves, i.e., falling into the first zone of the ZPD concept. In contrast,
the students with low basic skills lack the necessary understanding.
Thus, imitation would not be “based on understanding” [39]. These
novices fall into the third zone and the instructional video will not
be able to help them if they are to solve a later task independently.

2.2 Didactic Bases
We present two specific didactic bases, namely the worked ex-
amples (WE) approach and the language-sensitive teaching (LST)
approach adopted from mathematics education. We also show how
we integrated these into the corresponding videos, see Fig. 1.

The field of research on worked examples is wide and the possi-
bilities for designing examples are numerous [25]. Muldner et al.
[25] have identified three strands of research, namely examples of
both tracing and generating code, and examples that combine the
two. A subordinate strand is how to integrate worked examples
into the teaching learning process. We focus on code generation
examples and their integration due to our RQ. For example, stud-
ies have shown the indifference between live coding and static
examples [29], the effectiveness of subgoals [22], and the different
ways of sequencing examples and problems [25]. There are also,
especially for OO, defined evaluation criteria for worked examples
[2]. Based on these findings, our WE instructional video included a
static example with verbal subgoals, additional explanations, and

(a) WE as basis

(b) LST as basis

Figure 1: Screenshots of videos with their didactic basis.

OO criteria followed. In Fig. 1a, the screenshot shows the static
example with the given code in blue and the gaps to be filled in red.

The term LST refers to an approach that combines language,
reasoning, and, in the case of CS, PL with the goal of scaffolding.
The term language here refers to the written and spoken language
of learners and in the classroom. In mathematics education, LST is
a current research trend for which six important design principles
have already been developed [7]. These ensure that language learn-
ing serves as a catalyst for learning. One principle, for example, is
the linking of language, content, and levels of representation [7],
which is based on Bruner’s theory of combining different forms
of representation [3]. As far as we know, there is so far empirical
evidence of the benefits of this approach only in a sample [27]. In
CW, the multiple representations are the code itself, a highly sym-
bolic, structured and dense representation, and the visualizations.
There are also the language of the task description and the PL, in
which the solution is to be implemented. Our LST video connects
the relevant phrases and associated code by circling them, see Fig.
1b. It explicitly tells the viewer that these connections exist and
that they are heuristics. It represents a visualization for combining
multiple representations. Unlike the static representation in the
WE video, the LST video fills in the gaps in the code dynamically.
LST is a scaffolding approach. Proficient learners do not need these
heuristics, because they already know the connections between
phrases and concepts, whether implicit or explicit. The LST ap-
proach provides intermediate levels that these learners no longer
need, but that may be of use to learners who still need them.

2.3 Implications for Refinement of the RQ
The concept of ZPD led us to the following considerations. We as-
sumed that the effects of the instructional videos would be seen in
students with medium basic skills who were likely to be in the ZPD.
Students below this level lack the basics, so the video’s help would
not be fruitful. Even for students who can solve the task on their
own, there will be no difference. We expected a ranking between
the videos, namely that the LST video would lead to higher CW
and self-efficacy scores. We based this assumption on the transfer
of researched efficacy in mathematics didactics [27]. These consid-
erations led to four hypotheses as a refinement of the RQ:

H1 In general, i.e. for all novices regardless of their basic skills,
the didactic basis has no effect on the CW performance.

H2 Instructional videos based on LST lead to better CW perfor-
mances than those based on worked examples for novices
with medium basic skills.

H3 Novices watching an LST instructional video have higher
self-efficacy scores than when watching a video with worked
examples.

H4 The effect stated in H3 is especially true for novices with
medium basic skills.

3 STATE OF THE ART
3.1 Instructional Videos
The use and exploration of instructional videos has increased in
recent years. This trend is intensifying due to the pandemic since
2020; see the increasing number of publications in the ACM Digital
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Library [18]. Guo et al. [12] studied how video production deci-
sions affect student engagement. As a result, they formulated seven
recommendations for video production that have been cited both
inside and outside CER. These include, for example, a video length
of under six minutes and digital handwritten drawings [12]. In
addition to the more technical implementation mentioned above,
further research has also focused on the area of videos themselves
[37] and the comparison of videos with and without quizzes [16].
Moreover, research examined which learners watch videos [24]
and how they compare to learners attending traditional lectures
[13]. To the best of our knowledge, how the content is presented
or prepared, i.e. the underlying didactic basis, is an open question.

3.2 Learner Performance
Code writing is an integral part of introductory programming
courses and falls under the broader term of code literacy, which
is currently the focus of research interest [21]. However, learners
have a variety of misconceptions and other difficulties related to
writing code, which are summarized in a review [28]. When mea-
suring CW tasks, the effort required to measure them reliably and
validly is high due to the trade-offs between syntax, semantics,
and style. This has led to the search for related tasks such as code
completion. Code completion involves filling in blanks [31] or the
Parsons Puzzle, which Du et al. have summarized in a review [5].
Code completion is an emerging trend to complement CW tasks,
especially since these tasks correlate well with CW tasks [5, 31].

Self-efficacy is “an individual’s belief in their ability to complete
a task” [11]. We only give an overview of what has been learned
so far, as this is a well-researched area in CER. Low scores on self-
efficacy may have an impact on the high dropout rates in CS, e.g.,
[34]. Steinhorst et al. [32] reviewed research on the interaction
of self-efficacy with other concepts such as belonging as part of
retention, e.g., [35]. In addition, self-efficacy is related to mindset
[11], longer-term interest, and novice performance in CS [19], the
latter of which interact with self-efficacy [20]. However, self-efficacy
and personal experience do not always interact [14]. Promoting
self-efficacy is considered “a legitimate outcome in itself” [40] and
is therefore integrated into our RQ. There are two widely used tests
for measuring self-efficacy in CER: (1) the Computer Programming
Self-Efficacy Scale (CPSES) [30] as a specific test with 32 items, with
an updated version of 20 items [32]; (2) the subset of the general but
widely used Manual for the Use of Motivated Strategies for Learning
Questionnaire (MSLQ) [26] with eight items.

4 METHODOLOGY
4.1 Participants
Our two cohorts included students enrolled in the CS1 course at a
central European university. Cohort 1 included 133 students from
2021/22 and cohort 2 included 428 students from 2022/23, both for
fall semesters. At the time of the study, there were 792 and 916
submitted homework assignments, respectively, representing the
active population of the courses. Thus, the response rates were
16.92% and 46.72%, respectively. We excluded students for not re-
sponding (cohort 1: 3, cohort 2: 0) and for uploading CW data in
an incorrect format (cohort 1: 4, cohort 2: 23). For cohort 2, we ex-
cluded additional participants: 26 because they were part of cohort

1 and therefore repeated the CS1 course, another 11 because they
participated more than once, and 1 because the use of their data was
not allowed. Thus, our samples are n=126 and n=367, respectively.

In cohort 1, we did not ask for demographic data because the
ethics committee did not approve. In cohort 2, we solved this prob-
lem by adding a separate, optional demographic questionnaire.
Twice as many students completed this questionnaire as in the
actual study. The 844 students had a median age of 20, 63% were CS
majors, 28% identified as female, 1% as diverse, 37% had a migration
background, and 50% had CS as a school subject. Due to separation,
this distribution may differ from that of the actual study.

The course structure was the same for both cohorts: The second
author taught the 14-week courses and was assisted by 30 student
teaching assistants. The central theme was teaching programming
in Java. This included the basics of OO as well as static and dynamic
types, generics, and error handling. Students received points for 13
individual CW homework assignments, with half of the total points
required for admission to the exam. There was also an optional
programming group project and a non-optional written exam.

Seven weeks after the start of the course, students voluntar-
ily participated in the study. Participants in the first cohort had
the chance to receive one of 20 vouchers, each containing a small
amount of money as an incentive, while participants in the second
cohort received a small number of bonus points for the course. The
participation period was nine weeks in cohort 1 and two weeks in
cohort 2. The long first participation period was chosen to attract
a larger number of participants. Three of these nine weeks were
Christmas vacations, so no classes were held during these weeks.

Students participated anonymously to ensure privacy. At the
beginning of the study, participants received a description of the
subject, process, duration, and benefits of the study. After that, they
could proceed only if they gave informed consent.

4.2 Experimental Design
We conducted a randomized experiment in the form of an online
questionnaire consisting of four phases. A randomized experiment
provides high reliability and validity of the effects of the indepen-
dent variables. We also tested the results using a second cohort.
Tasks and videos took place in the real scenario of car sharing,
which addressed the third level of understanding in OO [6]. The
novices did not have to write the classes themselves, but they had
to use them (phase I) and modify them (phase IV). We conducted
the experiment separately for each cohort and listed all values side
by side. For phases I and III, we performed an item response theory
(IRT) analysis using the open-source software jMetrik [23]. Our
steps were: (1) Determination of an appropriate subset of items
based on item fit statistics such as infit and outfit. In addition, prin-
cipal factor analysis of standardized residuals was considered as a
post hoc test; (2) Identification of the IRT model that best describes
the data; (3) Determination of skill levels based on individual ability.

Phase I: Basic Skills. This phase determined the basic skill level
according to OO. The Fill in blanks task with seven gaps focused
on objects, references, classes, and inheritance. In these gaps, we
identified 16 components as binary items. We chose this task as its
performance correlates with CW performance [31] and the min-
imum probability of guessing. IRT analysis contributed to valid
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measurement. First, IRT analysis showed that the task measured
multiple abilities. We then divided the items into two subgroups:
semantic and syntactic items. For both cohorts, the IRT 2PL model
provided the best model fit. Based on performance in the semantic
subgroup, we divided participants equally into preliminary skill
levels 2 to 4, with 4 being the highest level. If a novice’s perfor-
mance in the syntactic subgroup was below a certain threshold, we
lowered their skill level by 1. Participants with skill levels 2 or 3
formed the medium basic skills group.

Phase II: Instructional Videos.We randomly assigned participants
to one of three groups: (1) a control group, (no video), whose par-
ticipants did not watch a video; (2) the (WE-video) group, who
watched an instructional video using worked examples; and (3)
the (LS-video) group, who watched an instructional video based on
language-sensitive teaching. The first author produced both videos
including transcripts, handwritten annotations, audio, and editing.
Both videos addressed the same example problem, the difference
between static and dynamic type, with the learning goal of support-
ing the CW task in phase IV. Other similarities include the use of
captions, and almost the same length, i.e., 4:04 and 4:35 minutes,
which was below the recommended length of 6:00 [12].

Phase III: Self-Efficacy.Novices rated their self-efficacy on the next
CW task on a 7-point Likert scale. We chose the MSLQ [26] as an
established and validated test. A Cronbach’s 𝛼 of .93 indicates that
the items in the MSLQ self-efficacy domain are partially redundant
[33]. We selected five of the eight items numbered 12, 15, 20, 21,
and 29 and tailored them to our study. The CPSES tests [30, 32]
were not selected because of their length. We used the rating scale
model [1]. We looked at characteristic curves (CC) to determine
which combination of rating scales gave the best measurement. The
combination of ratings 1 and 2 and ratings 3 and 4 improved the
shapes and orders of the CC. Our items had very good internal
consistency as indicated by high Cronbach’s 𝛼 values (Cohort 1:
𝛼=.934; Cohort 2: 𝛼=.862). Thus, selection did not weaken reliability.

Phase IV: Code Writing. Participants could choose between CW
templates for IntelliJ and Eclipse as IDEs, similar to their homework.
They downloaded the template, worked on the task, and uploaded
the solutions. We used the scoring scheme in Table 1 to reduce style
bias and unfair subjective scoring.

Table 1: Scoring scheme for the skill level (SL) in Phase IV.

SL Definition

1 Compile error: The code produces at least one compile error.
2 Multiple incorrect formal parameters: The code compiles,

but there are at least constructors or methods that have
more than one incorrect formal parameter.

3 Single incorrect formal parameter: The code compiles, but
there is a constructor or method that has exactly one in-
correct formal parameter.

4 Failure to pass JUnit tests: The code compiles, all construc-
tors and methods have the correct formal parameters, but
at least one JUnit test fails.

5 Everything is correct: The code compiles, all constructors
and methods have the correct formal parameters, and all
JUnit tests passed.

4.3 Statistical Analysis
We next list the statistical tests for the hypotheses. For phase III,

the student’s self-efficacy score was measured on an interval scale
according to IRT analysis. Therefore, we conducted multiple t-tests
with prior checking of the premises. For phase IV, the level of CW
proficiency was measured on an ordinal scale. Thus, we performed
multiple Mann-Whitney U tests (MWM) with prior two-sample
Kolmogorov-Smirnov (KS) tests. When KS is not significant, the
MWM actually compares medians. Effect size was calculated using
Freeman’s \ . Correction for multiple testing is required because
there are multiple hypotheses, two for both phases III and IV, and
three groups to compare for each hypothesis. Therefore, we ad-
justed the significance levels 𝛼 with the Bonferroni correction from
𝛼=.05 to 𝛼=.0083; analogously, from 𝛼=.01 to 𝛼=.0017.

5 RESULTS
We group results according to the corresponding hypotheses given
in Sect. 2.3. Hypotheses H1 and H3 refer to all novices, H2 and H4
to novices with medium basic skills as defined in Sect. 4.2.

First, we present results according to H1 and H2. We show the
distributions of skill levels in the form of boxplots, see Fig. 2. The
distributions between the two cohorts are not similar. Median scores
differ more for the first cohort than the second cohort. Second, we
tested whether these median differences were statistically signifi-
cant, see Table 2. For H1, both distributions and medians did not
differ statistically significantly between the groups. Thus, hypothe-
sis H1 was confirmed for both cohorts. For H2, there are significant
differences between groups. For cohort 1, the distributions between
theWE-video and LS-video groups did not differ. Thus, the MWM
actually compared the median of the groups. The median differed
between the groups in terms of 𝛼=.05 with a large effect. The treat-
ment group with LS-video had significantly better results. Thus,
hypothesis H2 was confirmed for cohort 1. However, the results of
cohort 2 did not confirm H2 as the differences were not significant.

Second, we present results according to H3 and H4. As a prereq-
uisite for the t tests, we tested for normality using the Shapiro-Wilk
test. In cohort 1, all treatment groups had a normal distribution. In
contrast, two of six groups did not have a normal distribution. We
still used the t-test because it is robust to this violation of the nor-
mal distribution given the large sample size. We tested differences
in self-efficacy for significance with multiple t-tests, see Table 3,
using Levene’s test to test homoscedasticity. For both cohorts, the
mean scores did not differ statistically significantly between the
groups. Therefore, hypotheses H3 and H4 could not be confirmed.

6 DISCUSSION
6.1 Answers towards the Research Question and

its Hypotheses
The research question was: How does the didactic basis of an instruc-
tional video affect code writing performance and self-efficacy given
the basic skill of novice programmers? We conducted a randomized
experiment with two cohorts to answer this question. We have
distinguished between worked examples and language-sensitive
teaching as a didactic basis. Next, we discuss our four hypotheses
(see Sect. 2.3) based on Vygotsky’s concept of ZPD.
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(a) (b) (c) (d)

Figure 2: Boxplots of CW skill levels in phase IV with medians as circles and outliers as crosses: All novices, (a) 1st Cohort
(n=126) and (b) 2nd Cohort (n=367); novices with medium basic skills, (c) 1st Cohort (n=62) and (d) 2nd Cohort (n=172).

Table 2: Comparing medians for CW in phase IV, grouped by hypothesis (H) with all novices (H3) or novices with medium basic
skills (H4), Kolmogorov-Smirnov test (KS), Mann-Whitney U test, sample size (n), and Freeman’s \ with confidence interval (CI).
With the Bonferroni correction, we mark the statistical significance according to 𝛼=.05 with an asterisk, 𝛼=.01 with a double.

Mann-Whitney U test Freeman’s \

H Cohort Compared Groups Compared Medians KS U Z p n \ 95% CI

H1 1 No Video vs. WE-Video 4 vs. 4 1.000 906.5 -0.123 .903 86 .015 [.004, .268]
H1 1 No Video vs. LS-Video 4 vs. 5 .913 697.5 -1.051 .293 80 .128 [.008, .363]
H1 1 WE-Video vs. LS-Video 4 vs. 5 .513 776.5 -1.316 .188 86 .156 [.008, .400]
H1 2 No Video vs. WE-Video 4 vs. 4 .422 6932.0 -0.067 .947 237 .005 [.003, .170]
H1 2 No Video vs. LS-Video 4 vs. 4 .857 6510.5 -1.015 .311 238 .073 [.004, .210]
H1 2 WE-Video vs. LS-Video 4 vs. 4 .788 7793.0 -0.994 .322 259 .071 [.003, .208]
H2 1 No Video vs. WE-Video 3 vs. 4 .1237 185.5 -1.8048 .0711 46 .299 [.028, .595]
H2 1 No Video vs. LS-Video 3 vs. 5 .0025* 70.5 -3.4434 .0006** 39 .617 [.303, .870]
H2 1 WE-Video vs. LS-Video 4 vs. 5 .0153 93.0 -2.8553 .0043* 39 .495 [.145, .762]
H2 2 No Video vs. WE-Video 4 vs. 4 .283 1622.0 -0.298 .767 116 .015 [.003, .265]
H2 2 No Video vs. LS-Video 4 vs. 4 .510 1426.5 -0.529 .600 110 .057 [.004, .265]
H2 2 WE-Video vs. LS-Video 4 vs. 4 .459 1674.5 -0.344 .732 118 .035 [.003, .245]

First, we present the answers to H1 and H2. Hypothesis H1 was
confirmed, i.e. for all novices the didactic basis has no effect on the
CW performance. Hypothesis H2 was only confirmed for cohort 1,
i.e. the instructional video with language-sensitive teaching led to
better CW performance than the video based on worked examples
for novices with medium basic skills. However, we could not replicate
this confirmation in cohort 2. In response to RQ, we could not
confirm that didactic bases affect CW performance at all. We discuss
three possible reasons why the results could not be replicated.

(1) The experiment was designed to use the Fill in blanks task in
phase I to determine the students’ ZPD. It seems that determining
the ZPD requires more fine-tuning. Vygotsky himself attached great
importance to the determination of ZPD. He referred to “diagnosis”
[39] along with the aforementioned “pedagogy” as scaffolding as
the two perspectives of ZPD.

(2) Participants differed in providing Java code with compilation
errors: 4% (cohort 1) versus 21% (cohort 2) for skill level 1 in phase IV.
This large difference also affected the test of hypothesis H2, which
could not be confirmed in cohort 2. Possible explanations are that
participants in the two cohorts might differ in their motivation and
basic knowledge about using IDEs. Motivation could be influenced
by the fact that bonus points are awarded for participation instead

of vouchers. However, cohort 2 participants spent more time on
the CW task than cohort 1 participants (39:10 vs. 31:03 minutes).

(3) In Sect. 4.2 we stated that the Fill in blanks task as a code
completion task and the CW task correlate well [31]. Sindre [31]
calculated the correlation between scores on nine code completion
tasks and five CW tasks and arrived at a Pearson’s 𝜌 of .80. Only
two of the nine code completion tasks were Fill in blanks tasks.
Thus, it could be that Fill in blanks tasks did not achieve the same
level of correlation as all the code completion tasks combined. In
this case, our assumption that phase I measured basic CW skills
was incorrect. We repeat the correlation calculation with our data.
For Fill in blanks tasks, Sindre [31] gave points for each correctly
filled gap and added them. We ignore that summing ordinal data is
problematic. Our data resulted in low Spearman’s 𝜌 values (cohort
1, 𝜌=.309; cohort 2, 𝜌=.366). These values are much lower than the
Pearson’s 𝜌 of .80 reported by Sindre [31]. We conclude that the
question of under what circumstances Fill in blanks tasks and CW
tasks correlate is still open. In summary, the non-replication can be
partly explained by the fact that the determination of ZPD in CW
still needs to be improved.

Second, we present the answers to H3 and H4. None of these
hypotheses could be confirmed, because all statistical comparisons
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Table 3: Comparing means for self-efficacy in phase III, grouped by hypothesis (H) with all novices (H3) or novices with medium
basic skills (H4), Levene’s test, t-test with degrees of freedom (df), and Cohen’s d with its confidence interval (CI).

Levene’s Test t-Test Cohen’s d

H Cohort Compared Groups Compared Means F p T df p d 95% CI

H3 1 No video vs. WE-video .429 vs. .040 0.735 .394 0.503 85 .616 .108 [-.314, .529]
H3 1 No video vs. LS-video .429 vs. .368 0.341 .561 0.080 80 .936 .018 [-.415, .451]
H3 1 WE-video vs. LS-video .040 vs. .368 0.368 .818 -0.407 85 .685 -.087 [-.508, .334]
H3 2 No video vs. WE-video .124 vs. -.480 0.713 .399 1.429 232 .154 .188 [-.070, .445]
H3 2 No video vs. LS-video .124 vs. -.148 0.007 .934 0.613 234 .541 .080 [-.176, 336]
H3 2 WE-video vs. LS-video -.480 vs. -.148 0.595 .441 -0.817 254 .414 -.102 [-.346, .143]
H4 1 No video vs. WE-video -.766 vs. .263 0.146 .704 -1.208 45 .233 -.353 [-.927, .226]
H4 1 No video vs. LS-video -.766 vs. -.483 1.028 .317 -0.333 39 .741 -.106 [-.727, .517]
H4 1 WE-video vs. LS-video .263 vs. -.483 0.252 .618 0.829 38 .412 .265 [-.336, .893]
H4 2 No video vs. WE-video .107 vs. -.003 0.269 .605 0.207 112 .836 .039 [-.329, .406]
H4 2 No video vs. LS-video -.107 vs. -.404 0.478 .491 1.013 108 .313 .193 [-.182, .567]
H4 2 WE-video vs. LS-video -.003 vs. -.404 1.463 .229 0.783 114 .435 .146 [-.219, .510]

of self-efficacy results were not significant. Self-efficacy and per-
formance were found to influence each other [20]. Thus, novices’
performance in phase I would have influenced their self-efficacy.
Gorson and O’Rourke [11] identified situations that negatively
impact student self-efficacy, such as “spending a long time on a
problem”. We examine the time spent on the task and its relation-
ship to self-efficacy scores. In phase I, the median time spent on the
task was 08:10 minutes for cohort 1 and 10:25 minutes for cohort 2.
With Spearman’s rank correlation coefficient, there is a significant
but weak negative correlation between time spent and self-efficacy
rating (1. cohort 𝑟𝑠=-.259, p=.003; 2. cohort 𝑟𝑠=-.106, p=.043). This
effect is consistent with previous results [11]. Thus, because of the
strong effect of phase I, the videos had no effect on self-efficacy.

6.2 Implications for Teaching and Research
Instructors (not excluding us) might recognize that didactic basis
is not yet the defining characteristic of good student adjustment.
Instead, diagnosis is important, namely, diagnosing where the stu-
dent’s ZPD lies so that the intended positive effects of scaffolding
can be realized. Future research could investigate whether there
are certain didactic bases that help students better than others at
certain stages of their learning. We emphasize that adaptation dur-
ing learning phases is meant, not adaptation of didactic principles
to learning styles. The latter are now discredited as pseudoscience
[15]. We take this idea further and summarize the previously de-
scribed implications under the term adaptive learning. This means
that instructional materials and tasks are continuously adjusted to
the learner’s current level of knowledge. For example, students who
lack the basics watch a video reviewing the basics before the actual
video. This area is currently receiving attention in the e-learning
field of education and seems promising for CER as well.

6.3 Threats to Validity
The novices examined in this study were self-selected. We com-
pensated for this by randomizing the treatment and setting a code
completing task rather than self-reporting the level of basic skill.

The study was conducted halfway through the semester. Stu-
dents who dropped the CS1 course early did not participate in the
study. All students were from the same university, and the videos
were all in the same (non-English) natural language. Including
other universities, and especially transcribing the videos into other
languages, would have led to better generalizability of the results.

In addition, the study contained a single CS1 content: OO with
classes, objects, inheritance, and the difference between static and
dynamic types in Java. Replication with other CS1 content would
be beneficial to study the effects of instructional videos.

7 CONCLUSIONS
Instructional videos are an essential component of online teaching,
blended learning, and flipped classrooms. In addition, instructional
videos are one approach among others for scaffolding. However,
previous research has focused on the technical or motivational
effects of videos. This study examined the didactic basis and its
effects on code writing performance and self-efficacy. Below, we
summarize the research question and its answer.

RQHow does the didactic basis of an instructional video affect code
writing performance and self-efficacy given the basic skill of novice
programmers? Answer In a first cohort, different didactic bases
indeed led to differences in code writing performance. However, we
could not replicate this result in a second cohort. Moreover, we did
not find differences in self-efficacy. More specifically, for novices
with medium basic skills, videos based on language-sensitive teach-
ing led to significantly better results in writing code compared to
videos based on worked examples. For novices in general, we found
no difference between these didactic bases.
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ABSTRACT
Novice programmers need adequate support to succeed in their
courses. This support requires both pedagogical content knowledge
and general pedagogical knowledge. These requirements apply
to all support staff, e.g., instructors and teaching assistants (TAs).
Here we focus on support in the form of answers to student queries
about code. We have developed a rubric to assess the quality of
answers provided by support staff. In this paper, we present the
theoretical framework behind the rubric, the full rubric itself, and
two evaluation approaches. First, we evaluated the rubric internally
by using it to assess 85 written answers from TAs. From these, we
included two sample excerpts and their evaluation using the rubric.
Second, our external evaluation included interviews with experts
(n=13), which we analyzed using qualitative content analysis. These
interviews revealed positive aspects, aspects that could be improved,
and other areas of application such as support for reflection.

CCS CONCEPTS
• Social and professional topics→ Computer science educa-
tion.
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1 INTRODUCTION
The study of teaching is at the heart of research on introductory
programming [19]. Teaching and thosewho teach, including instruc-
tors, teachers, and teaching assistants (TAs), should be considered
together. However, the training and professional development of
these supporters and their teaching quality are not mentioned in
the above review [19]. Nevertheless, the reviews for both teachers
[26] and TAs [23] show that this area has indeed been researched.
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In this paper, we focus specifically on supporters’ written an-
swers and their quality to university students’ queries about code.
Written answers are widely used in asynchronous online courses,
such as forums and emails, and are also used in written feedback
on assignments. Although they are widely used, to our knowledge,
there is no tool to assess the quality of answers at different levels.
However, we believe that high-quality answers are important to
support student learning because they are likely to build a solid,
rather than superficial, knowledge base. Therefore, an assessment
tool could help train supporters in computer science (CS).

Two competencies are among the relevant requirements for qual-
ity support: General Pedagogical Knowledge (GPK) and Pedagogical
Content Knowledge (PCK). Both define a set of skills popularized
primarily by Shulman [33], who coined these terms. GPK is general-
izable to all subjects, whereas PCK is subject-specific. The concept
of PCK has been influential and computer education research (CER)
is not exempt from it [12]. In contrast, research on GPK, particularly
on measuring GPK skills, is less developed [36]. However, GPK has
been shown to be important for successful teaching [35].

Our goal is to develop an assessment tool for the quality of writ-
ten answers. The tool should assess different levels for aspects of
quality. We chose to use a rubric as a framework because it inher-
ently includes multiple levels. Levels are necessary to make sound
distinctions for feedback and give additional semantic information
about the GPK and PCK shown. We present students’ queries about
the code as vignettes because they allow us to elicit GPK and PCK
competencies [3]. In pedagogy, a vignette is a short, self-contained
scene that depicts a realistic pedagogical situation. In this case, it is
a small code snippet with an associated student query. Since we are
focusing on university students, the programming language (PL)
used for the code snippets should be text-based. Here, Java was
chosen as a widely used PL. We also evaluate our rubric, including
assessment of answers and expert opinion on perceived support.
For the latter, we focus on TAs and PCK competencies as familiar
areas for experts. If the tool adequately supports experts as users,
it has achieved an important goal. Our research goals are therefore:

RG1. Development of a rubric that assess the quality of written
answers to student queries about code.

RG2. Evaluation of the rubric by (1) assessing the quality of
answers and (2) obtaining expert opinion on how it can support
structured assessment of TAs’ PCK competencies.

1.1 Process of Development and Evaluation
First, we developed our vignettes based on a preliminary think-
aloud study we conducted. In the interviews, students expressed
their thoughts on code snippets and programming tasks. Second,
we developed our rubric with informal feedback loops through
consultation with CER colleagues. Third, we tested our rubric in-
ternally using TA responses and then externally through expert
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interviews. Finally, we modified our rubric slightly to incorporate
the opinions of experts. This paper includes that modified version.

2 RELATEDWORK
We first outline the theoretical framework of GPK and PCK (2.1).
Consistent with our focus, we examine previous uses of vignettes
(Sect. 2.2) and rubrics to measure different skill levels (Sect. 2.3).

2.1 Theoretical Framework of GPK and PCK
We begin with the influential work of Shulman [32, 33]. He coined
and defined the terms GPK and PCK. For Shulman, GPK was knowl-
edge that “appear[s] to transcend subjectmatter” [32, p. 8]. However,
he too considered GPK primarily for classroom management. In
contrast, Voss et al. [36] provided a broader model for GPK. Their
model also included teaching methods, classroom assessment, learn-
ing process, and individual characteristics. König et al. [16] derived
a similar model, which explicitly incorporates structure. Teaching
methods are particularly relevant to our focus because written an-
swers are one method of answering student queries. However, no
sub-dimensions of teaching methods appear in the previous models.
In contrast, structure seems to be a relevant dimension for our
rubric, as answers without structure tend to be inadequate.

We turn to the PCK, which Shulman has described as “the most
useful forms of representation of those ideas, the most powerful
analogies, illustrations, examples, explanations, and demonstra-
tions” [33, p. 9]. For him, then, PCK was a subject-specific collection
of ways of teaching. From this collection we derive subordinate
themes for teaching methods. For example, we see the general use
of ‘analogies’ as part of GPK, since their use is not subject-specific.
The specific analogies, in turn, are themselves subject-specific, like
cookie cutters and cookies for classes and objects in CS [30]. There
are also other models based on Shulman, namely that of Geddis
[9], as well as independent models such as that of Magnusson et
al. [20]. Geddis [9] added the students’ preconceptions and mis-
conceptions and the factors that make a topic easy or difficult.
From Magnusson et al. [20] only the “knowledge of instructional
strategies” component is relevant to us, since we focus on teaching
methods. However, its categories were specific to natural sciences,
which does not include CS.

In CER, teaching methods are also included in the CS-specific
competency model of the KUI project, e.g., [13]. It was one of 15 cat-
egories of the dimension “Aspects of Teaching and Learning (ATL)”.
There, teaching methods included organizational and methodologi-
cal aspects and subject-specific teaching methods. With respect to
our context, we see no directly extractable aspects for adequacy.

We conclude for the written answer as teaching method: Teach-
ing methods are essential for both GPK and PCK models. For our
context, we derive structure, analogies, illustrations, and examples
as tentative rubric categories.

2.2 Use of Vignettes
Vignettes are an effective tool for assessing teachers’ understanding
of instructional strategies in general [14]. They also allow for the
simultaneous assessment of GPK and PCK [3]. They are used in a
variety of disciplines [14], including CER. CER uses vignettes explic-
itly [39, 40] or implicitly described as situations [27] or scenarios

[34]. These studies assess PCK skills in the context of misconcep-
tions [27, 39, 40] or debugging [34]. Research examines to identify
real classroom situations to derive vignettes [28]. In these studies
[27, 34, 39, 40], the vignette contains an external description, e.g.,
descriptions that a student has a problem and asks how to help. In
this case, the student’s query is not presented from their point of
view. The vignettes also include code snippets [34, 39] and class
diagrams [27]. The programming languages used vary from Scratch
and Python [39] to Scratch alone [34] and pseudocode [27].

We focus on vignettes that explicitly include queries from the
student’s perspective. Likewise, we do not use block-based pro-
gramming like Scratch in our university context. The only paper
that does not use block-based programming uses a binary assess-
ment [27]. This contradicts our goal of assessing various skill levels.
Thus, neither the vignettes nor the assessments can be used here.

2.3 Rubrics
Rubrics are tools that inherently provide multiple levels: “A rubric
is a coherent set of criteria for students’ work that includes descrip-
tions of levels of performance quality on the criteria.” [2, p. 4].

As far as we know, there is no rubric in the CER for assessing the
various levels of PCK or GPK. The closest thing we have to a rubric
is the KETTI project [7] competency model for PCK. Their model
is based on the KUI group’s model [13], but is explicitly tailored
to TAs. In additional materials, the KETTI project provides more
detailed descriptions on one level, namely the ideal level [31].

In contrast, there are PCK rubrics for all science subjects, e.g.,
for physics [5] and chemistry [21]. Their categories derive from the
theoretical frameworks described earlier in Sect. 2.1.

We focus on their levels as a characteristic feature of rubrics.
The levels range from three-point [5] to four-point scales [21]. For
example, the three-point scale indicates whether the corresponding
category is included in none, some, or all cases. We have found no
theoretical framework for these levels. Thus, we conclude that the
distinctions and descriptions of the levels are based on experience.

The above rubrics refer to contexts other than those of our study,
which deals with written answers. Therefore, these rubrics cannot
serve as an answer to our research goals. Furthermore, we are not
aware of any rubric that assesses GPK competencies at multiple
levels. This underscores the need to develop a separate rubric.

3 RUBRIC
3.1 Theoretical Framework
We begin with the context (3.1.1). The application to the theoretical
framework (2.1) leads to the categories (3.1.2) and levels (3.1.3).

3.1.1 Context of Answers. We focus on written answers to student
queries related to programming tasks, especially queries asked in
vignettes. These vignettes contain a student’s query or problem
based on a code snippet or programming task. The vignettes do not
contain background information about the institution, standards, or
curriculum. The code snippet or programming task is given, but the
teaching methods of the course are unknown. Thus, information
about the student is provided only by the query asked. Two sample
vignettes are given in Table 1, with the third vignette omitted for
space reasons. The assessment can only be based on the written
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answers. It cannot be based on the inner thoughts, reflections and
consciousness of the author. These inner processes include the im-
portant PCK competencies that Geddis [9] included in their model,
namely, awareness of misconceptions and students’ prior concep-
tions. None of these competencies can be derived from the written
answers and therefore are not part of our rubric.

3.1.2 Categories. First, we adopt the concept of structure from the
model of König et al. [16]. We divide this concept into coherence
and meta-level explanations. Coherence means that the answer has
an internal structure. Meta-level explanations are explicit overview
descriptions of what is done next in the answer. Thus, they make
the internal structure explicit. We take coherence as a fundamental
category. Coherence is the absolute minimum that a written answer
must have. Similarly, we also take completeness as a fundamental
category. An incoherent and incomplete answer is not adequate and
therefore does not meet the basic requirements. We call these two
categories basic categories. All other categories are not necessary
in the sense of an absolute minimum, called additional categories.

Second, we adopt the categories from Shulman’s [33] definition
of PCK, namely illustrations, analogies, and examples. For these, we
prefer to list references that belong to CER. We do this to highlight
CS-specific research and the relevance of the category to CS.

We add illustrations, but call them multiple representations. With
this naming we emphasize the importance of additional representa-
tions besides text and code. The use of multiple representations has
a long tradition in general education [4] and in CER [25]. We add
examples directly with their original name. They also have a long
tradition at CER [25], which continues today [24]. The widespread
use of examples by teachers and textbooks shows that “examples
are a critically important part of learning to program” [18]. We
add analogies, but call them metaphors, analogous to the usage in
CS. Large portions of the technical language in CS are themselves
metaphors [6]. Metaphors are used frequently [30]. However, they
are less explicitly explored, with exceptions, e.g., [1, 30, 38].

Third, we include two other categories. They have a common
language focus. Language is important because it is both a tool
for thinking and for communication [11]. The former was already
addressed by Vgyotsky [37] and is still relevant for teaching today
[15]. Lemke [17] argues that talking about science is doing science
through themedium of language. These considerations demonstrate
the importance of considering language in teaching and learning.
For CER, Diethelm et al. [8] give suggestions on how to incorporate
language considerations in CS classrooms. However, language does
not yet play a role in the earlier models of GPK and PCK.

We consider student language as a category embedded in the
broader concept of classroom language. Teaching “should explicitly
consider and address [...] the language prerequisites of the students”
[15, p. 186]. At CER, research on language, particularly classroom
language, is underdeveloped [8]. In our case, there are two ways
to address and integrate student language: (1) starting the answer
with the student’s language, (2) or relating the answer back to
the student’s language. This integration aims to support better
connection and understanding of the answer.

The last language category links the code and its used language.
This idea of linking is based on research in mathematics educa-
tion. There, symbols are linked and related to the language used,

e.g., [29]. We give an example of how this linking might look in
programming. Consider the following task: “Write a program that
prints the sum from 1 to n for all numbers n from 1 to 50.” Experi-
enced programmers intuitively know that for tasks with the scheme
“for all x, do this” a loop is a possible solution to the task, just as
“if [...] else” refers to conditional statements. In languages other
than English, this is not trivial. There, these words do not directly
correspond to the keywords used in the programming language.
This knowledge about linkages can be taught explicitly. In addition,
this category contains explicit description terms for symbols such
as the assignment character for = in Java. In this way, the described
linkage is a scaffolding approach.

3.1.3 Levels. Different levels offer greater potential than a binary
assessment. In particular, level descriptions allow qualitative feed-
back on how to improve and what that might look like. This idea is
based on Hattie’s [10] model of feedback, which consists of feed up
(the ideal), feed back (the is-state), and feed forward (the next step).

For levels, we first discern whether the aspect of the category
is included. If it is not, we assess Level 1 as the lowest level. The
mere integration of the aspect refers to the GPK competencies. For
example, the mere integration of a metaphor belongs to the GPK
because it is not subject-specific. However, the incorporation of an
adequate version is subject-specific and therefore belongs to the
PCK. In the case of our example, a supporter with sufficient PCK
competencies knows the limitations and pitfalls of containers as
variables. Misleading or implicit uses thus belong to Level 2. If all
uses are adequate, they represent Level 3 as the highest level.

3.2 Presentation
The rubric consists of two basic categories (B) and six additional
categories (A), each with three levels, abbreviated L1, L2, and L3. For
each category, the author demonstrates competence in formulating a
written answer of adequate quality by [...]

B-I. [...] formulating a coherent answer, i.e., a semantically mean-
ingful text whose parts are logically connected.
L1 The answer is not coherent. There are jumps between different
topics between (almost) all the individual sentences.
L2 The answer is partially coherent. There are jumps between top-
ics between some individual sentences.
L3 The answer is coherent, with no jumps between topics.

B-II. [...] formulating a complete answer, i.e., fully explaining the
concept associated with the student’s query and/or fully addressing
the specific query or problem.
L1 The answer is incomplete: It consists of merely referring to
(lecture) material or general problem-solving strategies or merely
stating the code’s solution to the problem.
L2 The answer is partially complete: It explains the related concept
of the student’s query or problem and/or addresses the specific
query or problem. But these answers or addresses are only partially
complete, because they omit important parts.
L3 The answer is complete: Except for negligible details, it fully
explains the concept associated with the student’s query or problem,
and/or it fully addresses the specific query or problem.
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A-I. [...] integrating meta-level explanations, i.e., giving an
overview of each part of the answer as a meta-level explanation.
Only after the overview is given, that part of the answer is further
elaborated.
L1 There are no meta-level explanations.
L2 There are meta-level explanations, but not before each part.
L3 There are meta-level explanations before each part.

A-II. [...] integrating multiple representations, i.e., another sup-
porting medium in addition to text and code, such as a trace table.
L1 There are no multiple representations.
L2 The multiple representations included are misleading. For ex-
ample, there are technically incorrect aspects, missing labels, or
unexplained abbreviations.
L3 The multiple representations included are not misleading.

A-III. [...] including concrete examples, i.e., an example whose
terms are assigned concrete values, such as 5 for a variable. In contrast,
an example is not concrete if the example uses only terms at an abstract
level without associating those terms with concrete values.
L1 The answer does not contain concrete examples.
L2 The answer contains at least one specific example. Even so, it is
unrelated to the general concept before, after, or parallel to it.
L3 The answer contains at least one concrete example that is linked
to the general concept. The example could be realized before, after
or in parallel with the general concept.

A-IV. [...] using metaphors, analogous ideas with which students
are already familiar, to explain a topic in the answer.
L1 There are no metaphors.
L2 The metaphors included are misleading. For example, the area
of origin is not common knowledge or the use of the metaphor is
limited, but these limitations are not addressed in the answer.
L3 The metaphors included are not misleading.

A-V. [...] incorporating the student’s language, i.e., considering
the expressions and terms used by the student and explicitly including
them in the answer by referring to them. In this way, the answer docks
with the student’s language.
L1 The answer does not include the student’s language.
L2 The answer implicitly includes the student’s language by using
the same expressions or terms, but without addressing the fact that
they come from the student’s language.
L3 The answer explicitly includes the student’s language by using
the same expressions or terms and by addressing the fact that they
come from the student’s language.

A-VI. [...] linking the language to the programming lan-
guage, i.e., the explicit linking of the language used for the description
with its counterpart in the programming language (PL). However, the
description of the execution of, for example, an if statement does not
belong here if there is no explicit connection between the term and the
concept in the PL. For example, the term ’for all’ is associated with
a loop and ’if’ with a condition. In addition, linking also includes
explicit descriptions of symbols or keywords of the PL.
L1 There is no link between the language and the PL.
L2 The answer implicitly establishes a link by inserting typical
terms, such as ’until’ to explain a conditional loop.
L3 The answer explicitly establishes a link.

3.3 Context of Rubric Usage
We see the use of the rubric in the context of professional devel-
opment (PD). Here we include all who support students in post-
secondary education, such as instructors and teaching assistants.
During PD, supporters answer students’ queries about the code,
presented in the form of vignettes. The rubric allows for an assess-
ment of the quality of the answers Thus, the purpose of the rubric
is to base the feedback that supporters receive on the assessment
of the rubric. In this way, we aim to provide a more solid basis for
feedback to supporters. This feedback includes how to improve
and what that might look like. This context does not exclude other
uses, although they were not our main context. Other uses include
plenary discussion during PD or classroom observation.

4 EVALUATION
4.1 Internal with Teaching Assistants
We used the rubric as a final assessment after a two-day TA training
workshop specifically tailored for TAs supporting the CS1 course.
The content of the workshop included (mis)conceptions of typical
CS1 topics such as variables, loops, and objects. It also covered
strategies for explaining these topics using various representations.

We collected 85 written answers from n=30 TAs, which were
based on three vignettes. All TAs gave their informed consent
to use their data and participated anonymously. In this case, the
local ethics board did not require review based on local regulations.
The vignettes addressed variable swap, conditional statements, and
loops. The prompt was: “Formulate a response to the student’s request
for help. The text box below is available for this purpose. You can use
your own software to write text and create graphics.”

To give an example, we apply the rubric to two excerpts, which
we list with their vignettes in Table 1. In E1, we see no jumps
between topics between sentences, leading to level 3 for B-I. At
level 3 for B-II, the answer must explicitly address the student’s
query, which is here: “That’s pointless, isn’t it?”. The TA does
not address this query, but provides a complete execution of the
code. Thus, we assign level 2. The second sentence is a meta-level
explanation of what comes next. E1 does not use them before each
part, leading to level 2 for A-I. E1 contains only text and code, but
no multiple representations. Thus, we award level 1 for A-II. The
TA uses concrete values and explains in parallel each line of code in
general and its effect on the concrete values. Thus, we assign level 3
for A-III. We assess the textual mention of “stickers” as a metaphor,
but not as a multiple representation. For the latter, a medium other
than text and code must be used. The sticker metaphor is misleading
because the boxes permanently carry the variable name in the form
of a sticker. This metaphor cannot be extended to reference data
types either. Thus, we assign level 2 for A-IV. Neither is the student’s
language addressed, nor is there a link between the language and
the programming language (PL), leading to level 1 for A-V and
A-VI. In contrast, student language is explicitly addressed in E2.
The TA introduces it by inserting “You say” and indicating that the
statement that follows is from the student. The TA also explicitly
links the descriptions to the PL keywords by asking the student,
e.g., “What is the ’if’?”. Thus, we assign level 3 for A-V and A-VI.

Next, we summarize the results for all 85 written answers that
were scored by the author. Table 2 lists the percentage of levels
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Table 1: Vignettes for the variable swap and conditional statements with excerpts from corresponding written answers.

Vignettes Excerpts from Written Answers, written by TAs

V1: “I do not understand the mean-
ing of the code. Overall, a=a and
b and c also have value a. That’s
pointless, isn’t it?”

// a,b,c are of type
int
c = b;
b = a;
a = c;

E1: “Well, it’s not that simple. Go through it with numbers. Let’s say
a=1, b=2, c=3. Now in the first step c=b, that means that c=2 is valid,
because b=2. [...] The variable names a, b, c should be visualized like
stickers, which are attached to a box. In this case the content of the box is
always a number (e.g. 1,2,3). If we say c=b, then we take the sticker of b
and attach it to the box to which sticker c is attached.

V2: In the code below, I would have
said that if k is 5, block A is exe-
cuted, otherwise B is executed. Now
a friend told me that is wrong. This
has me confused. I don’t under-
stand what is wrong with it.”

// k is of type int
if (k == 5) {
// statement block A

}
// statement block B

E2: “Try to imagine what you are reproducing or what language elements
you are using to convert the given code into natural language. You say, IF
k is equal to 5, block A is executed, OTHERWISE B. What is the “if”, and
what is the “otherwise” keyword in the programming language? And are
they both present in this code? [...]”

Table 2: Scored levels (L) for all categories in n=85 answers.

L B-I B-II A-I A-II A-III A-IV A-V A-VI

1 13% 16% 75% 86% 59% 86% 47% 53%
2 38% 40% 19% 4% 11% 14% 15% 29%
3 49% 44% 6% 11% 31% 0% 38% 18%

for each category. The percentage of level 1 ratings in the basic
categories was low, 13% and 16%, resp. In the author’s opinion, the
percentages are too high for TAs to adequately support students
because incoherent or incomplete answers are not adequate. There
were also categories where more than half of the answers were level
1: meta-level representations (A-I), multiple representations (A-II),
metaphors (A-IV), and linking language to PL (A-VI). In contrast,
about one-third contain examples and/or address the student’s lan-
guage at the highest level. We take these results as feedback for the
TA workshop to improve, especially in the low-rating categories.

4.2 External with Experts
We interviewed experts who were mainly CER instructors, but also
CS teachers with CER experience. They were selected based on their
experience with PCK in research or teaching. We invited 27 experts
individually by e-mail, 13 of whom participated. They came from
four countries, three in Europe and one in North America. All gave
consent for their data to be used and participated anonymously. As
before, no review by the local ethics committee was required. We
interviewed two additional experts to test the interview process.

We used a subset of six responses from our total set of 85 re-
sponses, as described above. This subset covers all three vignettes.
During the interview, each expert was presented with a vignette and
an accompanying written response from TA. They were asked to
rate the PCK of TA using the think-aloud method. The experts then
re-evaluated the written answer again using the rubric. Follow-up
questions included (1) general experiences with the rubric, (2) how
the rubric supported them, and (3) possible areas of application.

We analyzed the data using deductive-inductive qualitative con-
tent analysis [22]. Predefined themes were concrete positive and

negative aspects and areas of application. We inductively formed
new categories and revised these after five interviews. We derived
the main categories by abstracting from the categories after com-
pleting all interviews. For inter-coder agreement, another team
member coded the same data using the previous categories. We
then checked the agreement qualitatively, as recommended [22].
There was excellent agreement on the negative aspects and good
agreement on the other two. Disagreements were resolved through
consensus discussions.

As a result, we derived 58 categories, 16 for the positive aspects,
27 for the negative aspects, and 15 for the areas of application. For
the positive aspects, we formed five main categories: (P1) analyt-
ical breakdown of the construct PCK with 92%, (P2) support for
assessment with 76%, (P3) supporting layout and features with 46%,
(P4) support for reflection with 38%, and (P5) support for writing
an answer with 15%. We present the three most frequently men-
tioned categories. Each category was mentioned by six or seven
experts. Expert E8 stated: “I think that can really help to proceed
analytically.” This excerpt was coded as highlighting the various
PCK aspects for analytical approach (P1-1), which also belongs to P1,
which focuses on the analytical division. For expert E3, the rubric
“helps as support [...] that one forgets nothing”. We coded it as
highlighting the various PCK facets so as not to overlook them (P1-2).
For expert E9, the rubric would “provide some form of structuring
opportunity”, coded as structuring the assessment (P2-1).

For the negative aspects, we formed six main categories: (N1)
improvement of layout and features with 84%, (N2) missing PCK
categories with 76%, (N3) improvement of level-design with 46%,
(N4) risk of sticking to the given schema with 38%, and (N5) lim-
ited focus and (N6) training effort with 30% each. The two most
frequently mentioned categories were improvement of individual
statements required (N1-1) and completeness of PCK category as an
open question (N2-1), mentioned by eight and six experts, respec-
tively. For N1-1, for the expert E4 “some things would have to be
just a little more precise”. For N2-1, expert E3 was wondering “if
this is complete”. Of the total 27 categories, 22 were mentioned by
only one or two experts. Thus, most of them were not apparent or
relevant to most experts.
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For the areas of application, we formed five main categories. (A1)
feedback and reflection and (A2) transfer to other disciplines and
addressees with 61% each, (A3) learning activities with 46%, (A4)
extended context of the answers with 38%, and (A5) planning with
23%. Exemplifying reflection (A1), expert E1 stated: “I wouldn’t just
use it to assess someone, but it can also be given to the students so
that they can reflect on their own practice.” In summary, experts
addressed four dimensions: activities for which the rubric is used
(e.g., reflection, planning), context in which the rubric is used (e.g.,
lesson observations), addressees for whom the rubric is used, and
discipline in which the rubric is used, such as mathematics.

5 DISCUSSION
Lessons learned of what did work. In general, we met our research

goals of developing and evaluating our rubric. In developing the
rubric, we drew on previous theoretical frameworks for categories
and levels. Indeed, this deductive approach worked well and we
would use it again in developing similar rubrics. Our two-pronged
approach to rubric evaluation also worked well. First, we assessed
85 written answers from 30 TAs and provided examples of rubric
use. In this way, we had a broad and diverse range of answers to
which we could apply the rubric. Second, the expert interviews
revealed a variety of positive and negative aspects as well as areas
of application. By including them, we refined wording. Overall, the
expert opinions contributed to a rich picture of evidence on how
the rubric can be used and the possibilities it offers. For example,
to the added values of our tool belong the provision an analytical
breakdown and not to overlook aspects. Expert interviews revealed
that the context of use is even wider than we had assumed, e.g., as
an aid to reflection and planning. Their opinions also showed the
ways in which the rubric is of interest to practitioners.

Lessons learned of what did not work. Despite our efforts and
multiple iterations, it is difficult to provide clear and sound formu-
lations. Thus, we had to fine-tune the descriptions after the expert
interviews. The rubric also could not cover all aspects of quality.
The experts suggest including other PCK aspects as well. These
include, for example, the teaching of strategies and the appropriate-
ness of the language used in answering. However, we believe that
our rubric provides a valuable baseline tool for assessing response
quality. We encourage other practitioners to supplement the rubric
with their own categories for their context of use. We also aimed to
ensure that the rubric can be used without training. However, the
expert evaluation showed that training is indeed needed. We hope
that the rubric will still be valuable despite the need for training.

Novelty of our tool. In CER, there are no other tools that assess the
quality of GPK and PCK or PCK alone at different levels. However,
quality assessment is an essential part of training. It allows for
informed feedback for both supporters and those who delivered the
training. These aspects also make our tool a relevant contribution
to CER. For comparison, the closest thing we can use is the KETTI
project’s collection of descriptions [31]. Both their categories and
those of our rubric are based on previous theoretical frameworks.
However, their categories are based on the competencymodel of the
KUI group [13] and explicitly refer to the PCK of teaching assistants.
We, on the other hand, refer to all individuals who support students,

regardless of their role. In addition, our rubric differs from their
tool in that we provide for multiple levels rather than referring to
one level as the ideal level. The ideal level describes the goal or, in
Hattie’s [10] terms, the feed up. In describing the feed up, however,
it is not clear which steps are on the way to the goal. Our rubric
contains descriptions for these intermediate steps.

Direct use. Our tool allows other practitioners to use it directly.
Direct use is facilitated by the following aspects: First, the rubric is
listed in its entirety in the paper, see Section 3.2. Second, as noted
by the experts, some training effort is required, but the brevity of
the rubric reduces this effort. To compensate for the training effort,
we have also shown examples of the use of the rubric, see Section
4.1. This demonstration of use is intended to show the considera-
tions we make when using the rubric. Third, the rubric, with its
categories and levels, is not based on any particular programming
language. Even though the code snippets presented relate to Java,
they can easily be applied to other programming languages. Finally,
no additional equipment or software is required. Thus, there are
no costs involved and no compatibility with existing systems to
consider. Overall, direct use is open to all practitioners.

Limitations. We see two general limitations: the artificial setting
and the small datasets for evaluation. First, in real situations, TAs
as supporters might have answered differently. However, creating
real situations for training requires more effort, both in terms of
time and human resources. In addition, high levels on the rubric
do not necessarily equate to high quality teaching in practice. Our
assessment is only a snapshot at a point in time and may not be
representative of support skills as a whole. Second, the number of
written responses assessed, 85, is not overwhelming. As they were
all written by TAs from the same university, the evaluation results
may not transfer to other supporters. For experts, we included
experts from different continents to mitigate this limitation. We
could have included more experts. However, most categories, 53
of the total 58, were identified in the first nine interviews. This
indicates theoretical saturation and a sufficient sample size.

Future Research. Our rubric could serve as a general framework
for developing topic-specific rubrics. As an example of such a rubric,
one might focus on loops, since they have special requirements for
appropriate representations. A flowchart should include a backward
arrow to illustrate the iterative aspect. A special rubric could also
distinguish between appropriate and less appropriate metaphors.
Also open is the question of how many additional categories an an-
swer should contain so that students still find the inclusion helpful.

6 CONCLUSION
This tool paper describes a rubric as a measurement tool to assess
the quality of supporter responses to student questions about code.
We included both the theoretical framework behind the rubric and
the rubric as a whole. This included all descriptions of the different
categories and levels of the rubric. We also presented the results
of the evaluation, both of using the rubric for assessment and of
interviewing experts. We believe that other practitioners will bene-
fit from using the rubric in training supporters. We also encourage
practitioners and researchers to use the tool as a foundation and
add their own categories for their context and trainings.
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ABSTRACT
Background. Programming aptitude tests are of interest since the
beginning of computing education research. Many novices have no
experience with programming languages before their first course.
Yet they have different levels of commonsense computing.

Research Question.How successful is a commonsense computing
test based on natural language as a programming aptitude test?

Method.We developed the Natural Language Computing Test
(NLCT) as such a test. Our quantitative data consisted of CS1 stu-
dents (N=681) who completed the NLCT during the winter 2022/23
semester. We analyzed our test with three methods. These were
inter-rater agreement, item response theory, and appropriateness
as predictive factor for student success.

Findings. The NLCT performed well in terms of inter-rater
agreement and accuracy, according to item response theory analy-
sis. However, the test was a weak predictor of student success as
measured by correlation.

Implications. A test based solely on natural language can suc-
ceed as a programming aptitude test. Thus, a programming aptitude
test need not be based on prior knowledge of programming lan-
guages or related sciences such as mathematics. However, iterative
improvement of the developed test is warranted so that it can be
used with less personnel effort.
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1 INTRODUCTION
Novices differ in many ways. A frequently studied feature of het-
erogeneity is prior experience with programming languages. A
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significant proportion of novices have no prior experience with
programming languages. The proportion varies in the studies be-
tween 36% [8] (data provided by the authors), 50% [15], and 68%
[42].

However, the lack of prior experience does not mean that these
novices do not have the thought structures necessary for program-
ming. These thought structures can be described with the term
“commonsense computing” [7]. Chen et al. [7] defined this term
as “what students know about computing concepts before having
formal instruction”. They also started a research project with six
episodes on this topic, e.g., [39]. In their research project, they inves-
tigated the “natural resources students bring to computer science”
[7]. Since we focus on programming, commonsense computing
knowledge is examined in terms of programming knowledge and
Boolean logic. Boolean logic is important for conditionals and is
part of commonsense computing [39]. Thus, commonsense com-
puting is defined here as the programming and logic knowledge that
students bring with them before they receive formal instruction.

Chen et al. [7] showed that 57% of novices who had no experience
with programming languages actually had commonsense comput-
ing knowledge, as measured by correctness. Novices express their
commonsense computing knowledge through natural language. In
contrast to programming language, all novices have prior experi-
ence with natural language, although the skills are likely to vary. In
addition to general natural language skills, novices probably differ
in their ability to express themselves in natural language when it
comes to demonstrating their commonsense computing knowledge.

In general, the combination of thought and language and the
connection between them was already described by Vygotksy [40].
To the same extent, linguists describe language “as a tool of thinking”
[13], thus also expressing the connection between thought and
language. Commonsense computing is a specific part of thinking.

In this study, we assume that the extent to which novices em-
ploy commonsense computing knowledge provides information
about their aptitude for acquiring programming language skills.
According to Merriam Webster’s dictionary, an aptitude test is “a
standardized test designed to predict an individual’s ability to learn
certain skills.” [26]. Here, these skills correspond to programming
language skills.

Since the 1950s, aptitude tests for programming have been of
interest in computing education research [33]. However, recent
studies have also addressed how to create and validate aptitude
tests for programming [11, 19, 23, 25, 32, 36]. Most of these tests in-
volve related skills such as mathematics and logic [32], or the use of
predictions about time and state [19]. With our focus on natural lan-
guage, only three tests come close. However, two of them, [23, 25],
are not standardized as required by the definition of aptitude tests.



ACE 2024, January 29-February 2, 2024, Sydney, NSW, Australia Svana Esche

The one remaining test, the PAT [16, 36, 38], uses natural language
in only two of a total of five tasks. Thus, there are validated tests
for non-language-based tests, but not for commonsense computing
tests that use only natural language.

We test how successful our new test will be by showing em-
pirically how accurate it is and how accurately it measures. For
the former, we examine inter-rater agreement. For the latter, we
perform an item response theory (IRT) analysis [27]. Briefly, IRT is
a statistical method for analyzing test data to assess the reliability
and difficulty of individual test items. Its advantages include greater
accuracy in measuring individual differences, more efficient item
selection, and greater precision in assessing student ability. We
are also investigating our new test in terms of its suitability as a
predictor of student success in CS1.

1.1 Research Intent
In our view, the construct commonsense computing can be measured
with a standardized test. Here we adopt the view of positivism. Our
goal is therefore to develop and analyze a programming aptitude
test that measures this construct using natural language tasks. We
call this test Natural Language Computing Test (NLCT). Our general
research question is:
(RQ) How successful is a commonsense computing test based on

natural language as a programming aptitude test?

Based on the previous considerations, we concretize our research
question by composing the following three questions: How does the
NLCT perform in terms of . . .

(RQ1) . . . evaluation based on inter-rater agreement?
(RQ2) . . . evaluation based on item response theory?
(RQ3) . . . being a predictive factor for student success in CS1?

2 STATE OF THE ART
In this study, we develop and examine a new programming aptitude
test. We give an overview of previous tests (Sect. 2.1) and success
factors in general (Sect. 2.2). How the contributions of our study
are located there is discussed in Sect. 6.1 and 6.2.

2.1 Programming Aptitude Tests
We focus on standardized measurement of novices’ programming
aptitude. The tests considered here do not assume any knowledge
of programming languages. They are also explicitly targeted at
novices in introductory programming courses in post-secondary
education, in short CS1. Our focus differs from the related area of as-
sessing computational thinking (see the review by Tang et al. [37]).
The measures used there target elementary and secondary school
students, a different target group than CS1. Surveys of prior pro-
gramming experience, such as the programming language learned
and lines of the longest program [17], are not our topic, nor are pro-
gramming aptitude tests for business and professional applications.

In total, we discuss six tests. In 1986, Huoman [16] developed the
Programming Aptitude Test (PAT) written in Finnish. An English
equivalent is also available [38]. The test contained five items on
algorithmic reasoning, logic, and programming using natural lan-
guage. The item types were free text answers, including two long
and three short answers. Huoman studied n=69 participants, 24 of

whom had no prior programming experience and 45 of whom had
limited Pascal knowledge. The PAT was replicated in 2002 [38] with
n=33 and in 2019 [36] with n=62. Huoman [16] did not analyze PAT
results as a success factor. However, the first replication yielded
a Pearson correlation of 0.513 between PAT and the exam grade,
and the PAT predicted no more than 25% of the exam grade [38].
Smith et al. [36] examined the variance explained by the PAT scores.
Examining only the PAT scores as factors, their data yielded a value
of 20% for the midterm exam scores and a value of 16% for the final
exam scores (data provided by the authors).

Also in 1986, Mayer et al. [25] presented a cognitive test. This test
dealt with problem translation, procedural comprehension, general
ability, and arithmetic computation. It was divided into eight differ-
ent subareas. Neither the number of items nor the scoring scheme
were listed. As an example, Evans and Simkin [9] used similar test
items based on this test for examining predictive success factors.
Mayer et al. [25] studied n=57 participants in a CS1 course that
used Basic as the programming language. The reported correlation
coefficients between the eight sub-areas and exam score ranged
between 0.16 (verbal ability) and 0.56 (word problem solution) [25].

In 2006, Lorenzen and Chang [23] used essays from CS1 students
based on beginnings of the logic game Mastermind© to measure
programming aptitude. No test details were described, only that it
was a CS1 course.

Ringenberg et al. articulated the same goal as our new test,
namely “to measure the core knowledge required to excel in com-
puter programming without the student ever having been exposed
to programming” [32, p. 3]. This was addressed through the topics
of mathematics, algorithmic thinking, and logic. Their second test
version contained eleven multiple-choice items and three free-text
items for entering a number. They studied about 350 CS1 students
for the first version and about 450 students for the second version.
A subset of twelve multiple-choice items was used in two MATLAB
programming courses for engineering students [28, 31]. Ringenberg
et al. [32] reported several correlations, namely between test scores
and four exams as well as the overall course grade. For the latter,
the correlations were 0.33 and 0.39 for the two test versions. The
specific coefficient and the statistical significance level were not
reported.

Leal [19] took a different approach in their aptitude test. They
focused on time, state, and causality as abstract concepts that they
considered essential to programming. Their test measured novice
programmers’ ability to predict the behavior of balls in a physical
simulation using these concepts. The test contained 30 dichotomous
items of increasing difficulty. Leal studied n=57 participants in a
CS1 course that used C as the programming language. Leal reported
a correlation of 0.31 between test score and mid-term grade. The
information about the specific coefficient and statistical significance
level has been lost (data provided by the author).

Most recently, Harris [11] invented an assembler-like program-
ming aptitude language (PAL) in 2014. PAL followed the procedural
paradigm and included memory cells and operations such as store,
add, read, and print. Students first completed a tutorial (PATT)
to learn PAL. Then they completed eight code-tracing and code-
writing tasks using PAL. Harris studied PAL with n=23 students in
a CS1 course using C#. The correlation between the score of PATT
and the midterm score was 0.881 for all questions and 0.974 for
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the average score of questions 2 to 8. The specific coefficient and
statistical significance level were not reported.

In total, three of the six tests [11, 19, 23] are not used in any
other publication. We consider the other tests. Huoman’s test [16]
was replicated, but Smith et al. [36] used a different scoring scheme
because it was not digitized. Only similar test items from Mayer
et al. [25] were used [9]. Replications of the test by Ringenberg et
al. [32] used only some of the items and could not replicate the
earlier results [28, 31]. Their test has a high proportion (81%) of
multiple-choice items. Guessing the correct solution can lead to a
bias and weaken the accuracy of the measurement. One advantage
is that their test is the only one that achieves a sample size of 100
or more. The sample sizes of the other studies tend to be small,
less than 70. Three of these tests, namely [11, 16, 23], would have
benefited from a discussion of inter-rater agreement. All three use
open-ended questions such as writing text or code that cannot be
evaluated in a fully automated fashion.

As a result of studying previous tests, the NLCT should have
the following characteristics: It should (1) measure commonsense
computing directly, (2) all items and scoring schemes can be re-
quested, and (3) a portion of the items are scored fully automatically
to increase inter-rater agreement and reduce personnel effort. We
would also like to test the NLCT with a large sample.

2.2 Success Factors in CS1
Success factors are of interest since the beginning of computing
education research. Primarily, we refer to a systematic literature
review on predictive factors that includes 357 reviewed papers from
2010 to mid-2018 [12]. The large number of papers published since
mid-2018 demonstrates continued interest. One example of many
is the ongoing development of the PreSS model [30], which enables
automatic and early prediction based on student characteristics. The
characteristics include, among others, programming self-efficacy,
mathematical ability and age. In the review, the overarching cate-
gories cover a broad spectrum: demographic, personal, academic,
behavioral, and institutional factors [12]. The definition of success
also varies, and we list only the three most commonly predicted
values in descending order: course grade or score, exam/post-test
grade or score, and course grade range [12]. Hellas et al. [12] cate-
gorize the methods used in the papers as classification, clustering,
mining for patterns, and statistical computing. However, this is
only a brief description of this area.

Our focus on commonsense computing in natural language led
to a closer look at language as a predictive factor. Hellas et al. [12]
used language as a predictive factor category. This included 11 of
the 357 papers. According to the authors, the exact assignment of
papers to factor categories can no longer be traced. The results
are mixed for native and non-native English speakers, with the lat-
ter having additional barriers [3]. For students from Indiana, USA,
both English unit and verbal scores on the scholastic aptitude test
correlated significantly with their grade in the introductory pro-
gramming course [20]. Byrne and Lyons [6] examined the English
and foreign language skills of Irish students. These did not correlate
significantly with exam scores in their introductory programming
course. For non-native English speakers, English proficiency had
the greatest impact on explaining differences in Chinese middle

school students’ programming [29]. South African students’ Eng-
lish scores did not correlate significantly with their performance in
an introductory programming course [2]. Ameri et al. [1] included
language in the form of scores in English and reading on American
College Testing in their prediction framework without listing its
specific effects.

In summary, the research base on language as a predictive factor
is thin and has yielded mixed results. We would like to introduce a
new aspect for future research that could be a possible reason for
the mixed results. When considering the influence of language, we
should distinguish between language in the prosaic sense, e.g., Eng-
lish literature essays, and language in STEM subjects with its ideal
characteristics such as precise, structured, logical, and operational.

3 NATURAL LANGUAGE COMPUTING TEST
(NLCT)

The NLCT aims to measure commonsense computing as defined in
Sect. 1. In programming, basic knowledge includes reading, tracing
and writing code. When transferring this knowledge to knowledge
expressed in natural language, each of the preceding knowledge
has its own equivalent. The natural language version of code is a
complex instruction that is structured and precise. Thus, reading
code corresponds to abstracting complex instructions, tracing cor-
responds to following, and writing corresponds to formulating. In
conclusion, this knowledge, together with logical reasoning, actu-
ally represent commonsense computing and therefore forms the
basis for the NLCT items.

Here the items require reasoning in procedural programming, ex-
pressed in natural language. The generalizability to declarative pro-
gramming languages is therefore not necessarily given. However,
most programming languages used in CS1 courses are procedural
languages [34]. The NLCT therefore covers most CS1 courses.

Below, we briefly describe the development and pilot phases. The
first version consisted of nine items (11/2021). It was tested using
n=9 think aloud protocols with students who had no prior pro-
gramming experience. In the process, we iteratively improved the
wording of the items to achieve better understanding. The second
version (04/2022) was tested along with the coding manual with an
additional n=38 students with no prior programming experience.
Three items were then removed because almost all participants cor-
rectly formulated the long open answer. The tasks were too easy,
but required a lot of reading time for scoring. The following ver-
sion (05/2022) with six items and the corresponding coding manual
was tested by two colleagues from our CS department via expert
review. They gave some small suggestions for improvement in the
wording of the items. They confirmed the content validity, i.e., that
the NLCT indeed measured commonsense computing. The final
version (05/2022) was tested with n=24 experienced CS students.
These students were expected to excel at the NLCT because they
had learned the programming and logic skills required to solve the
items - and they did. This also ensured the content validity. This
version1 can be summarized as follows:

• Aim: The NLCT aims to measure the extent to which novice
programmers are proficient in commonsense computing that
is expressed in natural language.

1The entire test with coding manual can be requested from the authors.
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• Operational definition of measured construct: Program-
ming and logic knowledge that students bring with them
before they receive formal instruction. For expression in
natural language, these are abstracting, following and for-
mulating instructions and logical reasoning.

• Target population: NLCT is designed for novices in CS1
courses based on a procedural programming language before
or during the first week of the course.

• Instrument type: Performance test with single-choice items
with two possible answers, short-answer items, ordering
items, and matching items.

• Length and estimated completion time: 6 items; 40 min.

3.1 Items
Next, items L1 to L6 are presented. Each of them addresses a genuine
computing construct such as the iteration in items L3 to L6. All items
use only natural language and no pseudocode or programming
language. For space reasons, we only include screenshots for items
L2, L5 and L6.

Item L1 deals with logical reasoning and Boolean expressions.
We used the sandwich task introduced by Herman et al. [14] and
replicated with a larger sample [39]. In this task, a good sandwich
must follow three logical rules and students must decide and explain
whether certain sandwiches are good or not. For example, in L1,
one logical rule was: “The sandwich contains cheese if and only if
it contains ham.” An example of a sandwich to be evaluated was a
sandwich that consisted of bread and ham. In L1, we used single-
choice tasks to decide whether a sandwich was good or not (based
on all three rules) and short-answer tasks to justify this decision.
The short answers must be evaluated manually.

Item L2 uses the natural language equivalent of code tracing,
namely following following instructions, see Fig. 1. In previous stud-
ies, participants had to follow step-by-step instructions to change
the contents of a given number of boxes, e.g., [4, 9, 25]. These items
are usually arithmetic calculations such as addition. Thus, measure-
ment is confounded with arithmetic skills. It is also problematic
if only one value is required to evaluate the item. We made two
changes: (1) All box values must be given so that partially correct
solutions can also be rewarded, as used by Evans and Simkin [9].
This change increases the variance of the item, so the item is likely
to better discriminate between participants’ abilities than before.
(2) We replaced numbers with symbols to avoid confusion with
arithmetic skills. The symbols include only circles, squares, and
dots and therefore do not reveal specific knowledge. We used only
clearly defined operations, such as swapping and replacing box
contents. The values of the boxes are evaluated fully automatically.

Item L3 uses following instructions as the natural language ver-
sion of reading code. The code to be followed describes how a robot
moves on the edge squares of a 4x4 field and drops coins when its
line of sight points up or down. For this purpose, it uses two nested
loops. Both robot and field are similar to those in item L5. In total,
participants must correctly place six coins on the 4x4 square by
clicking on the correct squares. The evaluation is fully automated.

Item L4 implements code tracing and “Explain in plain English”
[22], both common activities in CS1 courses. We have used a modi-
fied textual form of item F.5 [4], in which a counter is iteratively

Figure 1: Item L2 focusing on following instructions.

incremented and added to a result variable. Unlike Bergin [4], we
asked for all values were asked. Item L4 also required abstracting
from the specific procedure to the purpose of the procedure, which
is to add the integers from 1 to n. With these two changes, we
aimed to more accurately measure participants’ competencies. The
answers for the abstraction must be evaluated manually.

Item L5 transmits the specific code completion task, called “Skele-
ton Code” [21] or “Fill in Blanks” [35], into a natural language ver-
sion, see Fig. 2. Completion tasks have a good correlation to writing
code and cover the entire difficulty spectrum [35]. Here, the code
describes how a robot picks up coins on its way to a certain position
and then moves to its starting position. To do this, the code uses
two nested loops and another independent loop. A total of six gaps
must be filled in and their short answers evaluated manually.

Item L6 corresponds to a Parsons puzzle that uses only natu-
ral language, see Fig. 3. Thus, the advantages of Parson’s puzzles,
namely the low effort for evaluation and the correlation with code-
writing tasks [35], can be used. Here the correct code describes a
loop over an array filled with symbols as in L2. Item L6 has seven
correct steps and two distractors. The distractors should provide
additional difficulty for better item discrimination. All steps were
ordered randomly in the questionnaire. In natural language, where
the words “as long as” are used, the scope of the statements is not
necessarily clear. Therefore, we have integrated the scope of the
statements with “beginning of the repetition block” and “end of
the repetition block” in the statements themselves. The number of
correct solutions is two, since the first two initialization steps are
independent of each other. The evaluation can be fully automated.
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Figure 2: Item L5 focusing on formulating instructions.

4 METHOD
4.1 Participants
The sample aimed to be representative of CS1 participants in gen-
eral. To what extent we have achieved this, we discuss in Sect. 6.3. It
included 700 students enrolled in the CS1 course at the authors’ uni-
versity in the winter 2022/23 semester. We translated the NLCT into
German for them. At the time of the study, 1106 students submitted
homework, representing the active population of the course. Thus,
the response rate was 63%. We excluded 13 participants for not giv-
ing consent to use their data, another for submitting only random
strings, and two more for omitting all responses. This resulted in
684 participants for RQ1 and RQ2. Only 681 students provided data
on homework for student success and could be analyzed for RQ3.

The ethics committee required that demographic data be col-
lected in a separate, optional questionnaire. This split ensured com-
pliance with privacy regulations. However, more participants, 979,
provided their demographic data. The split made it difficult to draw
conclusions about our study participants. The ages of the 979 par-
ticipants ranged from 13 to 78 (Md=20), with 50% between 19 and
22 years old. Explaining the age range, our course was open to
gifted students still in school and retirees. Regarding gender, 22%
participants identified as female, 75% as male, 0.4% as diverse, and
2% did not report. About 35% affirmed a migrant background, 58%
did not, and 6% did not report. About 52% had CS as a school subject,
48% did not, and due to rounding, 0.3% did not report.

Learning to program in Java is the central theme of our 14-week
CS1 course. The instructor was assisted by 30 student teaching
assistants (TA). Topics include, among others, the basics of object-
orientation, static and dynamic types, error handling, and generics.

Figure 3: Item L6 focusing on determining the order of in-
structions.

Students received points for 14 individual homework assignments,
with half of the total points required for admission to the exam.
There was an optional programming group project prior to the
exam. The exam was written online with proctoring.

The participation period was 19 days. Start was the first day of
the lecture. Last day was the submission date of the first homework
assignment. Participation was optional. Participants received a
small number of bonus points for completeness, not correctness. At
the beginning of the study, participants were given a description of
the subject, procedure, duration, and benefits. Participants indicated
whether we could use their data. The study complies with the ACM
Publications Policy on Research Involving Human Participants and
Subjects. Participants completed the NLCT in 31 minutes (median),
which was less than the estimated completion time of 40 minutes.

4.2 Statistical Analysis (RQ1 and RQ3)
In RQ1, inter-rater agreement (IRA) of the NLCT was addressed.
Examining IRA for the entire dataset would have been too burden-
some. Therefore, we focused on a subset. We analyzed data from
the first 300 participants who completed the questionnaire. We
excluded five participants from this subset because they did not
provide consent to use their data. Of the remaining participants,
we randomly selected 50. One author and 14 teaching assistants
(TAs) independently rated the responses of these 50 participants
using the coding manual. Thus, 15 raters were considered for IRA.
We wanted to ensure that the coding manual stood on its own.
To achieve this, the TAs received no training on the coding man-
ual. We then calculated Krippendorff’s 𝛼 for each item and for the
test as a whole. We calculated 95% confidence intervals for each 𝛼
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value using bootstrapping with 10,000. Krippendorff [18] recom-
mended relying only on variables with 𝛼 ≥ 0.8, and variables with
0.667 ≤ 𝛼 < 0.8 should be used only for tentative conclusions.

For RQ3, we defined student success in CS1 as percentage on
homework assignments. For the first examination, we drew a scat-
terplot with the NLCT on the x-axis and the predicted variable
(homework) on the y-axis. As reminder, both variables are metric.
If the variables are normally distributed, we can use the Bravais-
Pearson correlation coefficient; otherwise, Spearman’s rank order
coefficient is appropriate. Here, the Shapiro-Wilk test was used to
test for normal distributions. In either case, the selected coefficient
value is reported with its 95% confidence interval. We also tested
whether the correlation coefficient was significantly different from
0.

4.3 Item Response Theory Analysis (RQ2)
Item response theory (IRT) is a statistical modeling approach to es-
timating examinees’ abilities based on their responses to test items
[27]. It has a long history in the science of measurement in various
disciplines. In our case, an examinee corresponds to a student par-
ticipant and the test items are those of the NLCT. The need to use
IRT analysis arises for the following reason: Some test instruments
assign sub-points to test items and thus collect raw data in the
form of ordinal data. Neither the distances between the sub-points
nor the difficulty of the items are the same. Therefore, we cannot
sum the raw numbers or calculate the mean of the raw data. IRT
provides a solution because the mathematical models allow us to
convert raw data into metric-scaled data. In this way, we can de-
scribe both the person’s ability and the item’s difficulty on a metric
scale. IRT distinguishes between models based on the number of
their parameters. Models with one parameter calculate only the
difficulty of the items. Models with two parameters additionally
compute item discrimination, i.e., a measure of the differential abil-
ity of an item. Ideally, high discrimination parameters are desirable
to detect subtle differences in examinee ability.

The IRT analysis has two prerequisites. First, all test items mea-
sure the same underlying construct, which is referred to as unidi-
mensionality. In the NLCT, the construct being measured is com-
monsense computing. We conducted a confirmatory factor analysis
(CFA) to ensure unidimensionality. For CFA, the model fit statistics
examined are the 𝜒2 test, root mean square error of approximation
(RMSEA), and standardized root mean square error (SRMR) as an
index of poor fit, and the comparative fit index (CFI) as an index of
good fit. We used established cutoff values for interpretation [41].
We interpreted standardized factor loadings and aimed for them to
be equal to or greater than 0.5 [10].

Second, IRT models require local independence of individual
items. This means that the items of the test are statistically inde-
pendent of each other when controlling for the same underlying
construct. For the NLCT, the construct is the commonsense com-
puting. To meet this requirement, the items should not build on
each other. Yen’s [43] Q3 statistic is commonly used to check for
local independence. The Q3 values calculated for each item pair
should be close to 0 to confirm local independence. However, there
is no established rule of thumb, but a variety of arbitrary rules.

For our ordinal, unidimensional data, we considered the follow-
ing three IRT models: the Partial Credit Model (PCM), the Gen-
eralized Partial Credit Model (GPCM), and the Graded Response
Model (GRM). All models compute the various difficulty parameters
of the test item. The PCM model assumes that the discrimination
parameter is the same for all items and sets it to a value of 1. In
contrast, the GPCM and the GRM allow different discrimination
parameters for different items and compute them. The GRM differs
from the PCM and the GPCM in that the thresholds of an item must
be strictly ordered and it is a cumulative model. Thus, the GRM
calculates the cumulative probability that a person’s responses will
be classified as category 1 or higher, for example.

First, we used the simplest model, PCM, to analyze item fit. We
identified mismatched items and then adjusted the coding manual
or collapse categories to remove these mismatches. Only when all
items fit well did we select the more appropriate model for the data.
We analyzed item fit in two ways: We examined the threshold order
and the item characteristic curve (ICC) shapes. The threshold order
must be strictly monotonically increasing. This is consistent with
the fact that as ability increases, a person receives a higher score
on the corresponding item. An ICC maps the person’s ability to the
probability of which category of the item is scored. The ICC must
be shaped so that each scoring category has a separate “hill” [5].
A separate “hill” means that each scoring category has an interval
of person ability in which that scoring category has the highest
probability of being scored.

Second, we examined the model fit of the three models using two
information criteria: The Akaike information criterion (AIC) and
the Bayesian information criterion (BIC). The information criteria
aim to identify the least complex model that still describes the
data well. Both use penalty terms to avoid overfitting the data. In
comparison, the penalty term of the BIC depends on the sample
size, namely 𝑙𝑛(𝑛), and is therefore larger for large samples.

Last, we combined item difficulty and student ability using a
Wright Map [5]. We evaluated them as follows: (1) Item thresholds
should cover the full range of difficulty. No item should not be
so difficult to be far above a person’s ability. Large ranges within
persons’ abilities without items are undesirable. (2) Ceiling effects
are not desired. Here a participant answers all items correctly. Then
no item has a higher difficulty level than the highest ability of this
person. This person’s ability score may be a little or a lot higher
than the current score. The measurement error is then potentially
unlimited. (3) Similarly, floor effects are not desired. Here, partici-
pants do not solve any item partially correctly. At least one item
should be so easy to solve (partially) that all participants succeed.

5 RESULTS
5.1 Inter-Rater Agreement Evaluation (RQ1)
We calculated the corresponding Krippendorff’s 𝛼 values for each
item and for the entire test, see Table 1. Only item L1 did not meet
the requirement of 𝛼 ≥ 0.8 but its value was close to it.

5.2 Item Response Theory Evaluation (RQ2)
5.2.1 Verifying Requirements. IRT analysis requires both unidimen-
sionality and local independence. First, we examined unidimension-
ality using confirmatory factor analysis (CFA). The NLCT yielded a
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Table 1: Inter-rater agreement (IRA) with n=15 raters using
Krippendorff’s 𝛼 : An item with a dagger (†) is fully auto-
mated. An item in bold has an 𝛼-value of less than 0.8.

Item 𝛼 95% Confidence Interval

L1 0.770 [0.754, 0.786]
L2† 1 [1, 1]
L3† 1 [1, 1]
L4 0.829 [0.818, 0.838]
L5 0.878 [0.870, 0.885]
L6† 1 [1, 1]

NLCT 0.927 [0.924, 0.930]

good model fit. At 𝜒2(9, N=684)=6.802, p=0.658, the p-value was not
significant, consistent with our goal of good model fit. Both poor
fit indices indicated good model fit, as they yielded low values: The
RMSEA had a value of 0.000 with a confidence interval (CI) of [0.000,
0.035], meeting the requirement to be less than 0.06; the SRMR had
a value of 0.022, meeting the requirement to be less than 0.08. The
CFI also showed a good model fit with a value of 1.000, which must
be greater than 0.95. The only negative point was that not all factor
loadings met the requirement of more than 0.5. Item L3 had a factor
loading of 0.336, whereas the other loadings ranged from 0.506 (L1)
to 0.653 (L6). We examined the raw responses of item L3 in detail.
Some of the participants had problems with the handling of the
software when inserting or deleting coins. We therefore decided to
exclude item L3 from the NLCT. This exclusion resulted in better fit
indices: 𝜒2(5, N=684)=2.326, p=0.802, RMSEA=0.000 and CI [0.000,
0.034], SRMR=0.015. Only CFI did not improve, having previously
reached its highest value.

Second, we examined the local independence using Yen’s Q3
[43]. These values ranged from -0.311 (L2 and L4) to -0.129 (L4 and
L6) with a median of -0.170. Overall, these values show that the
NLCT met the requirement of local independence.

5.2.2 Analyzing item fit. We used the simplest model, PCM, to
analyze item fit. First, we examined the thresholds of each item. For
example, the first threshold is the ability of a person to be classified
in the lowest category with the same probability as in the second
lowest category. The thresholds should be strictly monotonically
increasing, since a higher ability should be associated with a higher
score. We have listed the thresholds in Table 2. There, three entries
are in bold because they did not meet the requirements.

We then examined the item characteristic curves (ICC) of all
items. All items with misfitting thresholds also had a misfit in their
ICC. Here, some of their scoring categories were completely below
the curves of the other scoring categories. We list one example for
each a good and a poor fitting ICC, see Fig. 4.

In summary, the NLCT had two good fitting items (L1, L5) and
three poor items (L2, L4, L6). The scoring of the NLCT (with the
exception of L1) was structured to assign a score to errors made.
Therefore, the categories could be recombined, see Sect. 5.2.3.

5.2.3 Adjusting coding manual. We made the following adjust-
ments to the coding manual to improve the fit of the three items
with poor fit. The original scoring included four categories, ranging

Table 2: Threshold values (b-values), where bold entries indi-
cate problems as not strictly monotonically increasing.

Item b1 b2 b3

L1 -2.423 -1.355 -0.591
L2 -1.313 -0.072 -0.452
L4 -2.631 1.655 -0.599
L5 -1.779 -0.577 1.129
L6 -2.164 -0.351 -0.474

(a)

(b)

Figure 4: Examples of item characteristic curves for items
with good fit (a) L5 and with poor fit (b) L4.

from 0 as the lowest to 3 as the highest. For items L2 and L4, we
combined categories 1 and 2 into one category. The adjusted score
included three categories ranging from 0 as the lowest to 2 as the
highest. For item L6, the thresholds indicated that it was a rela-
tively easy item because they were all below 0. We then changed
the mapping between error counts and scoring category. We made
the item more difficult by replacing the original score (4+ errors �
score 0, 2-3 � 1, 1 � 2, 0 � 3) with the adjusted score (3+ errors �
score 0, 1-2 � 1, 0 � 2). As a result, the thresholds for each item
were in the correct order. All shapes of the ICC also conformed to
the requirements, i.e., each category had its own “hill”.

5.2.4 Choosing adequate model. We describe which of the three
models we have chosen. In general, for both AIC and BIC, the
smaller the value, the better the fit of the model. The best model
differed because AIC would suggest the GPCM and BIC would
suggest PCM, see Table 3. However, the differences between the
PCM and GPCM models for the AIC were very small. We then
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Table 3: IRT models compared using information criteria.

Model AIC BIC

PCM 6625.4 6684.3
GPCM 6621.5 6698.4
GRM 6629.4 6706.4

examined the discrimination parameters. As a reminder, in GPCM
these parameters are calculated and in PCM they are fixed at 1.

With the exception of item L1with a value of 0.792, all parameters
ranged from 1.156 (L4) to 1.339 (L6). All parameters were at most
0.339 units away from 1 and were on average 0.241 units away.
The parameters therefore deviated more than slightly from 1. Thus,
we chose the GPCM as IRT model. Moreover, the NLCT measures
accurately in terms of distinctiveness as four of five items have
values greater than 1. For discrimination parameters it holds: The
larger the value, the better the particular item can discriminate
between the person’s abilities.

5.2.5 Combining items and students. We then calculated and com-
bined item difficulty and student ability. In IRT, this combination
is usually represented in a Wright map, see Fig. 5. On the left, the
map showed the distribution of student abilities, and on the right,
the thresholds for each test item. For student ability, the NLCT
had a mean of 0 with a range of -2.228 to 1.551. Only the ceiling
effect occurred. This affected 29 participants (4%), which was a
small fraction. There was no floor effect. Item thresholds occurred
more frequently between difficulty values 0 and -2.5. There were
no thresholds between L2-b2 (0.187) and L4-b2 (0.911). Thus, the
items are somewhat skewed toward the easier items. Overall, the
NLCT provides an accurate measurement in terms of IRT.

5.3 Test as Predictive Success Factor (RQ3)
We present the relationship between the test score in NLCT and
student success defined as percentage on homework in Fig. 6. Both
variables were not normally distributed according to significant
Shapiro-Wilk tests with p < 0.001 in each case. Thus, Spearman’s 𝜌
was used as correlation coefficient. The value of 𝜌 was was 0.365
with [0.296, 0.430] as 95% confidence interval. This was significantly
different from 0 with p < 0.001. There were novices with low ability

Figure 5: Wright map for the NLCT, showing the relationship
between participants’ test scores and item thresholds.

Figure 6: Scatterplot of the NLCT with percentage on home-
work assignments (Homework).

as measured by the NLCT but high scores on the homework assign-
ments. There were also novices with high abilities but low scores on
the homework assignments. These two groups were in contrast to
the general relationship: higher ability on the NLCT was associated
with higher student success. Especially these students lowered the
value of the correlation coefficient. Overall, the suitability of the
NLCT as a predictive factor was therefore limited.

6 DISCUSSION
6.1 Answers towards the Research Questions
We asked how a commonsense computing test based on natural
language (NLCT) could be successful as a programming aptitude
test. The performance criteria were inter-rater agreement (RQ1),
measurement accuracy by item response theory analysis (R2), and
suitability as a predictor of student success in CS1 (RQ3). We extend
the answers to RQ1 and RQ2 to the discussion of the NLCT as a
standardized instrument. Standardized instruments should meet
the requirements of reliability (i.e., consistency of measurement)
and validity (i.e., measuring what is intended to be measured).

For RQ1, the results show that the NLCT has sufficient inter-
rater agreement (IRA) as the NLCT coding manual stands alone for
most items. The IRA results led to good reliability, as the scoring is
(almost) independent of the raters.

For RQ2, adjustments to the coding manual were needed. After
that, the items had no inconsistencies and their difficulty param-
eters covered the range of students’ abilities. The NLCT would
be improved if there were more items for higher ability students.
Overall, we can conclude that the NLCT does indeed accurately
measure its construct, commonsense computing, but still has room
for improvement. As for reliability, our results on unidimensionality
show internal consistency of the items. As for validity, the items
measure commonsense computing through the direct application of
computing tasks, such as code reading and tracing code. In addition,
we included expert assessments to ensure validity.

For RQ3, the low Spearman’s 𝜌 value indicates a weak relation-
ship between the NLCT and student success in terms of percentage
on homework assignments. This is a weaker relationship than the
reported values of explained variance in similar tests would suggest.
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Previous studies using PAT as a test reported values of explained
variance ranging from 25% [38] to 16% [36] for final exam scores
and 20% for midterm exam scores [36].

Finally, we address how programming aptitude tests in general
can serve as predictive factors. In Sect. 5.3, we described two groups
of students who differ from the general relationship between test-
taking ability and student success. We conclude: Even novices who
show low ability on the test can improve and perform well dur-
ing the semester. Novices who do well on the test need to study
the content continuously and work on homework to perform well.
They cannot rest on their initial performance. Thus, programming
aptitude tests that rely on static performance on tests are generally
limited as predictive factors. As a recommendation for instructors,
we draw the following conclusion: use these tests to diagnose the
initial knowledge of these novices, identify novices who need sup-
port, and offer support.

Overall, the NLCT performs well in terms of IRA and measure-
ment accuracy based on IRT analysis. However, it performs poorly
in terms of its ability to predict learning success in CS1.

6.2 Significance of Findings and Strengths of
the Study

Programming aptitude tests are important in diagnosing the re-
sources novices bring to the table. Appropriate assistance can be
provided based on the diagnostic results. Such tests should be stan-
dardized instruments because they then benefit from validity, reli-
ability, and comparability in other situations. We have developed
a standardized instrument called NLCT to measure commonsense
computing ability directly, without the use of programming lan-
guages. The term direct here refers to item types that address typical
programming tasks such as reading, tracing, and completing code.
In the field of programming aptitude testing, our study has several
unique features: First, we used an item response theory approach to
achieve accurate measurement. Moreover, this approach provided
additional information on how well items can discriminate between
students, which parts of the student ability domain are not covered
by appropriate items with adequate difficulty, and how well the
coding manual is designed with measurement in mind. Second,
the much larger sample size (N=681) than previous studies in this
area is one of the strengths of our study. Finally, we considered
inter-rater agreement (IRA) with many raters (n=15) to verify that
our tests met the requirements of standardized tests.

6.3 Limitations and Threats to Validity
As a limitation, the NCLT requires a lot of personnel, both to score
the responses and to calculate the total score using item response
theory. The first aspect can be mitigated by additional personnel,
such as student teaching assistants, to help with scoring. The good
inter-rater agreement results show that scoring can certainly be
divided among different raters. The high requirement of personnel
also lead to delays in providing feedback to students based on the
test. In addition, the NLCT did not perform well in terms of its
suitability as a predictive factor.

As an internal threat, student motivation is a confounding fac-
tor, especially in voluntary testing in general. Motivation affects
both whether students are serious about taking the test and which

students in the course are motivated to take the voluntary test.
Thus, motivation is an internal threat that potentially affects our
measured effects. Maturation could also affect student test score.
Students who took the test later during the participation period
might have benefited from the course content. We attempted to
circumvent this factor by limiting the period to 19 days and aligning
it with the submission of the first homework assignment.

As an external threat, the NLCT was used in only one course at
one institution. In addition, the ethics committee required that de-
mographic data be collected separately. Despite the high response
rate of 63%, this is not a census of the course studied. Students
with certain demographic characteristics may have systematically
not participated in our study. In addition, we could not examine
whether our items exhibit bias toward certain demographic charac-
teristics. These include prior programming experience and general
language proficiency. It is possible that only these students exhibit
the high abilities measured by the NLCT. The items contain long
descriptions in the language of our university. This language is not
the first language for all of our students and for them there may be
barriers. For these reasons, only preliminary results can be used for
generalization to other universities, institutions, and participants.

6.4 Further Research Directions
We identify three strands of further directions: First, research could
iteratively improve the NLCT by using the item response theory
approach. Ideally, the improved test would contain only fully auto-
mated items, eliminating staff scoring and allowing direct feedback.
Second, a parallel investigation of NLCT results and sources of
potential bias could address the previously described threats of our
study. This includes controlling for prior programming experience
using a survey such as Smith et al. [36]. One could control for demo-
graphic bias by comparing the distribution of test scores between
groups and conducting interviews with participants. One could also
control for language proficiency bias by using general language
tests. In general, replication and especially translation into other
languages is desirable for possible generalizability. Third, research
could develop a similar test for commonsense computing, but based
on a different programming language paradigm than procedural.
Similar in the sense of using item response theory to study the
accuracy of measurements and items using only natural language.

7 CONCLUSION
Our study addresses the area of programming aptitude testing
and the predictive factor for student success in introductory pro-
gramming [12]. Methodologically, the study addresses the advance-
ment and usage of standardized measurement instruments, which
is currently underdeveloped in computing education research [24].
The test developed, the Natural Language Computing Test (NLCT),
therefore combines all three perspectives. Unique features of our
study include the use of item response theory to obtain more accu-
rate measurement results and the much larger sample size, namely
N=681. Our results show the advantages of the NLCT in terms of
inter-rater agreement and measurement accuracy. However, the
test is not a good predictor of student success. The NLCT could
act as a starting point for iterative improvement of programming
aptitude tests with fully automated evaluation.
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