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## Zusammenfassung

Diese Arbeit befasst sich tiefgehend mit physikalisch informierten (physics-informed) neuronalen Netzwerken. Die Methode baut auf Deep Learning Techniken auf, wird im Allgemeinen zur Lösung von Differentialgleichungen verwendet und in dieser Arbeit auf Gastransportprobleme angewendet. Die vorliegende Bearbeitung dieses bislang wenig erforschten Themenfeldes leistet einen Beitrag zu einem besseren Verständnis der Methode und richtet seinen Fokus auf drei Schwerpunkte:

Zunächst beschäftigen wir uns mit den grundlegenden Eigenschaften. Hier beweisen wir einerseits Fehlerabschätzungen für ein lineares System von Transportgleichungen, die den Fehler der Approximation durch den Wert der Verlustfunktion beschränken. Die Abschätzungen zeigen allerdings auch, dass die Methode Probleme mit langen Zeitintervallen und hohen charakteristischen Geschwindigkeiten hat. Zum anderen wird aufgezeigt, wie die Methode effizient implementiert werden kann.

Neben der Standardmethode wurden zahlreiche Variationen von physikalisch informierten neuronalen Netzwerken entwickelt. Diese vergleichen wir miteinander und befassen uns mit dem zweiten Schwerpunkt, der Suche nach der effektivsten Trainingsstrategie. Hier führen wir umfangreiche numerische Tests durch, die verschiedene Architekturen von neuronalen Netzwerken, Optimierungsverfahren, Integrationsverfahren und Verfahren zur Wahl von Gewichten in der Verlustfunktion beinhalten.

In den Ergebnissen zeigt sich, dass für jedes Problem eine andere neuronale Netzwerk Architektur am besten geeignet ist. Als Optimierungsverfahren ist das Adam Verfahren mit der richtigen Lernrate und genügend Iterationen den anderen Verfahren überlegen. Bei den verschiedenen Integrationsverfahren lassen sich kaum Unterschiede erkennen und die verschiedenen Konvergenzraten der Verfahren übertragen sich nicht auf die Konvergenzrate von physikalisch informierten neuronalen Netzwerken. Dies zeigt ein kompliziertes Verhältnis zwischen Optimierungs- und Quadraturfehler und, dass der Fehler nicht beliebig reduziert werden kann.

Bei den Verfahren zur Wahl von Gewichten in der Verlustfunktion kann nur die aufwendige Zufallssuche die Genauigkeit verbessern. Abschließend betrachten und erweitern wir eine andere Formulierung der Verlustfunktion. Durch die Erweiterung lässt sich deren Genauigkeit steigern, aber die der ursprünglichen Verlustfunktion nicht übertreffen.

Als Drittes befassen wir uns mit der Lösung von optimalen Steuerungsproblemen durch physikalisch informierte neuronale Netzwerke. Hier betrachten wir einen direkten Ansatz und entwickeln einen neuen, indirekten Ansatz. Wir zeigen, dass der direkte Ansatz das optimale Steuerungsproblem nicht ausreichend widerspiegelt und unzulässige Lösungen berechnet. Der indirekte und auf der Adjungierten aufbauende Ansatz berechnet wiederum zulässige Lösungen, die auch die Zielfunktion minimieren. Wir verdeutlichen dies durch numerische Ergebnisse von zwei Testproblemen.


#### Abstract

This thesis investigates the application of physics-informed neural networks to solve gas transport problems. Physics-informed neural networks are a new numerical method that applies deep learning techniques to solve problems involving differential equations. Much knowledge is still to be developed, and this thesis is a contribution to the understanding of the method, focusing on three main areas.

First, we contribute to the fundamental knowledge of physics-informed neural networks. Here, in a theoretical investigation, we prove error estimates for a linear system of transport equations that bound the generalization error of the method by the values of the loss function. The estimates thus validate the method. However, they also show that the method has problems with long time intervals and high characteristic speeds. Furthermore, a practical investigation shows that the standard implementation can be improved with a more efficient approach.

Second, we focus on the most effective training strategy to obtain physics-informed neural networks. Besides the standard method, many variants of physics-informed neural networks have been proposed. We survey these variants and perform extensive numerical tests involving different neural architectures, optimization methods, sampling strategies, and loss balancing methods.

The results show that a specific neural network architecture is best suited for each problem. The Adam optimization method outperforms the other optimization methods with an appropriate learning rate and sufficient iterations. Higher-order sampling strategies have no significant advantages over the commonly used Latin hypercube sampling, and thus the convergence rates of sampling strategies do not affect the convergence rate of physics-informed neural networks. This demonstrates a complex interaction between the optimization and quadrature error, and also shows that the generalization error cannot be arbitrarily reduced in practical applications.

For the loss balancing methods, only an expensive random search can improve the accuracy. Finally, we review and extend another loss function formulation. While the extension increases the accuracy, it does not exceed the accuracy of the original loss function.

Third, we address optimal control problems using physics-informed neural networks. Here, we consider a direct approach and develop a new indirect approach. We show that the direct approach does not adequately reflect the optimal control problem and computes infeasible solutions. In contrast, the indirect adjoint-based approach, computes feasible solutions that also minimize the objective function. We illustrate this with numerical tests from two test problems.
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## 1. Introduction

Just in the last three years, the world has experienced multiple crises: a global pandemic, a war in Ukraine, an energy crisis, inflation, and a worsening climate crisis. These crises are not independent events, but rather a polycrisis [57]: An interplay between different crises that interact and amplify each other. To overcome these ever-growing challenges, scientific research is important on which informed mitigation strategies can be developed.

In this work, we want to contribute to the aspect of methods to reduce energy consumption, relieve the energy scarcity, which helps to mitigate both the energy and climate crises. We will address this task with another emerging technology, machine learning. Machine learning comprises algorithmic approaches to learn and improve from data without being explicitly programmed for specific tasks. These approaches have made enormous advancements in the last decade, suggesting that they are capable of solving a wide variety of problems and eventually reaching human intelligence.

In the following, we will explore both aspects in more detail: the energy crisis Germany is facing and the impact of artificial intelligence. Subsequently, we will describe how we combine both topics and outline the contributions of this work.

## Germany's energy crisis

Final act. We begin on the morning of September 26, 2022. The news shows images of natural gas rising from the Baltic Sea, coming from the damaged Nord Stream gas pipelines that supply Germany with natural gas. What might appear to be a major environmental disaster and a waste of natural gas that Germany desperately needed at the time, was the final act of the much proclaimed German natural gas (or, more broadly, energy) strategy.

The damaged Nord Stream pipelines resolved Germany's ethical dilemma of supporting a war through gas purchases on the one hand, and a feared economic and social decline on the other hand. However, this situation has been decided by a yet unknown party by sabotaging the Nord Stream pipeline and jeopardizing Germany's future.

The past strategy. But what happened first? Compared to other carbon-based energy sources, natural gas emits significantly less carbon dioxide for the same amount of energy. As a result, replacing old coal-fired power plants or oil-fired heaters with natural gas-powered alternatives reduces carbon emissions. In addition, gas-fired power plants complement renewable energy sources by generating electricity during periods when wind or solar power is not available [56]. From this perspective, natural gas was viewed as a bridge enabling a smoother energy transition.

Crucially, there are also other sectors that benefit from cheap natural gas. For example, the chemical industry and energy-intensive sectors such as the steel industry have
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maintained their global competitiveness by relying on cheap natural gas. Thus, the Nord Stream pipelines connected two countries with aligned interests: one that has abundant natural resources and another that wants them to fuel economic growth. Importantly, the gas was largely purchased at fixed prices, independent of the world market. In this arrangement, however, Germany sacrificed its energy sovereignty by becoming overly reliant on a single nation.

A new reality. Without the Nord Stream pipelines, Germany needs to purchase natural gas from neighboring countries and from the global liquefied natural gas (LNG) market. Germany now has to follow market prices and has a huge and sudden demand. This led to a cascade of unfortunate consequences: reduced gas availability in the LNG market, causing shortages in less developed countries, or rising electricity costs as the latter are linked to gas prices through gas-fired power plants.

As a result, Germany has to save natural gas because there is no longer enough supply. However, saving has consequences too. For instance, it harms industrial production and pushes Germany into a minor technical recession. So far, major damage has been averted. But the crisis is not over yet. Coal-fired power plants also burned more to compensate for the lack of gas, exacerbating carbon emissions. Lastly, greenhouses, which typically use gas to heat during the winter, saved gas and produced fewer vegetables. This has led to a reduction in supply and an increase in the cost of living.

Challenges ahead. Germany's energy strategy is facing major challenges and needs a new direction. Renewable energy is the key to an energy-independent and climateneutral future. There are also plans to replace natural gas consumption with hydrogen [55]. However, the concrete details remain unclear, especially considering the inefficiencies in its production process and the associated demand for green energy.

While the immediate and distant futures are different, they share the same fundamental challenges. Currently, renewable energy resources are not enough to satisfy the energy demand, therefore carbon energy resources will be required in the coming years. However, natural gas is not as cheap and plentiful as it used to be. In a future without carbon energy sources, energy will be produced by renewable energy sources, which are not as plentiful as the carbon resources of the past. Thus, efficient use of energy is important now and will be in the future.

The efficient (or mathematically optimal) use of energy is a major concern of this work. Mathematical methods can be used to simulate and optimize energy systems, and thus help in both time frames. While our primary focus revolves around natural gas and hydrogen, the underlying principles are broadly applicable. These principles are based on machine learning techniques.

## Artificial intelligence

Omnipresence and Perception. It has long been a goal to develop artificial intelligence (AI) methods that can match the human capabilities [16, p. 1]. Over the past decade, advances in hardware, machine learning software, and methods have enabled
impressive progress: Image recognition methods are available on every smartphone, superhuman performance at the board game Go [51] or the prediction of protein structure with AlphaFold [24]. Furthermore, the broader public has recently become more engaged with machine learning tools such as the StableDiffusion image generation and conversational models such as ChatGPT. These are leading examples of research that transitioned into widely recognized and used technologies.

Since these tools are very accessible, the public's perception of what counts as artificial intelligence is actually the deciding factor. In fact, platforms like ChatGPT are very much tailored to maximize this perception. Recent successes make it difficult to distinguish between human and machine intelligence, suggesting that the overall search for artificial intelligence is reaching its final goal. However, in 1950, Alan Turing developed the Turing test to assess exactly this question. So far, no algorithm has successfully pretended to be a human and passed the test.

An AI Revolution? It is very difficult to predict what machine learning will eventually be capable of. Building on recent successes, reaching human intelligence seems possible to some, and tougher challenges like self-driving cars or humanoid robots in factories and schools are on the horizon. This might replace many jobs with AI, potentially sparking a crisis or another technological revolution [4]. However, such a shift would favor those with vast computing resources and data, making it very unequal.

From another perspective, machine learning is just a complementary technology that enables algorithmic solutions to some previously unsolvable problems. This debate can only be resolved by testing machine learning approaches on various tasks and assessing their performance. This leads to the main goal of this thesis: We aim to identify the advantages and disadvantages of machine learning for our specific scenario.

## Computational view

By approximating underlying physical systems, numerical methods allow the simulation of future states and optimization for energy efficiency. These physical systems are typically modeled by differential equations. In this work, we consider one specific class: Hyperbolic balance laws in a one-dimensional pipe $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]$ over time $\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]$ that are formalized by

$$
\begin{equation*}
\partial_{t} u+\partial_{x}(F \circ u)=g(u) \quad \text { in } \quad\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times\left(t_{\mathrm{I}}, t_{\mathrm{E}}\right), \tag{1.1}
\end{equation*}
$$

for a state vector $u(x, t)$, a flux function $F(u)$ and a source term $g(u)$. Hyperbolic balance laws are used to model gas flow of natural gas and hydrogen, and equation (1.1) is the building block for more complex systems such as gas networks.

Classical numerical methods. Much research has focused towards the simulation and optimization of real-world gas networks. The key to successfully solve optimization problems is the simulation problem, which provides the solution and sensitivity information to the optimization method. However, the underlying transport structure of the solution requires specialized methods. In particular, simulation methods have been developed that are adaptive in space, time, and the applied gas transport model [44]. Using simplified models whenever possible can significantly reduce the simulation time.
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Reduced methods, which are tailored to specific problems, can further reduce computational costs. However, as a prominent example, reduced basis methods, which are often successfully applied to different types of differential equations, have fundamental problems with differential equations that model (gas) transport. See this overview of the current state [5]. Further improvements are needed to handle large gas networks and more complex scenarios such as optimization.

Machine learning based methods. Machine learning methods that have proven effective in other tasks have recently been applied to solve differential equations. The methods are grouped under the term physics-informed machine learning, as highlighted in [25], and incorporate physical laws into the training process. The first method are physics-informed neural networks (PINNs), which were introduced in [36] and quickly gained popularity. The main advantage is the flexibility of the technique, which allows specific tuning to a variety of differential equations. This has led to many proposed variants and extensions of the original approach.

However, a major limitation is the lack of knowledge about the method and its extensions. Knowledge from classical numerical methods cannot be transferred to PINNs. Despite the promising outlook, it remains unclear what performance can be expected when applied to gas transport problems. This is due to the lack of comparisons between the variants. A deeper understanding of the method, its variants, and the underlying mechanisms is critical. In addition, it must be evaluated whether an extension to solve optimization problems is possible.

Contribution. The overall goal of this thesis is twofold: First, we will give an indepth overview of physics-informed neural networks and their extensions. We will also detail an efficient implementation and derive theoretical properties. Second, we will assess their performance when applied to gas transport problems with comprehensive numerical tests. Here, we will start with simulation problems. Then, we will transfer the knowledge to solve optimal control problems. This thesis builds on the results in [54] and expands them in new directions.

In summary, we aim to determine how physics-informed neural networks can be effectively applied to gas transport problems, evaluating their advantages and disadvantages for simulation and optimization tasks to close the existing knowledge gap.

Outline. We start by introducing two example problems modeled by hyperbolic balance laws in Chapter 2. Both problems will guide us through this thesis. Next, in Chapter 3, we will introduce the fundamentals of deep learning, the foundation of the remaining chapters. Physics-informed neural networks and their variants are introduced, and analyzed in theory and by numerical tests in Chapter 4. This knowledge is then applied to solve optimization problems based on our example problems in Chapter 5. Finally, in Chapter 6, we summarize and present our conclusions.

## 2. Two exemplary problems

Throughout this work, we will consider two distinct problems modeled by different hyperbolic balance laws: a linear problem and a nonlinear problem. While the linear problem holds primarily academic significance, the nonlinear problem resembles real-world scenarios more closely by using the nonlinear isentropic Euler equations and a friction term. Both problems will serve different roles in our numerical tests, thus enabling a broad view of the methods presented in this work.

For the linear problem, the solution structure is well-known and can be described explicitly. The nonlinear problem introduces additional complexities, making the solution more challenging to comprehend. Consequently, numerical simulation is needed to obtain a reference solution.

Both problems consider a one-dimensional pipe $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]$ where the information of two state variables is transported from the left to the right boundary and vice versa over the time $\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]$. The boundary conditions are specified in accordance with the direction of the characteristics of each respective solution.

The abstract problem formulation is as follows: We seek a function $u(x, t):\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times$ $\left[t_{1}, t_{\mathrm{E}}\right] \rightarrow \mathbb{R}^{2}$ that satisfies the balance law

$$
\begin{equation*}
\partial_{t} u(x, t)+\partial_{x}(F \circ u)(x, t)=g(u(x, t)) \quad \text { for }(x, t) \in D_{\mathrm{EQ}}:=\left(x_{\mathrm{L}}, x_{\mathrm{R}}\right) \times\left(t_{\mathrm{I}}, t_{\mathrm{E}}\right), \tag{2.1a}
\end{equation*}
$$

with a flux $F: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ and a source $g: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$; the initial condition

$$
\begin{equation*}
u\left(x, t_{\mathrm{I}}\right)=b_{\mathrm{I}}(x) \quad \text { for } \quad x \in D_{\mathrm{I}}:=\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \tag{2.1b}
\end{equation*}
$$

with initial data $b_{\mathrm{I}}: D_{\mathrm{I}} \rightarrow \mathbb{R}^{2}$; the left and right boundary condition

$$
\begin{array}{ll}
u_{1}\left(x_{\mathrm{L}}, t\right)=b_{\mathrm{L}}(t) & \text { for } \quad t \in D_{\mathrm{L}}:=\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right], \\
u_{2}\left(x_{\mathrm{R}}, t\right)=b_{\mathrm{R}}(t) & \text { for } \quad t \in D_{\mathrm{R}}:=\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right], \tag{2.1d}
\end{array}
$$

with left boundary data $b_{\mathrm{L}}: D_{\mathrm{L}} \rightarrow \mathbb{R}$ and right boundary data $b_{\mathrm{R}}: D_{\mathrm{R}} \rightarrow \mathbb{R}$.
In the following, we introduce the two instances of the abstract problem (2.1).

### 2.1. Linear problem

For this problem, we consider the spatial interval $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]=[0,1]$ and the time interval $\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]=[0,4]$. The state vector $u$ should fulfill the abstract problem with a linear flux function and a zero source term. Specifically, we consider

$$
u=\binom{u_{1}}{u_{2}}, \quad F(u)=\binom{u_{2}}{u_{1}} \quad \text { and } \quad g(u)=\binom{0}{0} .
$$

Continuous piecewise linear interpolation. Before we complete the problem with boundary and initial data, we define a continuous piecewise linear interpolation function $\iota$, which interpolates input-output pairs $\left(\alpha_{i}, \beta_{i}\right)$ for $i=1, \ldots, n$ according to

$$
\begin{equation*}
\iota\left(x ; \alpha_{1}, \ldots, \alpha_{n} ; \beta_{1}, \ldots, \beta_{n}\right)=\iota(x ; \alpha ; \beta)=\beta_{i}+\frac{\beta_{i+1}-\beta_{i}}{\alpha_{i+1}-\alpha_{i}}\left(x-\alpha_{i}\right) \text { for } x \in\left[\alpha_{i}, \alpha_{i+1}\right] . \tag{2.2}
\end{equation*}
$$

To complete this problem, we consider the initial data

$$
\left(b_{\mathrm{I}}\right)_{1}(x)=\iota(x ; 0,1 ; 1,-1) \quad \text { and } \quad\left(b_{\mathrm{I}}\right)_{2}(x)=\iota(x ; 0,1 ;-1,0)
$$

and the boundary data on the left respectively right side

$$
\begin{gathered}
b_{\mathrm{L}}(t)=\iota(t ; 0.0, \quad 0.5, \quad 1.0,1.5,2.0, \quad 2.5,3.0,4.0 \\
1.0,-1.0,-1.0,1.0,1.0,-1.0,0.0,0.0), \\
b_{\mathrm{R}}(t)=\iota(t ; 0.0,1.0, \quad 1.5, \quad 2.0,2.5,3.0,3.5,4.0 \\
0.0,0.0,-1.0,-1.0,1.0,1.0,0.0,0.0)
\end{gathered}
$$

See Figure 2.1 for a visualization of the initial, left, and right boundary data.

### 2.1.1. Exact solution

For this problem, we can construct the solution that will be used as a reference later. First, we observe that the system matrix is diagonalizable. That is, we have

$$
\begin{gathered}
F(u)=A u \quad \text { with } \quad A=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)=R \Psi R^{-1} \\
\text { and } \\
R=\left(\begin{array}{cc}
-1 & 1 \\
1 & 1
\end{array}\right), \quad \Psi=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), \quad R^{-1}=\left(\begin{array}{cc}
-1 / 2 & 1 / 2 \\
1 / 2 & 1 / 2
\end{array}\right) .
\end{gathered}
$$

Now we multiply (2.1a) from the left by $R^{-1}$ and introduce $w=R^{-1} u$ to observe

$$
\begin{array}{ll}
\partial_{t} w_{1}-\partial_{x} w_{1}=0 & \text { in } D_{\mathrm{EQ}} \\
\partial_{t} w_{2}+\partial_{x} w_{2}=0 & \text { in } D_{\mathrm{EQ}}
\end{array}
$$

a system of linear transport equations with constant speed [34, p. 47]. The boundary conditions are transformed into

$$
\begin{align*}
& u_{1}(t)=\left(\begin{array}{ll}
1 & 0
\end{array}\right) R w\left(x_{\mathrm{L}}, t\right)=-w_{1}\left(x_{\mathrm{L}}, t\right)+w_{2}\left(x_{\mathrm{L}}, t\right)=b_{\mathrm{L}}(t) \\
& u_{2}(t)=\left(\begin{array}{ll}
0 & 1
\end{array}\right) R w\left(x_{\mathrm{R}}, t\right)=w_{1}\left(x_{\mathrm{R}}, t\right)+w_{2}\left(x_{\mathrm{R}}, t\right)=b_{\mathrm{R}}(t) \tag{2.3}
\end{align*}
$$

Hence, this system is only coupled at the boundary.
Now, for any point $(x, t) \in D_{\mathrm{EQ}}$ we can trace back the characteristics to calculate the function values $w_{1}(x, t)$ and $w_{2}(x, t)$ [34, p. 59]. For example, for $w_{1}(x, t)$ the characteristics have the direction $\binom{-1}{1}$ because the first eigenvalue is negative. Either, the characteristic intersects the $t=t_{\mathrm{I}}$ line at $x_{*}=x+t$ with $x_{*} \leq x_{\mathrm{R}}$. Then, the value of $w_{1}(x, t)$ is determined by the initial condition $w\left(x, t_{\mathrm{I}}\right)=R^{-1} b_{\mathrm{I}}(x)$. That is, we have $w_{1}(x, t)=w_{1}\left(x_{*}, t_{\mathrm{I}}\right)$. Or, the characteristic intersects the right boundary at $t_{*}=$
$t+x-x_{\mathrm{R}}$, then we can insert the right boundary condition, $w_{1}(x, t)=b_{\mathrm{R}}\left(t_{*}\right)-w_{2}\left(x_{\mathrm{R}}, t_{*}\right)$, and recursively calculate $w_{2}\left(x_{\mathrm{R}}, t_{*}\right)$.

A similar calculation can be carried out for $w_{2}(x, t)$. This leads to the solution

$$
\begin{aligned}
& w_{1}(x, t)= \begin{cases}w_{1}\left(x+t, t_{\mathrm{I}}\right) & \text { if } x+t \leq x_{\mathrm{R}} \\
b_{\mathrm{R}}\left(t+x-x_{\mathrm{R}}\right)-w_{2}\left(x_{\mathrm{R}}, t+x-x_{\mathrm{R}}\right) & \text { otherwise }\end{cases} \\
& w_{2}(x, t)= \begin{cases}w_{2}\left(x-t, t_{\mathrm{I}}\right) & \text { if } x-t \geq x_{\mathrm{L}} \\
b_{\mathrm{L}}\left(t-x+x_{\mathrm{L}}\right)+w_{1}\left(x_{\mathrm{L}}, t-x+x_{\mathrm{L}}\right) & \text { otherwise }\end{cases}
\end{aligned}
$$

As noted in [13, p.19], this solution concept extends beyond solutions that are differentiable with a continuous derivative. We will follow this notion here, and define $u=R w$ as the solution of this problem. This is important because the initial and boundary data of the linear problem are not differentiable everywhere, and thus the solution is not differentiable everywhere.

### 2.2. Nonlinear problem

In contrast to the previous problem, this problem is nonlinear and describes the gas flow in a pipe with $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]=[0,2]$ and $\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]=[0,6]$. It is similar to the problem described in [11, p. 71].

We start by introducing the variables $\rho$ for the gas density, $p$ for the pressure, $v$ for the velocity, and the product $\rho v$ for the momentum. The state variables are the density $\rho$ and the momentum $\rho v$. To model the gas flow, we use the isentropic Euler equations, which are an appropriate choice for this particular task, see [34, p. 296]. We augment the conservation law with a nonlinear friction term. This model is in line with the hierarchy of models in [12]. In summary, we have

$$
u=\binom{\rho}{\rho v}, \quad F(u)=\binom{\rho v}{\rho v^{2}+p}, \quad g=\binom{0}{-\frac{\lambda}{2 D} \rho v|v|}, \quad \text { with } \quad p=\kappa \rho^{\gamma}
$$

We set the adiabatic exponent to $\gamma=1.41$, the value for hydrogen.
In a realistic scenario, $\kappa$ is between $10^{3}$ and $10^{4}$ and depends on the initial entropy of the gas. However, for reasons we will work out in this thesis, we choose a small $\kappa$, a less realistic scenario, and set $\kappa=1$. To obtain a coherent problem, the sizes of $\rho$ and $\rho v$ are also not realistic. This requires us to avoid calculating the friction term with the Colebrook-White equation and we set $\lambda=1$. We also have $D=1$.

The initial state $b_{\mathrm{I}}(x)$ is the steady state with respect to $\rho=2$ at the left boundary and $\rho v=0.5$ at the right boundary. Therefore, in this problem, the gas flows from the left boundary to the right. See Figure 2.2 for a visualization of the initial data.

Now consider a scenario where the gas enters at the left boundary and is extracted by the consumers at the right boundary. The gas demand from the consumers varies, causing $\rho v$ to increase or decrease over time. This momentarily causes the gas to expand or contract, which is reflected in changes in the density $\rho$. These density fluctuations are operationally undesirable and require efforts to mitigate them. This is achieved by adjusting the density at the left boundary. For example, by using a compressor to modify
the density before the gas enters the pipe. Therefore, later in Chapter 5, we will consider $b_{\mathrm{L}}(t)$ as a control that allows us to adjust the density at the left boundary.

In our concrete scenario, we consider the momentum at the right boundary

$$
b_{\mathrm{R}}(t)= \begin{cases}0.5 & 0.00 \leq t<0.25 \\ -0.064(t-0.25)^{3}+0.24(t-0.25)^{2}+0.5 & 0.25 \leq t<2.75 \\ 1.0 & 2.75 \leq t<4.50 \\ 0.5(t-4.50)^{3}-0.75(t-4.50)^{2}+1.0 & 4.50 \leq t<5.50 \\ 0.75 & 5.50 \leq t \leq 6.00\end{cases}
$$

Leaving the density at the left boundary unchanged, i.e. $b_{\mathrm{L}}(t)=2$, results in a significant density drop at the right boundary. See Figure 2.2 for the corresponding solution. For our simulation problem we consider the following control for the density at the left boundary

$$
\begin{array}{r}
b_{\mathrm{L}}(t)=\iota(t ; 0.0,1.0,2.0,3.0,4.0,5.0,6.0 \\
2.0,2.3,2.3,2.3,2.2,2.1,2.0) \tag{2.4}
\end{array}
$$

This control is able to maintain an almost constant density at the right boundary. In Chapter 5 , our objective is to automate the process of determining an optimal control while also taking the associated compressor costs into account.

We compute the reference solution numerically with the implicit box method presented in [39]. We use $128 \cdot 2$ space points and $512 \cdot 6$ time points for the discrete solution. The resulting nonlinear system of equations is then solved using the MatLAB function fsolve. The steady state is obtained similarly, but with a much longer time interval.

(a) Exact solution of the linear problem at the left and right boundary.


Figure 2.1.: Left and right boundary as well as the initial data of the linear problem.


- Solution - - - Solution with constant left boundary
(a) Exact solution of the isentropic problem at the left and right boundary. The solution uses the left boundary data defined by (2.4). The solution with the constant left boundary data uses $b_{\mathrm{L}}(t)=2$.


Figure 2.2.: Left and right boundary as well as the initial data of the isentropic problem.

## 3. Fundamentals of deep learning

Machine learning is the automatic learning of complex patterns and representations. This can include tasks such as image recognition, text generation, and more. In this chapter, we focus on a specific machine learning technique called deep learning.

At its core, deep learning revolves around parameters $\theta$ and a function $h(\cdot ; \theta)$, the neural network, that can be adjusted by $\theta$. The goal is to find parameters $\theta$ such that the neural network $h(\cdot ; \theta)$ approximates a target function, and is achieved by an interplay of the following building blocks.

- Specific constructions, the architecture, of $h(\cdot ; \theta)$ allow for the approximation of a large class of functions. We present two different designs in Section 3.1.
- The parameters $\theta$ are obtained by nonlinear optimization methods, the training process, explained in Section 3.2.
- Nonlinear optimization requires derivatives with respect to the parameters $\theta$ which are obtained by automatic differentiation. This is described in Section 3.3.
- Finally, we describe how these techniques are efficiently implemented in soft- and hardware in Section 3.4.

Later, we will apply the deep learning techniques in two key areas. First, we will use them to approximate the solutions of the abstract simulation problem (2.1) in Chapter 4. Second, we will solve optimization problems that build on the abstract simulation problem in Chapter 5.

### 3.1. Designing neural networks

There are many possible constructions of the neural network $h(\cdot ; \theta)$. These are commonly referred to as neural network architectures. Some of these architectures are capable of accurately approximating a wide range of functions by appropriately choosing the parameters $\theta$. This property is known as the universal approximation property. While in theory a single neural network architecture with the universal approximation property should suffice, in practice many different architectures have been developed for specific use cases.

A neural network is typically a composition of multiple layers that transform the input into multiple intermediate representations and finally into the output. Historically, fully connected layers have been the basic architecture of neural networks. Specialized layers such as residual layers and convolutional layers have been designed for image recognition [21]. Transformer networks, such as ChatGPT, have a so-called attention mechanism and demonstrate impressive performance in natural language processing tasks [62].


Figure 3.1.: The tanh, relu, gelu and splus activation function.

In this work, we will consider two architectures: fully connected neural networks and Hamiltonian-inspired neural networks. While the former is commonly used, the latter may offer potential advantages for our use case.

### 3.1.1. Fully connected deep neural networks

Universal approximation. We start by considering the task of approximating an affine linear function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$. To accomplish this, we use an affine model

$$
h(y ; \theta)=A y+b
$$

with $A \in \mathbb{R}^{k \times n}, b \in \mathbb{R}^{k}$ and $\theta=(A, b)$. Since every affine function can be expressed by $h$, there exist parameters $\theta$ such that $h(\cdot ; \theta)$ is equal to $f$. In this sense, $h$ is able to exactly represent the class of affine functions.

To extend this approach to the approximation of nonlinear functions, we introduce a nonlinearity into our model. We define $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ as a nonlinear function, which is called an activation function in this context. Popular choices for the activation function include

$$
\sigma(y)=\tanh (y) \quad \text { or } \quad \sigma(y)=\operatorname{relu}(y):=\max (0, y)
$$

See Figure 3.1 for a visualization of both functions and also others. The activation function $\sigma$ is extended to vectors by applying it componentwise.

We now modify the model by applying an affine transformation, then a nonlinearity, and then another affine transformation. This leads to

$$
\begin{gather*}
h(y ; \theta)=\left(h_{2} \circ \sigma \circ h_{1}\right)(y), \quad \text { with }  \tag{3.1}\\
h_{1}\left(y_{1} ; \theta\right)=A_{1} y_{1}+b_{1} \quad \text { and } \quad h_{2}\left(y_{2} ; \theta\right)=A_{2} y_{2}+b_{2}
\end{gather*}
$$

for parameters $\theta=\left(A_{1}, b_{1}, A_{2}, b_{2}\right), A_{1} \in \mathbb{R}^{n_{2} \times n_{1}}, b_{1} \in \mathbb{R}^{n_{2}}, A_{2} \in \mathbb{R}^{n_{3} \times n_{2}}$ and $b_{2} \in \mathbb{R}^{n_{3}}$. Here, $n_{1}=n$ and $n_{3}=k$ are based on the input and output dimensions, and $n_{2}$ can be chosen. Despite the simple construction, this is sufficient to approximate the large class of continuous functions arbitrarily well.

Theorem 1 (Universal approximation theorem [45, Proposition 3.7]). Let $K \subseteq \mathbb{R}^{k}$ be compact, $\sigma$ be continuous and not a polynomial. Furthermore, let $\|\cdot\|$ be a vector norm.

Then, for every continuous function $f: K \rightarrow \mathbb{R}^{n}$ and every $\varepsilon>0$, there exist parameters $\theta=\left(A_{1}, b_{1}, A_{2}, b_{2}\right)$ such that

$$
\max _{y \in K}\|f(y)-h(y ; \theta)\|<\varepsilon
$$

where $h$ is the neural network defined by (3.1).
The number $n_{2}$ controls the number of parameters of the neural network. The number of parameters of a neural network is the sum of the entries of the matrices and vectors in $\theta$. It is important to note that the Universal approximation theorem makes no assertion about the actual value of $n_{2}$ which can be arbitrarily high. However, for specific activation functions, there are estimates of the required number of parameters and bounds on the rate of convergence. For further details, we refer to [10] for the tanh activation function and [40] for the relu activation function. Finally, there are many different variants of Theorem 1, each with its own assumptions, including those on $\sigma$.

Deep neural networks. The neural network $h$ in (3.1) can be decomposed into multiple layers. The first layer $\sigma \circ h_{1}$, converts the input $y_{1}$ into an intermediate representation $y_{2}$. This layer is commonly referred to as the hidden layer, and the individual elements of $y_{2}$ are known as neurons. The width of this layer is determined by the number of its neurons. The final layer $h_{2}$ serves as the output layer and typically does not have an activation function. This layer transforms the last intermediate representation into the final output.

One can make the neural network arbitrarily deep by adding more hidden layers. This leads to the deep fully connected neural network

$$
\begin{equation*}
h(x ; \theta)=\left(h_{N+1} \circ\left(\sigma \circ h_{N}\right) \circ \ldots \circ\left(\sigma \circ h_{2}\right) \circ\left(\sigma \circ h_{1}\right)\right)(y) \tag{3.2}
\end{equation*}
$$

with $N+1$ layers, $N$ hidden layers, and the corresponding affine transformations $h_{i}\left(y_{i}\right)=$ $A_{i} y_{i}+b_{i}$. The different layers are separated by the additional parentheses in (3.2). The deep neural network $h$ is parameterized by the weights $A_{i}$ and biases $b_{i}$ contained in $\theta=\left(A_{1}, b_{1}, A_{2}, b_{2}, \ldots, A_{N+1}, b_{N+1}\right)$. In the following, we always assume that $A_{2}, \ldots, A_{N} \in$ $\mathbb{R}^{K \times K}, b_{1}, \ldots, b_{N} \in \mathbb{R}^{K \times K}$ and denote $K$ as the number of neurons. The size of $A_{1}$ depends on the input size, and $A_{N+1}, b_{N+1}$ depend on the output size.

The activation function has a significant impact on the approximation capabilities of the neural network. While relu neural networks are very capable of approximating continuous piecewise linear functions [40], tanh neural networks are smooth and thus approximate smooth functions most effectively. Therefore, the activation function should be chosen carefully. In the next subsection, we explore an approach to embed more structural information into the neural network.

### 3.1.2. Hamiltonian-inspired neural networks.

A fully connected deep neural network is a very general architecture for approximating functions. In this subsection, we introduce a more specific neural network architecture that is derived from physical processes. This architecture is based on a connection between neural networks and ordinary differential equations that is established by a numerical time integrator. This connection allows an analysis using numerical analysis tools.

Residual layer. Fully connected layers can be modified into residual layers [21] by introducing a skip connection into the architecture. Formally, each hidden layer $\left(\sigma \circ h_{i}\right)$ is replaced with a residual layer

$$
g_{i}\left(y_{i}\right)=y_{i}+\sigma\left(A_{i} y_{i}+b_{i}\right)
$$

This allows the intermediate values $y_{i}$ to be passed unchanged to the next layer and ensures that no information is dropped by the hidden layer. While this approach simplifies the approximation of the identity function, it makes it more difficult to approximate constant functions.

We can rewrite the calculation of the intermediate values into

$$
\begin{equation*}
y_{i+1}=y_{i}+\sigma\left(A_{i} y_{i}+b_{i}\right) \tag{3.3}
\end{equation*}
$$

and observe that the discrete values $y_{1}, y_{2}, \ldots$ are approximations of the solution of the system of ordinary differential equations

$$
\begin{equation*}
y^{\prime}(t)=\sigma(A(t) y(t)+b(t)) \tag{3.4}
\end{equation*}
$$

obtained by the explicit Euler time integrator with step size one and suitable functions $A(t): \mathbb{R} \rightarrow \mathbb{R}^{K \times K}, b(t): \mathbb{R} \rightarrow \mathbb{R}^{K}$ with $K$ as the number of neurons.

This connection allows the analysis of both the continuous system (3.4) and the discrete system (3.3) using numerical analysis tools. This has been conducted in [19] with a focus on the stability of each system. From their point of view, the continuous system (3.4) is stable if $A(t)$ changes only slowly and the real parts of the eigenvalues of the Jacobian $J_{A}(t)$ are non-positive. In addition, the stability of the time integrator and thus of the discrete system (3.3) has been considered. They, show that (3.3) is not unconditionally stable.

Hamiltonian systems. One of the remedies suggested by the authors is to consider the symmetric Hamiltonian system

$$
\begin{aligned}
z^{\prime}(t) & =-\sigma\left(A(t)^{\top} y(t)+b(t)\right) \\
y^{\prime}(t) & =\sigma(A(t) z(t)+b(t))
\end{aligned}
$$

which is unconditionally stable. The authors in [19] discretize the system using the symplectic Störmer-Verlet scheme to obtain a stable discretization. Using again step size one, they derive with $z_{-1 / 2}=0$

$$
\begin{aligned}
z_{i+1 / 2} & =z_{i-1 / 2}-\sigma\left(A_{i}^{\top} y_{i}\right. \\
y_{i+1} & \left.=y_{i}\right) \\
& +\sigma\left(A_{i} z_{i+1 / 2}+b_{i}\right)
\end{aligned}
$$

This discrete system forms the basis of the Hamiltonian-inspired neural network.
Hamiltonian systems are used to model conserved energy in a dynamical system. This is similar to our use case, and thus Hamiltonian-inspired neural networks may have some potential to approximate solutions of the balance law (1.1). In our numerical tests, we consider both architectures, fully connected deep neural networks and Hamiltonianinspired neural networks, and evaluate which one is best suited.

Outlook. The connection between deep neural networks and ordinary differential equations has been studied in other works. For example, reversible neural networks have been proposed, which offer a computational advantage by reducing the memory required to compute the gradient with respect to the parameter [7]. In addition, continuous-indepth neural networks have been proposed with parameters that are continuous in time [46]. There is room for further research to establish a link between the ordinary differential equation of the architecture and the partial differential equation of the physical system we want to solve.

From a broader perspective, embedding structural information in neural network architectures is an elegant way to naturally ensure certain properties in a very strong sense. This has been done, for example, in [28]. A review of structure-preserving deep learning has been carried out in [6]. However, this approach requires a specialized architecture for each property, and it is not possible to embed any desired property.

In the next section, we introduce a second and our main way to obtain neural networks with certain properties. This approach is based on nonlinear optimization and enforces properties only in a weaker sense. Both approaches are conceptually different ways of achieving the same goal.

### 3.2. Training neural networks

We have already introduced neural networks. In this subsection, we introduce their training process. Training is the process of determining the parameter $\theta$ such that $h(\cdot ; \theta)$ closely satisfies the desired properties, based on the nonlinear optimization of a loss function.

Loss function. The loss function $L(\theta)$ is defined as follows: The value of the loss function decreases as the accuracy of the approximation $h(\cdot ; \theta)$ increases.

For example, we define the mean squared error loss. As a goal, the neural network $h(x ; \theta)$ should approximate a function $f(x): \mathbb{R}^{n} \rightarrow \mathbb{R}$. To proceed, we consider inputoutput pairs $\left(x_{i}, y_{i}\right)=\left(x_{i}, f\left(x_{i}\right)\right)$ for $i=1, \ldots, d$ and define the pointwise deviation $\ell(x, y ; \theta)=y-h(x ; \theta)$. The mean squared error loss is now defined by

$$
\begin{equation*}
L(\theta)=\frac{1}{d} \sum_{i=1}^{d}\left(\ell\left(x_{i}, y_{i} ; \theta\right)\right)^{2} . \tag{3.5}
\end{equation*}
$$

Minimizing $L(\theta)$ implies that $h(x ; \theta)$ satisfies the input-output pairs in a least squares sense.

The structure of the mean squared error loss function (3.5), where each point is evaluated individually by $\ell$, squared, and then summed up, is a very common construction. In this context, the input-output pairs $\left(x_{i}, y_{i}\right)$ are often referred to as training data, and $d$ is the size of the data set. However, the exact definition of $\ell$ may vary from one application to another. In the following, we assume that $L$ has the form (3.5).

Nonlinear optimization. In the training process, one wants to find parameters $\theta$ such that the loss function $L$ is minimal and thus the approximation is as good as possible.

## 3. Fundamentals of deep learning

Consequently, the optimization problem

$$
\begin{equation*}
\min _{\theta} L(\theta) \tag{3.6}
\end{equation*}
$$

is considered, which is also called the training problem.
In the remainder of this section, we introduce two very important nonlinear optimization methods that are commonly used to solve the training problem (3.6). The first is a gradient descent method, that directly minimizes the loss values, and the second is a Newton-like method that solves for a stationary point, $\nabla L(\theta)=0$. We also introduce initialization strategies that compute a starting point for the nonlinear optimization methods.

### 3.2.1. Adam Optimizer

A straightforward approach to solve (3.6) is the gradient descent method. Here, the parameters $\theta$ are updated by moving in the direction of the negative gradient $\nabla_{\theta} L$. Specifically, for a step size $\eta>0$ the parameters $\theta$ are updated according to

$$
\theta \leftarrow \theta-\eta \nabla_{\theta} L
$$

In the context of deep learning, the step size is often referred to as the learning rate. According to the optimization theory, $\eta$ is usually obtained by a line search algorithm. Then, performing gradient descent steps iteratively guarantees a monotonically decreasing sequence of loss values and that every accumulation point of this sequence is a stationary point [60, p. 22].

However, for practical machine learning tasks, this approach is insufficient. This can be attributed to the following factors:

- In practice, the size of the data set $d$ is large and thus the computation of $L(\theta)$ is expensive. Hence, a line search with many function evaluations is very expensive. Usually, this computational budget is spent more effectively by calculating more gradients and updating more often.
- The computational cost of evaluating the gradient of $L(\theta)$, as defined by (3.5), increases with the size of the data set $d$. Instead of computing the gradient with respect to the entire data set, it is common to compute the gradient with respect to a smaller subset. This gradient can be viewed as an approximation of the full gradient. Alternatively, this approach can be embedded in a stochastic setting where samples are drawn from a random distribution at each iteration. In the context of machine learning, this is known as mini-batching.
- Gradient descent methods are known for not taking the shortest path to a stationary point. This depends on the optimization landscape and can lengthen the optimization time. This behavior is also known as zigzagging and mini-batching exacerbates this problem, see [16, p. 293] or [60, p.42].

These considerations have led to the development of new variants of the gradient descent method. One of the most popular variations is the Adam (Adaptive Moment Estimation) method [26], which we introduce now. The method is based on two ideas: momentum and magnitude.

Momentum. This is also known as the heavy ball method, which provides a neat visualization of the idea: Imagine a heavy ball rolling down a hill. The direction of the ball is determined by the gradient of the hill. However, because the ball is heavy and moving, it will continue to move even if it reaches a saddle point or a local minimum. This prevents the ball from getting stuck on the way to the valley and thus reaches a lower point. Now we incorporate this idea into the gradient descent method.

Formally, the momentum is a weighted average of all gradients, with the most recent gradients having a much higher weight. We denote the momentum with $s$. The momentum is initially zero and is updated at each optimization step according to

$$
s \leftarrow \beta_{1} s+\left(1-\beta_{1}\right) g
$$

where $g=\nabla_{\theta} L$ is the gradient or the gradient with respect to a subset of the training data. Also, $\beta_{1}=0.9$ is the exponential decay rate for the momentum. The update rule of $s$ is commonly referred to as an exponential moving average.

Crucially, the momentum computes a main direction that suppresses outliers. Updating the parameters with the momentum, rather than the gradient, prevents premature stagnation and reduces zigzagging in the optimization process. This is particularly effective for managing rapidly changing or noisy gradients, which are common in stochastic settings.

The Adam method computes at the $k$-th step a correction of the momentum

$$
\hat{s} \leftarrow \frac{1}{1-\beta_{1}^{k}} s
$$

This correction ensures that the initial value of $s$ is weighted less at the beginning of the optimization process.

Magnitude. While the momentum determines the direction, the magnitude determines the speed at which each parameter is updated. The idea is as follows: The update for a parameter should be slower in a steep landscape and faster in a flat landscape. The magnitude is a measurement of the steepness and is obtained by a moving average of the componentwise squared gradient. We denote the magnitude with $r$, initially set $r=0$, and update $r$ according to

$$
r \leftarrow \beta_{2} r+\left(1-\beta_{2}\right) g * g,
$$

where $\beta_{2}=0.99$ is the exponential decay rate for the magnitude and $*$ is the componentwise multiplication.

Now, calculating $\sqrt{r}$ componentwise measures the steepness for each parameter and can be understood as a weighted Euclidean norm measuring the magnitude of the (weighted) gradients for each parameter. Thus, if $\sqrt{r}$ is large, we want to slow down, and if $\sqrt{r}$ is small, we want to speed up. This procedure is based on the Root Mean Square Propagation (RMSProp) method [16, p. 303].

Again at step $k$, a correction reduces the influence of the initialization of $r$,

$$
\hat{r} \leftarrow \frac{1}{1-\beta_{2}^{k}} r
$$

## 3. Fundamentals of deep learning

Update step. The parameters $\theta$ are updated with respect to the momentum $\hat{s}$ scaled by the learning rate $\eta$ and by the inverse of the of square root of the magnitude $\hat{r}$. In summary, we have the following update step

$$
\theta \leftarrow \theta-\eta \frac{\hat{s}}{\sqrt{\hat{r}}+\delta},
$$

where $\delta=10^{-8}$ is needed to ensure a strictly positive denominator and the calculation on the right hand side is performed componentwise. The authors of the Adam method proved a convergence result in their publication. Crucially, this result requires a decaying learning rate. Thus, in this work we use an exponentially decaying learning rate $\eta_{k}$, that is defined at the $k$-th step with

$$
\begin{equation*}
\eta_{k}=\eta_{\text {INIT }} \cdot \eta_{\text {RATE }} \frac{k}{\eta_{\text {STEPS }}} \tag{3.7}
\end{equation*}
$$

where $\eta_{\text {Init }}$ is the initial learning rate, $\eta_{\text {Rate }}$ is the decay rate and $\eta_{\text {Steps }}$ is the decay steps. Hence, the learning rate is decayed every $\eta_{\text {Steps }}$ steps by $\eta_{\text {Rate }}$.

### 3.2.2. L-BFGS

In addition to the Adam method, we now introduce a second-order optimization method. Such methods solve for a stationary point, $\nabla_{\theta} L(\theta)=0$, by utilizing the Hessian matrix $H$ of $L(\theta)$ at the position $\theta$. They solve the stationary point equations with the Newton method. This leads to the update rule

$$
\theta \leftarrow \theta-\eta H^{-1} \nabla_{\theta} L(\theta)
$$

for a step size $\eta$. Since neural networks have many parameters, computing, storing, and inverting the Hessian $H$ of $L$ is computationally intractable in most cases.

Here, the limited-memory variant of the Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method allows computing with the inverse Hessian by combining two ideas: First, the Hessian is not computed exactly, but an approximation of the inverse is computed, which is refined with newly computed gradients as the optimization progresses. Second, the inverse of the Hessian is never constructed explicitly. The method stores a low-rank approximation of the Hessian consisting of a limited number of last gradients. Then, the inverse Hessian-vector product $H^{-1} \nabla_{\theta} L(\theta)$ is carried out based on these gradients. Furthermore, a line search is used to calculate the step size $\eta$. In summary, this method enables the optimization of large neural networks with a second-order method.

### 3.2.3. Initialization

The presented nonlinear optimization methods share an iterative refinement strategy. Crucially, they require a starting point, or initial parameters. The success of deep learning methods depends strongly on the initial parameters, so they must be chosen properly. Several initialization schemes have been developed for specific activation functions. Hence, both cannot be selected separately. In the following, we want to review the main construction ideas of the initialization schemes, see also [16, Chapter 8.4].

Randomness. We begin with the following observation: If two rows of a weight matrix in a hidden layer are linearly dependent, then the gradient with respect to these rows is the same up to a constant. Thus, such a hidden layer provides one less optimization direction, and makes one row in such a weight matrix redundant. To provide a maximum of possible optimization directions, the rows should be different transformations, ideally linearly independent, to break any symmetries [16, p. 297].

In practice, this is established by random initialization schemes. This implies that we can initialize arbitrarily many parameters, but also that any result is inherently based on randomness. But again, one must be careful: Drawing weights that are too large or too small result in entries that have a disproportionately large or small effect on the gradient. Thus, the weights are drawn from a random distribution characterized by a density function with compact support.

Here, two options are usually considered: a uniform distribution $U(a, b)$, where every point in $[a, b]$ has the same probability, or a truncated normal distribution $\mathcal{N}_{T}(\sigma)$ with a mean of zero and a standard deviation of $\sigma$. The density function of a truncated normal distribution is equal to a scaled density function of a suitable normal distribution on $[-2 \sigma, 2 \sigma]$ and is zero otherwise. The suitable scaled normal distribution is chosen such that the density function of a truncated normal distribution is indeed a probability density function.

Forward and backward pass. But how to select these random distributions? In [15] and [22] simplified calculations were performed with fully connected deep neural networks without a nonlinear activation function. They studied two properties: how, for a given input distribution, the weights affect the output of the neural network, and how the weights affect the gradient of the loss function with respect to the weights. Hence, they consider the forward and the backward pass. The terminology is explained in more detail in Section 3.3.

We start with the forward pass. The variance of the input distribution should be conserved when the input is transformed through multiple layers of the neural network. Hence, the output has the same variance as the input, thus the data is not amplified or reduced. Most initialization methods aim to preserve a distribution with a mean of zero and a variance of one. Therefore, in this thesis, we will always adjust the input data to have an empirical mean of zero and an empirical variance of one. This is similar to the approach described in [27].

We continue with the backward pass. Here, the derivatives of the loss function are examined to avoid two common issues. It is crucial to prevent one entry of the weight matrix from having a negligible (diminishing gradient) or excessive (exploding gradient) effect on the gradient. These issues prevent the optimization algorithm from effectively reducing the loss function. Therefore, one tries to keep the mean of the gradient entries of the loss close to zero and the variance of the gradient entries of the loss close to one.

Common initialization schemes. Both, the forward and backward, considerations lead to (partly conflicting) conditions on the distribution of the weights. The initialization schemes balance between them and suggest distributions to draw from. Table 3.1 shows common realizations of such initialization schemes based on different assumptions.

| Initialization | Uniform Distribution | Truncated Normal Distribution |
| :--- | :---: | :---: |
| Xavier [15] | $U\left(-\sqrt{\frac{6}{k_{1}+k_{2}}}, \sqrt{\frac{6}{k_{1}+k_{2}}}\right)$ | $\mathcal{N}_{T}\left(\frac{2}{k_{1}+k_{2}}\right)$ |
| He $[22]$ | $U\left(-\sqrt{\frac{6}{k_{1}}}, \sqrt{\frac{6}{k_{1}}}\right)$ | $\mathcal{N}_{T}\left(\frac{2}{k_{1}}\right)$ |

Table 3.1.: Initialization schemes for uniform and truncated normal distributions for weight $A \in \mathbb{R}^{k_{2} \times k_{1}}$.

The Xavier initialization is best suited for sigmoid-like functions, and therefore we use it in combination with the tanh activation. The He initialization is best suited for relu-like activation functions, and we use it for these.

### 3.3. Automatic differentiation

In the previous sections, we introduced neural networks as universal tools for approximating functions and discussed that these networks are typically obtained by minimizing a loss function. To perform nonlinear optimization techniques, it is crucial to have access to the gradient of the loss function with respect to the parameter $\theta$ of the neural network.

One way to obtain these gradients is through analytical derivation. However, this approach is error-prone and becomes cumbersome when the model or loss function changes. Another option is to approximate the derivatives using the finite difference method. Unfortunately, this approximation is by definition inaccurate and not feasible for calculating derivatives for functions with many variables, as in our case.

Therefore, we turn our attention to automatic differentiation, a widely used algorithm for deep learning applications. It accurately calculates derivatives up to machine precision and can be applied to virtually any function composed of functions with known derivatives. See [17] for a reference.

In the following presentation, we consider a function $f: \mathbb{R}^{n_{1}} \rightarrow \mathbb{R}^{n_{k}}$ that is composed of elementary differentiable functions ( $\sin , \tanh , \exp , \ldots$ ) and operations $(+,-, \cdot, \ldots)$. Thus we assume, there are differentiable functions $f_{i}: \mathbb{R}^{n_{i}} \rightarrow \mathbb{R}^{n_{i+1}}$ with

$$
\begin{equation*}
f=f_{k} \circ f_{k-1} \circ \ldots \circ f_{2} \circ f_{1} \tag{3.8}
\end{equation*}
$$

For a given input $y$, we can calculate the output $f(y)=y_{k+1}$ iteratively with $y_{i+1}=f_{i}\left(y_{i}\right)$ and $y_{1}=y$. Now the Jacobian of $f, J_{f}$, can be decomposed by the chain rule into

$$
\begin{equation*}
J_{f}(y)=J_{f_{k}}\left(y_{k}\right) \cdot J_{f_{k-1}}\left(y_{k-1}\right) \cdot \ldots \cdot J_{f_{2}}\left(y_{2}\right) \cdot J_{f_{1}}\left(y_{1}\right) \tag{3.9}
\end{equation*}
$$

The Jacobians $J_{f_{i}}$ are assumed to be known, but performing Matrix-Matrix products becomes impractical for many parameters. As a result, the approach shifts towards computing Matrix-Vector products. Specifically, the Jacobian-Vector product $J_{f}(y) \cdot v$ and the Vector-Jacobian product $w^{\top} \cdot J_{f}(y)$ are calculated. Each product corresponds to a distinct automatic differentiation mode with unique characteristics.

Jacobian-Vector product (Forward mode). One can compute the Jacobian-Vector product $J_{f}(y) \cdot v=v_{k+1}$ iteratively as $v_{i+1}=J_{f_{i}}\left(y_{i}\right) \cdot v_{i}$ with the starting point $v_{1}=v$.

Crucially, $y_{i}$ and $v_{i}$ can be computed at the same time while traversing from $f_{1}$ to $f_{k}$. This approach is therefore known as forward mode. At the $i$-th step, only the information $y_{i}$ and $v_{i}$ is needed to compute $y_{i+1}$ and $v_{i+1}$. As a result, this mode has a small memory footprint.

If $e_{m}$ represents the $m$-th unit vector, one forward pass calculates the $m$-th column of the Jacobian $J_{f}$

$$
J_{f}(y) \cdot e_{m}=\left(\begin{array}{lll}
\partial_{y_{1}} & f(y) \quad \ldots & \left.\partial_{y_{n_{1}}} f(y)\right) e_{m}=\partial_{y_{m}} f(y) . \tag{3.10}
\end{array}\right.
$$

Therefore, to obtain the complete Jacobian, one must perform as many forward passes as there are columns in the Jacobian.

Vector-Jacobian product (Reverse mode). Similarly, the Vector-Jacobian product $w^{\top} \cdot J_{f}(y)=w_{1}^{\top}$ is computed iteratively with $w_{k+1}=w$ and $w_{i}^{\top}=w_{i+1}^{\top} \cdot J_{f}\left(y_{i}\right)$.

Now note that computing $w_{i}$ requires $y_{i}$. In the extreme case, obtaining $w_{k}$ necessitates $y_{k}$. This implies two things: First, we need to traverse from $f_{1}$ to $f_{k}$ to obtain $y_{1}$ to $y_{k}$, and second, we need to store them to use them in reverse as we traverse from $J_{k}$ to $J_{1}$ to calculate $w_{k}$ to $w_{1}$. This approach is thus known as the reverse mode and requires significantly more memory compared to the forward mode.

If $e_{m}$ represents the $m$-th unit vector, a single backward pass computes the $m$-th row of the Jacobian $J_{f}$

$$
e_{m}^{\top} \cdot J_{f}(y)=e_{m}^{\top}\left(\begin{array}{c}
J_{f_{1}}(y)  \tag{3.11}\\
\vdots \\
J_{f_{n_{k}}}(y)
\end{array}\right)=J_{f_{m}}(y) .
$$

Consequently, obtaining the complete Jacobian requires as many backward passes as the number of rows.

Computational considerations. Both forward and reverse modes can compute the entire Jacobian $J_{f}(y) \in \mathbb{R}^{n_{k} \times n_{1}}$ at a given point $y$. To compute the entire Jacobian, the forward mode requires $n_{1}$ forward passes, while the backward mode requires $n_{k}$ passes. Depending on the specific values of $n_{1}$ and $n_{k}$, either the forward or the backward mode is more efficient and should be preferred.

As a consequence, the reverse mode is particularly useful for optimizing neural networks. As explained in the previous sections, a loss function $L(\theta)$ that depends on many parameters $\theta, n_{1}$ being large, with only one output, $n_{k}=1$, is optimized. Therefore, only one backward pass is needed to compute the gradient $\nabla_{\theta} L$. Despite the disadvantages of the reverse mode compared to the forward mode, this is a significant advantage and enables training of very large neural networks. This special case of automatic differentiation is usually called backpropagation.

The considered functions $f$ in (3.8) may seem to limit the number of functions that can be automatically differentiated with the algorithm described above, since functions such as $f=g(h(x), k(l(x))$ are not directly covered. But every general composition of functions and operations, known as computational graphs, can be reformulated to fit into
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the presented scheme. However, the scheme can also be extended to capture functions of many inputs and outputs of vectors, matrices, and so on. Implementations usually choose this route and provide a very flexible interface to the user.

The computation of the Jacobian-Vector product and the Vector-Jacobian product is another computational graph. This allows for automatic differentiation of these graphs again to obtain higher order derivatives.

In this work, we will leverage automatic differentiation in two key areas. First, to compute the gradient of the loss function, and second, as we will introduce in the next chapter in Section 4.1, to calculate the derivatives in the balance law (1.1). For the second point, we will provide a comparison between forward and reverse mode to compute the derivatives in Subsection 4.1.1.d. In summary, we will utilize both the forward mode and the reverse mode in our implementation.

### 3.4. Implementation

Software. Currently, there are several advanced deep learning frameworks available, developed by companies such as Google and Facebook, among others. These frameworks are provided free of charge to the end user and offer sophisticated implementations of the algorithms discussed above. For our purposes, we will use Jax [3] as it closely aligns with the mathematical formulation presented in this work and provides key benefits that we will discuss in Subsection 4.1.1.d with multiple code examples. Other popular choices are TensorFlow and PyTorch.

Hardware. When designing a processor, a choice must be made between generalization, which allows for many different tasks to be performed decently, and specificity, which allows specific tasks to be performed highly efficiently. CPUs are excellent at flexibility and generalization. However, they are less effective at massively parallel computation.

In contrast, Graphics Processing Units (GPUs) are better suited for parallel computing. Originally designed for graphics, GPUs have evolved into General-Purpose Computing on Graphics Processing Units (GPGPU), making them highly suitable for deep learning and our intended applications [53]. For a more detailed explanation, see [16, p. 439]. As a result, GPUs achieve significantly higher floating point operations per second ( $\mathrm{FLOP} / \mathrm{s}$ ) rates compared to CPUs. See also a the runtime comparison between a CPU and a GPU implementation in the next section, Section 3.5.

Broader view. Fundamentally, computer hardware performs calculations using discrete approximations of real numbers. However, many numerical challenges, such as solving differential equations, involve continuous problems with functions. This necessitates to formulate discrete problems to bridge the gap between hardware (discrete) and the continuous problems, but this often introduces additional complexity that overshadows the underlying continuous problem.

Deep learning frameworks offer a different and really compelling approach that allows working closely with the continuous problem and hides many discretization details. They offer a realization of "Computing numerically with functions instead of numbers"
[58], using neural networks, optimization methods, and automatic differentiation as the foundation. The approach described in [58] is based on piecewise Chebyshev polynomials, discrete cosine transform, and a recurrence relation to obtain the derivatives. While neural networks scale easily to many dimensions, Chebyshev polynomials do not.

### 3.5. Numerical tests

Before moving on to the next chapter, we want to identify neural network architectures that are very effective at approximating the solutions of our example problems. We seek either highly accurate architectures or efficient architectures, the latter defined by a better ratio of computational cost to accuracy.

## Setup

State prediction. In this test we consider neural networks $h$ with two outputs, $\left(h_{1}, h_{2}\right)=h(x, t ; \theta)$. These outputs are used to construct an approximation of the state vector $u(x, t)$, denoted by $\bar{u}\left(h_{1}, h_{2}\right)$. For the linear problem we set $\bar{u}\left(h_{1}, h_{2}\right)=\left(h_{1}, h_{2}\right)^{\top}$.

For the isentropic problem, this is not feasible: For reasons explained in detail in Chapter 4, it is very important for the isentropic problem that the predicted density is positive for all possible parameters $\theta$. Therefore, we cannot proceed as in the linear case. Instead, we consider different realizations of $\bar{u}=\bar{u}\left(h_{1}, h_{2}\right)$ and define an approximation of $\rho$ and $\rho v$, denoted by $\bar{\rho}$ and $\overline{\rho v}$, respectively.

To ensure a positive density, we consider a bijective function $\tau: \mathbb{R} \rightarrow(0, \infty)$ and set $\bar{\rho}=\tau\left(h_{1}\right)$. In addition, we interpret the second prediction $h_{2}$ as either $\overline{\rho v}$ or $\bar{v}$. In summary, we have either

$$
\begin{array}{rlrlr}
\bar{u}\left(h_{1}, h_{2}\right) & =\binom{\bar{\rho}}{\overline{\rho v}} & \text { and } & \bar{\rho}=\tau\left(h_{1}\right), & \overline{\rho v}=h_{2}, \\
\text { or } & \bar{u}\left(h_{1}, h_{2}\right) & =\binom{\bar{\rho}}{\bar{\rho} \cdot \bar{v}} & \text { and } & \bar{\rho}=\tau\left(h_{1}\right), \tag{3.13}
\end{array} \quad \bar{v}=h_{2} .
$$

Relative error. Throughout this thesis, we measure the distance between an approximation and a reference solution with the relative 2-norm error. To define this error, we consider a solution $f$ and a function $\bar{f}\left(h_{1}, h_{2}\right)$ that depends on the output of the neural network $\left(h_{1}, h_{2}\right)=h(x, t ; \theta)$. We measure the difference between $f$ and the approximation $\bar{f} \circ h$. Then, for a finite set $\bar{D} \subset D_{\mathrm{EQ}}$ and neural network parameters $\theta$, the error is defined by

$$
\begin{equation*}
\operatorname{error}[f ; \theta]=\frac{\sqrt{\sum_{(x, t) \in \bar{D}}(f(x, t)-\bar{f}(h(x, t ; \theta)))^{2}}}{\sqrt{\sum_{(x, t) \in \bar{D}}(f(x, t))^{2}}} . \tag{3.14}
\end{equation*}
$$

We write error $[f]$ when the parameters $\theta$ are unambiguous from the context.
In this numerical test, we train the neural networks by minimizing the loss function

$$
L(\theta)=\operatorname{error}\left[u_{1} ; \theta\right]+\operatorname{error}\left[u_{2} ; \theta\right],
$$
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where the error is computed with respect to a training set of 30000 randomly sampled points. Note that this loss function requires the solution of the simulation problem and therefore has no practical use. In the next chapter, we will consider other loss functions that do not require the solution.

We validate the result by computing the error with respect to a validation set containing 50000 randomly sampled points. In this thesis, we will refer to this error as the generalization error, and may only write error when it is clear from the context. The training and validation sets are sampled independently, and for the isentropic test case we sample from the grid points of the discrete reference solution, which are about 800000 points.

Hyperparameter tuning. We evaluate various hyperparameters to determine the optimal architecture. Our choices include fully connected neural networks and Hamil-tonian-inspired neural networks. We further consider the following hyperparameter

$$
N \in\{2,3,4,5,6\}, \quad K \in\{20,30,40,50,60\}, \quad \sigma \in\{\tanh , \text { relu, splus, gelu }\}
$$

In the case of the isentropic problem, we consider $\tau \in\{\exp , \mathrm{splus}\}$. The gelu, Gaussian error linear units [23], and splus, Softplus [66], activation functions are defined by

$$
\operatorname{gelu}(x)=\frac{x}{2}\left(1+\operatorname{erf}\left(\frac{x}{\sqrt{2}}\right)\right), \quad \operatorname{splus}(x)=\log (1+\exp (x))
$$

where erf is the Gauss error function. Both activation functions are smooth approximations of the relu activation.

We train each neural network with the Adam method and the L-BFGS method. For the Adam method, we perform 100000 iterations and consider the following learning rate parameter

$$
\eta_{\text {Steps }} \in\{1000,5000,10000\}, \quad \eta_{\text {Rate }}=0.9, \quad \eta_{\text {INIT }} \in\{0.1,0.01,0.001\} .
$$

From these nine approximations, we consider the approximation with the lowest loss value after training. To limit the influence of randomness, whether from random initialization or random sampling, we conduct each test three times and report the average error.

## Results

We start by measuring the time required for a CPU and a GPU to evaluate the gradient of the loss function. See Figure 3.2 for the runtime measurements. We observe that the GPU requires almost two orders of magnitude less time to compute the gradient of the loss function. Therefore, in this thesis, we use a GPU exclusively to obtain all results.

The results of the linear problem are listed in the Tables 3.2 and 3.3, and for the isentropic problem in the Tables 3.4 and 3.5. Each table lists the most accurate and most efficient neural network architectures for each activation function. The listed error is the generalization error, which is calculated with respect to the validation set. Efficiency for the parameters $\theta$ is measured by the ratio

$$
\frac{\operatorname{error}\left[u_{1} ; \theta_{*}\right]+\operatorname{error}\left[u_{2} ; \theta_{*}\right]}{\operatorname{error}\left[u_{1} ; \theta\right]+\operatorname{error}\left[u_{2} ; \theta\right]} \cdot \frac{\# \theta_{*}}{\# \theta},
$$



Figure 3.2.: Time to evaluate one gradient $\nabla_{\theta} L$ measured on a CPU and a GPU for a different number of sample points. For the isentropic problem we use a neural network with $N=5, K=50, \sigma=\tanh$ and for the linear problem $N=2, K=30, \sigma=$ relu. The CPU measurements were taken on a Intel Xeon Gold 6354 CPU and the GPU measurements were taken on a Nvidia RTX A6000.
where $\theta_{*}$ are the accurate reference parameters. Also, $\# \theta_{*}$ and $\# \theta$ denote the number of parameters of $\theta_{*}$ and $\theta$, respectively. Architectures with a high efficiency offer a better balance between accuracy and number of parameters.

For the isentropic problem, we observe that a higher number of parameters leads to lower generalization errors. However, it is always possible to save computational cost, by reducing the number of parameters, without sacrificing too much accuracy. The gelu activation function provides the most accurate results, followed by the tanh activation function. Furthermore, the state prediction (3.12) combined with the splus function almost always gives the best result. The best results were obtained with the Adam method and a fully connected deep neural network. The results of the Hamiltonianinspired neural networks are not as good.

For the linear problem, we see that the relu activation function provides the best results. For the fully connected deep neural networks, the best results require only two hidden layers and are obtained by the Adam method. The best results have been computed with the L-BFGS method and the Hamiltonian-inspired neural network.

The tests show that the best neural network architecture and activation function depends on the problem and should be chosen carefully. Building on the foundation of this chapter, the next chapter introduces loss functions that directly incorporate the balance law. There, we will train neural networks to approximate the solution, without relying on the solution itself. The neural network architectures identified in this test will play an important role in this approach.
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| $\sigma$ | Most accurate |  |  |  |  | Most efficient |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N$ | K | \# $\theta$ | error [ $u_{1}$ ] | error $\left[u_{2}\right]$ | $N$ | K | \# $\theta$ | error [ $u_{1}$ ] | error [ $u_{2}$ ] |
| tanh | 6 | 50 | 13002 | $1.45 \mathrm{e}-3$ | $1.74 \mathrm{e}-3$ | 3 | 20 | 942 | $6.44 \mathrm{e}-3$ | 8.06e-3 |
| relu | 2 | 20 | 522 | $4.51 \mathrm{e}-4$ | 5.02e-4 | 2 | 30 | 1082 | 6.75e-4 | 7.07e-4 |
| splus | 6 | 50 | 13002 | $1.34 \mathrm{e}-3$ | $1.66 \mathrm{e}-3$ | 4 | 20 | 1362 | $4.07 \mathrm{e}-3$ | $4.91 \mathrm{e}-3$ |
| gelu | 6 | 50 | 13002 | $1.34 \mathrm{e}-3$ | $1.44 \mathrm{e}-3$ | 2 | 20 | 522 | 5.02e-3 | $6.24 \mathrm{e}-3$ |
| (a) Results obtained with the Adam optimization. |  |  |  |  |  |  |  |  |  |  |
|  | Most accurate |  |  |  |  | Most efficient |  |  |  |  |
| $\sigma$ | $N$ | K | \# $\theta$ | error $\left[u_{1}\right]$ | error $\left[u_{2}\right]$ | $N$ | K | \# $\theta$ | error [ $u_{1}$ ] | error [ $u_{2}$ ] |
| tanh | 6 | 50 | 13002 | $6.36 \mathrm{e}-4$ | $7.60 \mathrm{e}-4$ | 4 | 20 | 1362 | $1.86 \mathrm{e}-3$ | $2.28 \mathrm{e}-3$ |
| relu | 2 | 30 | 1082 | $2.00 \mathrm{e}-4$ | 2.22e-4 | 2 | 20 | 522 | 2.02e-4 | $2.54 \mathrm{e}-4$ |
| splus | 6 | 50 | 13002 | $1.09 \mathrm{e}-2$ | $1.33 \mathrm{e}-2$ | 2 | 20 | 522 | $2.30 \mathrm{e}-2$ | $2.85 \mathrm{e}-2$ |
| gelu | 6 | 30 | 4802 | $1.53 \mathrm{e}-3$ | $1.85 \mathrm{e}-3$ | 3 | 20 | 942 | 3.81e-3 | $4.71 \mathrm{e}-3$ |

(b) Results obtained with the L-BFGS optimization.

Table 3.2.: Results for the linear problem approximated by fully connected neural networks. For each activation function, the most accurate and efficient result is shown.

| $\sigma$ | Most accurate |  |  |  |  | Most efficient |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N$ | K | \# $\theta$ | error $\left[u_{1}\right]$ | error $\left[u_{2}\right]$ | $N$ | K | \# $\theta$ | error $\left[u_{1}\right]$ | error $\left[u_{2}\right]$ |
| tanh | 5 | 60 | 14942 | $1.80 \mathrm{e}-3$ | $2.21 \mathrm{e}-3$ | 3 | 20 | 942 | $5.15 \mathrm{e}-3$ | $6.45 \mathrm{e}-3$ |
| relu | 6 | 50 | 13002 | 2.65e-5 | $3.39 \mathrm{e}-5$ | 4 | 20 | 1362 | 5.36e-5 | $6.38 \mathrm{e}-5$ |
| splus | 6 | 50 | 13002 | $1.67 \mathrm{e}-3$ | 2.06e-3 | 4 | 20 | 1362 | 3.88e-3 | $4.76 \mathrm{e}-3$ |
| gelu | 6 | 50 | 13002 | $1.34 \mathrm{e}-3$ | $1.63 \mathrm{e}-3$ | 3 | 20 | 942 | $4.14 \mathrm{e}-3$ | 5.11e-3 |

(a) Results obtained with the Adam optimization.

| $\sigma$ | Most accurate |  |  |  |  | Most efficient |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N$ | K | \# $\theta$ | error [ $u_{1}$ ] | error [ $u_{2}$ ] | $N$ | K | \# $\theta$ | error [ $u_{1}$ ] | error [ $u_{2}$ ] |
| tanh | 6 | 50 | 13002 | 8.32e-4 | $1.02 \mathrm{e}-3$ | 4 | 20 | 1362 | $2.32 \mathrm{e}-3$ | $2.88 \mathrm{e}-3$ |
| relu | 3 | 30 | 2012 | 2.17e-4 | 2.56e-4 | 3 | 20 | 942 | $2.57 \mathrm{e}-4$ | $2.65 \mathrm{e}-4$ |
| splus | 4 | 20 | 1362 | $6.32 \mathrm{e}-3$ | $7.63 \mathrm{e}-3$ | 3 | 20 | 942 | $1.19 \mathrm{e}-2$ | $1.47 \mathrm{e}-2$ |
| gelu | 5 | 30 | 3872 | $2.51 \mathrm{e}-3$ | $3.06 \mathrm{e}-3$ | 4 | 20 | 1362 | $3.94 \mathrm{e}-3$ | $4.85 \mathrm{e}-3$ |

(b) Results obtained with the L-BFGS optimization.

Table 3.3.: Results for the linear problem approximated by Hamiltonian-inspired neural networks. For each activation function, the most accurate and efficient result is shown.

|  | Most accurate |  |  |  |  |  | Most efficient |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma$ | $h \quad \tau$ | $N$ | K | \# $\theta$ | error $[\rho]$ | error [ $\rho v$ ] | $h$ | $\tau$ | $N$ | K | \# $\theta$ | error $[\rho]$ | error [ $\rho v$ ] |
| tanh | (3.12) splus | 6 | 50 | 13002 | $7.42 \mathrm{e}-5$ | $1.80 \mathrm{e}-4$ | (3.12) | splus | 3 | 20 | 942 | $4.57 \mathrm{e}-4$ | $1.04 \mathrm{e}-3$ |
| relu | (3.12) splus | 6 | 50 | 13002 | $2.38 \mathrm{e}-4$ | $4.05 \mathrm{e}-4$ | (3.12) | exp | 2 | 30 | 1082 | 5.37e-4 | $1.12 \mathrm{e}-3$ |
| splus | (3.12) splus | 6 | 50 | 13002 | $1.01 \mathrm{e}-4$ | $2.30 \mathrm{e}-4$ | (3.12) | splus | 6 | 20 | 2202 | $2.31 \mathrm{e}-4$ | $4.78 \mathrm{e}-4$ |
| gelu | (3.12) splus | 5 | 50 | 10452 | $3.77 \mathrm{e}-5$ | 7.68e-5 | (3.12) | splus | 5 | 20 | 1782 | $1.45 \mathrm{e}-4$ | $2.56 \mathrm{e}-4$ |

(a) Results obtained with the Adam optimization.

|  | Most accurate |  |  |  |  |  |  | Most efficient |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma$ | $h$ | $\tau$ | $N$ |  |  | error [ $\rho$ ] | error $[\rho v]$ | $h$ | $\tau$ | $N$ | K | \# $\theta$ | error [ $\rho$ ] | error [ $\rho v$ ] |
| tanh | (3.12) | splus | 6 | 50 | 13002 | $1.25 \mathrm{e}-4$ | $3.55 \mathrm{e}-4$ | (3.12) | splus | 4 | 20 | 1362 | $2.90 \mathrm{e}-4$ | 7.70e-4 |
| relu | (3.12) | splus | 6 | 50 | 13002 | $2.67 \mathrm{e}-4$ | $4.95 \mathrm{e}-4$ | (3.12) | splus | 2 | 20 | 522 | $1.12 \mathrm{e}-3$ | $2.54 \mathrm{e}-3$ |
| splus | (3.12) | splus | 6 | 30 | 4802 | $1.32 \mathrm{e}-3$ | $3.32 \mathrm{e}-3$ | (3.12) | exp | 2 | 20 | 522 | 4.16e-3 | $1.10 \mathrm{e}-2$ |
| gelu | (3.12) | $\exp$ | 6 | 30 | 4802 | 1.05e-4 | $2.80 \mathrm{e}-4$ | (3.12) |  | 2 | 20 | 522 | 8.76e-4 | $2.77 \mathrm{e}-3$ |

(b) Results obtained with the L-BFGS optimization.

Table 3.4.: Results for the isentropic problem approximated by fully connected neural networks. For each activation function, the most accurate and efficient result is shown.

| $\sigma$ | Most accurate |  |  |  |  |  |  | Most efficient |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $h$ | $\tau$ | $N$ | K | \# $\theta$ | error [ $\rho$ ] | error [ $\rho v$ ] | $h$ | $\tau$ | $N$ | K | \# $\theta$ | error [ $\rho$ ] | error [ $\rho v$ ] |
| tanh | (3.12) | splus | 6 | 50 | 13002 | $1.34 \mathrm{e}-4$ | $3.17 \mathrm{e}-4$ | (3.12) | $\exp$ | 3 | 20 | 942 | $4.36 \mathrm{e}-4$ | $1.02 \mathrm{e}-3$ |
| relu | (3.12) | splus | 6 | 40 | 8402 | $1.89 \mathrm{e}-4$ | $5.03 \mathrm{e}-4$ | (3.12) | splus | 4 | 20 | 1362 | $5.74 \mathrm{e}-4$ | $1.39 \mathrm{e}-3$ |
| splus | (3.12) | splus | 5 | 50 | 10452 | $1.39 \mathrm{e}-4$ | $3.71 \mathrm{e}-4$ | (3.12) | splus | 4 | 20 | 1362 | $2.95 \mathrm{e}-4$ | $7.35 \mathrm{e}-4$ |
| gelu | (3.12) | splus | 6 | 50 | 13002 | $9.91 \mathrm{e}-5$ | 2.65e-4 | (3.12) | splus | 5 | 20 | 1782 | $1.35 \mathrm{e}-4$ | 3.51e-4 |

(a) Results obtained with the Adam optimization.

(b) Results obtained with the L-BFGS optimization.

Table 3.5.: Results for the isentropic problem approximated by Hamiltonian-inspired neural networks. For each activation function, the most accurate and efficient result is shown.

## 4. Physics-informed simulations

The last chapter introduced the fundamentals of deep learning, including neural networks $h(\cdot ; \theta)$, the concept of a loss function $L(\theta)$, and the associated training process. The loss function $L$ encodes the properties the neural network $h(\cdot ; \theta)$ should fulfill. To approximate the solution of the abstract simulation problem (2.1) with a neural network $h(x, t ; \theta)$, we have already seen a realization of $L$ that embeds the solution itself. But this approach is not practical.

In this chapter, we introduce two different realizations of $L$. Crucially, both encode the abstract simulation problem (2.1) without incorporating any unknown information about the solution. One realization is based on the differential formulation of the balance law (2.1a) and is presented in Section 4.1. The other realization is based on the integral formulation and is presented in Section 4.2. Before we continue, we need to address an issue that appears when integrating the nonlinear isentropic flux function into the loss function.

## Arbitrary neural network predictions

We mentioned this issue briefly in Chapter 3, and now we will examine it more closely. Ideally, the approximation of the state vector $u$, denoted by $\bar{u}$, is predicted by the neural network. That is, for $\left(h_{1}, h_{2}\right)=h(x, t ; \theta)$ we set

$$
\begin{equation*}
\bar{u}\left(h_{1}, h_{2}\right)=\left(h_{1}, h_{2}\right)^{\top} . \tag{4.1}
\end{equation*}
$$

However, this poses some problems for the procedure presented in this chapter.
For now, we assume that (4.1) holds. During the training process, the parameters $\theta$ can be arbitrary, and therefore, the predictions of the state vector $\bar{u}$ can also be arbitrary. In this chapter, we want to integrate the balance law (1.1) into the training process. Hence, it is necessary to evaluate the flux $F(\bar{u})$ faithfully for any predicted state vector $\bar{u}$.

In the case of the nonlinear isentropic flux, the equation of state, $p=\kappa \rho^{\gamma}$, cannot be computed for negative densities. Furthermore, a division by zero is possible when calculating $v=\rho v / \rho$. Although this scenario seems unlikely, it does happen.

In Chapter 3, we introduced the altered state vector $\bar{u}\left(h_{1}, h_{2}\right)$, which can be used to alter the output of a neural network in a beneficial way. Specifically, we considered realizations of $\bar{u}\left(h_{1}, h_{2}\right)$ that ensure a positive predicted density $\bar{\rho}$. A positive density resolves the aforementioned issues, and as shown in the tests of the previous chapter

$$
\bar{u}\left(h_{1}, h_{2}\right)=\binom{\bar{\rho}}{\overline{\rho v}}, \quad \text { with } \quad \bar{\rho}=\operatorname{splus}\left(h_{1}\right) \quad \text { and } \quad \overline{\rho v}=h_{2}
$$

provides the most accurate predictions. Analogous to the altered state vector, we also define an altered flux $\bar{F}\left(h_{1}, h_{2}\right)$ and an altered source $\bar{g}\left(h_{1}, h_{2}\right)$ according to

$$
\begin{aligned}
& \bar{F}\left(h_{1}, h_{2}\right)=\binom{\overline{\rho v}}{\bar{\rho} \bar{v}^{2}+\bar{p}}, \quad \bar{g}\left(h_{1}, h_{2}\right)=\binom{0}{-\frac{\lambda}{2 D} \overline{\rho v}|\bar{v}|}, \\
& \text { with } \quad \bar{p}=\kappa \bar{\rho}^{\gamma} \quad \text { and } \quad \bar{v}=\frac{\overline{\rho v}}{\bar{\rho}} .
\end{aligned}
$$

In the linear case, we can evaluate the flux function for any state vector, so we do not have the same problems as in the isentropic case. Hence, we set $\bar{u}\left(h_{1}, h_{2}\right)=\left(h_{1}, h_{2}\right)^{\top}$, $\bar{F}\left(h_{1}, h_{2}\right)=F\left(\bar{u}\left(h_{1}, h_{2}\right)\right)$ and $\bar{g}\left(h_{1}, h_{2}\right)=0$. We continue for both problems with $\bar{u}, \bar{F}$ and $\bar{g}$ in the following.

### 4.1. Loss based on differential form

In this section, we introduce the loss function that encodes the abstract simulation problem (2.1), which is based on the differential form of the balance law. We refer to this loss function as physics-informed loss function, which is used to train physics-informed neural networks.

Both, the physics-informed loss function and neural networks, are presented in Subsection 4.1.1. In the remaining subsections of this section, we will study two important extensions of the original approach: Sampling strategies in Subsection 4.1.2 and Loss balancing weighting in Subsection 4.1.3.

### 4.1.1. Physics-informed neural networks

Residuals. As a first step to construct the physics-informed loss function, we define pointwise residuals for each equation in the abstract simulation problem (2.1). Each residual measures how well the approximation $\bar{u}(h(x, t ; \theta))$ of $u(x, t)$ with the parameters $\theta$ satisfies the respective equation.

Specifically, for $(x, t)$ we define the residual of the balance law (2.1a)

$$
\begin{equation*}
\ell_{\mathrm{EQ}}(x, t ; \theta)=\partial_{t}(\bar{u} \circ h)(x, t ; \theta)+\partial_{x}(\bar{F} \circ h)(x, t ; \theta)-(\bar{g} \circ h)(x, t ; \theta) . \tag{4.2a}
\end{equation*}
$$

The derivatives contained in $\ell_{\mathrm{EQ}}$ are obtained by automatic differentiation. The implementation is detailed in Subsection 4.1.1.d. The residual of the initial condition (2.1b) is defined by

$$
\begin{equation*}
\ell_{\mathrm{I}}(x ; \theta)=\bar{u}\left(h\left(x, t_{\mathrm{I}} ; \theta\right)\right)-b_{\mathrm{I}}(x), \tag{4.2b}
\end{equation*}
$$

the left boundary condition (2.1c) translates to

$$
\begin{equation*}
\ell_{\mathrm{L}}(t ; \theta)=\bar{u}_{1}\left(h\left(x_{\mathrm{L}}, t ; \theta\right)\right)-b_{\mathrm{L}}(t), \tag{4.2c}
\end{equation*}
$$

and the right boundary condition (2.1d) translates to

$$
\begin{equation*}
\ell_{\mathrm{R}}(t ; \theta)=\bar{u}_{2}\left(h\left(x_{\mathrm{R}}, t ; \theta\right)\right)-b_{\mathrm{R}}(t) . \tag{4.2d}
\end{equation*}
$$
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Physics-informed loss function. The residuals are used as an indicator of the distance between the approximation and the exact solution, and should hence be minimized. Therefore, for each residual, the mean squared error for a finite set of randomly selected sample points is considered in the physics-informed loss function.

For an exact definition, we consider the finite sets $\bar{D}_{\mathrm{EQ}} \subset D_{\mathrm{EQ}}, \bar{D}_{\mathrm{I}} \subset D_{\mathrm{I}}, \bar{D}_{\mathrm{L}} \subset D_{\mathrm{L}}$, and $\bar{D}_{\mathrm{R}} \subset D_{\mathrm{R}}$ of randomly sampled points and denote with $d_{\mathrm{EQ}}, d_{\mathrm{I}}, d_{\mathrm{L}}$, and $d_{\mathrm{R}}$ the number of (sample) points in each respective set. The standard procedure draws the samples using the Latin hypercube strategy. A description of this strategy is given in Subsection 4.1.2. Now, the mean squared error for each residual is defined by

$$
\begin{align*}
\bar{L}_{\mathrm{EQ}}(\theta):=\frac{1}{d_{\mathrm{EQ}}} \sum_{(x, t) \in \bar{D}_{\mathrm{EQ}}}\left\|\ell_{\mathrm{EQ}}(x, t ; \theta)\right\|_{2}^{2}, & \bar{L}_{\mathrm{I}}(\theta):=\frac{1}{d_{\mathrm{I}}} \sum_{x \in \bar{D}_{\mathrm{I}}}\left\|\ell_{\mathrm{I}}(x ; \theta)\right\|_{2}^{2}, \\
\bar{L}_{\mathrm{L}}(\theta):=\frac{1}{d_{\mathrm{L}}} \sum_{t \in \bar{D}_{\mathrm{L}}}\left(\ell_{\mathrm{L}}(t ; \theta)\right)^{2}, & \bar{L}_{\mathrm{R}}(\theta):=\frac{1}{d_{\mathrm{R}}} \sum_{t \in \bar{D}_{\mathrm{R}}}\left(\ell_{\mathrm{R}}(t ; \theta)\right)^{2} . \tag{4.3}
\end{align*}
$$

Finally, we aim to minimize the sum of each mean squared error. This leads to the training problem

$$
\begin{equation*}
\min _{\theta} L_{\mathrm{DIF}} \quad \text { with } \quad L_{\mathrm{DIF}}=\bar{L}_{\mathrm{EQ}}(\theta)+\bar{L}_{\mathrm{I}}(\theta)+\bar{L}_{\mathrm{L}}(\theta)+\bar{L}_{\mathrm{R}}(\theta) \tag{4.4}
\end{equation*}
$$

the physics-informed loss function. This approach draws a lot of inspiration from other deep learning techniques by using the mean squared error loss in combination with random sampling.

Outline. Physics-informed neural networks are neural networks trained by the physicsinformed loss function and are a new numerical method to approximate solutions of differential equations. This thesis is centered around this approach that was popularized by [36]. Therefore, we provide an in-depth presentation in the following subsubsections.

We begin by characterizing physics-informed neural networks in Subsubsection 4.1.1.a and compare them to other numerical methods. Then, we derive the method again from a mathematical perspective in Subsubsection 4.1.1.b. This perspective enables us to derive error estimates for the linear problem in Subsubsection 4.1.1.c. After that, we look at the implementation of $\ell_{\mathrm{EQ}}$ in Subsubsection 4.1.1.d. Finally, in Subsubsection 4.1.1.e, we complete the presentation by performing numerical tests.

### 4.1.1.a. Characteristics of physics-informed neural networks

Classification. Physics-informed neural networks are comparable to other methods for solving differential equations, such as finite element, finite volume, and spectral methods. However, they have unique properties compared to these classical methods that we would like to highlight.

First, the neural network parameters, at least in the architectures used in this work, affect the solution on the entire domain. Therefore, physics-informed neural networks are a global method, similar to spectral methods, and in contrast to finite element methods with local elements, for example. Second, to evaluate the loss function, we need the approximation of the solution. Hence, physics-informed neural networks use an implicit
approach, like the implicit box method. Third, in this approach, time is treated like any other dimension and is not discretized using the method of lines, which is commonly applied to initial value problems.

Degrees of freedom and conditions. Traditional numerical methods for solving partial differential equations feature a carefully constructed one-to-one relationship between conditions and degrees of freedom. In contrast, physics-informed neural networks decouple conditions, residuals that should be zero, and degrees of freedom, parameters of the neural network, allowing both to be chosen independently. Consequently, the solvability of the conditions by the parameters, which is ensured by traditional solvers, is not guaranteed. Instead, the goal is to minimize the residuals and meet the conditions as closely as possible. The implications of this will be discussed later.

This flexibility enables the method to be easily adapted to a wide variety of differential equations, see for example $[65,48,50,64,27,2,54]$. In Chapter 5 , we take advantage of this flexibility to solve optimization problems. In addition, the number of sample points is typically greater than the number of parameters. Thus, the least squares collocation technique [18] is the most similar numerical method to physics-informed neural networks.

We now take another look at the derivation of the physics-informed loss $L_{\text {DIF }}$.

### 4.1.1.b. Mathematical perspective

We want to reconsider the derivation of $\bar{L}_{\mathrm{EQ}}, \bar{L}_{\mathrm{L}}, \bar{L}_{\mathrm{R}}$, and $\bar{L}_{\mathrm{I}}$. Although presenting them as the mean squared error loss of the residuals is concise, it neglects important properties of the method. But they are essential for the next steps.

Continuous setting. The residuals $\ell_{\mathrm{EQ}}, \ell_{\mathrm{I}}, \ell_{\mathrm{L}}$, and $\ell_{\mathrm{R}}$ should be minimal over the entire domain. Therefore, we measure them using a (continuous) norm. Considering the definition of $\bar{L}_{\mathrm{EQ}}, \bar{L}_{\mathrm{L}}, \bar{L}_{\mathrm{R}}$, and $\bar{L}_{\mathrm{I}}$, the $\mathscr{L}_{2}$-norm fits exactly. For a function $g: D \rightarrow \mathbb{R}^{n}$ and $D \subset \mathbb{R}^{k}$ the $\mathscr{L}_{2}$-norm is defined by

$$
\|g\|_{\mathscr{L}_{2}(D)}=\sqrt{\int_{D}\|g(x)\|_{2}^{2} \mathrm{~d} x}
$$

where $\|\cdot\|_{2}$ denotes the Euclidean-norm and the integral is a Lebesgue integral.
Consequently, we consider the following squared $\mathscr{L}_{2}$-norms of the residuals

$$
\begin{aligned}
L_{\mathrm{EQ}} & =\left\|\ell_{\mathrm{EQ}}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}^{2}=\int_{D_{\mathrm{EQ}}}\left\|\ell_{\mathrm{EQ}}\right\|_{2}^{2} \mathrm{~d}(x, t), & L_{\mathrm{I}}=\left\|\ell_{\mathrm{I}}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}^{2}=\int_{D_{\mathrm{I}}}\left\|\ell_{\mathrm{I}}\right\|_{2}^{2} \mathrm{~d} x, \\
L_{\mathrm{L}} & =\left\|\ell_{\mathrm{L}}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}^{2}=\int_{D_{\mathrm{L}}}\left(\ell_{\mathrm{L}}\right)^{2} \mathrm{~d} t, & L_{\mathrm{R}}=\left\|\ell_{\mathrm{R}}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}^{2}=\int_{D_{\mathrm{R}}}\left(\ell_{\mathrm{R}}\right)^{2} \mathrm{~d} t .
\end{aligned}
$$

For hyperbolic problems, where shocks or contact discontinuities occur, the $\mathscr{L}_{2}$-norm is not suitable for measuring residuals. This requires other approaches such as those presented in [8]. However, we do not expect discontinuities to occur in our nonlinear problem, or more generally in gas networks, and therefore do not consider this further.

The next step is to discretize the integrals using a quadrature method. By applying the Monte Carlo quadrature and neglecting the volume of the integration domain, one
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obtains the original definition of the discrete objective $\bar{L}_{\mathrm{EQ}}, \bar{L}_{\mathrm{L}}, \bar{L}_{\mathrm{R}}$, and $\bar{L}_{\mathrm{I}}$. Specifically, for $k=\mathrm{EQ}, \mathrm{L}, \mathrm{R}, \mathrm{I}$ the Monte Carlo approximation of $L_{k}$ is defined by

$$
\begin{equation*}
\frac{1}{\operatorname{vol}\left(D_{k}\right)} L_{k}(\theta) \approx \frac{1}{d_{k}} \sum_{z \in \bar{D}_{k}} \ell_{k}(z ; \theta)^{2}=\bar{L}_{k}(\theta) \tag{4.5}
\end{equation*}
$$

The derivation emphasizes the chosen quadrature rule, but also shows that we can substitute other quadrature rules. We will discuss the Monte Carlo quadrature and other choices further in Subsection 4.1.2.

Note, that the relative 2-norm error, defined by (3.14), is also a Monte Carlo approximation of the relative $\mathscr{L}_{2}$-error, since we have

$$
\begin{aligned}
(\operatorname{error}[f ; \theta])^{2} & =\frac{\sum_{(x, t) \in \bar{D}}(f(x, t)-\bar{f}(x, t ; \theta))^{2}}{\sum_{(x, t) \in \bar{D}}(f(x, t))^{2}} \\
& \approx \frac{\int_{D_{\mathrm{EQ}}}(f(x, t)-\bar{f}(x, t ; \theta))^{2} \mathrm{~d}(x, t)}{\int_{D_{\mathrm{EQ}}}(f(x, t))^{2} \mathrm{~d}(x, t)}
\end{aligned}
$$

for functions $f(x, t), \bar{f}\left(h_{1}, h_{2}\right)$, a neural network $h(x, t ; \theta)$ and a finite set $\bar{D} \subset D_{\mathrm{EQ}}$.
Multi-objective setting. We have just derived discrete approximations of the norms that measure each residual. Formally, we want to minimize the loss functions $\bar{L}_{\mathrm{EQ}}, \bar{L}_{\mathrm{L}}$, $\bar{L}_{\mathrm{R}}$, and $\bar{L}_{\mathrm{I}}$ simultaneously. Consequently, we consider the multi-objective optimization problem

$$
\begin{equation*}
\min _{\theta}\left(\bar{L}_{\mathrm{EQ}}(\theta), \bar{L}_{\mathrm{I}}(\theta), \bar{L}_{\mathrm{L}}(\theta), \bar{L}_{\mathrm{R}}(\theta)\right) \tag{4.6}
\end{equation*}
$$

In the original formulation, this problem is converted into a single-objective optimization problem by forming the sum of all objectives. This results in the definition of $L_{\text {Dif }}$ and the physics-informed training problem (4.4).

However, this conversion weights every objective by the multiplicative inverse of the volume of the respective domain, see (4.5). In a more general setting, the objectives are weighted differently, which may have a positive impact on the resulting approximation. This leads to loss-balancing strategies, which will be introduced in Subsection 4.1.3.

Before we proceed with this topic, we expand on the mathematical perspective we just introduced and derive error estimates for the linear problem.

### 4.1.1.c. Error estimates in the linear case

In this subsubsection, we develop further knowledge about the underlying mechanisms of physics-informed neural networks by deriving error estimates for the linear problem. These estimates bound the generalization error by the loss values $L_{\mathrm{I}}, L_{\mathrm{L}}, L_{\mathrm{R}}, L_{\mathrm{EQ}}$ and thus show that minimizing the losses decreases the generalization error. This procedure is based on the work in [49].

In the following, we consider a problem with the linear flux

$$
F(u)=A u \quad \text { with } \quad A=\left(\begin{array}{cc}
0 & 1 \\
c^{2} & 0
\end{array}\right) \quad \text { and } \quad c>0
$$

This flux function can be cast as a generalization of the linear flux, or as a flux that is derived from the nonlinear Euler equations equipped with the isothermal equation of state, $p=c^{2} \rho$, when the nonlinear term $\rho v^{2}$ is neglected [12, p. 12]. In this setting, $c$ corresponds to the speed of sound of the considered gas.

Absolute continuity. Our linear problem has continuous piecewise linear initial and boundary data, and thus the solution $u$ is only differentiable almost everywhere on $D_{\mathrm{EQ}}$. The same holds for the approximation $u^{*}$, if $u^{*}$ is defined by a neural network with the relu activation function. To capture a general class of solutions and approximations, we will use the notion of absolute continuous functions. We summarize the following important properties:

- A function $f:[a, b] \rightarrow \mathbb{R}$ is absolute continuous if the derivative $f^{\prime}$ exists almost everywhere, the derivative $f^{\prime}$ is Lebesgue-integrable and

$$
f(t)-f(a)=\int_{a}^{t} f^{\prime}(s) \mathrm{d} s \quad \text { for all } t \in[a, b] .
$$

- The sum of two absolute continuous functions is absolute continuous.
- The product of two absolute continuous functions defined on a bounded domain is also absolute continuous.

Setup. We denote with $u(x, t): D_{\mathrm{EQ}} \rightarrow \mathbb{R}^{2}$ the solution of the problem and with $u^{*}(x, t): D_{\mathrm{EQ}} \rightarrow \mathbb{R}^{2}$ the approximation. Note, that $u^{*}(x, t ; \theta)$ differs from $\bar{u}$ since it directly depends on $x$ and $t$. One could set $u^{*}(x, t)=(\bar{u} \circ h)(x, t ; \theta)$ for a neural network $h$ with parameters $\theta$. We assume that $u_{i}(\cdot, t), u_{i}^{*}(\cdot, t), u_{i}(x, \cdot), u_{i}^{*}(x, \cdot)$ are absolute continuous functions for $i=1,2, x \in\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]$ and $t \in\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]$. Furthermore, $u$ should satisfy the following linear problem

$$
\left\{\begin{aligned}
\partial_{t} u+A \partial_{x} u & =0 & & \text { a.e. in } D_{\mathrm{EQ}}, \\
u\left(x, t_{\mathrm{I}}\right) & =b_{\mathrm{I}}(x) & & \text { on } D_{\mathrm{I}}, \\
u_{1}\left(x_{\mathrm{L}}, t\right) & =b_{\mathrm{L}}(t) & & \text { on } D_{\mathrm{L}}, \\
u_{2}\left(x_{\mathrm{R}}, t\right) & =b_{\mathrm{R}}(t) & & \text { on } D_{\mathrm{R}} .
\end{aligned}\right.
$$

The approximation $u^{*}$ should fulfill the following perturbed linear problem

$$
\left\{\begin{aligned}
\partial_{t} u^{*}+A \partial_{x} u^{*} & =\ell_{\mathrm{EQ}}(x, t) & & \text { a.e. in } D_{\mathrm{EQ}}, \\
u^{*}\left(x, t_{\mathrm{I}}\right) & =b_{\mathrm{I}}(x)+\ell_{\mathrm{I}}(x) & & \text { on } D_{\mathrm{I}}, \\
u_{1}^{*}\left(x_{\mathrm{L}}, t\right) & =b_{\mathrm{L}}(t)+\ell_{\mathrm{L}}(t) & & \text { on } D_{\mathrm{L}}, \\
u_{2}^{*}\left(x_{\mathrm{R}}, t\right) & =b_{\mathrm{R}}(t)+\ell_{\mathrm{R}}(t) & & \text { on } D_{\mathrm{R}},
\end{aligned}\right.
$$

for the pointwise perturbations $\ell_{\mathrm{EQ}}(x, t), \ell_{\mathrm{I}}(x), \ell_{\mathrm{L}}(t), \ell_{\mathrm{R}}(t)$ which could be defined analogous to (4.2a), (4.2b), (4.2c), (4.2d). The difference between the exact solution and the
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solution of the pertubated system $\mu=u-u^{*}$ thus satisfies

$$
\left\{\begin{aligned}
\partial_{t} \mu+A \partial_{x} \mu & =-\ell_{\mathrm{EQ}}(x, t) & \text { a.e. } & \text { in } D_{\mathrm{EQ}} \\
\mu\left(x, t_{\mathrm{I}}\right) & =-\ell_{\mathrm{I}}(x) & & \text { on } D_{\mathrm{I}} \\
\mu_{1}\left(x_{\mathrm{L}}, t\right) & =-\ell_{\mathrm{L}}(t) & & \text { on } D_{\mathrm{L}} \\
\mu_{2}\left(x_{\mathrm{R}}, t\right) & =-\ell_{\mathrm{R}}(t) & & \text { on } D_{\mathrm{R}}
\end{aligned}\right.
$$

Note that $u^{*}$ and therefore $\ell_{\mathrm{I}}, \ell_{\mathrm{L}}, \ell_{\mathrm{R}}, \ell_{\mathrm{EQ}}$ as well as $L_{\mathrm{I}}, L_{\mathrm{L}}, L_{\mathrm{R}}, L_{\mathrm{EQ}}$ may depend on the parameters $\theta$. In the following, we assume that the parameters $\theta$ are constant and therefore do not explicitly state the dependency.

We begin with the following
Observation. The matrix $A$ is diagonalizable with

$$
A=R \Psi R^{-1} \quad \text { and } \quad R=\left(\begin{array}{cc}
-1 / c & 1 / c \\
1 & 1
\end{array}\right), \quad \Psi=\left(\begin{array}{cc}
-c & 0 \\
0 & c
\end{array}\right), \quad R^{-1}=\left(\begin{array}{cc}
-c / 2 & 1 / 2 \\
c / 2 & 1 / 2
\end{array}\right) .
$$

We set $\omega=R^{-1} \mu$, then $\omega$ satisfies the system

$$
\left\{\begin{align*}
\partial_{t} \omega+\Psi \partial_{x} \omega & =\beta(x, t) & & \text { a.e. } \tag{4.7}
\end{align*}\right.
$$

with $\alpha(x)=-R^{-1} \ell_{\mathrm{I}}(x), \beta(x, t)=-R^{-1} \ell_{\mathrm{EQ}}(x, t)$.
Using the same approach as in Subsection 2.1.1, we can construct an explicit description of $\omega$. Crucially, we need to account for the source term on the right-hand side. Using the solution formula stated in [13, p. 19], we have

$$
\begin{aligned}
& \omega_{1}(x, t)= \begin{cases}\alpha_{1}(x+c t)+\int_{0}^{t} \beta_{1}(x+c(t-s), s) \mathrm{d} s & \text { if } x+c t \leq x_{\mathrm{R}} \\
\omega_{1}\left(x_{\mathrm{R}}, t+\frac{x-x_{\mathrm{R}}}{c}\right)+\int_{t+\frac{x-x_{\mathrm{R}}}{c} \beta_{1}(x+c(t-s), s) \mathrm{d} s}^{t} & \text { otherwise }\end{cases} \\
& \omega_{2}(x, t)= \begin{cases}\alpha_{2}(x-c t)+\int_{0}^{t} \beta_{2}(x-c(t-s), s) \mathrm{d} s & \text { if } x_{\mathrm{L}} \leq x-c t \\
\omega_{2}\left(x_{\mathrm{L}}, t+\frac{x_{\mathrm{L}}-x}{c}\right)+\int_{t+\frac{x_{\mathrm{L}}-x}{c}}^{t} \beta_{2}(x-c(t-s), s) \mathrm{d} s & \text { otherwise }\end{cases}
\end{aligned}
$$

Note, in contrast to the construction in Chapter 2, we have not incorporated the boundary conditions.

For convenience, we define the length of the spatial domain with $\delta=x_{\mathrm{R}}-x_{\mathrm{L}}$. For the diagonalized system, we can derive the following estimates.

Lemma 1. 1. For every $T$ with $t_{\mathrm{I}} \leq T \leq \delta / c$, the following inequality holds

$$
\begin{align*}
\left\|\binom{\omega_{1}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{2}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}\left(\left[t_{1}, T\right]\right)} \leq & \left\|\ell_{\mathrm{R}}\right\|_{\mathscr{L}_{2}\left(\left[t_{\mathrm{t}}, T\right]\right)}+c\left\|\ell_{\mathrm{L}}\right\|_{\mathscr{L}_{2}\left(\left[t_{1}, T\right]\right)} \\
& +c^{-\frac{1}{2}}\|\alpha\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]\right)}+\delta^{\frac{1}{2}} c^{-1}\|\beta\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{1}, \delta / c\right]\right)} . \tag{4.10}
\end{align*}
$$

2. For every $T$ with $\delta / c \leq T \leq t_{\mathrm{E}}$, the following inequality holds

$$
\begin{align*}
\left\|\binom{\omega_{1}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{2}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}\left(\left[t_{\mathrm{I}}, T\right]\right)} \leq & \left\|\binom{\omega_{1}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{2}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}\left(\left[t_{\mathrm{I}}, T-\delta / c\right]\right)} \\
& +\left\|\ell_{\mathrm{R}}\right\|_{\mathscr{L}_{2}\left(\left[t_{\mathrm{I}}, T\right]\right)}+c\left\|\ell_{\mathrm{L}}\right\|_{\mathscr{L}_{2}\left(\left[t_{\mathrm{t}}, T\right]\right)} \\
& +c^{-\frac{1}{2}}\|\alpha\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]\right)}+\delta^{\frac{1}{2}} c^{-1}\|\beta\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{\mathrm{t}}, T\right]\right)} . \tag{4.11}
\end{align*}
$$

3. The estimate

$$
\begin{equation*}
\|\omega\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]\right)} \leq C\left(\exp \left(t_{\mathrm{E}}-t_{\mathrm{I}}\right)-1\right) \tag{4.12}
\end{equation*}
$$

holds for $M=\left\lceil\frac{c\left(t_{\mathrm{E}}-t_{\mathrm{I}}\right)}{\delta}\right\rceil$ and

$$
\begin{aligned}
C= & c^{\frac{1}{2}} M\left\|\ell_{\mathrm{R}}\right\|_{\mathscr{L}_{2}\left(\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]\right)}+c^{\frac{3}{2}} M\left\|\ell_{\mathrm{L}}\right\|_{\mathscr{L}_{2}\left(\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]\right)} \\
& +(M+1)\|\alpha\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]\right)}+\left(M \delta^{\frac{1}{2}} c^{-\frac{1}{2}}+1\right)\|\beta\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]\right)}
\end{aligned}
$$

Proof. We start by showing the second assertion. Without loss of generality we assume $t_{\mathrm{I}}=0$. We insert the boundary conditions (4.8), (4.9) and use the triangle inequality to obtain

$$
\begin{equation*}
\left\|\binom{\omega_{1}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{2}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}([0, T])} \leq\left\|\binom{\omega_{2}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{1}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}([0, T])}+\left\|\binom{\ell_{\mathrm{R}}}{c \ell_{\mathrm{L}}}\right\|_{\mathscr{L}_{2}([0, T])} \tag{4.13}
\end{equation*}
$$

According to the exact definition of $\omega$, we see that $\omega_{2}\left(x_{\mathrm{R}}, \cdot\right)$ respectively $\omega_{1}\left(x_{\mathrm{L}}, \cdot\right)$ are defined piecewise on $[0, \delta / c]$ and $[\delta / c, T]$. Consequently, we define
$\mathcal{A}(t)=\binom{\alpha_{2}\left(x_{\mathrm{R}}-c t\right)}{\alpha_{1}\left(x_{\mathrm{L}}+c t\right)} \quad$ and $\quad \mathcal{B}^{(1)}(t)=\binom{\int_{0}^{t} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right) \mathrm{d} s}{\int_{0}^{t} \beta_{1}\left(x_{\mathrm{L}}+c(t-s), s\right) \mathrm{d} s}$ on $[0, \delta / c] ;$
$\mathcal{W}(t)=\binom{\omega_{2}\left(x_{\mathrm{L}}, t-\delta / c\right)}{\omega_{1}\left(x_{\mathrm{R}}, t-\delta / c\right)} \quad$ and $\quad \mathcal{B}^{(2)}(t)=\binom{\int_{t-\delta / c}^{t} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right) \mathrm{d} s}{\int_{t-\delta / c}^{t} \beta_{1}\left(x_{\mathrm{L}}+c(t-s), s\right) \mathrm{d} s}$ on $[\delta / c, T]$.
Let $\mathcal{A}(t)$ be zero outside of $[0, \delta / c], \mathcal{W}(t)$ be zero outside of $[\delta / c, T]$ and

$$
\mathcal{B}(t)= \begin{cases}\mathcal{B}^{(1)}(t) & \text { for } t \in[0, \delta / c] \\ \mathcal{B}^{(2)}(t) & \text { for } t \in(\delta / c, T]\end{cases}
$$

then we have

$$
\binom{\omega_{2}\left(x_{\mathrm{R}}, t\right)}{\omega_{1}\left(x_{\mathrm{L}}, t\right)}=\mathcal{A}(t)+\mathcal{W}(t)+\mathcal{B}(t)
$$

Therefore, we conclude

$$
\begin{equation*}
\left\|\binom{\omega_{2}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{1}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}([0, T])} \leq\|\mathcal{A}\|_{\mathscr{L}_{2}([0, \delta / c])}+\|\mathcal{W}\|_{\mathscr{L}_{2}([\delta / c, T])}+\|\mathcal{B}\|_{\mathscr{L}_{2}([0, T])} \tag{4.14}
\end{equation*}
$$

We estimate the norms in (4.14) separately. We start with the norm of $\mathcal{A}$ and observe

$$
\begin{equation*}
\|\mathcal{A}\|_{\mathscr{L}_{2}([0, \delta / c])}^{2}=\int_{0}^{\delta / c} \mathcal{A}_{1}(t)^{2}+\mathcal{A}_{2}(t)^{2} \mathrm{~d} t=\frac{1}{c} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \alpha_{2}(x)^{2}+\alpha_{1}(x)^{2} \mathrm{~d} x=\frac{1}{c}\|\alpha\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]\right)}^{2} \tag{4.15}
\end{equation*}
$$

## 4. Physics-informed simulations

The change of variables is performed by two different substitutions, specifically

$$
\int_{0}^{\delta / c} \alpha_{2}\left(x_{\mathrm{R}}-c t\right)^{2} \mathrm{~d} t=\frac{1}{c} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \alpha_{2}(x)^{2} \mathrm{~d} x, \quad \int_{0}^{\delta / c} \alpha_{1}\left(x_{\mathrm{L}}+c t\right)^{2} \mathrm{~d} t=\frac{1}{c} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \alpha_{1}(x)^{2} \mathrm{~d} x
$$

Also by substitution we derive for the norm of $\mathcal{W}$

$$
\begin{align*}
\|\mathcal{W}\|_{\mathscr{L}_{2}([\delta / c, T])}^{2} & =\int_{\delta / c}^{T} \omega_{2}\left(x_{\mathrm{L}}, t-\delta / c\right)^{2}+\omega_{1}\left(x_{\mathrm{R}}, t-\delta / c\right)^{2} \mathrm{~d} t \\
& =\int_{0}^{T-\delta / c} \omega_{2}\left(x_{\mathrm{L}}, t\right)^{2}+\omega_{1}\left(x_{\mathrm{R}}, t\right)^{2} \mathrm{~d} t=\left\|\binom{\omega_{1}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{2}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}([0, T-\delta / c])}^{2} \tag{4.16}
\end{align*}
$$

It remains to bound the norm of $\mathcal{B}=\left(\mathcal{B}_{1}, \mathcal{B}_{2}\right)^{\top}$. We start by splitting the squared $\mathscr{L}_{2}$-norm

$$
\begin{equation*}
\|\mathcal{B}\|_{\mathscr{L}_{2}([0, T])}^{2}=\left\|\mathcal{B}_{1}\right\|_{\mathscr{L}_{2}([0, T])}^{2}+\left\|\mathcal{B}_{2}\right\|_{\mathscr{L}_{2}([0, T])}^{2} \tag{4.17}
\end{equation*}
$$

We present only the estimate for the norm of $\mathcal{B}_{1}$. However, the estimate of $\mathcal{B}_{2}$ works with the same arguments. First, we observe by Hölder's inequality for $t \in[0, \delta / c]$

$$
\begin{aligned}
\left(\mathcal{B}_{1}^{(1)}(t)\right)^{2} & =\left(\int_{0}^{t} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right) \mathrm{d} s\right)^{2} \\
& \leq\left(\int_{0}^{t}\left|\beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)\right| \mathrm{d} s\right)^{2} \leq \frac{\delta}{c} \int_{0}^{t} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)^{2} \mathrm{~d} s
\end{aligned}
$$

and for $t \in[\delta / c, T]$

$$
\left(\mathcal{B}_{1}^{(2)}(t)\right)^{2} \leq\left(\int_{t-\delta / c}^{t}\left|\beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)\right| \mathrm{d} s\right)^{2} \leq \frac{\delta}{c} \int_{t-\delta / c}^{t} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)^{2} \mathrm{~d} s
$$

Combing both yields

$$
\begin{aligned}
&\left\|\mathcal{B}_{1}\right\|_{\mathscr{L}_{2}([0, T])}^{2} \\
&=\int_{0}^{\delta / c}\left(\mathcal{B}_{1}^{(1)}\right)^{2} \mathrm{~d} t+\int_{\delta / c}^{T}\left(\mathcal{B}_{1}^{(2)}\right)^{2} \mathrm{~d} t \\
& \leq \frac{\delta}{c} \int_{0}^{\delta / c} \int_{0}^{t} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)^{2} \mathrm{~d} s \mathrm{~d} t+\frac{\delta}{c} \int_{\delta / c}^{T} \int_{t-\delta / c}^{t} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)^{2} \mathrm{~d} s \mathrm{~d} t \\
&=\frac{\delta}{c} \int_{B_{1}} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)^{2} \mathrm{~d}(s, t)+\frac{\delta}{c} \int_{B_{2}} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)^{2} \mathrm{~d}(s, t) .
\end{aligned}
$$

In the last step we used the domains

$$
B_{1}=\{(t, s): t \in[0, \delta / c], 0 \leq s \leq t\}, \quad B_{2}=\{(t, s): t \in[\delta / c, T], t-\delta / c \leq s \leq t\}
$$

We transform $B_{1}$ and $B_{2}$ by

$$
\varphi(t, s)=\left(x_{\mathrm{R}}-c t+c s, s\right) \quad \text { with } \quad J_{\varphi}=\left(\begin{array}{cc}
-c & c \\
0 & 1
\end{array}\right) \quad \text { and } \quad\left|\operatorname{det}\left(J_{\varphi}\right)\right|=c .
$$

The domain $B_{1}$ is a triangle and the corners are mapped as follows

$$
\varphi(0,0)=\left(x_{\mathrm{R}}, 0\right), \quad \varphi(\delta / c, 0)=\left(x_{\mathrm{L}}, 0\right), \quad \varphi(\delta / c, \delta / c)=\left(x_{\mathrm{R}}, \delta / c\right)
$$

Hence $B_{1}$ is transformed into

$$
\varphi\left(B_{1}\right)=\left\{(x, \tau): x \in\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right], \tau \in\left[0, \frac{x-x_{\mathrm{L}}}{c}\right]\right\}
$$

The domain $B_{2}$ is a parallelogram and its corners are mapped according to

$$
\begin{aligned}
\varphi(\delta / c, 0) & =\left(x_{\mathrm{L}}, 0\right), & \varphi(\delta / c, \delta / c) & =\left(x_{\mathrm{R}}, \delta / c\right) \\
\varphi(T, T-\delta / c) & =\left(x_{\mathrm{L}}, T-\delta / c\right), & \varphi(T, T) & =\left(x_{\mathrm{R}}, T\right)
\end{aligned}
$$

Thus, we have

$$
\varphi\left(B_{2}\right)=\left\{(x, \tau): x \in\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right], \tau \in\left[\frac{x-x_{\mathrm{L}}}{c}, T-\frac{x_{\mathrm{R}}-x}{c}\right]\right\}
$$

In summary, we conclude

$$
\begin{align*}
& \int_{0}^{\delta / c}\left(\mathcal{B}_{1}^{(1)}\right)^{2} \mathrm{~d} t+\int_{\delta / c}^{T}\left(\mathcal{B}_{1}^{(2)}\right)^{2} \mathrm{~d} t \\
& \leq \frac{\delta}{c} \int_{B_{1}} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)^{2} \mathrm{~d}(s, t)+\frac{\delta}{c} \int_{B_{2}} \beta_{2}\left(x_{\mathrm{R}}-c(t-s), s\right)^{2} \mathrm{~d}(s, t) \\
& \quad=\frac{\delta}{c^{2}} \int_{\varphi\left(B_{1}\right)} \beta_{2}(x, \tau)^{2} \mathrm{~d}(x, \tau)+\frac{\delta}{c^{2}} \int_{\varphi\left(B_{2}\right)} \beta_{2}(x, \tau)^{2} \mathrm{~d}(x, \tau) \\
& \quad=\frac{\delta}{c^{2}} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \int_{0}^{\frac{x-x_{\mathrm{L}}}{c}} \beta_{2}(x, \tau)^{2} \mathrm{~d} \tau \mathrm{~d} x+\frac{\delta}{c^{2}} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \int_{\frac{x-x_{\mathrm{L}}}{c}}^{T-\frac{x_{\mathrm{R}}-x}{c}} \beta_{2}(x, \tau)^{2} \mathrm{~d} \tau \mathrm{~d} x \\
& \quad=\frac{\delta}{c^{2}} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \int_{0}^{T-\frac{x_{\mathrm{R}}-x}{c}} \beta_{2}(x, \tau)^{2} \mathrm{~d} \tau \mathrm{~d} x \\
& \quad \leq \frac{\delta}{c^{2}}\left\|\beta_{2}\right\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times[0, T]\right)}^{2} \tag{4.18}
\end{align*}
$$

Performing the same arguments one can show

$$
\left\|\mathcal{B}_{2}\right\|_{\mathscr{L}_{2}([0, T])}^{2}=\int_{0}^{\delta / c}\left(\mathcal{B}_{2}^{(1)}\right)^{2} \mathrm{~d} t+\int_{\delta / c}^{T}\left(\mathcal{B}_{2}^{(2)}\right)^{2} \mathrm{~d} t \leq \frac{\delta}{c^{2}}\left\|\beta_{1}\right\|_{\mathscr{L}_{2}\left(\left[x_{\llcorner }, x_{\mathrm{R}}\right] \times[0, T]\right)}^{2}
$$

This yields with (4.17) and (4.18) and

$$
\begin{equation*}
\|\mathcal{B}\|_{\mathscr{L}_{2}([0, T])}^{2}=\left\|\mathcal{B}_{1}\right\|_{\mathscr{L}_{2}([0, T])}^{2}+\left\|\mathcal{B}_{2}\right\|_{\mathscr{L}_{2}([0, T])}^{2} \leq \frac{\delta}{c^{2}}\|\beta\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times[0, T]\right)}^{2} \tag{4.19}
\end{equation*}
$$

By combining (4.13), (4.14), (4.15), (4.16) and (4.19) we obtain the inequality (4.11).
Next, we show the first assertion. Without loss of generality we assume $t_{\mathrm{I}}=0$. Note that (4.13) also holds in this case. Together with the previous definitions, we have

$$
\left\|\binom{\omega_{2}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{1}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}([0, T])} \leq\|\mathcal{A}\|_{\mathscr{L}_{2}([0, \delta / c])}+\left\|\mathcal{B}^{(1)}\right\|_{\mathscr{L}_{2}([0, \delta / c])}
$$

## 4. Physics-informed simulations

The norm of $\mathcal{A}$ has been estimated in (4.15) and we have proven in (4.18) that

$$
\int_{0}^{\delta / c}\left(\mathcal{B}_{1}^{(1)}\right)^{2} \mathrm{~d} t \leq \frac{\delta}{c^{2}} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \int_{0}^{\frac{x-x_{\mathrm{L}}}{c}} \beta_{2}(x, \tau)^{2} \mathrm{~d} \tau \mathrm{~d} x \leq \frac{\delta}{c^{2}}\left\|\beta_{2}\right\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times[0, \delta / c]\right)}^{2}
$$

With the same arguments one can show

$$
\int_{0}^{\delta / c}\left(\mathcal{B}_{2}^{(1)}\right)^{2} \mathrm{~d} t \leq \frac{\delta}{c^{2}}\left\|\beta_{1}\right\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times[0, \delta / c]\right)}^{2}
$$

With these results and a similar argument as for assertion two, we obtain (4.10).
Finally, we show the third assertion. We build the inner product of $\omega$ and (4.7) to observe

$$
\begin{align*}
\partial_{t}\left(\omega_{1}^{2}+\omega_{2}^{2}\right)+\partial_{x}\left(c \omega_{2}^{2}-c \omega_{1}^{2}\right) & =2 \omega_{1} \beta_{1}+2 \omega_{2} \beta_{2} \\
& \leq \omega_{1}^{2}+\beta_{1}^{2}+\omega_{2}^{2}+\beta_{2}^{2} \quad \text { a.e. in }\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right] \tag{4.20}
\end{align*}
$$

where we have used the identities $\omega_{i} \partial_{t}\left(\omega_{i}\right)=\frac{1}{2} \partial_{t}\left(\omega_{i}^{2}\right), \omega_{i} \partial_{x}\left(\omega_{i}\right)=\frac{1}{2} \partial_{x}\left(\omega_{i}^{2}\right)$ and the inequality $2 \omega_{i} \beta_{i} \leq \omega_{i}^{2}+\beta_{i}^{2}$.

Now, we consider the integral of (4.20) on the domain $\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{\mathrm{I}}, T\right]$ for $T \in\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]$ and obtain

$$
\begin{aligned}
\int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} & \int_{t_{\mathrm{I}}}^{T} \partial_{t}\left(\omega_{1}^{2}+\omega_{2}^{2}\right)+\partial_{x}\left(c \omega_{2}^{2}-c \omega_{1}^{2}\right) \mathrm{d} t \mathrm{~d} x \\
= & \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}(x, T)^{2}+\omega_{2}(x, T)^{2} \mathrm{~d} x-\int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}\left(x, t_{\mathrm{I}}\right)^{2}+\omega_{2}\left(x, t_{\mathrm{I}}\right)^{2} \mathrm{~d} x \\
& \quad+c \int_{t_{\mathrm{I}}}^{T} \omega_{1}\left(x_{\mathrm{L}}, t\right)^{2}-\omega_{1}\left(x_{\mathrm{R}}, t\right)^{2}+\omega_{2}\left(x_{\mathrm{R}}, t\right)^{2}-\omega_{2}\left(x_{\mathrm{L}}, t\right)^{2} \mathrm{~d} t \\
& \quad \leq \int_{t_{\mathrm{I}}}^{T} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}^{2}+\beta_{1}^{2}+\omega_{2}^{2}+\beta_{2}^{2} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

Rearranging yields

$$
\begin{align*}
& \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}(x, T)^{2}+\omega_{2}(x, T)^{2} \mathrm{~d} x \\
& \leq \int_{t_{\mathrm{I}}}^{T} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}^{2}+\omega_{2}^{2} \mathrm{~d} x \mathrm{~d} t \\
&+c \int_{t_{\mathrm{I}}}^{T} \omega_{1}\left(x_{\mathrm{R}}, t\right)^{2}-\omega_{1}\left(x_{\mathrm{L}}, t\right)^{2}+\omega_{2}\left(x_{\mathrm{L}}, t\right)^{2}-\omega_{2}\left(x_{\mathrm{R}}, t\right)^{2} \mathrm{~d} t \\
&+\int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}\left(x, t_{\mathrm{I}}\right)^{2}+\omega_{2}\left(x, t_{\mathrm{I}}\right)^{2} \mathrm{~d} x+\int_{t_{\mathrm{I}}}^{T} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \beta_{1}^{2}+\beta_{2}^{2} \mathrm{~d} x \mathrm{~d} t \\
& \leq \int_{t_{\mathrm{I}}}^{T} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}^{2}+\omega_{2}^{2} \mathrm{~d} x \mathrm{~d} t \\
&+c\left\|\binom{\omega_{1}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{2}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}\left(\left[t_{1}, t_{\mathrm{E}}\right]\right)}^{2}+\|\alpha\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]\right)}^{2}+\|\beta\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{1}, t_{\mathrm{E}}\right]\right)}^{2} . \tag{4.21}
\end{align*}
$$

We continue by estimating the norm of $\omega$ at the boundary in (4.21). By iteratively applying the estimate (4.11) $\left\lfloor\frac{c\left(t_{\mathrm{E}}-t_{\mathrm{t}}\right)}{\delta}\right\rfloor$ times and then the estimate (4.10) we deduce

$$
\begin{aligned}
& \left\|\binom{\omega_{1}\left(x_{\mathrm{R}}, \cdot\right)}{\omega_{2}\left(x_{\mathrm{L}}, \cdot\right)}\right\|_{\mathscr{L}_{2}\left(\left[t_{\mathrm{t}}, t_{\mathrm{E}}\right]\right)} \\
& \quad \leq M\left(\left\|\ell_{\mathrm{R}}\right\|_{\mathscr{L}_{2}\left(\left[t_{1}, t_{\mathrm{E}}\right]\right)}+c\left\|\ell_{\mathrm{L}}\right\|_{\mathscr{L}_{2}\left(\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]\right)}+c^{-\frac{1}{2}}\|\alpha\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]\right)}+\delta^{\frac{1}{2}} c^{-1}\|\beta\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{\mathrm{I}}, t_{\mathrm{E}}\right]\right)}\right) \\
& \quad \leq C_{1},
\end{aligned}
$$

for $M=\left\lceil\frac{c\left(t_{\mathrm{E}}-t_{\mathrm{I}}\right)}{\delta}\right\rceil$. This yields

$$
\int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}(x, T)^{2}+\omega_{2}(x, T)^{2} \mathrm{~d} x \leq C_{2}+\int_{t_{\mathrm{I}}}^{T} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}^{2}+\omega_{2}^{2} \mathrm{~d} x \mathrm{~d} t
$$

with $C_{2}=c C_{1}^{2}+\|\alpha\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right]\right)}^{2}+\|\beta\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{1}, t_{\mathrm{E}}\right]\right)}$. We apply Grönwall's inequality for integrals and obtain

$$
\int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}(x, T)^{2}+\omega_{2}(x, T)^{2} \mathrm{~d} x \leq C_{2} \exp \left(T-t_{\mathrm{I}}\right) .
$$

Finally, we can estimate the squared $\mathscr{L}_{2}$-norm of $\omega$

$$
\begin{equation*}
\|\omega\|_{\mathscr{L}_{2}\left(\left[x_{\mathrm{L}}, x_{\mathrm{R}}\right] \times\left[t_{1}, t_{\mathrm{E}}\right]\right)}=\int_{t_{1}}^{t_{\mathrm{E}}} \int_{x_{\mathrm{L}}}^{x_{\mathrm{R}}} \omega_{1}(x, T)^{2}+\omega_{2}(x, T)^{2} \mathrm{~d} x \mathrm{~d} T \leq C_{2}\left(\exp \left(t_{\mathrm{E}}-t_{\mathrm{I}}\right)-1\right) . \tag{4.22}
\end{equation*}
$$

The estimate (4.12) is now obtained by taking the root of (4.22) and with $\sqrt{C_{2}} \leq C$.
Remark 1. The constant $M$ measures the maximum number of times an information travels from one spatial boundary to the other. Any information that leaves the domain is reintroduced and continues to travel. The method does not guarantee that any condition is exactly satisfied. Therefore, errors are introduced at each boundary and as the information travels through the domain. Thus, the generalization error increases in proportion to the distance traveled. The dependence on $M$ in the error estimate describes exactly this relationship.

This property is unique to systems with coupled boundary conditions. For example, this is not the case for a scalar transport equation, where the information leaves the domain and is not reintroduced.

To derive an estimate for $\mu=u-u^{*}$, we apply the third assertion of the Lemma.
Theorem 2. Let $c \geq 1$ and $M=\left\lceil\frac{c\left(t_{\mathrm{E}}-t_{\mathrm{I}}\right)}{\delta}\right\rceil$. Then the following estimate holds

$$
\begin{aligned}
\left\|u-u^{*}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \leq( & \sqrt{2} M c^{\frac{1}{2}}\left(\sqrt{L_{\mathrm{R}}}+c \sqrt{L_{\mathrm{L}}}\right)+c(M+1) \sqrt{L_{\mathrm{I}}} \\
& \left.+(M \sqrt{\delta c}+c) \sqrt{L_{\mathrm{EQ}}}\right)\left(\exp \left(t_{\mathrm{E}}-t_{\mathrm{I}}\right)-1\right)
\end{aligned}
$$

## 4. Physics-informed simulations

Proof. By construction we have

$$
\left\|u-u^{*}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}=\|\mu\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}=\|R \omega\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \leq\|R\|_{2}\|\omega\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}
$$

where we denote by $\|B\|_{2}$ for a matrix $B$ the matrix norm induced by the $\|\cdot\|_{2}$ vector norm.

For $c \geq 1$ we calculate $\|R\|_{2}=\sqrt{2}$ and $\left\|R^{-1}\right\|_{2}=c / \sqrt{2}$. Hence, we have

$$
\begin{gathered}
\|\beta\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}=\left\|-R^{-1} \ell_{\mathrm{EQ}}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \leq\left\|R^{-1}\right\|_{2}\left\|\ell_{\mathrm{EQ}}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}=\frac{c}{\sqrt{2}} \sqrt{L_{\mathrm{EQ}}}, \\
\|\alpha\|_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}=\left\|-R^{-1} \ell_{\mathrm{I}}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)} \leq\left\|R^{-1}\right\|_{2}\left\|\ell_{\mathrm{I}}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}=\frac{c}{\sqrt{2}} \sqrt{L_{\mathrm{I}}} .
\end{gathered}
$$

Now we insert (4.12) and obtain

$$
\begin{aligned}
\sqrt{2}\|\omega\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \leq( & \sqrt{2} M c^{\frac{1}{2}}\left(\sqrt{L_{\mathrm{R}}}+c \sqrt{L_{\mathrm{L}}}\right)+c(M+1) \sqrt{L_{\mathrm{I}}} \\
& \left.+(M \sqrt{\delta c}+c) \sqrt{L_{\mathrm{EQ}}}\right)\left(\exp \left(t_{\mathrm{E}}-t_{\mathrm{I}}\right)-1\right)
\end{aligned}
$$

The theorem shows a clear relationship between the losses $L_{\mathrm{I}}, L_{\mathrm{R}}, L_{\mathrm{L}}, L_{\mathrm{EQ}}$ and the generalization error $\left\|u-u^{*}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}$. Minimizing the loss functions also minimizes the generalization error. In this sense, it validates the deviation of the physics-informed loss $L_{\text {DIF }}$.

We formulate some further remarks.
Remark 2 (Simulating real gas pipelines). The error estimate becomes weaker for larger $c$ or when the temporal domain is much longer than the spatial domain. For example, the linear problem has $c=1$ and $M=4$.

However, a more realistic scenario with a 50 km gas pipeline simulated over a time interval of 24 h with a speed of sound of $340 \mathrm{~m} / \mathrm{s}$ has $M \approx 588$. According to the theorem, $\sqrt{L_{\mathrm{EQ}}}$ must be minimized by additional $\log _{10}(M \sqrt{\delta c}+c) \approx 6.3$ orders to have the same influence on the result as in our linear problem.

This behavior has also been described multiple times in the literature for scalar linear transport equations, see for example [30, 37, 9]. The authors identified the characteristic speed (in our case the speed of sound) of the solution as the main factor for the accuracy of the results. They showed practically that for characteristic speeds of ten or higher, the generalization error increases. Therefore, we have chosen our examples deliberately to avoid this problem and we do not investigate this further.

Finally, there are publications that have successfully used physics-informed neural networks to simulate real-world scenarios, but they have not considered gas transport problems. See for example [27, 2].

Remark 3 (Loss balancing weights). The losses in the estimate are not equally weighted, and their influence changes depending on $c$ and $M$. This suggests that some losses have more influence and are therefore more important than others for the generalization error. This suggests a complicated interaction between the different losses. We will investigate this further in Subsection 4.1.3.

So far we have derived an estimate that is based on the values of the norms $L_{\mathrm{EQ}}$, $L_{\mathrm{I}}, L_{\mathrm{L}}$, and $L_{\mathrm{R}}$. However, in our implementation, we do not minimize the continuous integrals, but discrete approximations. Therefore, we turn our attention to this setting and denote by $L_{k}^{*}$ the approximation of $L_{k}$ for $k=\mathrm{EQ}, \mathrm{I}, \mathrm{L}, \mathrm{R}$. Note, $L_{k}^{*}$ and $\bar{L}_{k}$ differ by the volume factor of the respective domain that is neglected in the derivation of $L_{\text {DIF }}$.

Corollary 1. Let $M$ be defined as before. Assume $c \geq 1$,

$$
\left|L_{\mathrm{EQ}}-L_{\mathrm{EQ}}^{*}\right|<\varepsilon_{\mathrm{EQ}}, \quad\left|L_{\mathrm{I}}-L_{\mathrm{I}}^{*}\right|<\varepsilon_{\mathrm{I}}, \quad\left|L_{\mathrm{L}}-L_{\mathrm{L}}^{*}\right|<\varepsilon_{\mathrm{L}} \quad \text { and } \quad\left|L_{\mathrm{R}}-L_{\mathrm{R}}^{*}\right|<\varepsilon_{\mathrm{R}},
$$

then it holds

$$
\begin{aligned}
\| u- & u^{*} \|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \\
\leq & \left(\sqrt{2} M c^{\frac{1}{2}}\left(\sqrt{\varepsilon_{\mathrm{R}}+\left|L_{\mathrm{R}}^{*}\right|}+c \sqrt{\varepsilon_{\mathrm{L}}+\mid L_{\mathrm{L}}^{*}}\right)\right. \\
& \left.+c(M+1) \sqrt{\varepsilon_{\mathrm{I}}+\left|L_{\mathrm{I}}^{*}\right|}+(M \sqrt{\delta c}+c) \sqrt{\varepsilon_{\mathrm{EQ}}+\left|L_{\mathrm{EQ}}^{*}\right|}\right)\left(\exp \left(t_{\mathrm{E}}-t_{\mathrm{I}}\right)-1\right) .
\end{aligned}
$$

Proof. For example, by the triangle inequality we obtain

$$
L_{\mathrm{EQ}}=\left|L_{\mathrm{EQ}}\right|=\left|L_{\mathrm{EQ}}-L_{\mathrm{EQ}}^{*}+L_{\mathrm{EQ}}^{*}\right| \leq \varepsilon_{\mathrm{EQ}}+\left|L_{\mathrm{EQ}}^{*}\right| .
$$

We proceed similarly for the other losses and then obtain the assertion by applying Theorem 2.

Remark 4 (Error decomposition). The corollary above decomposes the generalization error into two contributions: the quadrature errors ( $\varepsilon_{k}$ ) and the training errors $\left(L_{k}^{*}\right)$. The quadrature error is easily controlled by a converging quadrature rule and an increasing number of sample (or, quadrature) points. In the next section, 4.1.2, we investigate the quadrature error.

Controlling the training error is much harder. The training error can be decomposed into the optimization error, the error that occurs because the optimizer does not find the global minimum, and the approximation error, the error between the best approximation of the neural network with respect to the chosen architecture and the exact solution. Especially, Theorem 1 guarantees for any continuous function the existence of a sequence of neural network parameters, such that the corresponding neural networks converge to the function. In summary, the corollary shows that the convergence of physics-informed neural networks is possible, if we manage to minimize all errors arbitrarily. We will see later whether convergence can be observed in practice.

Additionally, traditional machine learning techniques suggest that one should not minimize the training error as much as possible, as that can increase the risk of overfitting and cause the approximation to decline eventually. Even the founding article of physicsinformed neural networks mentions concerns about overfitting [36]. However, our results clearly show that lower training and quadrature errors result in lower generalization errors. This is in line with other findings in [49] and points to a deviation between traditional machine learning techniques and physics-informed machine learning.

## 4. Physics-informed simulations

### 4.1.1.d. Implementation

The loss of the balance law $L_{\mathrm{EQ}}$ sets the physics-informed neural networks apart from the solution-based loss function used in Chapter 3. As a consequence, $L_{\mathrm{EQ}}$ is the main building block enabling physics-informed neural networks. To evaluate $L_{\mathrm{EQ}}$, we need to compute $\ell_{\mathrm{EQ}}(x, t ; \theta)$ for many points, and thus the efficient computation of $\ell_{\mathrm{EQ}}$ is critical.

Usually, reverse mode automatic differentiation is used to obtain the derivatives in $\ell_{\mathrm{EQ}}$. For instance, the authors in [36] demonstrate a reverse mode implementation. This preference can be attributed to the fact that reverse mode differentiation is the primary approach of the widely used deep learning frameworks TensorFlow or PyTorch.

In this subsubsection, we explore the implementation of $\ell_{\mathrm{EQ}}$ from a broader perspective. We examine three different implementations: two based on forward mode differentiation and one based on reverse mode differentiation. Finally, we compare the efficiency of the implementations.

For this presentation, we assume that the parameters $\theta$ are constant and thus $h(x, t)=$ $h(x, t ; \theta)$.

Forward mode differentiation. To compute $\ell_{e q}$ we need the time derivative of $\bar{u} \circ h$ and the spatial derivative of $\bar{F} \circ h$. By applying (3.10) these can be obtained by the Jacobian-Vector products

$$
\begin{equation*}
\partial_{t}(\bar{u} \circ h)(x, t)=J_{\bar{u} \circ h}(x, t) \cdot\binom{0}{1} \quad \text { and } \quad \partial_{x}(\bar{F} \circ h)(x, t)=J_{\bar{F} \circ h}(x, t) \cdot\binom{1}{0} . \tag{4.23}
\end{equation*}
$$

This leads us to the first implementation. The corresponding code is displayed in Listing 4.1a. This and the following implementations are based on the Jax [3] framework.

Fast forward mode differentiation. The previous implementation is not ideal and can be optimized by exploiting the structure of the derivatives in $\ell_{e q}$. To perform similar computations only once, we split both Jacobian-Vector products into

$$
\begin{aligned}
& J_{\bar{u} \circ h}(x, t) \cdot\binom{0}{1}=J_{\bar{u}}\left(h_{1}, h_{2}\right) \cdot J_{h}(x, t) \cdot\binom{0}{1} \quad \text { and } \\
& J_{\bar{F} \circ h}(x, t) \cdot\binom{1}{0}=J_{\bar{F}}\left(h_{1}, h_{2}\right) \cdot J_{h}(x, t) \cdot\binom{1}{0}
\end{aligned}
$$

with $\left(h_{1}, h_{2}\right)=h(x, t)$. Then, we compute $J_{h}(x, t) \cdot\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ using a vectorized version of the Jacobian-Vector product $v \mapsto J_{h} v$. This result is subsequently used to compute the remaining Jacobian-Vector products. See Listing 4.1b for the implementation.

Aside: Automatic code vectorization. The main difference between the implementations in Listing 4.1b and 4.1a is the vectorization of the Jacobian-Vector product. Automatic vectorization is a very powerful approach to simplify the generation of fast implementations. The automatic vectorization is not a loop (which would lead to the same implementation as in Listing 4.1a) and not a parallel execution, but a transformation of the function that replaces each operation with a vectorized one.

As a result, Listing 4.1b requires only one evaluation of $h$, while Listing 4.1a requires three evaluations. The derivatives of $h$ are computed using the same operations, and thus, we traverse the computational graph of $h$ only once.

In abstract terms, vectorization adds a new dimension to each input parameter and to the output of a function. For instance, the vector-matrix product

$$
f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}, \quad b \mapsto b A
$$

with $A \in \mathbb{R}^{k \times k}$ is vectorized into matrix-matrix product

$$
\hat{f}: \mathbb{R}^{n \times k} \rightarrow \mathbb{R}^{n \times k}, \quad B \mapsto B A
$$

Usually, vectorization is performed manually. However, frameworks like Jax [3] provide automatic code vectorization, to simplify the process. In the second next paragraph, we will compare the efficiency of the non-vectorized code in Listing 4.1a with the vectorized code in Listing 4.1b.

Reverse mode differentiation. By reverse mode automatic differentiation, we obtain one row of the Jacobian, see (3.11). In order to compute $\partial_{t}(\bar{u} \circ h)$ and $\partial_{x}(\bar{F} \circ h)$, we need to compute the complete Jacobians $J_{\bar{u} \circ h}, J_{\bar{F} \circ h}$. Again, we split $J_{\bar{u} \circ h}=J_{\bar{u}} \cdot J_{h}$, $J_{\bar{F} \circ h}=J_{\bar{F}} \cdot J_{h}$ and vectorize the Vector-Jacobian products. Thus we compute

$$
\begin{gathered}
W_{\bar{u}}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \cdot J_{\bar{u}}(x, t), \quad W_{\bar{F}}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) \cdot J_{\bar{F}}(x, t), \\
\left(\begin{array}{cc}
\partial_{x}(\bar{F} \circ h) & \partial_{t}(\bar{F} \circ h) \\
\partial_{x}(\bar{u} \circ h) & \partial_{t}(\bar{u} \circ h)
\end{array}\right)=\binom{W_{\bar{F}}}{W_{\bar{u}}} \cdot J_{h}\left(h_{1}, h_{2}\right),
\end{gathered}
$$

with $\left(h_{1}, h_{2}\right)=h(x, t)$. Importantly, only half of the computed derivatives are actually needed. See Listing 4.1c for the corresponding implementation.

Comparison. In terms of the number of Jacobian-Vector or Vector-Jacobian products that are required by the three implementations, the forward mode implementations are more efficient. To further quantify this comparison, we can measure the number of floating-point operations (FLOP) required to evaluate the gradient of $\ell_{e q}(x, t)$ with respect to the parameter $\theta$, which is the most expensive operation in our application.

For this measurement, and all such measurements in this work, we rely on the data provided by the Jax framework. Note, that the estimated number of operations depends on the device and the applied algorithms. Additionally, the number of operations does not linearly map to the runtime. That is, increasing the number of operations by a factor of 10 does not imply that the runtime increases by a factor of 10 . This is rooted in the underlying massively parallel computing architecture of GPUs. Therefore, the FLOP numbers presented should be interpreted as an approximation, and as a reference to compare the computational cost between different methods and/or implementations.

For a fully connected neural network with 5 hidden layers and 50 neurons, along with 48000 sample points and the isentropic balance law, we obtain the following results. Implementation 4.1a requires $5.48 \times 10^{8} \mathrm{FLOP}$, implementation 4.1 b requires $4.13 \times 10^{8}$ FLOP, and implementation 4.1 c requires $7.39 \times 10^{8}$ FLOP on a Nvidia RTX A6000

```
def fwd_slow(self, x, t, h):
    def h_then_state(x_, t_):
        return self.state(*h(x_, t_))
    # Compute J}\mp@subsup{J}{\overline{u}\circh}{}(x,t)\cdot(\begin{array}{l}{0}\\{1}\end{array}
    (_, _), (rho_t, rho_v_t) = jax.jvp(h_then_state, (x, t), (jnp.zeros_like(x),
                                    jnp.ones_like(t)))
    def h_then_flux(x_, t_):
        return self.flux(*h(x_, t_))
    # Compute J }\mp@subsup{\overline{F}\mp@code{Oh}}{}{(x,t)\cdot(\begin{array}{l}{1}\\{0}\end{array})
    (_, _), (f_1_x, f_2_x) = jax.jvp(h_then_flux, (x, t), (jnp.ones_like(x),
                                jnp.zeros_like(t)))
    g = self.rhs(*h(x, t))
    return jnp.square(rho_t + f_1_x) + jnp.square(rho_v_t + f_2_x - g)
```

(a) This function computes $\ell_{e q}(x, t ; \theta)$ using the forward mode automatic differentiation.

```
def fwd_fast(self, \(x\), t, h):
    v_x = jnp.stack((jnp.ones_like(x), jnp.zeros_like(t)), axis=0)
    v_t = jnp.stack((jnp.zeros_like(t), jnp.ones_like(t)), axis=0)
    def h_jvp(v_1, v_2):
        return jax.jvp(h, (x, t), (v_1, v_2))
    \# Compute \(J_{h}(x, t) \cdot\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)\)
    \(\left(\left(\left(h \_1, ~ \_\right),\left(h \_2, \quad\right)\right),\left(\left(h_{-} 1_{-} x, h_{-} 1_{-} t\right)\right.\right.\),
                                    \(\left.\left.\left(h \_2 \_x, h_{-} 2 \_t\right)\right)\right)=j a x . v m a p\left(h \_j v p\right)\left(v \_x, v_{-} t\right)\)
    \# Compute \(J_{\bar{u}}\left(h_{1}, h_{2}\right) \cdot\binom{\partial_{t} h_{1}}{\partial_{t} h_{2}}\) and \(J_{\bar{F}}\left(h_{1}, h_{2}\right) \cdot\binom{\partial_{x} h_{1}}{\partial_{x} h_{2}}\)
    (_, _) , (rho_t, rho_v_t) = jax.jvp(self.state, (h_1, h_2), (h_1_t, h_2_t))
    (_, _) , (f_1_x, f_2_x) = jax.jvp(self.flux, (h_1, h_2), (h_1_x, h_2_x))
    \(\mathrm{g}=\mathrm{self} . \mathrm{rhs}\left(\mathrm{h} \_1, \mathrm{~h} \_2\right)\)
    return jnp.square (rho_t + f_1_x) + jnp. square (rho_v_t + f_2_x - g)
```

(b) Implementation of $\ell_{e q}(x, t ; \theta)$ using a vectorized forward mode automatic differentiation to avoiding redundant calculations and group together similar operations.

Listing 4.1.: Three different implementations of $\ell_{e q}(x, t ; \theta)$. For all implementations, self.state is the realization of $\bar{u}$ and self.flux the realization of $\bar{F}$. Furthermore, the function jax.jvp computes the Jacobian-Vector product, jax.vjp computes the VectorJacobian product and jax.vmap vectorizes functions. Continued on the next page.

```
def rev(self, x, t, h):
    # jax.vjp calculates h(x,t) and returns a function
```



```
    (h_1, h_2), h_vjp = jax.vjp(h, x, t)
    # state_vjp:w\mapsto w}\mp@subsup{}{}{\top}\mp@subsup{J}{\overline{u}}{}(x,t
    _, state_vjp = jax.vjp(self.state, h_1, h_2)
    # flux_vjp:w\mapsto w
    _, flux_vjp = jax.vjp(self.flux, h_1, h_2)
    w_1 = jnp.stack((jnp.ones_like(x),
                            jnp.zeros_like(x)), axis=0)
    w_2 = jnp.stack((jnp.zeros_like(x),
        jnp.ones_like(x)), axis=0)
    # Compute (\begin{array}{cc}{1}&{0}\\{0}&{1}\end{array})\cdot\mp@subsup{J}{\overline{u}}{(}(\mp@subsup{h}{1}{},\mp@subsup{h}{2}{})
    w_state_1, w_state_2 = jax.vmap(state_vjp)((w_1, w_2))
    # Compute ( }\begin{array}{ll}{1}&{0}\\{0}&{1}\end{array})\cdot\mp@subsup{J}{\overline{F}}{(}\mp@subsup{h}{1}{},\mp@subsup{h}{2}{}
    w_flux_1, w_flux_2 = jax.vmap(flux_vjp)((w_1, w_2))
    w_h_1 = jnp.concatenate((w_state_1,
        w_flux_1), axis=0)
    w_h_2 = jnp.concatenate((w_state_2,
                w_flux_2), axis=0)
    # Compute ( (\begin{array}{l}{\mp@subsup{W}{\overline{F}}{}}\\{\mp@subsup{W}{\overline{u}}{*}}\end{array})\cdot\mp@subsup{J}{h}{}(x,t)
    ((rho_x, rho_v_x, f_1_x, f_2_x),
        (rho_t, rho_v_t, f_1_t, f_2_t)) = jax.vmap(h_vjp)((w_h_1, w_h_2))
    g = self.rhs(h_1, h_2)
    return jnp.square(rho_t + f_1_x) + jnp.square(rho_v_t + f_2_x - g)
```

(c) Implementation of $\ell_{e q}(x, t ; \theta)$ using reverse mode automatic differentiation.

Listing 4.1.: Three different implementations of $\ell_{e q}(x, t ; \theta)$.

## 4. Physics-informed simulations

GPU. Hence, the second implementation uses about $56 \%$ and the first implementation uses about $75 \%$ of the FLOP required by the third implementation.

In summary, the second implementation 4.1 b is the most efficient and provides a significant improvement over the reverse mode implementation that is usually employed. Therefore, we will only use this implementation.

### 4.1.1.e. Numerical Results

In this subsubsection, we perform numerical tests of the physics-informed neural networks introduced in this subsection. Our goal is to evaluate the performance of the two test problems described in Chapter 2. In addition, the results of these tests serve as a baseline for a comparison with the variants of physics-informed neural networks introduced later in this chapter.

Here, we use the neural network architectures that gave either the most accurate or the most efficient results in Chapter 3. They are listed in Table 4.1. Furthermore, the following optimization schemes are considered:

- Adam method. Here, we perform 100000 iterations and use the exponentially decaying learning rate defined by (3.7). We test each of the following learning rate parameter combinations

$$
\eta_{\text {Steps }} \in\{1000,5000,10000\}, \quad \eta_{\text {Rate }}=0.9, \quad \eta_{\text {Init }} \in\{0.1,0.01,0.001\} .
$$

From every obtained approximation, we select the approximation with the lowest loss value after training.

- L-BFGS method. Here we use the implementation from the SciPy [63] package, and we set the stop criterion to a gradient tolerance of $10^{-7}$.
- A hybrid of the Adam and the L-BFGS method. Here, we first perform 10000 Adam iterations and then run the L-BFGS method. This procedure was first introduced in [36] and is based on the idea to use a gradient-based method if the parameters are far away from the (local) optima and to use a higher-order method if the parameters are near. In this sense, the procedure is similar to the LevenbergMarquardt method. For the Adam method, we test the same learning rates as described above. From every obtained approximation, we select the approximation with the lowest loss value after training.

To simplify the test setup, we use the same number of sample points for the initial data as well as the left and right boundary data. That is, we have

$$
d_{\mathrm{L}}=d_{\mathrm{R}}=d_{\mathrm{I}}=: d_{\mathrm{BD}}
$$

The following combinations of the number of boundary sample points and the number of balance law sample points are included

$$
d_{\mathrm{BD}} \in\{2000,4000,8000\}, \quad d_{\mathrm{EQ}} \in\{8000,16000,32000,48000\}
$$

| Linear |  |  |  |  | Isentropic |  |  |
| :--- | :---: | :---: | :--- | :--- | :--- | :--- | :---: |
| $\sigma$ | $N$ | $K$ |  | $\sigma$ | $N$ | $K$ |  |
| relu | 2 | 20 |  | tanh | 4 | 20 |  |
| relu | 2 | 30 |  | tanh | 6 | 30 |  |
| relu | 2 | 50 |  | tanh | 6 | 50 |  |
| tanh | 5 | 30 |  | gelu | 4 | 50 |  |
| tanh | 5 | 50 |  | gelu | 5 | 50 |  |
| gelu | 3 | 20 |  | gelu | 6 | 30 |  |
| relu* | 4 | 20 |  | gelu* | 5 | 20 |  |
| relu* $^{*}$ | 6 | 50 |  |  |  |  |  |

Table 4.1.: Neural network architectures for the linear and isentropic problem. An asterisk indicates a Hamiltonian-inspired neural network.

We conduct each test three times, each time with different randomly chosen sample points and initial parameters to mitigate the influence of randomness. Then, we calculate the average errors and report them.

Again, we measure the accuracy and efficiency of the results. Efficiency is measured by the ratio of the generalization error to the floating point operations (FLOP) required to obtain the result. Specifically, the efficiency for the parameter $\theta$ is measured by

$$
\begin{equation*}
\frac{\operatorname{error}\left[u_{1} ; \theta_{*}\right]+\operatorname{error}\left[u_{2} ; \theta_{*}\right]}{\operatorname{error}\left[u_{1} ; \theta\right]+\operatorname{error}\left[u_{2} ; \theta\right]} \cdot \frac{\mathrm{FLOP}_{*}}{\mathrm{FLOP}}, \tag{4.24}
\end{equation*}
$$

where $\theta_{*}$ are the accurate reference parameters, FLOP are the number of floating point operations required to obtain $\theta$ and $\mathrm{FLOP}_{*}$ are the number of floating point operations required to obtain $\theta_{*}$. As before, the floating point operations are measured by the Jax framework. Since we are using the L-BFGS method from the SciPy package, we can only give a very rough estimate of the FLOP required to obtain these results.

The following tables show the most accurate and the most efficient results for each neural network architecture and optimization method. See Table 4.2 for the results of the linear problem and Table 4.3 for the results of the isentropic problem.

For the linear problem, neural networks using the relu activation function do not have the necessary regularity to be trained with the L-BFGS method, so these tests were not performed. However, the results show that neural networks with a relu activation function, especially fully connected neural networks with two hidden layers, provide the best results. These results have a similar accuracy as those obtained in Chapter 3, where we trained with the exact solution. The other activation functions require significantly more parameters and sample points to produce worse results. In addition, we can save about half the computational cost for results that are an order of magnitude worse.

For the isentropic problem, the gelu activation function gives the most accurate results. However, the results are up to two orders of magnitude worse than the results of the linear problem and also worse than the results obtained in Chapter 3. The neural networks with the tanh activation function provide a cost-effective solution with only a small loss in accuracy. Here, we can save up to an order of magnitude in computational cost.

| $\sigma$ | N K | Most accurate |  |  |  |  | Most efficient |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $d_{\text {EQ }}$ | BD | FLO | error [ $u_{1}$ ] | error [ $u_{2}$ ] | $d_{\text {EQ }}$ | $d_{\text {BD }}$ | FLOP | error [ $u_{1}$ ] | error $\left[u_{2}\right]$ |
| relu | 220 | 48000 | 2000 | 1.6e12 | $1.93 \mathrm{e}-5$ | $2.41 \mathrm{e}-5$ | 16000 | 4000 | 8.7e11 | $2.39 \mathrm{e}-5$ | 3.08e-5 |
| relu | 230 | 16000 | 8000 | 1.8 e 12 | $2.98 \mathrm{e}-5$ | $2.97 \mathrm{e}-5$ | 16000 | 2000 | 9.7e11 | $3.28 \mathrm{e}-5$ | $4.14 \mathrm{e}-5$ |
| relu | 250 | 48000 | 2000 | 3.9 e 12 | $2.73 \mathrm{e}-4$ | $3.77 \mathrm{e}-4$ | 16000 | 2000 | 1.6e12 | $4.84 \mathrm{e}-4$ | $4.26 \mathrm{e}-4$ |
| tanh | 530 | 16000 | 8000 | 1.1e13 | $5.35 \mathrm{e}-3$ | $6.66 \mathrm{e}-3$ | 8000 | 2000 | 4.8e12 | $5.93 \mathrm{e}-3$ | $7.40 \mathrm{e}-3$ |
| tanh | 550 | 48000 | 2000 | 4.3 e 13 | $3.38 \mathrm{e}-3$ | $4.17 \mathrm{e}-3$ | 8000 | 4000 | 8.8e12 | $4.14 \mathrm{e}-3$ | 5.16e-3 |
| gelu | 320 | 32000 | 2000 | 2.7 e 13 | $1.04 \mathrm{e}-2$ | $1.31 \mathrm{e}-2$ | 8000 | 2000 | 7.8e12 | $1.05 \mathrm{e}-2$ | $1.31 \mathrm{e}-2$ |
| relu* | 420 | 8000 | 2000 | 1.9 e 12 | $1.76 \mathrm{e}-4$ | $2.22 \mathrm{e}-4$ | 16000 | 2000 | 2.8e12 | 5.62e-4 | $6.29 \mathrm{e}-4$ |
| relu* | 650 | 48000 | 8000 | 4.9 e 13 | 8.86e-5 | $1.26 \mathrm{e}-4$ | 8000 | 2000 | 9.8e12 | $1.35 \mathrm{e}-4$ | $1.59 \mathrm{e}-4$ |

(a) Results obtained by the Adam method. The three lowest values per column are highlighted.

|  | Most accurate |  |  |  | Most efficient |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma \quad N K$ | $d_{\text {EQ }} \quad d_{\text {BD }}$ | FLOP | error [ $u_{1}$ ] | error [ $u_{2}$ ] |  | ${ }_{\text {BD }}$ | FLOP | error [ $u_{1}$ ] | error [ $u_{2}$ ] |
| tanh 530 | 480004000 | 5.7 e 13 | $1.28 \mathrm{e}-2$ | $1.59 \mathrm{e}-2$ | 8000 | 2000 | 4.0e12 | $2.14 \mathrm{e}-2$ | $2.68 \mathrm{e}-2$ |
| tanh 550 | 160002000 | 2.7 e 13 | $1.13 \mathrm{e}-2$ | 1.41- 2 | 8000 | 4000 | 1.5e11 | $2.01 \mathrm{e}-1$ | $2.54 \mathrm{e}-1$ |
| gelu 320 | 320008000 | 5.9 e 13 | $1.14 \mathrm{e}-2$ | $1.43 \mathrm{e}-2$ | 8000 | 2000 | 8.7e12 | $2.07 \mathrm{e}-2$ | $2.59 \mathrm{e}-2$ |

(b) Results obtained by the L-BFGS method. The lowest value per column is highlighted.

|  |  | Most accurate |  |  |  |  | Most efficient |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma$ | $N K$ | $d_{\text {EQ }}$ | $d_{\text {BD }}$ | FLOP | error $\left[u_{1}\right]$ | error [ $u_{2}$ ] |  | $d_{\text {BD }}$ | FLOP | error $\left[u_{1}\right]$ | error [ $u_{2}$ ] |
| tanh | 530 | 16000 | 8000 | 2.3 e 13 | $3.57 \mathrm{e}-3$ | $4.47 \mathrm{e}-3$ | 8000 | 2000 | 9.0 e 12 | $4.68 \mathrm{e}-3$ | 5.85e-3 |
| tanh | 550 | 32000 | 8000 | 6.5e13 | $2.75 \mathrm{e}-3$ | 3.44e-3 | 8000 | 4000 | 9.3e11 | $1.76 \mathrm{e}-2$ | $2.19 \mathrm{e}-2$ |
| gelu | 320 | 8000 | 8000 | 2.1 e 13 | $7.08 \mathrm{e}-3$ | 8.80e-3 | 8000 | 2000 | 1.6 e 13 | $8.29 \mathrm{e}-3$ | $1.03 \mathrm{e}-2$ |

(c) Results obtained by the hybrid method. The lowest value per column is highlighted.

Table 4.2.: Results for the linear problem. An asterisk indicates a Hamiltonian-inspired neural network.

|  |  | Most accurate |  |  |  |  | Most efficient |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma$ | N K | $d_{\text {EQ }}$ | $d_{\text {BD }}$ | FLOP | error [ $\rho$ ] | error[ $\rho v$ ] |  | $d_{\text {BD }}$ | FLO | error [ $\rho$ ] | error [ $\rho v$ ] |
| tanh | 420 | 16000 | 8000 | 6.1e12 | $1.45 \mathrm{e}-3$ | $4.60 \mathrm{e}-3$ | 8000 | 2000 | 2.7 e 12 | $1.51 \mathrm{e}-3$ | $4.79 \mathrm{e}-3$ |
| tanh | 630 | 16000 | 8000 | 1.3e13 | $1.10 \mathrm{e}-3$ | $3.50 \mathrm{e}-3$ | 8000 | 4000 | 6.6e12 | $1.34 \mathrm{e}-3$ | $4.28 \mathrm{e}-3$ |
| tanh | 650 | 32000 | 8000 | 3.9e13 | $1.06 \mathrm{e}-3$ | $3.41 \mathrm{e}-3$ | 8000 | 2000 | 9.7e12 | $1.28 \mathrm{e}-3$ | $4.12 \mathrm{e}-3$ |
| gelu | 450 | 16000 | 2000 | 4.8e13 | $8.94 \mathrm{e}-4$ | 2.84e-3 | 8000 | 2000 | 2.6 e 13 | 9.66e-4 | 3.02e-3 |
| gelu | 550 | 8000 | 8000 | 4.7 e 13 | $8.58 \mathrm{e}-4$ | 2.69e-3 | 8000 | 2000 | 3.3e13 | $1.03 \mathrm{e}-3$ | $3.24 \mathrm{e}-3$ |
| gelu | 630 | 32000 | 2000 | 8.3e13 | $9.83 \mathrm{e}-4$ | 3.12e-3 | 8000 | 2000 | 2.4e13 | $1.11 \mathrm{e}-3$ | $3.51 \mathrm{e}-3$ |
| gelu* | 520 | 8000 | 4000 | 2.3 e 13 | 6.67 e 9 | 6.67 e 9 | 8000 | 2000 | 2.0e13 | 6.67 e 9 | 6.67 e 9 |

(a) Results obtained by the Adam method.

| $\sigma$ | N K | Most accurate |  |  |  | Most efficient |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $d_{\text {EQ }} \quad d_{\text {BD }}$ | FLOP | error [ $\rho$ ] | error[ $\rho v$ ] |  | $d_{\text {BD }}$ | FLOP | error $[\rho]$ | error [ $\rho v$ ] |
| tanh | 420 | 480008000 | 3.3 e 13 | $1.38 \mathrm{e}-3$ | $4.41 \mathrm{e}-3$ | 8000 | 4000 | 5.4 e 12 | $1.71 \mathrm{e}-3$ | $5.52 \mathrm{e}-3$ |
| tanh | 630 | 160008000 | 2.2e13 | $1.13 \mathrm{e}-3$ | 3.61 e-3 | 8000 | 2000 | 7.9 e 12 | $1.54 \mathrm{e}-3$ | $4.96 \mathrm{e}-3$ |
| tanh | 650 | 80008000 | 1.9e13 | $1.09 \mathrm{e}-3$ | $3.57 \mathrm{e}-3$ | 8000 | 4000 | 1.1e11 | $1.97 \mathrm{e}-2$ | $6.04 \mathrm{e}-2$ |
| gelu | 450 | 480004000 | 1.4 e 14 | $1.86 \mathrm{e}-3$ | $5.89 \mathrm{e}-3$ | 8000 | 4000 | 4.7 e 11 | $1.85 \mathrm{e}-2$ | 5.88e-2 |
| gelu | 550 | 320004000 | 1.3 e 14 | $1.53 \mathrm{e}-3$ | $4.82 \mathrm{e}-3$ | 8000 | 4000 | 4.3 e 11 | $2.06 \mathrm{e}-2$ | $6.31 \mathrm{e}-2$ |
| gelu | 630 | 160008000 | 5.4 e 13 | $1.68 \mathrm{e}-3$ | $5.40 \mathrm{e}-3$ | 8000 | 2000 | 1.4 e 13 | $2.96 \mathrm{e}-3$ | $9.23 \mathrm{e}-3$ |
| gelu* | 520 | 160002000 | 4.5 e 12 | 4.29 e 0 | 3.68 e 0 | 8000 | 2000 | 2.5 e 12 | 4.29 e 0 | 3.70 e 0 |

(b) Results obtained by the L-BFGS method.

| $\sigma$ | N K | Most accurate |  |  |  |  | Most efficient |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $d_{\text {EQ }}$ | $d_{\text {BD }}$ | FLOP | error [ $\rho$ ] | error [ $\rho v$ ] | $d_{\text {EQ }}$ | $d_{\text {BD }}$ | FLOP | error [ $\rho$ ] | error [ $\rho v$ ] |
| tanh | 420 | 32000 | 8000 | 2.1e13 | $1.10 \mathrm{e}-3$ | $3.57 \mathrm{e}-3$ | 8000 | 2000 | 3.5e12 | $1.44 \mathrm{e}-3$ | $4.64 \mathrm{e}-3$ |
| tanh | 630 | 32000 | 8000 | 3.4e13 | $1.02 \mathrm{e}-3$ | $3.27 \mathrm{e}-3$ | 8000 | 2000 | 7.3e12 | 1.11e-3 | $3.57 \mathrm{e}-3$ |
| tanh | 650 | 32000 | 8000 | 4.7e13 | $9.95 \mathrm{e}-4$ | 3.18e-3 | 8000 | 4000 | 1.1e12 | $6.71 \mathrm{e}-3$ | $2.08 \mathrm{e}-2$ |
| gelu | 450 | 48000 | 2000 | 1.4e14 | $1.37 \mathrm{e}-3$ | $4.29 \mathrm{e}-3$ | 8000 | 4000 | 3.0e12 | $7.37 \mathrm{e}-3$ | $2.26 \mathrm{e}-2$ |
| gelu | 550 | 32000 | 4000 | 1.2 e 14 | $1.16 \mathrm{e}-3$ | $3.70 \mathrm{e}-3$ | 8000 | 8000 | 3.5e13 | $1.32 \mathrm{e}-3$ | $4.17 \mathrm{e}-3$ |
| gelu | 630 | 32000 | 8000 | 1.2 e 14 | $1.57 \mathrm{e}-3$ | $4.96 \mathrm{e}-3$ | 8000 | 4000 | 2.0e13 | $1.85 \mathrm{e}-3$ | $5.85 \mathrm{e}-3$ |
| gelu* | 520 | 8000 | 2000 | 7.3e12 | 5.45 e 0 | 5.22 e 0 | 16000 | 4000 | 1.4e13 | 6.99 e 0 | 4.04 e 0 |

(c) Results obtained by the hybrid method.

Table 4.3.: Results for the isentropic problem. An asterisk indicates a Hamiltonianinspired neural network. The three lowest values per column are highlighted.

## 4. Physics-informed simulations

For both problems, neither the L-BFGS nor the hybrid method provides an accuracy or efficiency advantage over the Adam method. Therefore, only the Adam method is considered in the following numerical tests. However, we must emphasize that we repeated each Adam test nine times to find the best learning rate. This cost was not considered in the evaluation because it depends on the number of learning rates tested and can most likely be reduced by more sophisticated techniques.

The results of this numerical test are the baseline, and in the remainder of this chapter we introduce variants of the original physics-informed neural networks and test whether we can improve accuracy or efficiency. Here, we consider different sampling strategies in Subsection 4.1.2, loss balancing strategies in Subsection 4.1.3, and a loss function based on the integral form of the balance law in Section 4.2.

### 4.1.2. Sampling strategies

Random sampling strategies are widely used in machine learning. They prevent the model from learning only on specific training data and thus from overfitting. This procedure is enabled by stochastic gradient descent methods. Sometimes training data is augmented and thus can be extended indefinitely. For example, images can be cropped, scaled, rotated, mirrored, and so on.

In this perspective, the sets $D_{\mathrm{EQ}}, D_{\mathrm{I}}, D_{\mathrm{L}}, D_{\mathrm{R}}$ are infinite sampling spaces and therefore also the possible training data. Following the machine learning path, physics-informed neural networks utilize random sampling strategies to effectively learn solutions of differential equations.

From a different perspective, we derived error estimates in the last section that showed the important role of quadrature errors. The quadrature errors are introduced by approximating the $\mathscr{L}_{2}$-norms, thus by considering $\bar{L}_{\mathrm{EQ}}, \bar{L}_{\mathrm{I}}, \bar{L}_{\mathrm{L}}, \bar{L}_{\mathrm{R}}$ instead of $L_{\mathrm{EQ}}, L_{\mathrm{I}}, L_{\mathrm{L}}$, $L_{\mathrm{R}}$. In this subsection, we take a closer look at quadrature methods that are based on random sampling and evaluate their performance in our use case. In particular, we will introduce the Latin hypercube sampling, the sampling strategy proposed in [36]. For an overview, see [42].

Specifically, for a square integrable function $f:[0,1]^{d} \rightarrow \mathbb{R}$ we consider approximations of the integral

$$
F=\int_{[0,1]^{d}} f(x) \mathrm{d} x \approx \bar{F}
$$

These approximations are based on the following observation: Let $X$ be a random variable distributed as $U\left([0,1]^{d}\right)$, denoted by $X \sim U\left([0,1]^{d}\right)$. Since the probability density function of $X$ is equal to one, the expected value of $f(X)$ is given by

$$
\mathbb{E}(f(X))=\int_{[0,1]^{d}} f(x) \mathrm{d} x=F
$$

The quadrature rules, that we are about to present, construct estimates of the expected value $\mathbb{E}(f(X))$ and thus approximations of $F$. We begin with the Monte Carlo method.

### 4.1.2.a. Monte Carlo method

The Monte Carlo method draws random samples uniformly and takes the average of the corresponding function values. Consequently, let $X_{1}, \ldots, X_{n} \sim U\left([0,1]^{d}\right)$ be independent
random variables. Then, the Monte Carlo estimate of $\mathbb{E}(f(X))$ is defined by

$$
\bar{F}_{\mathrm{MC}}=\frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right)
$$

This estimate is unbiased because $\mathbb{E}\left(\bar{F}_{\mathrm{MC}}\right)=F$. Furthermore, since $f$ is square integrable and $X \sim U\left([0,1]^{d}\right)$, we deduce by the identity of Bienaymé

$$
\mathbb{V}\left(\bar{F}_{\mathrm{MC}}\right)=\frac{\mathbb{V}(f(X))}{n}=\frac{\sigma^{2}}{n}
$$

for $\sigma^{2}=\mathbb{V}(f(X))$. Since the Monte Carlo estimate is based on randomness, we investigate the expected error. Specifically, we consider the root mean square error and observe

$$
\sqrt{\mathbb{E}\left(\left(\bar{F}_{\mathrm{MC}}-F\right)^{2}\right)}=\sqrt{\mathbb{V}\left(\bar{F}_{\mathrm{MC}}\right)}=\frac{\sigma}{\sqrt{n}}
$$

This error bound indicates a fundamentally different error composition in comparison to deterministic methods. Crucially, this bound is independent of the dimension $d$. This makes the Monte Carlo method the only suitable choice for large $d$, since for deterministic quadrature rules the number of quadrature points usually grows exponentially with the dimension. However, the error bound only decays at a rate of $\sqrt{n}$. This is slower than the usually considered deterministic quadrature rules. Therefore, the independence of the dimension is achieved by a very slow rate of convergence. The bound further depends on the variance $\sigma^{2}$ of $f(X)$. The error decreases for smaller variances $\sigma^{2}$.

Next, we introduce variations of the Monte Carlo estimate. These methods have in common that they trade randomness for determinism to achieve a faster error decay rate. We start with the Latin hypercube sampling.

### 4.1.2.b. Latin hypercube sampling

The Latin hypercube sampling (LHS) strategy divides every dimension into $n$ equidistant intervals and draws a sample in each interval. A sample of the domain is obtained by randomly pairing samples of each dimension. Hence, we consider independent random variables $Y_{i, j} \sim U([0,1])$ for $i=1, \ldots, n$ and $j=1, \ldots, d$. Furthermore, let $\pi_{1}, \ldots, \pi_{d}:\{0, \ldots, n-1\} \rightarrow\{0, \ldots, n-1\}$ be random permutations. Then, the $i$-th random sample of dimension $j$ is defined by

$$
\hat{Y}_{i, j}=\frac{\pi(i-1)+Y_{i, j}}{n} \quad \text { for } \quad i=1, \ldots, n \quad \text { and } \quad j=1, \ldots, d
$$

Consequently, the $i$-th random sample of $[0,1]^{d}$ is

$$
X_{i}=\left(\hat{Y}_{i, 1} \quad \ldots \quad \hat{Y}_{i, d}\right) \quad \text { for } \quad i=1, \ldots, n
$$

The Latin hypercube estimate is now defined by

$$
\bar{F}_{\mathrm{LHS}}=\frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right)
$$
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As shown in [52], this estimate is again unbiased, $\mathbb{E}\left(\bar{F}_{\text {LHS }}\right)=F$.
Estimating the variance of $\bar{F}_{\text {LHS }}$ is more delicate. In [52] it is shown that for nearly additive functions, Latin hypercube sampling outperforms the classical Monte Carlo method. In particular, for $f_{0} \in \mathbb{R}$ and specifically defined univariate $f_{j}(x): \mathbb{R} \rightarrow \mathbb{R}$ the function

$$
f_{\mathrm{ADD}}(x)=f_{0}+\sum_{j=1}^{d} f_{j}\left(x_{j}\right)
$$

is considered. Then, it is shown that

$$
\mathbb{V}\left(\bar{F}_{\mathrm{LHS}}\right) \leq \frac{1}{n} \int_{[0,1]^{d}}\left(f-f_{\mathrm{ADD}}\right)^{2} \mathrm{~d} x+o\left(\frac{1}{n}\right),
$$

where $o(\cdot)$ is the little $o$ notation. This implies, if $f$ is nearly additive, which is the case when $\left(f-f_{\text {ADD }}\right)^{2}$ is small, then the convergence rate improves. Finally, in [41] it was shown that in the worst case the variance of $\bar{F}_{\text {LHS }}$ is only slightly larger than the variance of $\bar{F}_{\mathrm{MC}}$, since

$$
\mathbb{V}\left(\bar{F}_{\mathrm{LHS}}\right) \leq \frac{\sigma^{2}}{n-1}
$$

In summary, LHS can improve the rate of convergence for some functions, while not being much worse than the Monte Carlo procedure. The method is also easy to implement and scales to very high dimensions. Therefore, the Latin hypercube sampling is a good default choice.

However, the scheme does not provide a generalization to other hypercubes than $[0,1]^{d}$. Since every dimension is divided into the same number of intervals, the best choice is to scale the samples from $[0,1]^{d}$ to the desired hypercube. This implies that for hypercubes with highly unequal dimension sizes, the longer dimensions are severely underrepresented. This is in contrast to traditional numerical methods. For example, to solve the nonlinear equation system that arises when simulating the nonlinear problem with the implicit box method, we need twelve times more time steps per unit than space points per unit. Therefore, we turn our attention to the stratified sampling strategy, which allows for a more even distribution of points, even for different side lengths.

### 4.1.2.c. Stratified sampling

The stratified sampling strategy divides the hypercube $[0,1]^{d}$ into $m^{d}$ cubes of side length $1 / m$. Then, one sample in each cube is drawn uniformly. We denote these samples by $X_{i}$ for $i=1, \ldots, m^{d}$. The stratified estimate is defined by

$$
\bar{F}_{\mathrm{STR}}=\frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right) \quad \text { for } \quad n=m^{d} .
$$

Again, the estimate is unbiased, $\mathbb{E}\left(\bar{F}_{\mathrm{STR}}\right)=F$. It has been further shown in $[32,20]$ that

$$
\mathbb{V}\left(\bar{F}_{\mathrm{STR}}\right) \leq \mathbb{V}\left(\bar{F}_{\mathrm{MC}}\right) .
$$

Consequently, the stratified sampling strategy is always as good as the standard Monte Carlo method. However, under the assumption that $f$ is continuously differentiable, it has been shown with a Taylor expansion in [20] that

$$
\mathbb{V}\left(\bar{F}_{\mathrm{STR}}\right) \in \mathcal{O}\left(n^{-1-2 / d}\right)
$$

where $\mathcal{O}(\cdot)$ is the big-O notation. Unlike the other random strategies, the rate depends on the dimension $d$. Furthermore, the stratified strategy provides an improvement over the Monte Carlo procedure for small $d$. For example, the rate for the root mean square error is $1 / n$ for $d=2$.

This strategy has a generalization for hypercubes with arbitrary side lengths, since it allows different numbers of intervals per dimension. However, for large $d$, the advantage becomes smaller as the convergence rate increases and the implementation becomes harder. Finally, Latin hypercube and stratified sampling are identical for $d=1$.

### 4.1.2.d. Sobol sequences

The last method we consider is Sobol sequences. A Sobol sequence is a sequence of deterministic points $x_{1}, \ldots, x_{n} \in[0,1]^{d}$ with $n=2^{m}$ such that the difference

$$
F-\bar{F}_{\mathrm{SOBOL}}=F-\frac{1}{n} \sum_{i=1}^{n} f\left(x_{i}\right)
$$

is minimal, the points fill the space evenly and have no apparent pattern. Such methods are called quasi-Monte Carlo methods since they trade randomness for maximum speed of convergence. An error convergence rate of $\mathcal{O}\left(n^{-1} \log (n)^{d-1}\right)$ has been proven for functions with a certain kind of bounded variation, see [43]. This convergence rate is better than the rate of the Monte Carlo method, but the rate increases for larger $d$.

Randomness can be reintroduced by scrambling the Sobol sequence, which is a random perturbation of the sequence while preserving its space-filling properties. It can be shown that for functions with sufficient regularity, the root mean square error decays as $\mathcal{O}\left(n^{-3 / 2} \log (n)^{(d-1) / 2}\right)$ [43]. This is the fastest convergence rate of the considered sampling strategies. However, again, the rate slows down for larger $d$.

Sobol sequences are only defined for hypercubes $[0,1]^{d}$. Therefore, we need to scale the points to obtain a scheme for a general hypercube. Also, the number of samples can only be a power of two. As outlined in [43], dropping any points of the sequence eliminates the advantages of Sobol points. Sobol sequences are not trivial to implement, thus we use the implementation provided by SCIPY [63].

For an example of the samples each strategy draws, see Figure 4.1. Note, that the Latin hypercube strategy draws one sample for each row and column, and the stratified strategy draws one sample per cell.

### 4.1.2.e. Convergence comparison

In this subsubsection, we practically compare the previously presented random-based quadrature rules with deterministic composite Gauss-Legendre rules by measuring the quadrature error of $L_{\mathrm{EQ}}$. We consider two different instances of $L_{\mathrm{EQ}}$ : the linear balance


Figure 4.1.: Comparison of different sampling strategies when sampling 16 points in the domain $[0,1] \times[0,4]$.
law with a fully connected relu neural network, $N=2$ and $K=30$, and the isentropic balance law with a fully connected gelu neural network, $N=5$ and $K=50$.

This test uses the initial parameters of the neural networks. The error of the random quadrature rules is the root mean square error of 20 calculations. The error is computed with respect to a reference value that is calculated with 4096000 points. The results are computed using 32-bit floating point numbers and displayed in Figure 4.2.

We observe that the higher-order methods converge faster for the isentropic problem, and we can distinguish the different rates of convergence: The Monte Carlo and Latin hypercube sampling strategies have the slowest convergence rate. The stratified and Sobol strategies have roughly the same order of convergence as the Gauss-Legendre quadrature of order one. The higher-order Gauss-Legendre quadrature rules have the highest order of convergence. This can be attributed to the smoothness of the gelu activation function, which is transferred to $L_{\mathrm{EQ}}$.

This is in contrast to the linear problem with the relu activation function. Here, the higher-order methods cannot show their advantage and are as fast as the Sobol or stratified sampling strategies.

Linear problem


Isentropic problem


| - Monte Carlo - LHS |  |
| :--- | :--- | :--- |
| $\rightarrow-$ Gauss 1 | - Stratified - Gauss $2 \rightarrow$ Sobol |

Figure 4.2.: Convergence analysis of different methods approximating $L_{\mathrm{EQ}}(\theta)$.

### 4.1.2.f. Numerical Results

In this subsubsection, we test the different sampling strategies presented in this subsection when used by physics-informed neural networks to solve the two test problems. In addition to the random-based quadrature rules, we also consider deterministic composite Gauss-Legendre rules. We use the Gauss-Legendre method with two quadrature points for the linear problem, and three quadrature points for the isentropic problem.

For the random-based quadrature rules, we consider the following two modes:

- Static. We draw the points in advance and do not change them during the training process. This is in line with the previous procedure and the original method [36].
- Dynamic [9]. We draw new points at each iteration. This is consistent with stochastic optimization, where samples are drawn from an infinite distribution.

Furthermore, we use the neural networks that performed well in the previous test. These are listed in Table 4.4. Again, we use the same number of sample points $d_{\text {BD }}$ for the initial, the left and the right boundary data. For the Sobol points, we take the nearest power of two for the number of sample points. Similarly, for the composite Gauss-Legendre rules and the stratified sampling strategy, the number of cells is chosen so that the cells are approximately a square and the number of sample points is close to the target value.

We consider all combinations of the following parameters

$$
d_{\mathrm{BD}} \in\{1000,2000,4000\}, \quad d_{\mathrm{EQ}} \in\{2000,4000,8000,16000\} .
$$
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| Linear |  |  |  |  | Isentropic |  |  |
| :--- | :---: | :---: | :--- | :--- | :--- | :--- | :---: |
| $\sigma$ | $N$ | $K$ |  | $\sigma$ | $N$ | $K$ |  |
| relu | 2 | 20 |  | tanh | 4 | 20 |  |
| relu | 2 | 30 |  | tanh | 6 | 30 |  |
| tanh | 5 | 30 |  | gelu | 5 | 50 |  |
| relu* $^{*}$ | 6 | 50 |  | gelu | 6 | 30 |  |

Table 4.4.: Neural network architectures for the linear and isentropic problem. An asterisk indicates a Hamiltonian neural network.

The neural networks are trained for 100000 Adam iterations with the following learning rate parameters

$$
\eta_{\text {Steps }} \in\{1000,5000,10000\}, \quad \eta_{\text {Rate }}=0.9, \quad \eta_{\text {INIT }} \in\{0.1,0.01,0.001\} .
$$

From these nine approximations, we select the approximation with the lowest loss value $L_{\text {Dif }}$ after training. We run each test three times with different random values and only report the mean error.

See Table 4.5, which lists the most accurate and most efficient results for both test problems and each quadrature rule. As before, the efficiency is the ratio of the generalization error to the computational cost, defined by (4.24).

For the linear test, we obtain more accurate results at a lower computational cost when using Sobol points instead of Latin hypercube sampling. However, this difference is not noticeable in the most efficient results. Also, the difference between the most accurate and efficient results is rather small: we can double the error for half the computational cost. In addition, there is no advantage to dynamic sampling over static sampling.

The isentropic test requires fewer sample points than the linear test. Again, for this test, we see a slight improvement in the errors and sample points required when using an integration strategy other than Latin hypercube sampling. The most efficient results show that only a small number of sample points are required to achieve relatively accurate results. Again, we do not see a significant advantage of dynamic sampling.

### 4.1.2.g. Convergence comparison revisited

As a final step, we extend the convergence test performed in Subsection 4.1.2.e to physicsinformed neural networks. We measure the generalization errors of the obtained physicsinformed neural networks for the different sampling strategies and number of sample points for both test problems. In all tests, we set $d_{\mathrm{BD}}=4000$ and train for 100000 Adam iterations. We try the same learning rates as in Subsubsection 4.1.2.f and only consider the result with the lowest loss value $L_{\text {Dif }}$. The reported error is the average error of three runs. The linear problem uses a relu neural network with $N=2$ and $K=30$. The isentropic problem uses a gelu neural network with $N=5$ and $K=50$.

The results are shown in Figure 4.3. While in Subsubsection 4.1.2.e we could distinguish the different quadrature rules by their convergence order, this is no longer possible. For the isentropic problem, all strategies perform almost identically, and only the number of sample points determines the generalization error. For the linear problem, we can

|  | Quadrature | $\sigma$ | $N$ | $K$ | $d_{\mathrm{EQ}}$ | $d_{\mathrm{BD}}$ | FLOP | error $\left[u_{1}\right]$ error $\left[u_{2}\right]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| static | LHS | relu 2 | 20 | 16000 | 4000 | 8.7 e 11 | $2.39 \mathrm{e}-5$ | $3.08 \mathrm{e}-5$ |
| static | Stratified | relu 2 | 20 | 16000 | 2000 | $\mathbf{6 . 7 e 1 1}$ | $4.23 \mathrm{e}-5$ | $5.24 \mathrm{e}-5$ |
| static | Sobol | relu 2 | 30 | 4000 | 4000 | $\mathbf{7 . 8 e} 11$ | $\mathbf{1 . 8 8 e}-\mathbf{5}$ | $\mathbf{2 . 3 6 e}-\mathbf{5}$ |
| static | Gauss 2 | relu 2 | 20 | 16000 | 4000 | 9.1 e 11 | $\mathbf{1 . 8 9 e}-\mathbf{5}$ | $\mathbf{2 . 4 1 e - 5}$ |
| dynamic LHS | relu 2 | 30 | 2000 | 4000 | $\mathbf{6 . 8 e} 11$ | $3.33 \mathrm{e}-5$ | $2.43 \mathrm{e}-5$ |  |
| dynamic | Stratified | relu 2 | 30 | 4000 | 4000 | 7.9 e 11 | $2.91 \mathrm{e}-5$ | $3.54 \mathrm{e}-5$ |
| dynamic Sobol | relu 2 | 20 | 160004000 | 9.2 e 11 | $\mathbf{1 . 5 8 e}-\mathbf{5}$ | $\mathbf{1 . 9 7 e - 5}$ |  |  |

(a) Most accurate results of the linear problem.

|  | Quadrature | $\sigma$ | $N$ | $K$ | $d_{\mathrm{EQ}}$ | $d_{\mathrm{BD}}$ | FLOP | error $\left[u_{1}\right]$ error $\left[u_{2}\right]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| static | LHS | relu 2 | 20 | 40002000 | $\mathbf{3 . 5 e 1 1}$ | $5.32 \mathrm{e}-5$ | $6.18 \mathrm{e}-5$ |  |
| static | Stratified | relu 2 | 20 | 4000 | 1000 | $\mathbf{2 . 5 e 1 1}$ | $1.03 \mathrm{e}-4$ | $1.28 \mathrm{e}-4$ |
| static | Sobol | relu 2 | 20 | 40002000 | $\mathbf{3 . 6 e 1 1}$ | $\mathbf{4 . 6 5 e}-\mathbf{5}$ | $\mathbf{5 . 7 8 e}-\mathbf{5}$ |  |
| static | Gauss 2 | relu 2 | 20 | 40002000 | 3.7 e 11 | $5.79 \mathrm{e}-5$ | $7.28 \mathrm{e}-5$ |  |
| dynamic | LHS | relu 2 | 30 | 40002000 | 5.1 e 11 | $\mathbf{3 . 7 8 e}-\mathbf{5}$ | $\mathbf{4 . 6 9 e}-\mathbf{5}$ |  |
| dynamic Stratified | relu 2 | 20 | 40002000 | 3.6 e 11 | $5.42 \mathrm{e}-5$ | $7.01 \mathrm{e}-5$ |  |  |
| dynamic Sobol | relu 2 | 20 | 80002000 | 5.3 e 11 | $\mathbf{2 . 8 2 e}-\mathbf{5}$ | $\mathbf{3 . 4 8 e - 5}$ |  |  |

(b) Most efficient results of the linear problem.

|  | Quadrature |  | $N$ K | $d_{\text {EQ }}$ | $d_{\text {BD }}$ | FLOP | error $[\rho]$ error $[\rho v]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| static | LHS | gelu 5 | 550 | 16000 | 4000 | 6.4e13 | $8.93 \mathrm{e}-42.81 \mathrm{e}-3$ |
| static | Stratified | gelu 5 | 550 | 2000 | 1000 | 9.4 e 12 | $8.75 \mathrm{e}-4$ 2.66e-3 |
| static | Sobol | gelu 5 | 550 | 2000 | 1000 | 9.6 e 12 | $8.29 \mathrm{e}-42.61 \mathrm{e}-3$ |
| static | Gauss 3 | gelu 5 | 550 | 16000 | 1000 | 5.6 e 13 | $8.69 \mathrm{e}-42.72 \mathrm{e}-3$ |
| dynamic | LHS | gelu 5 | 550 | 8000 | 2000 | 3.1e13 | $8.69 \mathrm{e}-42.74 \mathrm{e}-3$ |
| dynamic | Stratified | gelu 5 | 550 | 4000 | 2000 | 1.8e13 | $8.64 \mathrm{e}-4.70 \mathrm{e}-3$ |
| dynamic | Sobol | gelu 5 | 550 | 4000 | 1000 | 1.6e13 | $8.66 \mathrm{e}-42.73 \mathrm{e}-3$ |

(c) Most accurate results of the isentropic problem.

|  | Quadrature | $\sigma \quad N K$ | $d_{\text {EQ }} \quad d_{\text {BD }}$ | FLOP | error $[\rho]$ error $[\rho v]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| static | LHS | tanh 420 | 20001000 | 7.6 e 11 | $1.63 \mathrm{e}-35.18 \mathrm{e}-3$ |
| static | Stratified | tanh 420 | 20001000 | 7.7e11 | $1.76 \mathrm{e}-35.58 \mathrm{e}-3$ |
| static | Sobol | tanh 420 | 20001000 | 7.8e11 | $1.70 \mathrm{e}-35.41 \mathrm{e}-3$ |
| static | Gauss 3 | tanh 420 | 20001000 | 7.8 e 11 | $1.60 \mathrm{e}-35.10 \mathrm{e}-3$ |
| dynamic | LHS | tanh 420 | 20001000 | 7.7e11 | $1.66 \mathrm{e}-35.31 \mathrm{e}-3$ |
| dynamic | Stratified | tanh 420 | 20001000 | 7.7 e 11 | $1.76 \mathrm{e}-35.52 \mathrm{e}-3$ |
| dynamic | Sobol | tanh 420 | 20001000 | 7.9 e 11 | $1.59 \mathrm{e}-3.12 \mathrm{e}-3$ |

(d) Most efficient results of the isentropic problem.

Table 4.5.: Sampling strategies test results. Each row shows the most accurate or efficient result per quadrature rule. The three lowest values per column are highlighted.
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Figure 4.3.: Relative $\mathscr{L}_{2}$-errors for different sampling strategies and number of balance law sample points $d_{\mathrm{EQ}}$ when solving both test problems with physics-informed neural networks.
observe a small advantage of the Sobol points over the other strategies. This shows that the theory of the previous subsection, which decouples training and quadrature error, provides an incomplete picture and cannot fully describe the results obtained.

In the next subsection, we introduce loss balancing methods, which are another extension of physics-informed neural networks.

### 4.1.3. Loss balancing weighting

To train physics-informed neural networks, four loss functions are combined: $\bar{L}_{\mathrm{EQ}}$ for the balance law, $\bar{L}_{\mathrm{L}}$ for the left boundary condition, $\bar{L}_{\mathrm{R}}$ for the right boundary condition, and $\bar{L}_{1}$ for the initial condition. They encode different properties, and each loss is necessary for a successful approximation. It appears that they are working together to achieve a common goal, but this is not the case. They compete for the approximation capabilities of the neural network, as they optimize for their own goal. As a result, the gradients of the losses do not necessarily point in the same direction.

From this viewpoint, it is remarkable that physics-informed neural networks actually work. This remains especially the case when we consider our system of coupled transport
equations: The information begins with the initial data, travels through the space-time domain, and is reintroduced at each boundary. Therefore, we are very dependent on each loss function to cooperate in the most beneficial way. In this subsection, we look at the interaction of the different losses and introduce loss balancing methods.

Weighted training problem. As briefly mentioned above, the training problem of physics-informed neural networks is a multi-objective optimization problem (4.6)

$$
\min _{\theta}\left(\bar{L}_{\mathrm{EQ}}(\theta), \bar{L}_{\mathrm{I}}(\theta), \bar{L}_{\mathrm{L}}(\theta), \bar{L}_{\mathrm{R}}(\theta)\right)
$$

Here, the conflicting objectives must be minimized simultaneously. This is in contrast to the training problem (4.4), where the sum of the objectives is minimized.

In general, there is no solution of (4.6) that minimizes all objective functions simultaneously. Therefore, we focus on Pareto optimal solutions, which are solutions that cannot be improved in any of the objectives without worsening at least one of the other objectives. Then, among all Pareto optimal solutions, one can decide which objectives are more important than others and choose the solution accordingly. The trade-offs between Pareto optimal solutions are visualized by the Pareto front. The Pareto front has been studied in the context of physics-informed neural networks in [48]. However, the study only focuses on one weight that mediates between the data residuals and the differential equation residual.

In our use case, visualizing the Pareto front is challenging and does not provide the information we need: Our primary concern is minimizing the generalization errors rather than achieving the lowest loss values. The error estimates suggest that lower loss values should imply reduced errors, however, each loss value affects the bound differently. This makes it challenging to describe the optimal prioritization.

Hence, we refocus on the more algorithmically tractable single-objective optimization problems. A prioritization between the objectives can be achieved by introducing weights into the loss function $L_{\text {DIF }}$. Here, we consider positive weights $\lambda_{\mathrm{EQ}}, \lambda_{\mathrm{I}}, \lambda_{\mathrm{L}}, \lambda_{\mathrm{R}}$ for each objective and optimize the weighted sum of the weights and objectives. That is

$$
\begin{equation*}
\min _{\theta} L_{\mathrm{WDIF}} \quad \text { with } \quad L_{\mathrm{WDIF}}=\lambda_{\mathrm{EQ}} \bar{L}_{\mathrm{EQ}}(\theta)+\lambda_{\mathrm{I}} \bar{L}_{\mathrm{I}}(\theta)+\lambda_{\mathrm{L}} \bar{L}_{\mathrm{L}}(\theta)+\lambda_{\mathrm{R}} \bar{L}_{\mathrm{R}}(\theta) \tag{4.25}
\end{equation*}
$$

The training problem (4.4), is only one possible instance of (4.25), where all weights are one. For each tuple of weights, we get another optimal solution, and changing the weights may improve one objective but can compromise another. The following example shows that choosing appropriate weights is critical.

Motivational example. Setting aside the theoretical challenges, selecting different weights can improve the results. See Figure 4.4 for an example. There, we compare two neural networks that were trained to approximate the linear simulation problem. The same sample points and initial parameters were used in the training process. Also, the relative $\mathscr{L}_{2}$-error was measured by the same sample points. However, different weights were used during the training process, which resulted in significantly reduced generalization errors. In the example, the weights have the following order: $\lambda_{\mathrm{EQ}}>\lambda_{\mathrm{I}}>$ $\lambda_{\mathrm{L}}>\lambda_{\mathrm{R}}$. This shows that the balance law is the most important and that the right boundary is the least important.


Figure 4.4.: The pointwise difference of two neural networks with $\sigma=$ relu, $N=2$, $K=30$, and the exact solution for the linear problem are displayed. Both neural networks were trained with different loss weights. The left one was trained with unit weights and the right one with $\lambda_{\mathrm{I}}=2.25, \lambda_{\mathrm{L}}=3.69, \lambda_{\mathrm{R}}=1.12, \lambda_{\mathrm{EQ}}=4.65$.

Algorithmic approaches. In the previous example, the weights were not chosen arbitrarily but were determined through an algorithmic approach. Such techniques are often referred to as loss balancing methods in the literature. Loss balancing methods determine the weights $\lambda_{\mathrm{EQ}}, \lambda_{\mathrm{I}}, \lambda_{\mathrm{L}}, \lambda_{\mathrm{R}}$ to achieve better approximations. Multiple studies have emphasized its significance and proposed various approaches [61, 64, 50]. We review some of these methods next.

We start with a random-search procedure in Subsubsection 4.1.3.a. This procedure is prohibitively expensive, so we turn our attention to computationally cheaper solutions. First, we will look at gradient-based balancing methods in Subsubsection 4.1.3.b. Second, we will look at an attention-based method in Subsubsection 4.1.3.c. After that, we will compare all approaches in Subsubsection 4.1.3.d.

### 4.1.3.a. Random-search

The results of the previous example were obtained by a random-search. This method is explained in this subsubsection. Using the Latin hypercube sampling, we generate a fixed number of random tuples $\left(\lambda_{\mathrm{EQ}}, \lambda_{\mathrm{I}}, \lambda_{\mathrm{L}}, \lambda_{\mathrm{R}}\right) \in[1,5] \times[1,5] \times[1,5] \times[1,5]$ and solve the training problem (4.25) for each tuple. Once each training has been conducted, we need to select the best approximation among all the approximations obtained. Here, we consider two different criteria: First, we use only the information available during training by selecting the approximation with the smallest loss value $L_{\text {Dif }}$. Second, we choose the approximation associated with the smallest sum of the generalization errors, error $\left[u_{1}\right]+\operatorname{error}\left[u_{2}\right]$, and select the most accurate approximation.

A random-search is computationally very expensive since we have to solve the training problem multiple times. Therefore, we consider next loss balancing methods that determine the weights based on information available during the training process.

### 4.1.3.b. Gradient-based weighting

Gradient-based balancing methods determine the weights based on the gradients during the training process. This procedure is inspired by the ideas of the initialization schemes introduced in Chapter 3. There, we have discussed that initialization schemes consider the gradient entries of the loss and try to keep the mean close to zero and the variance close to one. The variance expresses the ability of the neural network parameters to minimize the loss. A variance closer to zero indicates that many elements are not very sensitive. Conversely, a higher variance indicates a greater number of parameters that are highly sensitive. In these cases, the loss is easier to minimize.

The variance depends on the specific loss function, and thus varies for each $\bar{L}_{\mathrm{EQ}}, \bar{L}_{\mathrm{I}}$, $\bar{L}_{\mathrm{L}}, \bar{L}_{\mathrm{R}}$. In their studies, the authors in [50, 64] identified these varying variances and interpreted them as indicators of imbalances between the different losses. They argue that such imbalances hinder successful training. Hence, they use the weights $\lambda_{\mathrm{EQ}}, \lambda_{\mathrm{I}}$, $\lambda_{\mathrm{L}}, \lambda_{\mathrm{R}}$ to adjust each gradient such that the variances are approximately the same. This ensures that the losses are prioritized equally during the training process. We now describe the procedure in more detail.

In the following, we denote the empirical mean of a vector $v$ by $\mu(v)$. Then $\mu(|\cdot|)$ measures the mean absolute deviation. For a vector with an empirical mean of zero,
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this can be regarded as an approximation of the empirical variance. For this method, $\mu\left(\left|\nabla_{\theta} \bar{L}_{\mathrm{EQ}}\right|\right)$ is the reference value. Therefore, we have $\lambda_{\mathrm{EQ}}=1$. The other gradients are scaled to have approximately the same mean absolute deviation. To achieve this, the intermediate weights are defined by

$$
\begin{equation*}
\hat{\lambda}_{\mathrm{I}}=\frac{\mu\left(\left|\nabla_{\theta} \bar{L}_{\mathrm{EQ}}(\theta)\right|\right)}{\mu\left(\left|\nabla_{\theta} \bar{L}_{\mathrm{I}}(\theta)\right|\right)}, \quad \hat{\lambda}_{\mathrm{L}}=\frac{\mu\left(\left|\nabla_{\theta} \bar{L}_{\mathrm{EQ}}(\theta)\right|\right)}{\mu\left(\left|\nabla_{\theta} \bar{L}_{\mathrm{L}}(\theta)\right|\right)}, \quad \hat{\lambda}_{\mathrm{R}}=\frac{\mu\left(\left|\nabla_{\theta} \bar{L}_{\mathrm{EQ}}(\theta)\right|\right)}{\mu\left(\left|\nabla_{\theta} \bar{L}_{\mathrm{R}}(\theta)\right|\right)} . \tag{4.26}
\end{equation*}
$$

During the optimization process, the intermediate weights fluctuate a lot and are therefore stabilized by a mean weighted average. This is similar to the approach used by the Adam optimizer. Consequently, let $\alpha \in(0,1)$. Then, the weights are updated according to

$$
\begin{equation*}
\lambda_{\mathrm{I}} \leftarrow(1-\alpha) \lambda_{\mathrm{I}}+\alpha \hat{\lambda}_{\mathrm{I}}, \quad \lambda_{\mathrm{L}} \leftarrow(1-\alpha) \lambda_{\mathrm{L}}+\alpha \hat{\lambda}_{\mathrm{L}}, \quad \lambda_{\mathrm{R}} \leftarrow(1-\alpha) \lambda_{\mathrm{R}}+\alpha \hat{\lambda}_{\mathrm{R}} \tag{4.27}
\end{equation*}
$$

Now, the method works as follows. First, the gradients $\nabla_{\theta} \bar{L}_{\mathrm{EQ}}, \nabla_{\theta} \bar{L}_{\mathrm{I}}, \nabla_{\theta} \bar{L}_{\mathrm{L}}, \nabla_{\theta} \bar{L}_{\mathrm{R}}$ are computed. Second, the weights are updated as defined by (4.26) and (4.27). Third, the weighted gradient

$$
\nabla_{\theta} L_{\mathrm{WDIF}}=\nabla_{\theta} \bar{L}_{\mathrm{EQ}}+\lambda_{\mathrm{I}} \nabla_{\theta} \bar{L}_{\mathrm{I}}+\lambda_{\mathrm{L}} \nabla_{\theta} \bar{L}_{\mathrm{R}}+\lambda_{\mathrm{L}} \nabla_{\theta} \bar{L}_{\mathrm{R}}
$$

is built and used to update the parameters with a gradient descent step.
Usually, the weights $\lambda_{\mathrm{EQ}}, \lambda_{\mathrm{I}}, \lambda_{\mathrm{L}}, \lambda_{\mathrm{R}}$ are initially one. In [50] $\alpha=0.9$ and in [64] $\alpha=0.1$ is used. There is also a proposed variant that uses $\max \left(\left|\nabla_{\theta} \bar{L}_{\mathrm{EQ}}\right|\right)$ in (4.26) instead of $\mu\left(\left|\nabla_{\theta} \bar{L}_{\mathrm{EQ}}(\theta)\right|\right)$. However, this method was not successful in the study [54] and therefore we omit it here.

### 4.1.3.c. Attention-based weighting

In this subsubsection, we consider the attention-based mechanism that was introduced in [31]. Unlike the previous method, which determines weights based on the solution, this approach incorporates the weights directly into the training process. Originally, the authors proposed to assign one weight to each sample point in $\bar{D}_{\mathrm{EQ}}, \bar{D}_{\mathrm{I}}, \bar{D}_{\mathrm{L}}$ and $\bar{D}_{\mathrm{R}}$. However, this is associated with a very high computational cost. To avoid this, and for a more direct comparison, we modify this method to fit the problem (4.25).

For the following, we define $\lambda=\left(\lambda_{\mathrm{EQ}}, \lambda_{\mathrm{I}}, \lambda_{\mathrm{L}}, \lambda_{\mathrm{R}}\right)$. Then, we focus on $L_{\mathrm{WDIF}}(\theta, \lambda)$, the loss function associated with the training problem (4.25). Now, the goal of the weights $\lambda$ is to penalize the losses $\bar{L}_{\mathrm{EQ}}, \bar{L}_{\mathrm{I}}, \bar{L}_{\mathrm{L}}$, and $\bar{L}_{\mathrm{R}}$ with the most significant values. This is accomplished by maximizing the loss function $L_{\text {WDIF }}$ with respect to $\lambda$. Our overall goal remains to minimize $L_{\text {WDIF }}$ with respect to the parameters $\theta$. We, address both goals by considering the saddle point problem

$$
\min _{\theta} \max _{\lambda} L_{\mathrm{WDIF}}(\theta, \lambda) .
$$

This problem can be solved by a gradient descent step for the parameters $\theta$ combined with a gradient ascent step for the weights $\lambda$. Specifically, we perform the update

$$
\theta \leftarrow \theta-\nabla_{\theta} L_{\mathrm{WDIF}}(\theta, \lambda) \quad \text { and } \quad \lambda \leftarrow \lambda+\nabla_{\lambda} L_{\mathrm{WDIF}}(\theta, \lambda) .
$$

At the beginning, we initialize the weights with $\lambda=(1,1,1,1)$.

|  | $\sigma$ | $N$ | $K$ | Quadrature rule | $d_{\mathrm{BD}}$ | $d_{\mathrm{EQ}}$ | $\eta_{\text {INIT }}$ | $\eta_{\text {Steps }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Most accurate | relu | 30 | 2 | Sobol | 4000 | 8000 | 0.1 | 1000 |
| Most efficient | relu | 20 | 2 | Stratified | 1000 | 8000 | 0.01 | 1000 |

(a) Hyperparameter for the linear problem.

|  | $\sigma$ | $N$ | $K$ | Quadrature rule | $d_{\mathrm{BD}}$ | $d_{\mathrm{EQ}}$ | $\eta_{\text {INIT }}$ | $\eta_{\text {STEPS }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Most accurate | gelu | 50 | 5 | Stratified | 1000 | 2000 | 0.01 | 10000 |
| Most efficient | tanh | 20 | 4 | Stratified | 1000 | 2000 | 0.01 | 10000 |

(b) Hyperparameter for the isentropic problem.

Table 4.6.: Most accurate and efficient hyperparameter identified in the previous tests.

### 4.1.3.d. Numerical results

In this subsubsection, we test the performance of the introduced loss balancing methods to solve the two simulation problems. We aim to improve the previous results by obtaining more efficient or more accurate approximations. To accomplish this, we select the hyperparameters that led to either the most accurate or the most efficient results in the previous tests, and apply each of the presented loss balancing methods. The hyperparameters include the neural network architectures and the training parameters, and are listed in Table 4.6 for the linear and the isentropic problem.

The gradient-based method is tested for $\alpha \in\{0,1,0.5,0.9\}$. Training is conducted using the Adam method over 100000 iterations. Each test is repeated three times and the average error is reported.

See Table 4.7 a for the results of the linear problem and Table 4.7 b for the results of the isentropic problem. We observe that using the random-search procedure consistently decreases the errors for both problems. The improvement is small when the weights are chosen based on the lowest $L_{\text {DIF }}$ value. However, selecting the weights based on the smallest error leads to a substantial error reduction, particularly for the linear problem. This indicates that the selection of the weights is important, but optimal results are achieved using the solution itself, which is not practical.

The gradient-based method has the best results for $\alpha=0.1$, but even these are worse than the standard weights. Therefore, the gradient-based method is not able to improve the results. The attention-based method only marginally improves the results for one test case. Consequently, neither approach offers significant advantages for our test problems.

In the following section, we present another physics-informed loss function that integrates the initial and boundary data, and thus mitigates the multi-objective optimization problem.

| Method | Most accurate |  |  | Most efficient |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FLOP | error [ $u_{1}$ ] | error $\left[u_{2}\right]$ | FLOP | error [ $u_{1}$ ] | error [ $u_{2}$ ] |
| standard weights | 1.0 e 12 | $2.30 \mathrm{e}-5$ | $2.86 \mathrm{e}-5$ | 4.0 e 11 | 5.10e-5 | $6.37 \mathrm{e}-5$ |
| random-search $L_{\text {DIF }}$ | 1.0e12 | $2.03 \mathrm{e}-5$ | $2.55 \mathrm{e}-5$ | 4.0 e 11 | $4.16 \mathrm{e}-5$ | 5.18e-5 |
| random-search error | 1.0e12 | $4.87 \mathrm{e}-6$ | 6.12e-6 | 4.0 e 11 | $2.41 \mathrm{e}-5$ | $2.99 \mathrm{e}-5$ |
| attention-based | 1.0 e 12 | $1.55 \mathrm{e}-1$ | $1.75 \mathrm{e}-1$ | 4.0 e 11 | $8.54 \mathrm{e}-5$ | $1.04 \mathrm{e}-4$ |
| gradient-based $\alpha=0.1$ | 2.6 e 12 | $4.96 \mathrm{e}-1$ | $6.10 \mathrm{e}-1$ | 8.8 e 11 | $1.14 \mathrm{e}-2$ | $1.50 \mathrm{e}-2$ |
| gradient-based $\alpha=0.5$ | 2.6 e 12 | $4.85 \mathrm{e}-1$ | $6.02 \mathrm{e}-1$ | 8.8 e 11 | $1.07 \mathrm{e}-1$ | $1.34 \mathrm{e}-1$ |
| gradient-based $\alpha=0.9$ | 2.6 e 12 | $5.53 \mathrm{e}-1$ | $7.20 \mathrm{e}-1$ | 8.8 e 11 | $9.03 \mathrm{e}-2$ | $1.14 \mathrm{e}-1$ |

(a) Results of the linear problem.

| Method | Most accurate |  |  | Most efficient |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FLOP | error [ $\rho$ ] | error $[\rho v]$ | FLOP | error [ $\rho$ ] | error [ $\rho v$ ] |
| standard weights | 9.4 e 12 | $8.53 \mathrm{e}-4$ | 2.59e-3 | 7.7e11 | $1.74 \mathrm{e}-3$ | $5.49 \mathrm{e}-3$ |
| random-search $L_{\text {DIF }}$ | 9.4 e 12 | 8.12e-4 | $2.61 \mathrm{e}-3$ | 7.7 e 11 | $1.43 \mathrm{e}-3$ | $4.58 \mathrm{e}-3$ |
| random-search error | 9.4 e 12 | 7.53e-4 | $2.30 \mathrm{e}-3$ | 7.7e11 | $1.30 \mathrm{e}-3$ | $4.09 \mathrm{e}-3$ |
| attention-based | 9.4 e 12 | 6.67 e 9 | 6.67 e 9 | 7.7 e 11 | $1.70 \mathrm{e}-3$ | 5.35e-3 |
| gradient-based $\alpha=0.1$ | 2.1 e 13 | $2.33 \mathrm{e}-3$ | $7.34 \mathrm{e}-3$ | 3.0 e 12 | $5.40 \mathrm{e}-3$ | $1.70 \mathrm{e}-2$ |
| gradient-based $\alpha=0.5$ | 2.1e13 | 3.33 e 9 | 3.33 e 9 | 3.0 e 12 | $6.80 \mathrm{e}-3$ | $2.16 \mathrm{e}-2$ |
| gradient-based $\alpha=0.9$ | 2.1 e 13 | 3.33 e 9 | 3.33 e 9 | 3.0 e 12 | $4.76 \mathrm{e}-3$ | $1.49 \mathrm{e}-2$ |

(b) Results of the isentropic problem.

Table 4.7.: Results of the loss balancing tests. The three lowest values per column are highlighted.

### 4.2. Loss based on integral form

The physics-informed loss function $L_{\text {Dif }}$, introduced in the previous section, is based on the differential form of the balance law given by (1.1). In this section, we introduce a loss function that incorporates the integral form of the balance law. This results in a loss function that has different properties than the loss function $L_{\text {DIF }}$. This method was first proposed in [47].

Integral form. To reformulate the differential form of the balance law (1.1) into its integral form, we define the space-time flux function $G: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2 \times 2}$ with

$$
G(u)=\left(\begin{array}{ll}
F(u) & u
\end{array}\right) .
$$

Using the space-time flux $G$ we can rewrite the balance law (1.1) with the divergence

$$
\begin{equation*}
\partial_{t} u+\partial_{x}(F \circ u)=\partial_{x}\left(G_{1} \circ u\right)+\partial_{t}\left(G_{2} \circ u\right)=\operatorname{div}_{(x, t)}(G \circ u) . \tag{4.28}
\end{equation*}
$$

Now, we integrate equation (4.28) on $D^{\prime} \subset D_{\mathrm{EQ}}$ with a piecewise smooth boundary and obtain by the divergence theorem

$$
\int_{D^{\prime}} \operatorname{div}_{(x, t)}(G \circ u) \mathrm{d}(x, t)=\int_{\partial D^{\prime}} G(u) \cdot \vec{n} \mathrm{~d} S,
$$

where $\vec{n}$ denotes the outward-facing normal vector on the boundary $\partial D^{\prime}$. Thus, if we assume that $u$ fulfills (1.1), then

$$
\begin{equation*}
\int_{\partial D^{\prime}} G(u) \cdot \vec{n} \mathrm{~d} S=\int_{D^{\prime}} g(u) \mathrm{d}(x, t) \tag{4.29}
\end{equation*}
$$

for all $D^{\prime} \subset D_{\mathrm{EQ}}$ with piecewise smooth boundary.
With sufficient regularity assumptions, the reverse also holds: If $u$ satisfies (4.29), then $u$ is also a solution of (1.1).

In the following, we define a loss function based on the integral form of the balance law (4.29). We start with the initial and boundary conditions.

Enforcing boundary conditions. In comparison to the differential form of the balance law (1.1), it is apparent that $u$ needs less regularity to fulfill (4.29). It is therefore admissible to include the initial and boundary data naturally by altering the predicted state $\bar{u}$ of the neural network. For $\varepsilon=10^{-6}$ let

$$
\tilde{u}\left(h_{1}, h_{2}\right)=\binom{\tilde{u}_{1}}{\tilde{u}_{2}}, \quad \tilde{u}_{1}= \begin{cases}\left(b_{\mathrm{I}}\right)_{1}(x) & \text { if } t \leq t_{\mathrm{I}}+\varepsilon, \\
b_{\mathrm{L}}(t) & \text { if } x \leq x_{\mathrm{L}}+\varepsilon, \quad \tilde{u}_{2}=\left\{\begin{array}{ll}
\left(b_{\mathrm{I}}\right)_{2}(x) & \text { if } t \leq t_{\mathrm{I}}+\varepsilon, \\
b_{\mathrm{R}}(t) & \text { if } x \geq x_{\mathrm{R}}-\varepsilon, \\
\bar{u}\left(h_{1}, h_{2}\right) & \text { otherwise },
\end{array}, h_{2}\right) \\
\text { otherwise },\end{cases}
$$

where $\left(h_{1}, h_{2}\right)=h(x, t ; \theta)$ is the output of the neural network. Compared to $\bar{u}, \tilde{u}$ always satisfies the initial, left, and right boundary conditions. We alter $\bar{F}$ and $\bar{g}$ in the same way, which leads to $\tilde{F}$ and $\tilde{g}$. In conclusion, we define the altered space-time flux $\tilde{G}$

$$
\tilde{G}\left(h_{1}, h_{2}\right)=\left(\tilde{F}\left(h_{1}, h_{2}\right) \quad \tilde{u}\left(h_{1}, h_{2}\right)\right) .
$$

Control volume loss function. Now, we construct a loss function derived from the integral form of the balance law (4.29). The equation should be satisfied only with respect to a finite sequence of suitable subsets $D_{1}, \ldots, D_{n} \subset D_{\mathrm{EQ}}$. For these subsets, we aim to minimize the deviation from equation (4.29). Consequently, we consider

$$
\begin{gathered}
\min _{\theta} L_{\mathrm{INT}}(\theta), \quad \text { with } \\
L_{\mathrm{INT}}(\theta)=\sum_{i=1}^{n}\left(\int_{\partial D_{i}} \tilde{G}(h(x, t ; \theta)) \cdot \vec{n} \mathrm{~d} S-\int_{D_{i}} \tilde{g}(h(x, t ; \theta)) \mathrm{d}(x, t)\right)^{2} .
\end{gathered}
$$

There are two remaining aspects to consider: the selection of the control volumes $D_{1}, \ldots, D_{n}$ and the approximation of the integrals in $L_{\text {InT }}$ with quadrature rules.

Unlike the physics-informed approach, the authors of [47] recommend a deterministic quadrature rule. This was evaluated in [54], where deterministic rules gave the best results. Thus, we focus only on Gauss-Legendre quadrature rules with one, two, or three quadrature points to integrate the edges of $\partial D_{i}$. We extend the same rule to integrate the two-dimensional control volumes $D_{i}$.

The control volumes $D_{1}, \ldots, D_{n}$ are another degree of freedom in this method. In [47], the authors recommend partitioning $D_{\mathrm{EQ}}$ using either rectangles or triangles. Both


Figure 4.5.: Sampling points of the control volume physics-informed neural networks for the domain $[0,2] \times[0,6]$. Left for a regular partition and right for a regular partition with random offset. The $x$ axis is divided into 3 intervals and the $t$ axis is divided into 9 intervals. The sample points on the edges integrate the space-time flux $G$ and the sample points in the interiors integrate the source $g$.
strategies were compared in [54], but neither was conclusively better. As a result, we exclusively use rectangular meshes.

In addition to the rectangular partition, which results in a regular pattern of sample points, we explore an alternative selection of control volumes and introduce randomness into the loss function. Suppose that $D_{1}, \ldots, D_{n}$ is a rectangular partition of $D_{\mathrm{EQ}}$. Then, we consider $D_{1}^{\prime}, \ldots, D_{n}^{\prime}$, where each rectangle is slightly offset in a different random direction. We ensure that no rectangle is moved outside the domain $D_{\mathrm{EQ}}$ and consider two modes: maintaining a static offset throughout the training process or dynamically changing it in each iteration. See Figure 4.5 for a comparison between a partition and a randomly offset partition.

Comparison to PINNs. Most importantly, the loss function $L_{\text {INT }}$ does not contain any derivatives. This leads to a considerable reduction in computational complexity. When the source term is zero, the dimension of the integration domain is reduced by one degree, again yielding significant efficiency gains. Otherwise, the space-time flux $G$ and the source term $g$ can be integrated with different quadrature rules.

By naturally incorporating the initial and boundary conditions, we have bypassed the

| Mesh | $\sigma$ | $N$ | $K$ | $d_{\mathrm{INT}}$ | $q$ | FLOP | $\operatorname{error}\left[u_{1}\right]$ | error $\left[u_{2}\right]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Partition | relu | 2 | 30 | $\mathbf{3 2 0 0 0}$ | 1 | $\mathbf{1 . 9 e 1 2}$ | $2.52 \mathrm{e}-3$ | $2.95 \mathrm{e}-3$ |
| Static offset | relu | 6 | 50 | 32000 | 2 | 1.3 e 13 | $3.39 \mathrm{e}-3$ | $4.19 \mathrm{e}-3$ |
| Dynamic offset | relu | 2 | 30 | 32000 | 2 | 2.0 e 12 | $\mathbf{7 . 5 9 e}-\mathbf{4}$ | $\mathbf{9 . 3 4 e - 4}$ |

(a) Most accurate results.

| Mesh | $\sigma$ | $N$ | $K$ | $d_{\mathrm{INT}}$ | $q$ | FLOP | error $\left[u_{1}\right]$ | error $\left[u_{2}\right]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Partition | relu | 2 | 30 | 16000 | 1 | 9.7 e 11 | $5.64 \mathrm{e}-3$ | $7.29 \mathrm{e}-3$ |
| Static offset | relu | 2 | 30 | 32000 | 1 | 2.0 e 12 | $3.62 \mathrm{e}-3$ | $4.50 \mathrm{e}-3$ |
| Dynamic offset | relu | 2 | 30 | $\mathbf{8 0 0 0}$ | 3 | $\mathbf{4 . 9 e 1 1}$ | $\mathbf{7 . 8 5 e}-\mathbf{4}$ | $\mathbf{1 . 0 0 e}-\mathbf{3}$ |

(b) Most efficient results.

Table 4.8.: Results of the control volume physics-informed approach and the linear problem. The lowest value per column is highlighted.

| Mesh | $\sigma$ | $N$ | $K$ | $d_{\mathrm{INT}}$ | $q$ | FLOP | $\operatorname{error}[\rho]$ | $\operatorname{error}[\rho v]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Partition | gelu | 5 | 50 | 16000 | 1 | 1.3 e 13 | $1.05 \mathrm{e}-3$ | $3.33 \mathrm{e}-3$ |
| Static offset | gelu | 5 | 50 | 32000 | 1 | 2.6 e 13 | $1.03 \mathrm{e}-3$ | $3.19 \mathrm{e}-3$ |
| Dynamic offset | gelu | 5 | 50 | $\mathbf{8 0 0 0}$ | 2 | $\mathbf{6 . 4 e 1 2}$ | $\mathbf{8 . 6 0 e}-\mathbf{4}$ | $\mathbf{2 . 7 3 e - 3}$ |

(a) Most accurate results.

| Mesh | $\sigma$ | $N$ | $K$ | $d_{\text {INT }}$ | $q$ | FLOP | $\operatorname{error}[\rho]$ | $\operatorname{error}[\rho v]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Partition | $\tanh$ | 4 | 20 | $\mathbf{2 0 0 0}$ | 1 | $\mathbf{1 . 7 e 1 1}$ | $4.00 \mathrm{e}-3$ | $1.18 \mathrm{e}-2$ |
| Static offset | $\tanh$ | 4 | 20 | 2000 | 1 | 1.9 e 11 | $7.85 \mathrm{e}-3$ | $2.45 \mathrm{e}-2$ |
| Dynamic offset | $\tanh$ | 4 | 20 | 2000 | 1 | 1.8 e 11 | $\mathbf{2 . 3 9 e}-\mathbf{3}$ | $\mathbf{7 . 4 2 e - 3}$ |

(b) Most efficient results.

Table 4.9.: Results of the control volume physics-informed approach and the isentropic problem. The lowest value per column is highlighted.
multi-objective optimization problem. The loss function $L_{\text {InT }}$ consists only of a single objective function that enforces the same conditions for all control volumes $D_{i}$. Also, as with $L_{\text {DIF }}$, time is treated like any other dimension, and there is no explicit time discretization.

### 4.2.1. Numerical Results

In this subsection, we test the control volume physics-informed neural networks and compare their performance with the other results obtained in this chapter. We use the two test problems introduced in Chapter 2.

We denote the number of sample points with $d_{\mathrm{INT}}$ and the order of the Gauss-Legendre quadrature rule with $q$. The number of control volumes $n$ is chosen depending on $d_{\mathrm{INT}}$ and $q$ such that the number of sample points used is very close to $d_{\mathrm{INT}}$. Furthermore,
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since the source term $g$ of the linear problem is always zero, we do not integrate this term and therefore do not need specific sample points. The implementation takes this into account.

We use the neural network architectures listed in Table 4.4 and consider the following combination of hyperparameters

$$
d_{\mathrm{INT}} \in\{2000,4000,8000,16000,32000\}, \quad q \in\{1,2,3\}
$$

The neural networks are trained with 100000 Adam iterations, and we consider the following learning rate parameters

$$
\eta_{\text {STEPS }} \in\{1000,5000,10000\}, \quad \eta_{\text {RATE }}=0.9, \quad \eta_{\text {INIT }} \in\{0.1,0.01,0.001\}
$$

From these nine approximations, we select the approximation with the lowest loss value $L_{\mathrm{INT}}$ after training. To limit the influence of randomness, we repeat each test three times with different random values and report only the average error.

The results for the linear problem are listed in Table 4.8 and for the isentropic problem in Table 4.9. Most notably, dynamically offsetting the control volumes improves the results of this approach significantly. We get more accurate results, and in some cases, with fewer sample points. The best results of the isentropic problem have the same accuracy as the other results of this chapter, while requiring only two thirds of the computational cost. However, more sample points are required to achieve the results, which indicates that the derivative in the physics-informed approach provides more information. The results of the linear problem are significantly worse than the other results in this chapter.

In conclusion, our tests indicate that the results improve if the control volumes are not a partition of the domain. This choice was suggested in [47] and was most likely influenced by the finite volume method. However, control volume physics-informed neural networks work differently and therefore other considerations are necessary. Beyond the random offset of the control volumes, one could imagine control volumes that are randomly positioned, scaled, rotated, and skewed. This would free this approach from the partition. These changes could further improve the accuracy and may reveal the full potential of this very cost-effective approach.

### 4.3. Conclusion

At the beginning of this chapter, we looked at the fundamental properties of physicsinformed neural networks, efficient implementations, and error estimates for a linear system of two transport equations. The estimates show that the generalization error is bounded by the quadrature and the training errors, the value of the loss functions $\bar{L}_{\mathrm{EQ}}$, $\bar{L}_{\mathrm{L}}, \bar{L}_{\mathrm{R}}, \bar{L}_{\mathrm{I}}$. The latter is composed of the optimization and the approximation error. The estimates indicate that problems with high characteristic speeds and simulations over long time spans pose particular challenges for physics-informed neural networks. However, for sufficiently small quadrature errors they do not suffer from overfitting.

Complementary to the theoretical analysis, we conducted extensive numerical tests to identify the most effective training strategies for physics-informed neural networks for two test problems introduced in Chapter 2. These experiments included different neural network architectures, sampling and optimization strategies, and loss function variants. Specific conclusions are outlined in the following paragraphs.

Linear problem. The linear problem has been approximated by highly accurate results, with a relative $\mathscr{L}_{2}$-error of $5 \times 10^{-6}$. This result actually surpasses those acquired in Chapter 3, where the training was conducted with the exact solution, and has been obtained with specific loss balancing weights. The error is potentially already limited by the 32-bit floating-point precision and is rather unexpected, since an investigation of different quadrature rules showed that the loss function $L_{\mathrm{EQ}}$ is more difficult to approximate for the linear problem than for the isentropic problem.

This can largely be attributed to the relu activation function, which is only continuous and piecewise linear. This inherent limited regularity is transferred to $L_{\mathrm{EQ}}$, and thus a greater number of sample points is necessary. However, the relu activation function is very compatible with the solution of the linear problem, which is also continuous and piecewise linear. This provides an explanation for the small errors.

Isentropic problem. The isentropic problem did not yield errors as low as those of the linear problem: For $\rho$ we have obtained a relative $\mathscr{L}_{2}$-error of $9 \times 10^{-4}$ and for $\rho v$ of $3 \times 10^{-3}$. This shows that the nonlinear isentropic balance law poses a greater challenge than the linear balance law. This is further reinforced by the fact that we achieved this level of error through two distinct approaches: the physics-informed loss function $L_{\text {DIF }}$ and the control volume physics-informed loss function $L_{\text {INT }}$.

Moreover, the errors are nearly an order of magnitude higher than those in Chapter 3 , where the neural networks were trained with the exact solution. This indicates that there are parameters $\theta$ with lower relative $\mathscr{L}_{2}$-errors. However, we were not able to find them with a physics-informed approach. The limiting factors are unknown and a better theoretical understanding might help to overcome them. Furthermore, a different loss function that is based on reformulated Euler equations or a loss function that embeds more information about the nonlinear system might be promising. Crucially, improvements for the simpler problems could enable the simulation of real-world gas pipelines with a decent accuracy.

Also, smooth activation functions like tanh and gelu have yielded the best results. But we can assume that the exact solution of the isentropic problem is not smooth. It is thus challenging for neural networks with a smooth activation function to approximate the exact solution. However, the relu activation did not perform as good as the smooth alternatives. Therefore, activation functions that maintain a higher degree of regularity compared to relu, while not being smooth, might be beneficial.

Default hyperparameter. From a broader perspective, physics-informed neural networks apply successful deep learning methods to solve differential equations. Therefore, the training algorithms, neural network architectures, or sampling strategies are not specifically optimized to solve differential equations with high accuracy. They are optimized for tasks like image recognition or text generation, and there are certainly differences between classical machine learning tasks and differential equations.

Throughout this chapter, we have questioned the default hyperparameters for physicsinformed neural networks with the goal of finding the most effective strategy, and we now outline the results.
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Sampling strategies. We studied random-based sampling strategies, including the default Latin hypercube sampling. While the Latin hypercube sampling has some theoretical advantages over Monte Carlo sampling, strategies such as stratified sampling or Sobol points offer even higher convergence rates.

A convergence analysis has shown that the quadrature error can be easily minimized. Furthermore, if the neural network is sufficiently smooth, then higher-order quadrature rules converge faster. However, if the neural network is rather rough then higher-order methods have no benefit and a larger number of sample points is required. Importantly, we could not practically confirm that the convergence rate of the quadrature rule is transferred to the convergence rate of the physics-informed neural networks. Therefore, there were no significant advantages over the Latin hypercube sampling, and the decomposition of the generalization error into the quadrature error and the training error is not accurate enough to fully describe the generalization error of physics-informed neural networks.

Optimization strategies. In our tests, we explored several optimization strategies: the Adam method, the L-BFGS method, and a hybrid of both. The L-BFGS method features an integrated line search algorithm to find the optimal learning rate. In contrast, with the Adam method, we always tried different learning rates to obtain the best possible result.

Overall, the Adam method surpassed the other strategies when we trained for 100000 iterations. However, these results were associated with a significantly higher computational cost as we tested different learning rates to find the most suitable one. This indicates that there is potential to develop optimization techniques tailored specifically for physics-informed neural networks.

Loss function variants. In our study, we also evaluated loss balancing techniques and the control volume loss function. Both are designed specifically for physics-informed neural networks.

For the former, a random-search procedure demonstrated that specific weights can improve the accuracy, but at a high computational cost. While other loss balancing methods are less expensive, they did not perform as well. For the latter, incorporating random offsets into the control volume approach enhanced the results, matching the performance of the physics-informed approach in one test case. Crucially, this was achieved with just two-thirds of the computational cost.

Outlook. In this chapter, we have covered a substantial subset of physics-informed neural networks, but many more research opportunities exist. Our findings suggest that physics-informed neural networks can solve differential equations with adequate accuracy, making them suitable for various applications, even though they are not a high-precision method. In the next chapter, we will build on these results to solve optimal control problems.
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In the previous chapter, we studied physics-informed neural networks and conducted a thorough analysis. It became evident that physics-informed neural networks are neither a highly accurate simulation method nor a super fast algorithm. However, the strength of this approach lies in the flexibility. This allows to address problems that are difficult for classical methods. This is illustrated with numerous examples in the literature, such as solving inverse problems, discovering differential equations, or simulating highdimensional physical problems. For an overview see [25].

In this chapter, we demonstrate the flexibility of the physics-informed approach with a gas transport example. Specifically, we focus on optimal boundary control problems. Previous research in $[29,11]$ approached such problems with a classical approach that decouples the simulation and optimization. To this end, this method unfolds in a loop of simulation, sensitivity calculation regarding the control (requiring another simulation), followed by an update of the control. Thus, the method necessitates many simulations, which are very costly for large gas networks.

Therefore, we want to explore different approaches that do not decouple the simulation and optimization. To achieve this, we utilize the physics-informed approach and the knowledge gained in the previous chapter. As a test case, we focus on optimal control problems with a single pipe. The specific problems are based on the simulation problems introduced in Chapter 2.

This chapter is structured as follows. In Section 5.1, we define the optimal control problem and introduce two specific instances. Then, in Section 5.2, we introduce a direct approach to solve this problem. However, this approach shows complications with our problems. To address these, we develop an indirect adjoint-based approach in Section 5.3. Finally, we conclude this chapter in Section 5.4.

### 5.1. Optimal control problems

Optimal control problems consist of several components. They include a simulation problem represented by a differential equation and additional initial and boundary conditions. Importantly, this simulation problem is influenced by a control. This control can vary the initial condition, the boundary condition, or the differential equation. The control thus affects the solution of the simulation problem. The objective function depends on this solution and is thus indirectly changed by the control. The goal is to find a control that minimizes the objective function. For further information on optimal control problems, see [59, p. 3].

In this chapter, we focus on optimal boundary control problems. As before, we consider a state vector $u(x, t): D_{\mathrm{EQ}} \rightarrow \mathbb{R}^{2}$ that should adhere to a balance law in a pipe. We control the left boundary data of the first state variable $u_{1}\left(x_{\mathrm{L}}, t\right)$ with a control function
$c(t): D_{\mathrm{L}} \rightarrow \mathbb{R}$. Our aim is to match a target at the right boundary of the first state variable $u_{1}\left(x_{\mathrm{R}}, t\right)$. This target is denoted by $u_{\text {ОвЈ }}(t): D_{\mathrm{R}} \rightarrow \mathbb{R}$. Our objective function measures the distance $u_{1}\left(x_{\mathrm{R}}, t\right)-u_{\text {Овл }}(t)$ in the $\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)$-norm, as well as the deviation $c(t)-c_{\text {Овл }}(t)$ in the $\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)$-norm. The latter serves as a regularization term and also as a cost function that evaluates the cost associated with $c$ deviating from $c_{\text {Obj }}$. This cost is scaled by a factor $\lambda>0$.

Consequently, we are concerned with the following optimal control problem

$$
\begin{array}{crl}
\min _{u(x, t), c(t)} & \frac{1}{2}\left\|u_{1}\left(x_{\mathrm{R}}, \cdot\right)-u_{\mathrm{OBJ}}(\cdot)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}^{2} & +\frac{\lambda}{2}\left\|c(\cdot)-c_{\mathrm{OBJ}}(\cdot)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}^{2} \\
\text { s.t. } & \partial_{t} u+\partial_{x}(F \circ u) & =g \circ u  \tag{5.1c}\\
& & \text { in } D_{\mathrm{EQ}} \\
u\left(\cdot, t_{\mathrm{I}}\right) & =b_{\mathrm{I}}(\cdot) & \\
\text { on } D_{\mathrm{I}} \\
& u_{1}\left(x_{\mathrm{L}}, \cdot\right) & =c(\cdot) \\
& & \text { on } D_{\mathrm{L}} \\
& u_{2}\left(x_{\mathrm{R}}, \cdot\right) & =b_{\mathrm{R}}(\cdot) \\
& & \text { on } D_{\mathrm{R}}
\end{array}
$$

where the objective function is given by (5.1a) and the simulation problem by (5.1b) (5.1e) for a flux function $F(u)$, a source term $g(u)$, initial boundary data $b_{\mathrm{I}}(x): D_{\mathrm{I}} \rightarrow \mathbb{R}^{2}$ and right boundary data $b_{\mathrm{R}}(t): D_{\mathrm{R}} \rightarrow \mathbb{R}$. In this chapter, we denote by $u_{c}(x, t)$ the solution of the simulation problem $(5.1 \mathrm{~b})-(5.1 \mathrm{e})$ with respect to a control $c(t)$.

Usually, two approaches are considered to solve an optimal control problem: either directly or indirectly. The former approach minimizes the objective of (5.1) directly. The latter solves derived optimality conditions and thus approaches the problem (5.1) indirectly. In this chapter, we translate both approaches into a physics-informed formulation and then study the advantages and the disadvantages through numerical tests.

Before that, we introduce two instances of the optimal control problem (5.1). Both problems are based on a simulation problem introduced in Chapter 2.

Linear problem. This optimal control problem is based on the linear simulation problem defined in Chapter 2. The right boundary $b_{\mathrm{R}}(t)$ and the initial condition $b_{\mathrm{I}}(x)$ remain unchanged. This optimal control problem is specifically designed so that the left boundary data $b_{\mathrm{L}}(t)$ of the linear simulation problem is the exact control

$$
\begin{array}{r}
c^{*}(t)=b_{\mathrm{L}}(t)=\iota(t ; 0.0, \quad 0.5, \quad 1.0,1.5,2.0, \quad 2.5,3.0,4.0 \\
1.0,-1.0,-1.0,1.0,1.0,-1.0,0.0,0.0)
\end{array}
$$

where $\iota$ is the continuous piecewise linear interpolation defined by (2.2). We achieve this with a target function $u_{\text {Овл }}(t)$ that is equal to the exact solution of the simulation problem $u_{b_{\mathrm{L}}}(x, t)$ at the right boundary. Hence, $u_{\text {Овл }}(t)=\left(u_{b_{\mathrm{L}}}\right)_{1}\left(x_{\mathrm{R}}, t\right)=\left(u_{c^{*}}\right)_{1}\left(x_{\mathrm{R}}, t\right)$, or specifically

$$
\begin{array}{r}
u_{\text {ОВЈ }}(t)=\iota(t ; 0.0,1.0, \quad 1.5, \quad 2.0,2.5,3.0,3.5,4.0 \\
0.0,0.0,-1.0,-1.0,1.0,1.0,0.0,0.0)
\end{array}
$$

Since the length of the spatial domain is one, the speed of the characteristics is one, and the length of the time interval is four, any control $c(t)$ does not affect the right boundary for $t>3$. According to the definition of $b_{\mathrm{L}}(t)$, the control should be zero for $t>3$, therefore we set $c_{\text {Овл }}(t)=0$. Lastly, we set $\lambda=5 \cdot 10^{-3}$.

Nonlinear problem. This problem is based on the isentropic simulation problem defined in Chapter 2. The right boundary $b_{\mathrm{R}}(t)$ and the initial condition $b_{\mathrm{I}}(x)$ remain unchanged. As described in the definition of the simulation problem, we want to keep the density $\rho$ at the right boundary constant. Thus, we set $u_{\text {Овл }}(t)=\left(b_{\mathrm{I}}\right)_{1}\left(x_{\mathrm{R}}\right) \approx 1.93$. We also set $c_{\text {Овл }}(t)=2$ to measure the cost of changing the density at the left boundary. These costs are scaled by $\lambda=5 \cdot 10^{-2}$. Therefore, the optimization method must decide between cost minimization and goal satisfaction at the right boundary.

### 5.2. Direct approach

This approach directly minimizes the objective function (5.1a) of the optimal control problem (5.1). This works by introducing a parameterized control into the physicsinformed training problem (4.4) and by adding the objective function to the loss function. The approach has been described in [38]. A similar approach has been described in [14].

The state vector $u(x, t)$ is approximated by a neural network with randomly initialized parameters $\theta_{u}$. Consequently, we have $u(x, t) \approx \bar{u}\left(h\left(x, t ; \theta_{u}\right)\right)$.

The control $c(t)$ is parameterized by a continuous piecewise linear function defined through (2.2). We consider $d_{c}$ nodes, denoted as $\vartheta_{k}$ for $k=1, \ldots, d_{c}$, each associated with a function value $\varphi_{k}$. The nodes are initially equidistant, thus we have

$$
\vartheta_{k}=t_{\mathrm{I}}+(k-1) \frac{t_{\mathrm{E}}-t_{\mathrm{I}}}{d_{c}-1} \quad \text { and } \quad \varphi_{k}=u_{\mathrm{OBJ}}\left(\vartheta_{k}\right) \quad \text { for } \quad k=1, \ldots, d_{c}
$$

The first and the last nodes, as well as the first weight, cannot be changed during the optimization process. In our numerical tests, we aim to differentiate between training only the weights $\varphi_{k}$ and simultaneously training both the weights and the nodes $\vartheta_{k}$. Therefore, the parameters for the control are given either by

$$
\theta_{c}=\left(\vartheta_{2}, \ldots, \vartheta_{d_{c}-1}, \varphi_{2}, \ldots, \varphi_{d_{c}}\right) \quad \text { or } \quad \theta_{c}=\left(\varphi_{2}, \ldots, \varphi_{d_{c}}\right)
$$

This allows for the control of either $d_{c}-1$ weights and $d_{c}-2$ nodes, or only $d_{c}-1$ weights. Finally, we define the parameterized control

$$
\begin{equation*}
\bar{c}\left(t ; \theta_{c}\right)=\iota\left(t ; \vartheta_{1}, \ldots, \vartheta_{d_{c}} ; \varphi_{1}, \ldots, \varphi_{d_{c}}\right) . \tag{5.2}
\end{equation*}
$$

Note that [14] removes the control from the system and recovers the control from the state variables. For our problem this could be achieved with $c(t)=\bar{u}_{1}\left(h\left(x_{\mathrm{L}}, t ; \theta_{u}\right)\right)$.

We define the physics-informed loss function with respect to the simulation problem (5.1b) - (5.1e)

$$
\begin{aligned}
L_{\mathrm{DIF}}\left(\theta_{u}, \theta_{c}\right) \approx & \frac{1}{\operatorname{vol}\left(D_{\mathrm{EQ})}\right)} \| \partial_{t}(\bar{u} \circ h)\left(\cdot, \cdot ; \theta_{u}\right) \\
& +\partial_{x}(\bar{F} \circ h)\left(\cdot, \cdot ; \theta_{u}\right)-(\bar{g} \circ h)\left(\cdot, \cdot ; \theta_{u}\right) \|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}^{2} \\
& +\frac{1}{\operatorname{vol}\left(D_{\mathrm{I}}\right)}\left\|(\bar{u} \circ h)\left(\cdot, t_{\mathrm{I}} ; \theta_{u}\right)-b_{\mathrm{I}}(\cdot)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}^{2} \\
& +\frac{1}{\operatorname{vol}\left(D_{\mathrm{L}}\right)}\left\|(\bar{u} \circ h)_{1}\left(x_{\mathrm{L}}, \cdot ; \theta_{u}\right)-\bar{c}\left(\cdot ; \theta_{c}\right)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}^{2} \\
& +\frac{1}{\operatorname{vol}\left(D_{\mathrm{R}}\right)}\left\|(\bar{u} \circ h)_{2}\left(x_{\mathrm{R}}, \cdot ; \theta_{u}\right)-b_{\mathrm{R}}(\cdot)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}^{2}
\end{aligned}
$$
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The approximation is obtained by a suitable quadrature rule, which we specify later. Compared to the definition of $L_{\text {DIF }}$ in Chapter 4, the left boundary condition depends on the control $\bar{c}(t)$. We also construct a loss function for the objective function (5.1a)

$$
L_{\text {ОВл }}\left(\theta_{u}, \theta_{c}\right) \approx \frac{1}{2}\left\|(\bar{u} \circ h)_{1}\left(x_{\mathrm{R}}, \cdot ; \theta_{u}\right)-u_{\text {Овл }}(\cdot)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}^{2}+\frac{\lambda}{2}\left\|\bar{c}\left(\cdot ; \theta_{c}\right)-c_{\text {ОвJ }}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}^{2} .
$$

In conclusion, we consider the training problem

$$
\begin{equation*}
\min _{\theta_{u}, \theta_{c}} L_{\text {DIF }}+\gamma L_{\text {OBJ }} . \tag{5.3}
\end{equation*}
$$

The factor $\gamma>0$ balances between the objective function, which we aim to minimize as much as possible, and the constraints, which should always be satisfied. Next, we want to assess the effectiveness of this approach.

### 5.2.1. Numerical tests

In this subsection, we test the direct approach with the linear optimization problem and a control with $d_{c}=4$ control points. This problem was specifically chosen to test the direct approach in a setting where the exact control cannot be reconstructed. We want to evaluate, how well this approach satisfies the conditions while minimizing the objective. For this, we define the exact value of the objective function (5.1a) with respect to a control $c(t)$

$$
\mathcal{J}(c)=\frac{1}{2}\left\|\left(u_{c}\right)_{1}\left(x_{\mathrm{R}}, \cdot\right)-u_{\text {OBJ }}(\cdot)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}^{2}+\frac{\lambda}{2}\left\|c(\cdot)-c_{\text {OBJ }}(\cdot)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}^{2} .
$$

The test uses the hyperparameters that have resulted in the most accurate approximations in the previous chapter. These are listed in Table 4.6a. Then, we solve the training problem (5.3) with the Adam method for 150000 iterations. We test the approach for $\gamma=0.25$ and $\gamma=1.5$. The results are shown in Figure 5.1.

We observe that the results depend strongly on $\gamma$ : For $\gamma=0.25$, the approximation $\bar{u}_{1}$ on the right boundary is a compromise between the exact solution of the simulation problem $u_{\bar{c}}$ and the target function $u_{\text {Овл }}$. On the other hand, for $\gamma=1.5$, the approximation $\bar{u}_{1}$ is very close to $u_{\text {Овл }}$ and far away from the exact solution. Remarkably, in both cases, the generalization error between the approximation and the exact solution is very large. This is also shown in the figures, where the approximation of $\bar{u}_{2}\left(x_{\mathrm{L}}, \cdot\right)$ is very poor, since these values depend only on the balance law. There is also a significant difference between the loss value $L_{\text {Овл }}$ and the exact objective value $J(\bar{c})$. This shows that the direct training problem (5.3) does not adequately reflect the optimal control problem (5.1).

The obtained results can be explained by the loss function of the training problem (5.3). Here, both the constraints and objectives are treated equally, and the training process is unaware of the specific role of each loss function. Consequently, $\bar{u}_{1}\left(x_{\mathrm{R}}, \cdot\right)$ is optimized such that the difference to $u_{\text {Овנ }}$ is minimal. However, any changes in $\bar{u}_{1}\left(x_{\mathrm{R}}, \cdot\right)$ should only be attributed to changes in the control $\bar{c}$. Furthermore, $\bar{u}_{1}\left(x_{\mathrm{L}}, \cdot\right)$ should be optimized to be close to $\bar{c}$. But in the training problem (5.3), $\bar{c}$ is also optimized to be close to $\bar{u}_{1}\left(x_{\mathrm{L}}, \cdot\right)$.

(a) Solution for $\gamma=0.25$. The dots $\bullet$ are the control points of the control $\bar{c}$. Furthermore, we have error $\left[u_{1}\right]=6.43 \times 10^{-1}$, error $\left[u_{2}\right]=7.23 \times 10^{-1}, \mathcal{J}(\bar{c})=1.13 \times 10^{0}, L_{\text {OвJ }}=2.71 \times 10^{-1}$.
Left boundary




$$
\boxed{u}=\cdots=u_{\bar{c}}
$$


(b) Solution for $\gamma=1.5$. The dots are the control points of the control $\bar{c}$. Furthermore, we have error $\left[u_{1}\right]=8.91 \times 10^{-1}$, error $\left[u_{2}\right]=1.03 \times 10^{0}, \mathcal{J}(\bar{c})=1.45 \times 10^{0}, L_{\text {Oвл }}=3.14 \times 10^{-2}$.

Figure 5.1.: Solutions computed by the direct approach for the linear optimization problem, two values of $\gamma$ and $d_{c}=4$.

## 5. Physics-informed optimization

In conclusion, the direct training problem (5.3) fails to accurately reflect the interactions between the state variables $u(x, t)$ and the control $c(t)$ in the optimal control problem (5.1). As a consequence, both are optimized based on the wrong incentives, resulting in infeasible solutions. Adjusting $\gamma$ can certainly help prioritize between objectives and constraints, but this does not solve the underlying issue. And it raises the question of how the choice of $\gamma$ affects the result. Therefore, the direct approach is not suitable for the problems we consider.

In the next section, we construct an alternative approach based on the adjoint of the optimal control problem. We demonstrate that this method does not have the same limitations as the direct approach and show its effectiveness through numerical tests.

### 5.3. Indirect approach

In this section, we develop an indirect physics-informed approach, partially based on the work in [1], to solve the optimal control problem (5.1). In contrast to the direct approach, which directly minimizes the objective function (5.1a), the indirect approach solves optimality conditions of the optimal control problem. The optimality conditions describe a stationary point of the Lagrange function associated with the optimal control problem.

The optimality conditions include the so-called adjoint problem. The adjoint is a measurement tool that quantifies the deviation between the solution $u$ and the target $u_{\text {Овл }}$ at the right boundary. This information is then transported to the left boundary, where the control can be updated accordingly. The adjoint is usually used to provide sensitivity information in an optimization procedure.

For the indirect approach, however, the introduction of the adjoint serves a different purpose and allows to effectively decouple the update rules for the parameters of the state vector $\theta_{u}$ and the control $\theta_{c}$. We will see that, in contrast to the direct approach, this ensures that all constraints are satisfied and wrong incentives, such as the control adapting to the state or the state adapting to the objective function, are avoided. As a result, the indirect approach adequately reflects the optimal control problem, and does not require any balancing between the objective and the constraints.

The derivation of the adjoint-based optimality conditions is shown in Subsection 5.3.1. Then, in Subsection 5.3.2, we describe our physics-informed approach to solve the optimality conditions. In Subsection 5.3.3, we examine the approach with numerical tests.

### 5.3.1. Adjoint-based optimality conditions

In this subsection, we derive optimality conditions for the optimal control problem (5.1). We will see that the conditions consist of three separate components: The simulation problem, the adjoint problem, and a multiplier law. Each component will be used later to update the state, the adjoint, and the control separately.

For the following, we define the $\mathscr{L}_{2}$ scalar product by

$$
\langle f, g\rangle_{\mathscr{L}_{2}(D)}=\int_{D}\langle f(x), g(x)\rangle_{2} \mathrm{~d} x
$$

for functions $f, g: D \rightarrow \mathbb{R}^{n}$ and the euclidean scalar product $\langle\cdot, \cdot\rangle_{2}$.

We start by defining the Lagrange function

$$
\begin{align*}
\mathcal{L}(u, c, \xi, \zeta, \nu, \mu)= & \frac{1}{2}\left\|u_{1}\left(x_{\mathrm{R}}, \cdot\right)-u_{\mathrm{OBJ}}(\cdot)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}^{2}+\frac{\lambda}{2}\left\|c-c_{\mathrm{OBJ}}\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}^{2} \\
& +\left\langle\partial_{t} u+\partial_{x}(F \circ u)-g \circ u, \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}  \tag{5.4}\\
& +\left\langle u\left(\cdot, t_{\mathrm{I}}\right)-b_{\mathrm{I}}, \zeta\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}  \tag{5.5}\\
& +\left\langle u_{1}\left(x_{\mathrm{L}}, \cdot\right)-c, \mu\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}  \tag{5.6}\\
& +\left\langle u_{2}\left(x_{\mathrm{R}}, \cdot\right)-b_{\mathrm{R}}, \nu\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)} \tag{5.7}
\end{align*}
$$

for the Lagrange multiplier $\xi: D_{\mathrm{EQ}} \rightarrow \mathbb{R}, \zeta: D_{\mathrm{I}} \rightarrow \mathbb{R}, \mu: D_{\mathrm{L}} \rightarrow \mathbb{R}$ and $\nu: D_{\mathrm{R}} \rightarrow \mathbb{R}$. Consequently, we consider the minimization problem

$$
\begin{equation*}
\min _{u, c, \xi, \zeta, \nu, \mu} \mathcal{L}(u, c, \xi, \zeta, \nu, \mu) \tag{5.8}
\end{equation*}
$$

Formal Lagrange calculus. In the following, we derive optimality conditions for the minimization problem (5.8). These conditions will describe a stationary point of the Lagrange function $\mathcal{L}$. The performed procedure is based on the formal Lagrange calculus described in [59, p. 67]. That is, we perform the calculations syntactically without providing evidence that they are semantically correct.

Especially, we will not provide function spaces for the solution, adjoint, and control. We just assume that the calculations can be performed and that all functions are at least square integrable. Note that specifying function spaces is inherently difficult for nonlinear transport equations, since discontinuities can occur in the underlying simulation problem.

Fréchet derivative. To formulate a stationary point of $\mathcal{L}$, we need to consider derivatives of functions with respect to function parameters. Here, the Fréchet derivative provides us with a generalization of the total derivative to normed function spaces [59, p. 46]. We denote the Fréchet derivative of a function $f(x)$ by $f^{\prime}$ or, in the case that $f$ depends on multiple parameters, by $f_{x}$.

Let $f$ and $g$ be Fréchet differentiable, then the following statements hold for the Fréchet derivative [59, p. 47]:
(A) The Fréchet derivative is linear: $(\alpha f+\beta g)^{\prime} h=\alpha f^{\prime} h+\beta g^{\prime} h$.
(B) For every bounded linear operator $f(x)=A x$ we have $f^{\prime}(x) h=A h$.
(C) The chain rule holds

$$
(f \circ g)^{\prime} h=f^{\prime}(g(x)) g^{\prime}(x) h
$$

Stationary point. The Lagrange function $\mathcal{L}$ has a stationary point if the Fréchet derivative of $\mathcal{L}$ with respect to each parameter is zero. Hence, we seek for $u, c, \xi, \zeta, \mu$, and $\nu$ such that

$$
\begin{equation*}
\mathcal{L}_{u}=0, \quad \mathcal{L}_{c}=0, \quad \mathcal{L}_{\xi}=0, \quad \mathcal{L}_{\zeta}=0, \quad \mathcal{L}_{\nu}=0, \quad \text { and } \quad \mathcal{L}_{\mu}=0 \tag{5.9}
\end{equation*}
$$

In the following, each derivative in (5.9) is derived.

Simulation problem ( $\mathcal{L}_{\xi}=0, \mathcal{L}_{\zeta}=0, \mathcal{L}_{\nu}=0, \mathcal{L}_{\mu}=0$ ). We start with the derivatives of $\mathcal{L}$ with respect to the Lagrange multipliers $\xi, \zeta, \nu$, and $\mu$. We define $k_{1}(x)=$ $\langle\chi, x\rangle \mathscr{L}_{2}$ for an arbitrary $\chi$. The function $k_{1}(x)$ is linear in $x$, and thus by (B) we have $k_{1}^{\prime}(x) h=\langle\chi, h\rangle_{\mathscr{L}_{2}}$. In the following, we will refer to $k_{1}$ several times, but we will not specify $\chi$ each time.

With the derivative of $k_{1}$ we can directly conclude

$$
\begin{array}{ll}
\mathcal{L}_{\xi} h=\left\langle\partial_{t} u+\partial_{x}(F \circ u)-g, h\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{Eq})}\right)}, & \mathcal{L}_{\zeta} h=\left\langle u\left(\cdot, t_{\mathrm{I}}\right)-b_{\mathrm{I}}, h\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{t}}\right)},  \tag{5.10}\\
\mathcal{L}_{\nu} h=\left\langle u_{1}\left(x_{\mathrm{L}}, \cdot\right)-c, h\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}, & \mathcal{L}_{\mu} h=\left\langle u_{2}\left(x_{\mathrm{R}}, \cdot\right)-b_{\mathrm{R}}, h\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)} .
\end{array}
$$

To satisfy the conditions for a stationary point (5.9), the integrals $\mathcal{L}_{\xi} h, \mathcal{L}_{\zeta} h, \mathcal{L}_{\nu} h$ and $\mathcal{L}_{\mu}$ need to vanish for any $h$. To achieve this, we require the stronger condition that each integrand is pointwise zero. This is equivalent to the requirement that $u$ satisfies the simulation problem (5.1b) - (5.1e).

Adjoint problem $\left(\mathcal{L}_{u}=0\right)$. Next, we derive the derivative $\mathcal{L}_{u}$. To describe the first term of $\mathcal{L}$, let $k_{2}(x)=\|x\|_{\mathscr{L}_{2}}^{2}$. Then, as described in [59, p. 45], we have $k_{2}^{\prime}(x) h=$ $2\langle x, h\rangle_{\mathscr{L}_{2}}$. Further let $k_{3}(u)=u_{1}\left(x_{\mathrm{R}}, \cdot\right)-u_{\text {Овл }}(\cdot)$. Here, by (B) we have $k_{3}^{\prime}(u) h=$ $h_{1}\left(x_{\mathrm{R}}, \cdot\right)$. Therefore, we obtain

$$
\left(k_{2} \circ k_{3}\right)(u)=\left\|u_{1}\left(x_{\mathrm{R}}, \cdot\right)-u_{\text {ОвJ }}(\cdot)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}^{2} .
$$

By using the chain rule (C), we conclude

$$
\left(k_{2} \circ k_{3}\right)^{\prime}(u) h=2\left\langle u_{1}\left(x_{\mathrm{R}}, \cdot\right)-u_{\text {OBJ }}(\cdot), h_{1}\left(x_{\mathrm{R}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}^{2} .
$$

Auxiliary calculation: Integration by parts for inner products. Before we continue with the derivative $\mathcal{L}_{u}$, we need the following auxiliary statement: For functions $f(t), g(t):[a, b] \rightarrow \mathbb{R}^{n}$ with $a<b$ we have

$$
\begin{equation*}
\int_{a}^{b}\left\langle\partial_{t} f(t), g(t)\right\rangle_{2} \mathrm{~d} t=\langle f(b), g(b)\rangle_{2}-\langle f(a), b(a)\rangle_{2}-\int_{a}^{b}\left\langle f(t), \partial_{t} g(t)\right\rangle_{2} \mathrm{~d} t . \tag{5.11}
\end{equation*}
$$

This follows by considering $e(t)=\langle f(t), g(t)\rangle_{2}$ with $\partial_{t} e(t)=\left\langle\partial_{t} f(t), g(t)\right\rangle_{2}+\left\langle f(t), \partial_{t} g(t)\right\rangle_{2}$. Then, by the fundamental theorem of calculus we obtain

$$
\int_{a}^{b}\left\langle\partial_{t} f(t), g(t)\right\rangle_{2}+\left\langle f(t), \partial_{t} g(t)\right\rangle_{2} \mathrm{~d} t=\int_{a}^{b} \partial_{t} e(t) \mathrm{d} t=\langle f(b), g(b)\rangle_{2}-\langle f(a), b(a)\rangle_{2} .
$$

Rearranging now yields (5.11).

Adjoint problem continued. As the next intermediate step, we build the derivative of (5.4) with respect to $u$. Let $k_{4}(u)=\partial_{t} u$. Since $k_{4}$ is linear in $u$ and by (B) we have $k_{4}^{\prime}(u) h=\partial_{t} h$. Therefore, we can conclude

$$
\left(k_{1} \circ k_{4}\right)(u)=\left\langle\partial_{t} u, \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{Eq}}\right)} \quad \text { and } \quad\left(k_{1} \circ k_{4}\right)^{\prime}(u) h=\left\langle\partial_{t} h, \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} .
$$

Integration by parts now yields

$$
\begin{aligned}
\left\langle\partial_{t} h, \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}= & \int_{x_{\mathrm{R}}}^{x_{\mathrm{L}}} \int_{t_{\mathrm{I}}}^{t_{\mathrm{E}}}\left\langle\partial_{t} h, \xi\right\rangle_{2} \mathrm{~d} t \mathrm{~d} x \\
= & \int_{x_{\mathrm{R}}}^{x_{\mathrm{L}}}\left\langle h\left(x, t_{\mathrm{E}}\right), \xi\left(x, t_{\mathrm{E}}\right)\right\rangle_{2} \mathrm{~d} x-\int_{x_{\mathrm{R}}}^{x_{\mathrm{L}}}\left\langle h\left(x, t_{\mathrm{I}}\right), \xi\left(x, t_{\mathrm{I}}\right)\right\rangle_{2} \mathrm{~d} x \\
& -\int_{x_{\mathrm{R}}}^{x_{\mathrm{L}}} \int_{t_{\mathrm{I}}}^{t_{\mathrm{E}}}\left\langle h, \partial_{t} \xi\right\rangle_{2} \mathrm{~d} t \mathrm{~d} x \\
= & \left\langle h\left(\cdot, t_{\mathrm{E}}\right), \xi\left(\cdot, t_{\mathrm{E}}\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}-\left\langle h\left(\cdot, t_{\mathrm{I}}\right), \xi\left(\cdot, t_{\mathrm{I}}\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}-\left\langle h, \partial_{t} \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} .
\end{aligned}
$$

Now let $k_{5}(u)=\partial_{x} u$ and similarly we obtain $k_{5}(u)^{\prime} h=\partial_{x} h$. By the chain rule, we have $\left(k_{5} \circ F\right)^{\prime}(u) h=\partial_{x}\left(F^{\prime}(u) h\right)$. Hence, we conclude

$$
\left(k_{1} \circ k_{5} \circ F\right)(u)=\left\langle\partial_{x} F(u), \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \quad \text { and } \quad\left(k_{1} \circ k_{5} \circ F\right)^{\prime}(u)=\left\langle\partial_{x}\left(F^{\prime}(u) h\right), \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}
$$

Integration by parts now yields

$$
\begin{aligned}
&\left\langle\partial_{x}\left(F^{\prime}(u) h\right), \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \\
&= \int_{t_{\mathrm{I}}}^{t_{\mathrm{E}}} \int_{x_{\mathrm{R}}}^{x_{\mathrm{L}}}\left\langle\partial_{x}\left(F^{\prime}(u) h\right), \xi\right\rangle_{2} \mathrm{~d} x \mathrm{~d} t \\
&= \int_{t_{\mathrm{I}}}^{t_{\mathrm{E}}}\left\langle\left(F^{\prime}(u) h\right)\left(x_{\mathrm{R}}, t\right), \xi\left(x_{\mathrm{R}}, t\right)\right\rangle_{2} \mathrm{~d} t-\int_{t_{\mathrm{I}}}^{t_{\mathrm{E}}}\left\langle\left(F^{\prime}(u) h\right)\left(x_{\mathrm{L}}, t\right), \xi\left(x_{\mathrm{L}}, t\right)\right\rangle_{2} \mathrm{~d} t \\
&-\int_{t_{\mathrm{I}}}^{t_{\mathrm{E}}} \int_{x_{\mathrm{R}}}^{x_{\mathrm{L}}}\left\langle F^{\prime}(u) h, \partial_{x} \xi\right\rangle_{2} \mathrm{~d} x \mathrm{~d} t \\
&=\left\langle\left(F^{\prime}(u) h\right)\left(x_{\mathrm{R}}, \cdot\right), \xi\left(x_{\mathrm{R}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}-\left\langle\left(F^{\prime}(u) h\right)\left(x_{\mathrm{L}}, \cdot\right), \xi\left(x_{\mathrm{L}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)} \\
&-\left\langle F^{\prime}(u) h, \partial_{x} \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} .
\end{aligned}
$$

To conclude the derivative of (5.4) with respect to $u$, we observe

$$
\left(k_{1} \circ g\right)(u)=\langle g, \xi\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \quad \text { and thus } \quad\left(k_{1} \circ g\right)^{\prime}(u) h=\left\langle g^{\prime}(u) h, \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)}
$$

The remaining derivatives for $\mathcal{L}_{u}$ are the derivatives of (5.5), (5.6) and (5.7) with respect to $u$. Here, by performing similar calculations as before, we obtain

$$
\left\langle h\left(\cdot, t_{\mathrm{I}}\right), \zeta\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}, \quad\left\langle h_{1}\left(x_{\mathrm{L}}, \cdot\right), \mu\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}, \quad \text { respectively } \quad\left\langle h_{2}\left(x_{\mathrm{R}}, \cdot\right), \nu\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}
$$

Finally, we combine all derivatives and receive

$$
\begin{align*}
\mathcal{L}_{u} h= & \left\langle u_{1}\left(x_{\mathrm{R}}, \cdot\right)-u_{\mathrm{OBJ}}(\cdot), h_{1}\left(x_{\mathrm{R}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}^{2} \\
& +\left\langle h\left(\cdot, t_{\mathrm{E}}\right), \xi\left(\cdot, t_{\mathrm{E}}\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}-\left\langle h\left(\cdot, t_{\mathrm{I}}\right), \xi\left(\cdot, t_{\mathrm{I}}\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}-\left\langle h, \partial_{t} \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \\
& +\left\langle\left(F^{\prime}(u) h\right)\left(x_{\mathrm{R}}, \cdot\right), \xi\left(x_{\mathrm{R}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}-\left\langle\left(F^{\prime}(u) h\right)\left(x_{\mathrm{L}}, \cdot\right), \xi\left(x_{\mathrm{L}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}  \tag{5.12}\\
& -\left\langle F^{\prime}(u) h, \partial_{x} \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \\
& +\left\langle g^{\prime}(u) h, \xi\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \\
& +\left\langle h\left(\cdot, t_{\mathrm{I}}\right), \zeta\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I})}\right.}+\left\langle h_{1}\left(x_{\mathrm{L}}, \cdot\right), \mu\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)}+\left\langle h_{2}\left(x_{\mathrm{R}}, \cdot\right), \nu\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}
\end{align*}
$$

## 5. Physics-informed optimization

The derivatives $g^{\prime}(u)$ and $F^{\prime}(u)$ can be represented by their Jacobians $J_{g}(u)$ and $J_{F}(u)$, respectively. Additionally, we have

$$
J_{F}(u)^{\top}=\binom{\left(\partial_{u_{1}} F\right)^{\top}}{\left(\partial_{u_{2}} F\right)^{\top}} .
$$

With these identities, we rearrange the terms in (5.12) and obtain

$$
\begin{aligned}
\mathcal{L}_{u} h= & \left\langle-\partial_{t} \xi-J_{F}(u)^{\top} \partial_{x} \xi+J_{g}(u)^{\top} \xi, h\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \\
& +\left\langle\zeta-\xi\left(\cdot, t_{\mathrm{I}}\right), h\left(\cdot, t_{\mathrm{I}}\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)} \\
& +\left\langle\xi\left(\cdot, t_{\mathrm{E}}\right), h\left(\cdot, t_{\mathrm{E}}\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)} \\
& +\left\langle\mu-\left(\partial_{u_{1}} F\left(u\left(x_{\mathrm{L}}, \cdot\right)\right)\right)^{\top} \xi\left(x_{\mathrm{L}}, \cdot\right), h_{1}\left(x_{\mathrm{L}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)} \\
& +\left\langle-\left(\partial_{u_{2}} F\left(u\left(x_{\mathrm{L}}, \cdot\right)\right)\right)^{\top} \xi\left(x_{\mathrm{L}}, \cdot\right), h_{2}\left(x_{\mathrm{L}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)} \\
& +\left\langle u_{1}\left(x_{\mathrm{R}}, \cdot\right)-u_{\text {OBJ }}(\cdot)+\left(\partial_{u_{1}} F\left(u\left(x_{\mathrm{R}}, \cdot\right)\right)\right)^{\top} \xi\left(x_{\mathrm{R}}, \cdot\right), h_{1}\left(x_{\mathrm{R}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)} \\
& +\left\langle\nu+\left(\partial_{u_{2}} F\left(u\left(x_{\mathrm{R}}, \cdot\right)\right)\right)^{\top} \xi\left(x_{\mathrm{R}}, \cdot\right), h_{2}\left(x_{\mathrm{R}}, \cdot\right)\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)}
\end{aligned}
$$

Again, we extract pointwise conditions, such that each integrand vanishes. Therefore, we conclude that $\xi$ should fulfill

$$
\begin{align*}
\partial_{t} \xi+J_{F}(u)^{\top} \partial_{x} \xi & =J_{g}(u)^{\top} \xi & & \text { in } D_{\mathrm{EQ}}  \tag{5.13a}\\
\xi\left(\cdot, t_{\mathrm{E}}\right) & =0 & & \text { on } D_{\mathrm{I}}  \tag{5.13b}\\
\left(\partial_{u_{2}} F\left(u\left(x_{\mathrm{L}}, \cdot\right)\right)\right)^{\top} \xi\left(x_{\mathrm{L}}, \cdot\right) & =0 & & \text { on } D_{\mathrm{L}}  \tag{5.13c}\\
\left(\partial_{u_{1}} F\left(u\left(x_{\mathrm{R}}, \cdot\right)\right)\right)^{\top} \xi\left(x_{\mathrm{R}}, \cdot\right) & =u_{\mathrm{OBJ}}(\cdot)-u_{1}\left(x_{\mathrm{R}}, \cdot\right) & & \text { on } D_{\mathrm{R}} \tag{5.13~d}
\end{align*}
$$

We denote the equations (5.13) as adjoint equations and $\xi$ as adjoint variables. The remaining equations vanish, if we choose suitable $\zeta, \mu$, and $\nu$.

The adjoint is zero if the target function $u_{\text {ОвJ }}(\cdot)$ is equal to $u_{1}\left(x_{\mathrm{R}}, \cdot\right)$, since then the end condition (5.13b), the left boundary (5.13c), and the right boundary (5.13d) are zero. Otherwise, information about the deviation of the target is introduced through the right boundary condition (5.13d). This information is then transported through the domain by (5.13a). However, with the current equations, this information is not used and no update of the control can be performed. To achieve this, we will next derive the multiplier law, the missing piece of the puzzle.

Multiplier law $\left(\mathcal{L}_{c}=0\right)$. There are only two terms in $\mathcal{L}$ that depend on the control $c$. The derivatives can be derived using similar arguments as before. Consequently, we have

$$
\mathcal{L}_{c} h=\left\langle\lambda\left(c-c_{\text {ОвJ }}\right)+\left(\partial_{u_{1}} F\left(u\left(x_{\mathrm{L}}, \cdot\right)\right)\right)^{\top} \xi\left(x_{\mathrm{L}}, \cdot\right), h\right\rangle_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)} .
$$

Again, we want each integrand to vanish pointwise. Therefore, we require

$$
\begin{equation*}
\lambda\left(c-c_{\text {OвJ }}\right)+\left(\partial_{u_{1}} F\left(u\left(x_{\mathrm{L}}, \cdot\right)\right)\right)^{\top} \xi\left(x_{\mathrm{L}}, \cdot\right)=0 \quad \text { on } D_{\mathrm{L}} \tag{5.14}
\end{equation*}
$$

We refer to equation (5.14) as the multiplier law. The multiplier law combines the state and the adjoint at the left boundary with the control into one equation. If this equation holds with respect to a state $u$ and an adjoint $\xi$, then $\mathcal{L}_{c}=0$ and thus the control cannot be improved anymore.

Stationary point revisited. In the previous paragraphs, we derived optimality conditions that imply a stationary point (5.9) of the Lagrange function $\mathcal{L}$. Specifically, if the state variables $u$, the adjoint variable $\xi$, and the control $c$ satisfy the simulation problem (5.1b) - (5.1e), the adjoint equations (5.13), and the multiplier law (5.14), then the conditions for a stationary point (5.9) are fulfilled. Moreover, the Lagrange multipliers $\zeta, \mu$, and $\nu$ can be eliminated from the system. In the following subsection, we describe how these equations are solved using a physics-informed approach.

### 5.3.2. Physics-informed approach

In this subsection, we describe a physics-informed approach to solve the adjoint-based optimality conditions which we have derived in the previous subsection. This approach is inspired by the work in [1], but differs in important aspects which we will highlight.

Approximation of $u, \xi, c$. The state vector, the adjoint variables, and the control serve different purposes in the optimality conditions. To avoid any unwanted connections between them and to allow them to focus on different aspects during the training process, we intentionally use three different parameterized functions to approximate them. This is in contrast to the method proposed in [1], where one tailored neural network predicts the state vector, the adjoint variables, and the control.

Our approach builds on the definitions in Section 5.2. The approximation of the state vector $u(x, t)$ is defined by $\bar{u}\left(h\left(x, t ; \theta_{u}\right)\right)$ for parameters $\theta_{u}$ and a neural network $h$. The parameterized control $\bar{c}(t)$ is defined by (5.2).

Additionally, we have an approximation of the adjoint variables $\xi$, which we denote by $\bar{\xi}(x, t)=h\left(x, t ; \theta_{\xi}\right)$ for the parameters $\theta_{\xi}$. Note that the adjoint equations (5.13) and the multiplier law (5.14) can be evaluated for any $\xi$.

New loss functions. As a next step, we translate the adjoint equations (5.13) into a physics-informed loss function. Here, we have

$$
\begin{aligned}
L_{\mathrm{ADJ}}\left(\theta_{u}, \theta_{\xi}\right) \approx \frac{1}{\operatorname{vol}\left(D_{\mathrm{EQ}}\right)} \| & \partial_{t} \bar{\xi}\left(\cdot, \cdot ; \theta_{\xi}\right) \\
& +J_{F}\left((\bar{u} \circ h)\left(\cdot, \cdot ; \theta_{u}\right)\right)^{\top} \partial_{x} \bar{\xi}\left(\cdot, \cdot ; \theta_{\xi}\right) \\
& -J_{g}\left((\bar{u} \circ h)\left(\cdot, \cdot ; \theta_{u}\right)\right)^{\top} \bar{\xi}\left(\cdot, \cdot ; \theta_{\xi}\right) \|_{\mathscr{L}_{2}\left(D_{\mathrm{EQ}}\right)} \\
& +\frac{1}{\operatorname{vol}\left(D_{\mathrm{I}}\right)}\left\|\bar{\xi}\left(\cdot, t_{\mathrm{E}} ; \theta_{\xi}\right)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{I}}\right)}
\end{aligned}
$$
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$$
\begin{aligned}
& +\frac{1}{\operatorname{vol}\left(D_{\mathrm{L}}\right)}\left\|\left(\partial_{u_{2}} F\left((\bar{u} \circ h)\left(x_{\mathrm{L}}, \cdot ; \theta_{u}\right)\right)\right)^{\top} \bar{\xi}\left(x_{\mathrm{L}}, \cdot ; \theta_{\xi}\right)\right\|_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)} \\
& +\frac{1}{\operatorname{vol}\left(D_{\mathrm{R}}\right)} \|\left(\partial_{u_{1}} F\left((\bar{u} \circ h)\left(x_{\mathrm{R}}, \cdot ; \theta_{u}\right)\right)\right)^{\top} \bar{\xi}\left(x_{\mathrm{R}}, \cdot ; \theta_{\xi}\right) \\
& \quad-u_{\text {OBJ }}(\cdot)+(\bar{u} \circ h)_{1}\left(x_{\mathrm{R}}, \cdot\right) \|_{\mathscr{L}_{2}\left(D_{\mathrm{R}}\right)} .
\end{aligned}
$$

A suitable quadrature rule, which we will specify later, is used to obtain the approximation. The derivatives of $\xi$ in $L_{\text {ADJ }}$ are computed with forward mode automatic differentiation. However, the derivatives of $F$ and $g$ are implemented explicitly. This is another difference from the approach in [1], where every derivative is obtained by automatic differentiation.

The physics-informed loss function for the multiplier law (5.14) is given by

$$
\begin{aligned}
L_{\mathrm{MuLT}}\left(\theta_{u}, \theta_{\xi}, \theta_{c}\right) \approx \frac{1}{\operatorname{vol}\left(D_{\mathrm{L}}\right)} \| & \lambda\left(\bar{c}\left(\cdot ; \theta_{c}\right)-c_{\text {ОВJ }}\right) \\
& +\left(\partial_{u_{1}} F\left((\bar{u} \circ h)\left(x_{\mathrm{L}}, \cdot ; \theta_{u}\right)\right)\right)^{\top} \bar{\xi}\left(x_{\mathrm{L}}, \cdot ; \theta_{\xi}\right) \|_{\mathscr{L}_{2}\left(D_{\mathrm{L}}\right)} .
\end{aligned}
$$

Training process. The approach in [1] considers the training problem

$$
\begin{equation*}
\min _{\theta_{u}, \theta_{\xi}, \theta_{c}} L_{\mathrm{DIF}}\left(\theta_{u}, \theta_{c}\right)+L_{\mathrm{ADJ}}\left(\theta_{u}, \theta_{\xi}\right)+L_{\mathrm{MULT}}\left(\theta_{u}, \theta_{\xi}, \theta_{c}\right) . \tag{5.15}
\end{equation*}
$$

However, this training problem has the same underlying issue as the direct approach. The parameters $\theta_{u}, \theta_{\xi}$, and $\theta_{c}$ are still optimized based on incorrect incentives. Specifically, the state vector $\bar{u}$ still adjusts according to the condition $u_{\text {ObJ }}(\cdot)+u_{1}\left(x_{\mathrm{R}}, \cdot\right)$ in $L_{\text {ADJ }}$. Furthermore, the control adapts to $u_{1}\left(x_{\mathrm{L}}, \cdot\right)-c(\cdot)$ in $L_{\text {DIF }}$. This issue also shows up in a practical implementation of (5.15). As a result, the training problem (5.15) is unable to distinguish between constraints and objective. This has also been noted and addressed by [1], who suggests to incorporate weights into the training problem.

But we will pursue a different strategy, which is inspired by the classical strategies described in [11, p. 63] and [29, p. 125]. There, the optimal control problem is decoupled and solved in a loop of the following steps. First, the simulation problem is solved with respect to a fixed control, resulting in a new state vector. Second, the adjoint equations are solved with respect to a fixed state vector, resulting in new adjoint variables. Third, the state vector and the adjoint variables are combined to form a so-called reduced gradient, which is used to update the control. Crucially, the state vector, the adjoint variables, and the control are each updated with their own update rule.

We transfer this strategy to obtain the following training procedure. The parameters of the state vector $\theta_{u}$ are trained on the simulation problem, encoded by $L_{\text {DiF }}$, the parameters of the adjoint variables $\theta_{\xi}$ are trained on the adjoint equations, encoded by $L_{\mathrm{ADJ}}$, and the parameters of the control $\theta_{c}$ are trained on the multiplier law, encoded by $L_{\text {Mult }}$. Specifically, a training step works as follows. First, we calculate the gradients $\nabla_{\theta_{u}} L_{\mathrm{DIF}}\left(\theta_{u}, \theta_{c}\right), \nabla_{\theta_{\xi}} L_{\mathrm{ADJ}}\left(\theta_{u}, \theta_{\xi}\right)$, and $\nabla_{\theta_{c}} L_{\mathrm{Mult}}\left(\theta_{u}, \theta_{\xi}, \theta_{c}\right)$. Second, we update the parameters according to

$$
\theta_{u} \leftarrow \theta_{u}-\nabla_{\theta_{u}} L_{\mathrm{DIF}}, \quad \theta_{\xi} \leftarrow \theta_{\xi}-\nabla_{\theta_{\xi}} L_{\mathrm{ADJ}}, \quad \theta_{c} \leftarrow \theta_{c}-\nabla_{\theta_{c}} L_{\mathrm{MULT}} .
$$

## Direct approach



## Indirect approach

$$
\rightarrow \text { Loss evaluation } \rightarrow \text { Gradient update }
$$

Figure 5.2.: Training process of the direct and indirect approach.

In summary, we have three different loss functions, one for each of the different parameters. These loss functions encode only the information relevant to the parameters. Thus, we have removed the wrong optimization incentives from the training problem. Importantly, this differs from the other approaches only when the target cannot be met exactly. See Figure 5.2 , which compares the training process of the indirect approach from this section and the direct approach from Section 5.2. In the next subsection, we test the indirect approach.

### 5.3.3. Numerical results

Setup. The tests in this subsection are performed with the hyperparameters that led to either the most accurate or the most efficient results in the previous chapter, listed in Table 4.6 for the linear problem and the isentropic problem. In particular, the neural network architectures are used to approximate the state vector $u$ and the adjoint variables $\xi$. The sampling strategies are used to approximate the norms in the loss functions $L_{\text {Dif }}, L_{\text {Adj }}$ and $L_{\text {Mult }}$. For the linear problem, we consider $d_{c} \in\{4,6,8,9\}$, and for the isentropic problem, we consider $d_{c} \in\{4,8,12\}$. We also test two scenarios: one with constant nodes during the training process, and another where the nodes are trained.

Importantly, the loss function for $\theta_{\xi}$ depends on the parameters $\theta_{u}$ and the loss function for $\theta_{c}$ depends on the parameters $\theta_{u}, \theta_{\xi}$. To improve the learning process, we want to give $\theta_{u}$ an advantage over $\theta_{\xi}$ and $\theta_{c}$, and also $\theta_{\xi}$ an advantage over $\theta_{c}$. To accomplish this, we extend the exponential decaying learning rate (3.7) with a new variable that delays the learning rate for $\eta_{\text {Delay }}$ steps. Consequently, we consider the learning rate

$$
\eta_{k}= \begin{cases}0 & \text { if } k \leq \eta_{\mathrm{DELAY}} \\ \eta_{\mathrm{INIT}} \cdot \eta_{\mathrm{RATE}} \frac{k-\eta_{\mathrm{DeLAY}}}{\eta_{\mathrm{STEPS}}} & \text { otherwise }\end{cases}
$$

where the remaining learning rate variables are as before.

| $d_{c}$ nodes | Accurate Hyperparameter |  |  |  | Efficient Hyperparameter |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{\text {ОвJ }}$ |  | error [ $u_{1}$ ] | error $\left[u_{2}\right]$ | $L_{\text {Oвл }}$ |  |  | r $u_{2}$ ] |
| 4 constan | $9.43 \mathrm{e}-1$ | $9.43 \mathrm{e}-1$ | $2.90 \mathrm{e}-3$ | $3.50 \mathrm{e}-3$ | 9.41e-1 | $9.44 \mathrm{e}-1$ | $8.33 \mathrm{e}-3$ | 2 |
| 4 trained | $2.25 \mathrm{e}-1$ | $2.26 \mathrm{e}-1$ | $1.02 \mathrm{e}-3$ | $1.22 \mathrm{e}-3$ | $2.24 \mathrm{e}-1$ | $2.26 \mathrm{e}-1$ | $6.73 \mathrm{e}-3$ | 7.92e-3 |
| 6 constan | $9.51 \mathrm{e}-2$ | $9.88 \mathrm{e}-2$ | $1.50 \mathrm{e}-2$ | $1.85 \mathrm{e}-2$ | $9.28 \mathrm{e}-2$ | $9.96 \mathrm{e}-2$ | $4.10 \mathrm{e}-2$ | $5.09 \mathrm{e}-2$ |
| 6 trained | $4.10 \mathrm{e}-2$ | $4.35 \mathrm{e}-2$ | $2.64 \mathrm{e}-2$ | $3.16 \mathrm{e}-2$ | $3.93 \mathrm{e}-2$ | $4.64 \mathrm{e}-2$ | $4.57 \mathrm{e}-2$ | $5.54 \mathrm{e}-2$ |
| 8 constan | $7.30 \mathrm{e}-2$ | $7.99 \mathrm{e}-2$ | $3.48 \mathrm{e}-2$ | $3.68 \mathrm{e}-2$ | $6.07 \mathrm{e}-2$ | $9.03 \mathrm{e}-2$ | $9.63 \mathrm{e}-2$ | $1.06 \mathrm{e}-1$ |
| 8 trained | 3.47e-3 | $5.33 \mathrm{e}-3$ | $2.61 \mathrm{e}-2$ | $3.25 \mathrm{e}-2$ | 3.40e-3 | 8.19e-3 | $5.33 \mathrm{e}-2$ | $6.65 \mathrm{e}-2$ |
| 9 constant | $1.04 \mathrm{e}-3$ | $1.04 \mathrm{e}-3$ | 7.82e-4 | 9.79e-4 | $1.04 \mathrm{e}-3$ | $1.04 \mathrm{e}-3$ | $1.03 \mathrm{e}-3$ | $1.19 \mathrm{e}-3$ |
| 9 trained | $1.04 \mathrm{e}-3$ | $1.05 \mathrm{e}-3$ | $2.47 \mathrm{e}-3$ | 3.11e-3 | $1.06 \mathrm{e}-3$ | $1.08 \mathrm{e}-3$ | 5.17e-3 | 6.51e-3 |

(a) Results for the linear optimal control problem.

| $d_{c}$ nodes | Accurate Hyperparameter |  |  |  | Efficient Hyperparameter |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $L_{\text {ОвJ }}$ | $\mathcal{J}(\bar{c})$ | error [ $\rho$ ] | error $[\rho v]$ | $L_{\text {Овл }}$ | $\mathcal{J}(\bar{c})$ | error $[\rho v]$ | error [ $\rho v$ ] |
| 4 const | $3.76 \mathrm{e}-3$ | $3.86 \mathrm{e}-3$ | $1.40 \mathrm{e}-3$ | $6.00 \mathrm{e}-1$ | $3.80 \mathrm{e}-3$ | $3.84 \mathrm{e}-3$ | $1.49 \mathrm{e}-3$ | $6.00 \mathrm{e}-1$ |
| 4 train | $2.37 \mathrm{e}-3$ | $2.32 \mathrm{e}-3$ | 9.71e-4 | $5.98 \mathrm{e}-1$ | $2.37 \mathrm{e}-3$ | $2.32 \mathrm{e}-3$ | $1.50 \mathrm{e}-3$ | $5.98 \mathrm{e}-1$ |
| 8 const | $2.04 \mathrm{e}-3$ | $2.01 \mathrm{e}-3$ | $1.54 \mathrm{e}-3$ | 5.98e-1 | $2.03 \mathrm{e}-3$ | $2.02 \mathrm{e}-3$ | $2.11 \mathrm{e}-3$ | $5.97 \mathrm{e}-1$ |
| 8 train | $1.84 \mathrm{e}-3$ | $1.78 \mathrm{e}-3$ | $1.52 \mathrm{e}-3$ | $5.97 \mathrm{e}-1$ | $1.77 \mathrm{e}-3$ | $1.86 \mathrm{e}-3$ | $3.89 \mathrm{e}-3$ | $5.97 \mathrm{e}-1$ |
| 12 const | $1.78 \mathrm{e}-3$ | $1.82 \mathrm{e}-3$ | $1.47 \mathrm{e}-3$ | $5.97 \mathrm{e}-1$ | $1.82 \mathrm{e}-3$ | $1.81 \mathrm{e}-3$ | $1.45 \mathrm{e}-3$ | 5.97e-1 |
| 12 train | $1.42 \mathrm{e}-3$ | $1.79 \mathrm{e}-3$ | $6.47 \mathrm{e}-3$ | $5.98 \mathrm{e}-1$ | $1.61 \mathrm{e}-3$ | $1.69 \mathrm{e}-3$ | $3.53 \mathrm{e}-3$ | $5.97 \mathrm{e}-1$ |

(b) Results for the isentropic optimal control problem.

Table 5.1.: Results of the indirect approach. The three lowest values per column are highlighted.

We use three learning rates, one for the parameters $\theta_{u}$, one for $\theta_{\xi}$, and one for $\theta_{c}$. To limit the number of learning rates considered, we make the following assumptions. We set $\eta_{\text {Rate }}=0.9$. The parameters $\theta_{u}$ and $\theta_{\xi}$ use the same values for $\eta_{\text {Steps }}$ and $\eta_{\text {Init }}$, which we denote by $\eta_{\text {StePs }-u \xi}$ and $\eta_{\text {Init }-u \xi}$, respectively. Additionally, we have $\eta_{\text {StePS }-c}$ and $\eta_{\text {Init }-c}$. Then, we consider the following combinations
$\eta_{\text {Steps }-u \xi}, \eta_{\text {Steps }-c} \in\{1000,5000,10000,15000\}, \quad \eta_{\text {Init }-u \xi}, \eta_{\text {Init }-c} \in\{0.1,0.01,0.001\}$.

Furthermore, we denote the delay steps for $\theta_{\xi}$ and $\theta_{c}$ by $\eta_{\text {Delay }-\xi}$ and $\eta_{\text {Delay }-c}$, respectively. Here, we consider the following choices

$$
\left(\eta_{\text {Delay }-\xi}, \eta_{\text {Delay }-c}\right) \in\{(500,1000),(500,2000),(1000,2000),(2000,4000)\}
$$

We solve the training problem with the Adam method for 150000 iterations. From all obtained results, we select the ten results with the lowest $L_{\text {Dif }}$ values, and from these, we select the one with the lowest $L_{\text {Овл }}$ value. This ensures that the simulation problem is adequately solved, while also taking into account the results with a low objective value. Finally, we run each test three times and report the average results.

Quantitative evaluation. We start by quantitatively evaluating the results by analyzing the obtained objective values and generalization errors for different numbers of control points $d_{c}$ and whether the nodes are constant or trained. The generalization error measures the relative $\mathscr{L}_{2}$-error between $\bar{u}$ and $u_{\bar{c}}$.

The results for the linear and the isentropic control problem are listed in Table 5.1. Most importantly, the generalization errors are much better than those of the direct approach. But the generalization errors are still higher than in the previous chapter, also and the error of $\overline{\rho v}$ is quite high.

Furthermore, the objective values decrease with a higher number of control points $d_{c}$ and also when the nodes are trained. Crucially, $L_{\text {OвJ }}$ and $\mathcal{J}(\bar{c})$ are very close. In conclusion, the results show that the indirect approach closely reflects the optimal control problem (5.1). There is only a small difference between the results obtained with the most accurate and the most efficient hyperparameters, and thus compute time can be saved by using the latter.

Qualitative evaluation. The second step of the test evaluation is the visual analysis of the obtained solutions. We visualize the solution with the lowest $L_{\text {Obj }}$ value, selected from the top ten solutions with the lowest $L_{\text {DIF }}$ values among all solutions trained with different learning rates and random initializations. We begin by analyzing the test considered in Section 5.2. There, we considered the linear optimization problem with $d_{c}=4$ and the nodes remained constant.

See Figure 5.3a for the results obtained by the indirect approach. Compared to the result of the direct approach, in Figure 5.1, the generalization errors are significantly reduced, and the achieved objective value $\mathcal{J}(\bar{c})$ is lower. This shows that the indirect approach does not have the same problems as the direct approach. See Figure 5.3b for the same test, but here the nodes are also trained. Importantly, training the nodes improves the control obtained, which is quantified by a lower objective value $\mathcal{J}(\bar{c})$ and qualified in the figure, since the target is better reached.

The remaining solutions for the linear problem are in Figure 5.4. It is evident that as the number of control points increases, the target at the right boundary is better fulfilled. In particular, with $d_{c}=9$ control points, the exact boundary data from the linear simulation problem is reconstructed. This shows that the indirect approach successfully finds the optimal solution.

The solutions for the isentropic problem are shown in Figure 5.5. Crucially, the solutions maintain a constant density and improve with more control points. However, the solution with $d_{c}=12$ control points, where the nodes are also trained, shows some deficiencies.

It is important to emphasize that the initial density drop cannot be addressed by any control due to the time it takes for the control to affect the right boundary. This demonstrates that the indirect approach respects the balance law and does not optimize the state to conform to the target function.

## 5. Physics-informed optimization


(a) Solution with constant nodes. The dots $\bullet$ are the control points of the control $\bar{c}$. Furthermore, we have error $\left[u_{1}\right]=6.99 \times 10^{-4}$, error $\left[u_{2}\right]=1.01 \times 10^{-3}, \mathcal{J}(\bar{c})=9.43 \times 10^{-1}$, $L_{\text {OB } J}=9.43 \times 10^{-1}$.

Left boundary



(b) Solution with trained nodes. The dots are the control points of the control $\bar{c}$. Furthermore, we have error $\left[u_{1}\right]=4.58 \times 10^{-5}$, $\operatorname{error}\left[u_{2}\right]=5.38 \times 10^{-5}, \mathcal{J}(\bar{c})=2.26 \times 10^{-1}, L_{\text {ОВ }}=2.26 \times 10^{-1}$.

Figure 5.3.: Solutions computed by the indirect approach for the linear optimization problem with constant and trained nodes, and $d_{c}=4$.


Figure 5.4.: Solution of the indirect approach for the linear problem with different values for $d_{c}$. An asterisk indicates the results where the nodes are also trained.

## 5. Physics-informed optimization



Figure 5.5.: Solution of the indirect approach for the isentropic problem with different values for $d_{c}$. An asterisk indicates the results where the nodes are also trained.

### 5.4. Conclusion

In this chapter, we have presented a direct and an indirect approach to solve optimal boundary control problems with physics-informed neural networks. The optimal boundary control problem includes a balance law constraint. We have tested both approaches with two test problems: one based on a linear balance law and one based on the isentropic Euler equations. These tests used the most accurate and efficient hyperparameters identified in the previous chapter.

Importantly, the results show that the direct approach does not distinguish between the constraints and the objective. This has been demonstrated practically by solutions which do not satisfy the balance law. Therefore, this approach is not suitable to solve the problems considered.

To circumvent this issue, we have developed an indirect approach. The indirect approach solves optimality conditions and introduces the adjoint variables, the adjoint equations, and the multiplier law of the optimal control problem. This allows us to formulate separate loss functions for the state, adjoint, and control parameters.

We tested the indirect approach with two test problems and a different number of control points. The results show that the method was very effective in solving the optimal control problems. The computed solutions satisfy the balance law and minimize the objective value. This shows that the indirect approach correctly reflects the dynamics of the original optimal control problem.

To obtain the results, we have tested many different learning rates to find the best solutions. There is certainly room for improvement to reduce the number of combinations tested. The computed solutions did not solve the simulation problem with the same level of accuracy as in the previous chapter. This implies that the simulation problem alone must be solved with decent accuracy to make this approach viable. The accuracy of the approach could be improved with a different update rule, where only the state, the adjoint, or the control is updated for a few iterations at a time.

The proposed indirect approach has a very general formulation, making it applicable to other optimal control problems. While our control was a continuous piecewise linear function, alternative parameterized functions can also be applied.

In addition to the approaches discussed in this chapter, physics-informed neural networks offer another direction to solve optimal control problems. Here, a reduced model is trained that predicts the state vector based on the coordinates and, crucially, a control. This reduced model can now be used in another optimization process to quickly predict a state with respect to the control and to obtain sensitivity information by automatic differentiation of the reduced model. Significant research efforts have been invested in this topic, including the development of deep operator networks [35] and their specialized adaptations for transport problems [33].

## 6. Conclusion

Physics-informed neural networks are a new numerical method to solve problems involving differential equations. Compared to classical numerical methods, a lot of knowledge needs to be developed. This includes the types of problems that can be solved, the advantages, the limitations, and the most effective strategies.

In this thesis, we developed knowledge on each of these aspects when physics-informed neural networks are applied to gas transport problems. The contributions can be grouped into three areas, which we outline below.

Advancements in fundamental knowledge. PINNs are a very flexible method that can be easily adapted to a wide variety of differential equations. However, the underlying dynamics of the differential equations are different, so specific knowledge of the method for gas transport problems is required.

Specifically, we derived error estimates for a system of two linear transport equations that shares important properties with the nonlinear Euler equations. Importantly, the estimates bound the generalization error by the loss function values, thus validating the physics-informed approach. However, the estimates also show that physics-informed neural networks have problems simulating over large time scales and with high characteristic speeds. As a result, simulations of full-scale gas pipelines are not possible with this approach and require further research. We also performed a practical convergence analysis, but the results could not be fully explained by the error estimates. This suggests that decomposing the loss value into a training error and a quadrature error is not sufficient.

In addition, we developed and compared different implementations of physics-informed neural networks. Our comparison shows that the commonly used implementation based on reverse mode automatic differentiation is inefficient. An implementation based on forward mode automatic differentiation, which also groups similar operations together, requires about half the computational cost of the reverse mode implementation.

Finding the most effective simulation strategy. Physics-informed neural networks have been extended in many directions. In this thesis, we studied many variants and performed intensive numerical tests to find the most effective training strategy. For the numerical tests, we considered a linear transport problem and a problem using the nonlinear isentropic Euler equations. Together, these problems provided a broad picture of the capabilities of physics-informed neural networks.

Our tests included different neural network architectures and activation functions. Here, fully connected deep neural networks provided the best results. For each test problem, the best approximations were obtained with a different activation function, number of layers, and number of neurons. Hence, the most effective neural network depends on the specific problem and its solution.

Furthermore, we tested different optimization strategies to solve the training problem. Here, the Adam method with a suitable learning rate outperformed the L-BFGS method and a hybrid of the two. We also considered different sampling strategies for the training procedure. The original formulation uses Latin hypercube sampling, but there are other strategies with more promising properties. However, the theoretical advantages do not lead to better approximations, and the overall difference between the strategies is rather small.

The training problem of physics-informed neural networks consists of multiple loss functions that need to be minimized simultaneously. Here, variants have been proposed that can compensate for imbalances in the loss function. In our tests, a random search is able to improve the accuracy. However, this method is computationally expensive and cheaper methods performed worse. By deriving a loss function using the integral form of the balance law, we only need to minimize one function. The original formulation of this approach did not achieve the same level of accuracy as PINNs. We showed that a modification of this loss function not only matched the accuracy of PINNs in one test case, but also required a smaller computational budget.

Our numerical tests demonstrated that physics-informed neural networks are not a highly accurate numerical method. Even with intensive hyperparameter tuning, the generalization errors cannot be reduced arbitrarily.

Solving optimal boundary control problems. PINNs can be easily extended to use cases beyond simulation problems. In this thesis, we followed this path and investigated physics-informed approaches to solve optimal boundary control problems.

Here, we considered an existing direct approach and our tests showed that the direct approach is not able to compute feasible solutions. Therefore, we developed an indirect adjoint-based approach that uses different loss functions for the different parameters in the training process. We performed extensive numerical tests using this approach and two test problems. In all cases, the solutions were feasible, and also the objective was minimized. Hence, the indirect approach solves optimal control problems very effectively.

Outlook. Physics-informed neural networks excel when applied to problems that involve differential equations, but have additional constraints that make it difficult to apply classical numerical methods. They are a complementary numerical method and can be easily adapted to many problems. Improving physics-informed neural networks not only benefits simulation problems, but many other problems as well, and thus can have a very broad impact. This illustrates the value of further research in physics-informed neural networks.

In this thesis, we identified several research opportunities, including specifically tailored training methods and neural network architectures. This research can be continued by developing a physics-informed approach to simulate and optimize real-scale gas pipeline systems with pipes and algebraic elements such as compressors and valves.
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