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Abstract

In the realm of High-Performance Computing (HPC), the parallelization of programs holds
significant importance. However, the correctness of parallelization hinges on the reliable
exclusion of certain data dependences, such as read-after-write dependences, where a
read access follows a write access on a given memory location. It is imperative that data
dependence analyses are not only correct but also as precise as possible to seize every
opportunity for parallelization.

While various static, dynamic, and hybrid analysis approaches have been proposed
within the HPC community, none have been based on program logic and deductive
verification, despite the significant advantages this approach offers, including soundness,
precision, and modularity.

In this thesis, we present an automatic, sound, and highly precise approach to generate
data dependences based on deductive verification. We define a program logic based on
precise semantics for data dependences. As loops are usually the main source of paral-
lelization in HPC applications, we equip our approach with an automatic loop invariant
generation technique in the same program logic. To achieve full automation, we incorpo-
rate predicate abstraction tailored to the needs of data dependence analysis. To retain
as much precision as possible, we generalize logic-based symbolic execution to compute
abstract data dependence predicates.

We provide a prototype demonstrating that fully automatic data dependence analysis
based on deductive verification is feasible and is a promising alternative to the dependence
analyses commonly used in HPC. Implementing our approach for Java atop a deductive
verification tool, we conducted evaluations demonstrating its ability to analyze data
dependences highly precisely for representative code extracted from HPC applications.
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Zusammenfassung

Im Bereich des High-Performance Computing (HPC) kommt der Parallelisierung von
Programmen eine große Bedeutung zu. Die Richtigkeit der Parallelisierung hängt jedoch
vom zuverlässigen Ausschluss bestimmter Datenabhängigkeiten ab, beispielsweise von
Read-After-Write-Abhängigkeiten, bei denen ein Lesezugriff auf einen Schreibzugriff auf
einen bestimmten Speicherort folgt. Es ist zwingend erforderlich, dass Datenabhängigkeits-
analysen nicht nur korrekt, sondern auch so präzise wie möglich sind, um jede Gelegenheit
zur Parallelisierung zu nutzen.

Während in der HPC-Community verschiedene statische, dynamische und hybride
Analyseansätze vorgeschlagen wurden, basierte keiner auf Programmlogik und dedukti-
ver Verifizierung, trotz der erheblichen Vorteile, die dieser Ansatz bietet, einschließlich
Korrektheit, Präzision und Modularität.

In dieser Arbeit stellen wir einen automatischen, korrekten und hochpräzisen An-
satz zur Generierung von Datenabhängigkeiten basierend auf deduktiver Verifizierung
vor. Wir definieren eine Programmlogik basierend auf einer präzisen Semantik für Da-
tenabhängigkeiten. Da Schleifen in der Regel die Hauptquelle der Parallelisierung in
HPC-Anwendungen sind, statten wir unseren Ansatz mit einer automatischen Technik zur
Erzeugung von Schleifeninvarianten in derselben Programmlogik aus. Um eine vollständi-
ge Automatisierung zu erreichen, integrieren wir eine Prädikatenabstraktion, die auf die
Anforderungen der Datenabhängigkeitsanalyse zugeschnitten ist. Um so viel Präzision wie
möglich beizubehalten, verallgemeinern wir die logikbasierte symbolische Ausführung,
um abstrakte Datenabhängigkeitsprädikate zu berechnen.

Der vorgestellte Ansatz wurde protptypisch implementiert und zeigt, dass eine voll-
automatische Datenabhängigkeitsanalyse auf Basis deduktiver Verifizierung machbar ist
und eine vielversprechende Alternative zu den im HPC üblicherweise verwendeten Ab-
hängigkeitsanalysen darstellt. Wir implementierten unseren Ansatz für Java auf einem
deduktiven Verifizierungstool und führten Evaluierungen durch, die seine Fähigkeit de-
monstrierten, hochpräzise Datenabhängigkeiten für repräsentativen Code zu analysieren,
der aus HPC-Anwendungen extrahiert wurde.
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1. Introduction

Widespread usage of multi-core processors calls for a need for parallel programs to benefit
from this capacity to the full extent. As most legacy software are sequential programs,
the need to identify parallelization opportunities in sequential programs is raised in the
HPC community.

The process of transforming a sequential program to its parallel equivalent can be
performed manually by developers who possess the domain knowledge, automatically with
auto-parallelizers, or semi-automatically with the help of parallelization recommendation
systems. Either way, the performance gained by parallelization is usually worthless
(especially in safety-critical applications) if the result is incorrect.

Soundness of the program parallelization process depends on preserving the program
semantics. To preserve the semantics, parallelization process must not violate the data
dependences.1,2 Therefore, one of the core steps in the parallelization process is identifying
data dependences. Informally, two code statements depend on each other, whenever they
access the exact memory location and at least one of them writes.

Identifying and even testing data dependences is undecidable as it generalizes the reach-
ability problem. Restricting the domain and performing exact memory-based dependence
analysis, it can be reduced to an NP-complete problem [1] and solved by approximation.
State-of-the-art approaches approximate the solution differently but all suffer from over-
and/or under-approximation. In addition, they lack a rigorous, formal definition of data
dependences, which makes it impossible to formally argue about their correctness.

For the reasons stated, we see room for a more precise static approach to data dependence
analysis with verifiable results.

1Not to be confused with much simpler data flow properties that are commonly analyzed by static checking.
2In the HPC community the term dependence (pl. dependences) is used rather than dependency / dependencies.
We follow their convention.

1



1.1. State of the Art

State-of-the-art data dependence profilers are classified into static, dynamic, and hybrid
approaches.

Static data dependence analysis approaches [1–15] profile data dependences based on
the information available at compile time. They produce sound results but suffer from
over-approximation. Since the value of pointers and array indices usually can not be
resolved at compile time, these techniques are conservative and tend to over-approximates
data dependences, which means that they can report data dependences that do not occur
at run time. The presence of data dependences either cancels parallelization or declares
the need for restructuring before parallelization. Therefore, over-approximating data
dependences entails missing parallelization opportunities or expensive parallelization.

On the other hand, dynamic data dependence analysis approaches [16–22] rely on
runtime information. Although they do not suffer from over-approximation, they have
the major drawback of under-approximation. These analyses are optimistic as they rely
on actual program runs. This can cause missing data dependences that do not belong to
the paths traversed in the current execution, resulting in parallelization where it leads
to incorrect results. In addition, these techniques have a high runtime overhead as the
whole program must be executed several times under realistic load.

To benefit from the soundness of static approaches while reducing their
over-approximation by using the runtime information, hybrid data dependence analysis
approaches [23–26] emerged. They solved the soundness problem by limiting their
application to a specific loop shape and function. Although they have reduced the over-
approximation and high overhead problems compared to the dynamic approaches, their
result is still unverified and can not guarantee sound parallelization.

1.2. Approach

The approach presented in this thesis makes automatic data dependence analysis based
on deductive [27] verification of imperative programs with loops over arrays possible. The
code to be analyzed, as well as data dependence relations, are formalized in a program
logic. Automated deduction is used to conjecture and formally verify data dependences.

We define a program logic to model data dependence with formal semantics. The
logic permits to specify and verify dependences with full precision for any loop-free and
non-recursive program. The soundness of our approach is provable as it is based on a
program logic. We use predicate abstraction [28, 29] to generate data dependence loop
invariants with high precision. Due to path coverage and value sensitivity, full precision is
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achievable in principle.
Deductive verification of functional properties requires human interaction and non-trivial

formal specifications [27]. However, it can be a fully automatic technique if properties and
specifications are either sufficiently generic and/or can be inferred automatically [30, 31].
We show that this applies to data dependence analysis, too. In addition, since deductive
verification systems are procedure-modular [27], there is no need to analyze a whole
program. Analysis can focus on the typically compact and computation-intensive parts.

In consequence, our approach establishes deductive verification as a new, viable alterna-
tive in the portfolio of dependence analysis tools.

1.3. Contributions

Our main methodological contributions are:

• defining formal semantics of data dependences;

• extending a program logic for deductive verification [32] to make formal verification
of data dependences possible;

• an automatic and fully precise approach to verify data dependences in loop-free
and non-recursive programs;

• an automatic and highly precise approach to express and verify data dependences
in programs with loops;

• a predicate abstraction loop invariant generation approach that can synthesize sound
data dependence loop invariant;

• distinguishing between data dependences within a loop iteration and across loop
iterations; and

• the capability to verify data dependences conjectured by state-of-the-art approaches.

Our technical contributions include:

• the concept of data dependence-aware program logic; and

• combination of symbolic execution and predicate abstraction in a program logic and
deductive framework that permits to verify and propagate data dependences.
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1.4. Overview of Publications

I contributed to the following papers prior to finishing this thesis.

Publications Included in This Thesis
• A Program Logic for Dependence Analysis (IFM 2019) [33]: I contributed to this

paper by writing the data dependence program logic, implementing and evaluating
it. This publication is the base of Chapter 3.

• Safer Parallelization (ISoLA 2020) [34]: My contribution is writing the Restructuring
for Parallelization section. The connection made between different parallelization
patterns and data dependences in different chapters of this thesis is based on this
publication.

• Automatic Loop Invariant Generation for Data Dependence Analysis (FormaliSE@ICSE
2022) [35]: I contributed to this paper by developing and implementing the loop
invariant generation algorithm and the program logic. This publication is the base
of Chapter 4.

Other Publications
Following publications are not included in my thesis. My contributions are evaluating the
approach and researching the related work.

• Modeling Non-deterministic C Code with Active Objects (FSEN 2019) [36]

• Automated model extraction: From non-deterministic C code to active objects (SCP
2021) [37]

1.5. Structure of The Thesis

The remainder of this document is organized as follows:

Chapter 2: Preliminaries This chapter gives an overview of the four pillars that this
thesis stands on: Java Dynamic Logic (JavaDL), KeY system, data dependence analysis,
and loop invariant generation with predicate abstraction.

Chapter 3: Data Dependence-Aware Program Logic This chapter formally defines data
dependences and provides a program logic for data dependence analysis of loop-free and
non-recursive programs.
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Chapter 4: Automatic Loop Invariant Generation for Data Dependence Analysis For
analyzing loops, we need loop invariants. This chapter explains how we adapt different
techniques to generate data dependence loop invariants.

Chapter 5: Automatic Loop Invariant Generation for Inter-Iteration Data Dependence
Analysis We take the approach developed in the previous chapter a step further and
focus on the data dependences spanning over different loop iterations.

Chapter 6: Nested Loop Invariant Generation To make our approach widely applicable,
we extend the loop invariant generation approach introduced in the previous chapters to
support nested loops.

Chapter 7: Multi-Dimensional Arrays As nested loops often iterate overmulti-dimensional
arrays, and such loops constitute the majority of HPC applications, we extend the under-
lying program logic with support for multi-dimensional arrays.

Chapter 8: Development in KeY and Experiments We implemented our approach in the
KeY system. In this chapter, we go through different test cases to showcase the benefits of
our approach over the state-of-the-art.

Chapter 9: Related Work This chapter classifies different research areas that tackle the
same or similar problems as this thesis from various aspects.

Chapter 10: Conclusion and FutureWork This chapter concludes the thesis and discusses
further opportunities for expanding our approach.
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2. Preliminaries

This chapter introduces the preliminary concepts needed for this thesis. We begin with
the JavaDL program logic (Section 2.1) that is the program logic used in this thesis.
JavaDL expresses properties about Java programs. We describe the calculus that is used
to reason about the validity of these properties. We follow closely the definition of
JavaDL as presented in [32]. Following chapters extend JavaDL to reason about data
dependences. The verification framework KeY [32] that is based on JavaDL is introduced
in Section 2.2. Approaches developed in this thesis are all realized by implementing them
in KeY. In Section 2.3 the concept of data dependence is explained as it is the core focus
for verification in this thesis. Section 2.4 explains the generation of loop invariants that is
essential for analyzing data dependences in loops.

2.1. Java Dynamic Logic

Java dynamic logic (JavaDL) [32] is an instance of dynamic logic (DL) [38, 39] for
sequential deterministic Java programs. Dynamic logic is an extension of first-order logic
for reasoning about the behavior of programs.

In this section we give an overview on the syntax, semantics, and calculus of JavaDL.
As well as addressing memory handling and formulation of soundness and completeness.
The definitions below are adopted from [32] to which we refer for a full account.

2.1.1. Syntax

For ease of presentation we use the Java fragment given by the grammar in Figure 2.1.
We call it JavaHPC . This fragment supports primitive types int, boolean, array type
int[] for one-dimensional integer arrays of fixed length (length), and array type
int[][] for two-dimensional integer arrays of fixed length and width. We assume that
all rows have the same length (e.g. for int[][] a, width is a[0].length). We assume
the domain of int to be integers Z and that variables of type int[] and int[][] refer
to existing array objects. Note that JavaHPC assignments are not expressions.
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⟨stmnt⟩ ::= ⟨lhs⟩ ‘=’ ⟨exp⟩‘;’ | ⟨stmnt⟩ ⟨stmnt⟩
| ‘if’ ‘(’ ⟨exp⟩ ‘)’ ‘{’ ⟨stmnt⟩ ‘}’ ‘else’ ‘{’ ⟨stmnt⟩ ‘}’
| ‘while’ ‘(’ ⟨exp⟩ ‘)’ ‘{’ ⟨stmnt⟩ ‘}’

⟨exp⟩ ::= ⟨var⟩ | ⟨var⟩ ‘[’ ⟨exp⟩ ‘]’ | ‘(’ ⟨exp⟩ ‘)’ | ⟨aexp⟩ | ⟨bexp⟩

⟨aexp⟩ ::= Z |⟨var⟩‘.length’ | ‘-’⟨exp⟩ | ⟨exp⟩⊛⟨exp⟩ (⊛∈{‘+’, ‘-’, ‘*’, ‘/’})

⟨bexp⟩ ::= ‘true’ | ‘false’ | ‘!’⟨exp⟩ | ⟨exp⟩ ⊛ ⟨exp⟩ (⊛ ∈ { ‘&&’, ‘||’ })
| ⟨exp⟩ ⊛ ⟨exp⟩ (⊛ ∈ {‘<’, ‘<=’, ‘==’, ‘>=’, ‘>’})

⟨lhs⟩ ::= ⟨var⟩ (not of array type) | ⟨var⟩ ‘[’ ⟨exp⟩ ‘]’

⟨var⟩ ::= x x ∈ PV

Figure 2.1.: Grammar of JavaHPC (a fragment of the Java programming language)

We define JavaHPC for a streamlined presentation. The implementation covers full
Java, includes aliasing, array creation, and etc.

JavaDL addresses aliasing from two different aspects. For example, whether int[] a
and int[] b are aliases of each other, and whether a[i] and a[j] are aliases of each
other.

PV denotes the set of all program variables with infinitely many variables for each type.
Variables of type int[] cannot occur on the left side of an assignment, except as part of
an array access and different variables of type int[] denote different array objects. We
omit the straightforward typing rules.

i = 0;
while (i < a.length - 1) {

a[i] = a[i+1];
i=i+1;

}
Listing 2.1: Array shift program

Example 2.1.1. An example program in JavaHPC with program variables i and a of
types int and int[], respectively, is in Listing 2.1. The program shifts the content of
array a to the left by one.

Definition 2.1.1 (Programs Prg). The set of all sequences of deterministic executable
JavaHPC statements.
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JavaDL extends first-order logic with two modalities over programs ⟨·⟩· (“diamond”),
[·]· (“box”), and a syntactic category called updates. A modality takes a prg ∈ Prg,
and a JavaDL formula φ (possibly also containing modalities) as arguments. Formula
ψ → [prg]φ is equivalent to the Hoare triple [40] {ψ} prg {φ} in case ψ, and φ are
first-order formulas. If prg is executed in any state for which formula ψ holds, and if prg
terminates then formula φ holds in the final state. This corresponds to partial correctness.
On the other hand, by using the diamond modality the sequence of statements prg, has
to terminate and in the final state φ must hold for the formula to be valid. This is called
total correctness.

A type hierarchy is extracted from the JavaHPC program under verification. In a type
hierarchy T = (Sort,⪯), Sort is a set of type names with reflexive and transitive subtype
relation ⪯: Sort × Sort. The set of types contains at least (i) ⊤, Any, Heap, Field,
LocSet, boolean, int, where ⊤ is the unique root of T , Any is the supertype of all
types except Heap and Field; (ii) any JavaHPC type declared or used in the program
under verification (closed w.r.t. supertypes).

Definition 2.1.2 (Signature Σ). A T -typed JavaDL signature ΣT = (PSym, FSym,VSym)
consists of non-empty sets:

• PSym of predicate symbols p : T1 × . . .× Tn, Ti ∈ T

• FSym of function symbols f : T1 × . . .× Tn → S, Ti, S ∈ T

• VSym of first-order variables v : T, T ∈ T

Predicate symbols of arity 0 are propositional variables and function symbols of arity 0
are constants. Predicate and function symbols are partitioned into rigid PSymr/FSymr and
non-rigid PSymnr/FSymnr symbols. Interpretation of non-rigid symbols depends on the
state, thus they capture side effects of program execution. Logic (first-order) variables are
always rigid. JavaDL is closed under all first-order operators, quantifiers, and modalities.
The set of program variables PV is the set of all non-rigid constants, which are disjoint
from rigid logic (first-order) variables. The latter can be bound by quantifiers and may
not occur in programs. Program variables may occur in programs and first-order terms,
but cannot be quantified over.

JavaDL includes a syntactic category named updates, which represent state changes.

Definition 2.1.3 (Update). An elementary update is written as l := r with l : T ∈ PV and
r a term of type T ′ with T ′ ⪯ T . The meaning is that of an assignment, where the value of
term r is assigned to program variable l. An update u can be applied to a term {u}t, to a
formula {u}φ or it can be composed with another update u′ into a sequential update u;u′
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⟨term⟩ ::= v (v ∈ VSym)
| f [‘(’ ⟨term⟩‘,’ …‘,’ ⟨term⟩ ‘)’]opt (f ∈ FSym)
| ‘{’⟨update⟩‘}’⟨term⟩

⟨fml⟩ ::= tt | ff | p [‘(’ ⟨term⟩‘,’ …‘,’ ⟨term⟩ ‘)’]opt (p ∈ PSym)
| ⟨term⟩ .= ⟨term⟩ (equality)
| ¬ ⟨fml⟩ | ⟨fml⟩ ⊛ ⟨fml⟩ (⊛ ∈ {∧,∨,→}) (propositional connectives)
| Qv ‘.’ ⟨fml⟩ (Q ∈ {∃, ∀}, v ∈ VSym)
| ‘[’⟨stmnt⟩‘]’⟨fml⟩ | ‘{’⟨update⟩‘}’⟨fml⟩

⟨update⟩ ::= x ‘:=’ ⟨term⟩ (x ∈ PV) (elementary update)
| ⟨update⟩ ‘||’ ⟨update⟩ (parallel update)
| ⟨update⟩ ‘;’ ⟨update⟩ (sequential update)

Figure 2.2.: Grammar of JavaDL

or a parallel update u∥u′. Parallel updates are applied simultaneously, i.e., they do not
influence each other; in case a variable occurs more than once on the left-hand side of a
parallel update, the syntactically last update wins. Set of all updates defined on signature
Σ is UpdΣ.

We give examples of JavaDL formulas and their intuitive meaning:

Example 2.1.2. Let i, j be program variables, i0, j0 rigid constants of type int.

1. Formula (i .
= i0 ∧ j

.
= j0) → ⟨i=i-j; j=i+j; i=j-i;⟩(i .

= j0 ∧ j
.
= i0)

means: if the program in the diamond is executed in an initial state, where i, and
j have the values i0, and j0, then the program terminates and in its final state the
program variables have their initial value swapped.

2. Formula {i := i+1}(i ≥ 0) is equivalent to formula i ≥ 0 except that the value of
i is increased by one.

3. Formula (i .
= i0 ∧ j

.
= j0)→ {j := i∥i := j}(i .

= j0 ∧ j
.
= i0) means the same

as the formula in 1., but expresses the effect of the program with a parallel update.
Parallel updates are executed simultaneously, this means parallel updates do not
influence each other.
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Definition 2.1.4 (Syntax of JavaDL). Syntax of JavaDL includes, terms, formulas, and
updates. Terms and formulas are defined inductively as in standard typed first-order logic
and are given in Figure 2.21. We list only the non-standard cases:

• If φ is a JavaDL formula and prg a legal program fragment (sequence of statements)
then ⟨prg⟩φ and [prg]φ are JavaDL formulas.

• If φ is a JavaDL formula, t a term of type T and u an update (elementary or parallel),
then {u}φ is a JavaDL formula and {u}t is a term of type T . We say “u is applied to
φ (to t)”.

2.1.2. Semantics

Classical first-order logic, evaluates a formula (or term) regarding to one interpretation
(or model) that gives meaning to rigid symbols. JavaDL, like other modal logics, expresses
properties relating execution states, and has a big-step Kripke semantics. Each state s
in the set of states S of a given program can be seen as an interpretation of symbols,
specifically, of program variables.

Definition 2.1.5 (Semantics of JavaDL). Given a signature ΣT for type hierarchy T .
JavaDL semantics is defined over a Kripke structure K = (D,S, [[·]]), consisting of a non-
empty domain D, a set of states S, and state transition relation [[·]]. The set of states S is
infinite and non-empty. State s ∈ S assigns meaning to (rigid and non-rigid) symbols.

• s assigns to each type T ∈ T its domain s(T ) = DT respecting the subtype relation,
i.e. DT ⊆ DT ′ for T ⪯ T ′.

• s assigns to each function symbol f : T1 × . . . × Tn → T a function s(f) : DT1 ×
. . .×DTn → DT .

• s assigns to each predicate symbol p : T1× . . .×Tn a relation s(p) : DT1 × . . .×DTn .

• All s ∈ S coincide on their domain and the interpretation of rigid functions and
predicates.

• A state transition relation [[·]] : Prg × S × S that associates each program prg
with all pairs of states (s, s′) such that if prg is executed in s then it terminates
in s′ in accordance to Java’s program semantics as defined in the Java Language
Specification (JLS) [41].

1Terms, formulas, and updates need to be well-typed.
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• As JavaDL is deterministic, there is at most one tuple (s, s′) ∈ [[prg]] for each program
prg and state s ∈ S.

Definition 2.1.6 (Variable assignment). A variable assignment β : VSym→ D maps each
first-order variable v of type T to an element of its domain DT .

Definition 2.1.7 (Modification of state). We write s[x ← d] for the state s′ coinciding
with s, except for the value of program variable x of type T , which is evaluated to d ∈ DT .

Definition 2.1.8 (Evaluation Function val). Let K be a Kripke structure, s a state, β a
variable assignment. Let f be a function symbol, t, ti (i ∈ N) terms, and x, y ∈ PV . The
evaluation function valK,s,β maps terms to values of their domain, and updates to a pair of
states. It is defined in Figure 2.3. The semantics of parallel updates implies that when the
same program variable is assigned more than once within a parallel update, then only the
textually last assignment is relevant.

The semantics of assignments with side effect-free right hand sides is identical to that
of elementary updates. This becomes important in the calculus where updates are used
to represent the effect of assignments.

Definition 2.1.9 (Validity). K is a Kripke structure, s a state, β a variable assignment.
Let p be a predicate symbol. We define the validity relation |= for formulas in Figure 2.3
Write K |= φ iff K, s, β |= φ holds for all s ∈ S and all β. Formula φ is valid, written |= φ,
iff K |= φ holds for all Kripke structures K.

The evaluation function valK,s,β : Prg → 2S maps programs prg to sets of states.
Programs are deterministic, so the result is either the empty set, when prg does not
terminate if started in s, otherwise, a singleton set with the final state reached by prg
started in s. The semantics for diamond (box) means that after executing prg, there exists
a state (for all states) property φ holds, which is equivalent to total (partial) correctness
for deterministic programming languages.

2.1.3. Reasoning

Reasoning about validity of formulas is done using sequent calculus that follows the
symbolic execution [42–45] paradigm to handle formulas containing programs. A sequent
is an abstract data structure with schema φ1, . . . , φn =⇒ ψ1, . . . , ψm consisting of two
sets of formulas and has the same meaning as the formula

⋀︁
i=1,...,n φi →

⋁︁
i=1,...,m ψi.
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Update

valK,s,β(x := t) = s′ with s′ = s[x← valK,s,β(t)]

valK,s,β(u1||u2) = valK,s,β(u2)(valK,s,β(u1))

valK,s,β(u1;u2) = s′′ with s′′ = valK,s′,β(u1) and s′ = valK,s,β(u2)

valK,s,β({u1}u2) = valK,s′,β(u2) with valK,s,β(u1) = s′

Terms

valK,s,β(v) = β(v) for a first-order variable v ∈ VSym

valK,s,β(x) = s(x) x ∈ PV

valK,s,β(f(t1, . . . , tn)) = s(f)(valK,s,β(t1), . . . , valK,s,β(tn))

valK,s,β({u}t) = valK,s′,β(t) with valK,s,β(u) = s′

Formulas

K, s, β |= q(t1, . . . , tn) iff (valK,s,β(t1), . . . , valK,s,β(tn)) ∈ s(q)
K, s, β |= ¬φ iff K, s, β ̸|= φ

K, s, β |= φ ∧ ψ iff K, s, β |= φ and K, s, β |= ψ (similarly ∨,→, . . .)

K, s, β |= ∀x;φ iff for all d ∈ DT : K, s, βd
x |= φ (similarly ∃x;φ)

K, s, β |= ⟨prg⟩φ iff valK,s,β(prg) = {(s, s′)} and K, s′, β |= φ

K, s, β |= [prg]φ iff valK,s,β(prg) ⊆ {(s, s′)} and K, s′, β |= φ

K, s, β |= {u}φ iff K, s′, β |= φ with valK,s,β(u) = s′

Programs

valK,s,β(stmnt1; stmnt2) := {(s, s′′)| (s, s′) ∈ [[stmnt1]] and (s′, s′′) ∈ [[stmnt2]]}
valK,s,β(x = t) := {(s, s′) | s′ = s[x← valK,s,β(t)]

valK,s,β(if(b) {stmnt1} else {stmnt2})
:= {(s, s′) | (K, s, β |= b and (s, s′) ∈ [[stmnt1]])

or (K, s, β ̸|= b and (s, s′) ∈ [[stmnt2]])}
valK,s,β(while(b){stmnt}):= {(s, t) | there is a sequence s = s0 . . . sn = t with

K, si, β |= b, (si, si+1) ∈ [[stmnt]], i < n

and K, t, β ̸|= b}

Figure 2.3.: Excerpt of JavaDL semantics
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Formulas φ1, . . . , φn are called antecedent and ψ1, . . . ψm succedent. A sequent calculus
rule schema has the form

ruleName

premises⏟ ⏞⏞ ⏟
Γ1 =⇒ ∆1 · · · Γk =⇒ ∆k

Γ =⇒ ∆⏞ ⏟⏟ ⏞
conclusion

cond

where Γ, Γi, ∆, ∆i are schematic variables matching formula sets, and cond is a decidable
side condition. Sequent calculus rules are applied bottom-to-top to construct a proof.

A sequent calculus proof for the validity of a formula φ is a tree (i) whose nodes are
labeled with a sequent and (ii) for each inner node n with children n1, . . . , nk there is a
rule r with k premises such that r’s conclusion matches the sequent of n and the sequent
at child nk is equal to the instantiated i-th premise of r. A proof is closed if at all leaves an
axiom rule was applied, i.e., a rule without premises (k = 0).

For rewrite rules we use the following notion

lhs⇝ rhs

where lhs and rhs are both either schematic terms, or schematic formulas, or schematic
updates. Rewrite rules are sound if for all Kripke structure K, state s, and variable
assignent β evaluation of lhs is equal to evaluation of rhs. An example for a rewrite rule
is t .= t⇝ true.

JavaDL calculus rules can be categorized into three groups. The first group is the
first-order logic rules. As dynamic logic is an extension of first-order logic, all the first-
order logic rules hold in dynamic logic, too. Update application and simplification rules
(Figure 2.4) form the second group, which realizes the effect of updates on other updates,
formulas, and terms. The third group is the Symbolic Execution rules for dealing with
programs. We skip the first-order logic rules and briefly explain the other two groups.

2.1.4. Update Application and Simplification Rules

A selection of update application and simplification rules is shown in Figure 2.4. Application
of an update on a formula results in propagation of update to the subterms below the
(rigid) operator. Ultimately, the update can either be simplified away, or it is applied to
the target program variable. In applying an update to a modal operator, the program prg
must first be eliminated using the Symbolic Execution rules. Only afterwards can the
resulting update be applied on φ.

14



Schematic variables

x, y: program variables, t, t1, . . . , tn: terms,
φ: formulas, p: rigid predicate,
Γ, ∆: context formulas, u, u1, u2: updates,

Update-on-Term

{x := t}x⇝ t {x := t}y ⇝ y, for y ̸= x

Update-on-Formula

{u}p(t1, . . . , tn)⇝ p({u}t1, . . . , {u}tn) {u}(φ ◦ ψ)⇝ ({u}φ) ◦ ({u}ψ)
◦ ∈ {∧,∨,→, . . .}

Update-on-Update

{u}(x := t)⇝ x := {u}t {u1}{u2}φ⇝ {u1∥{u1}u2}φ

Figure 2.4.: A selection of update application and simplification rules

Application of an update on an elementary update is propagated to the term in the
right hand side of the update. The left hand side of an elementary update (here x) does
not refer to a value, but refers to a location that its value is stored. Therefore, it can not
be changed by an update. A cascade of two update applications {u1}{u2} is converted
into the application of a single parallel update. Due to the last-win semantics for parallel
updates, this is possible by applying the first update to the second, and replacing the
sequential composition by parallel composition.

2.1.5. Symbolic Execution Rules

We explain a few rule schemata that deal with programs to explain how the calculus
uses Symbolic Execution to eliminate programs and thus reducing a sequent to a pure
first-order sequent.

The calculus decomposes complex statements into simpler ones until the first active
statement can be atomically executed, e.g., an assignment of a side effect-free expression to
a local variable. Rule assignmentLocalVariable symbolically executes such an assignment
by representing it in the logic as an update. The sequent rule schema

assignmentLocalVariable
Γ =⇒ {u}{x := t}[r]φ,∆
Γ =⇒ {u}[x=t; r]φ,∆
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∗
i .
= i0,j

.
= j0 =⇒ j .

= j0

...
i .
= i0,j

.
= j0 =⇒ {j := i∥i := j}(i .

= j0)

i .
= i0,j

.
= j0 =⇒ {i := i-j∥j := i∥i := j}(i .

= j0)

...
i .
= i0,j

.
= j0 =⇒ {i := i-j}{j := i+j}{i := j-i}(i .

= j0)

...
i .
= i0, j

.
= j0 =⇒ [i=i-j; j=i+j; i=j-i;]i .

= j0

Figure 2.5.: Example of a application of rewrite rules for turning a sequence of update
applications into one parallel update

moves an assignment into an update where x is a schema variable matching a local
program variable, t a side-effect free expression (without memory accesses) of compatible
type and u, r and φ are schema variables matching an update, a statement and a formula,
respectively. Γ and ∆ match sets of formulas. For update simplification, there exist rules
that allow any sequence of update applications to be rewritten into a single parallel update.

Example 2.1.3. Figure 2.5 shows a sequent calculus proof for the following sequent

i .
= i0, j

.
= j0 =⇒ [i=i-j; j=i+j; i=j-i;]i .

= j0.

After three times of applying the rule assignmentLocalVariable assignments inside the
program are turned to a sequence of update applications. Applying the rules Update-on-
Update and Update-on-Term (Figure 2.4) we end up with a parallel update consisting
of three elementary updates. The first and last update are updating i, therefore the first
one is discarded. In the following proof we show the use of rewrite rules for turning
a sequence of update applications into one parallel update. After applying the rules
Update-on-Formula and Update-on-Term (Figure 2.4) we end up with the formula j .

= j0
on the right side. According to antecedent the formula holds and the final sequent can be
discharged with close.

Rule conditional symbolically executes a conditional statement. Schema variable b
matches a local program variable of type boolean. As b is symbolic and is evaluated to
either true or false depending on the state, the calculus must consider both possibilities.
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The rule splits the proof into two branches, one where it assumes b to be true and the
then -branch is executed, the other where b is assumed to be false and Symbolic Execution
continues with the else -branch.

conditional
Γ, {u}b =⇒ [stmnt1;r]φ,∆ Γ, {u}¬b =⇒ [stmnt2;r]φ,∆
Γ =⇒ {u}[if (b) {stmnt1} else {stmnt2} r]φ,∆

The two following rule schemata permit reasoning about loops.

unwindLoop
Γ =⇒ {u}[if (b) {stmnt; while (b) {stmnt}} r;]φ,∆

Γ =⇒ {u}[while (b) {stmnt} r;]φ,∆

Rule schema unwindLoop does not terminate when the loop has no fixed bound on the
number of iterations. Hence, in program verification the concept of a loop invariant is
used to describe the behavior of a loop:

loop_inv

Γ =⇒ {u}LoopInv,∆
Γ, {u}{v}(b ∧ LoopInv) =⇒ {u}{v}[stmnt]LoopInv,∆

Γ, {u}{v}(¬b ∧ LoopInv) =⇒ {u}{v}[r]φ,∆
Γ =⇒ {u}[while (b) {stmnt} r;]φ,∆

The loop invariant rule splits the proof into three branches where we have to prove that
the loop invariant 1. holds initially, 2. is preserved by the loop body, and, 3. together with
the negated loop guard, is sufficiently strong to prove that after executing the remaining
program r the postcondition φ holds.

The second and third branch execute the loop body for an arbitrary iteration and the
remaining program after the loop, respectively. Hence, we must “forget” any knowledge
about current values embodied in update u and context Γ,∆, because it might have
changed in previous iterations. This is realized by a so-called anonymizing update v, which
assigns an unknown value to each local program variable and location that possibly has
been changed.

2.1.6. Memory Locations and Heap

A JavaDL-specific domain isDLocSet = 2Location for type LocSet, representing the power
set of locations. Locations are used to abstract away from addresses.

Definition 2.1.10 (Location). The pair (o, f), with term o ∈ DObject and term f ∈ DField

where type Field represents an object’s field, is a memory location.
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Type LocSet models memory regions as location sets. The LocSet data type has
a constructor for singleton sets of memory locations singleton(obj, fld). The set of
memory locations for an array element is singleton(a,arr(i)) with i ∈ Dint, and
a ∈ DT [ ], where injective function arr : int → Field and i ∈ Dint. Intuitively,
location singleton(a,arr(i)) for array element a[i] is the memory location where
its value is stored. Set of memory locations associated with a sub-array is shown as
arrayRange(a, l, h) with l, h ∈ Dint, and a ∈ DT [ ]. For pretty-printing we use a[l..h] to
express the set of locations {(a, i) | l ≤ i ≤ h}, and a[i] to express singleton(a,arr(i)).

There are fixed interpreted function symbols on LocSet for standard operations union,
intersect, setMinus, etc. Program variables are not modeled as memory locations,
as they are not on the heap. The set allLocs denotes all possible locations.

Canonical domains are fixed for the primitive types, for instance, type int is mapped in
all states to Z. Interpretation of rigid function symbols representing arithmetic operations
like + is fixed to their canonical semantics, similar for comparison predicates like ≤, ≥.

The heap is modeled by type Heap which is axiomatized as a theory of arrays with
functions select and store. Function select(h, o, f) looks up the value stored in
heap h for field f of object o, while store(h, o, f, x) updates in heap h the value stored
in field f of object o with value v. Programs access and modify the heap stored in the
global program variable heap : Heap. Semantically, an element h of DHeap is a function
h : DObject ×DField → DAny, mapping memory locations to values. Let s be a state that
maps program variable o : Object to some non-null value, x a program variable:

valK,s,β(o.f = x; ) = s′ with (2.1)

s′(y) =

⎧⎨⎩ s′(heap)(u, g) =
{︃
s(x) , if u = s(o) and g = s(f)
s(heap)(u, g) , otherwise , y = heap

s(y) , otherwise

The calculus rules for reading from and writing to an object field are:

readAttribute
Γ =⇒ o ̸ .= null,∆
Γ, o ̸ .= null =⇒ {x := select(heap, o, f)}[r]φ,∆

Γ =⇒ [x = o.f ; r]φ,∆
writeAttribute

Γ =⇒ o ̸ .= null,∆
Γ, o ̸ .= null =⇒ {heap := store(heap, o, f, se)}[r]φ,∆

Γ =⇒ [ o.f = se; r]φ,∆
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Similarly, the calculus rules for reading from and writing to an array element are:

readArrayElement
Γ =⇒ a ̸ .= null,∆
Γ, a ̸ .= null =⇒ {x := select(heap, a,arr(i))}[r]φ,∆

Γ =⇒ [x = a[i]; r]φ,∆
writeArrayElement

Γ =⇒ a ̸ .= null,∆
Γ, a ̸ .= null =⇒ {heap := store(heap, a,arr(i), se)}[r]φ,∆

Γ =⇒ [ a[i] = se; r]φ,∆

2.1.7. Soundness and Completeness of the Calculus

The most important property of the JavaDL calculus as any other validity calculus is
soundness. This property makes only valid formulas derivable. The whole calculus is
sound if and only if all its rules are sound.

Proposition 2.1.1 (Soundness[32]). If a sequent Γ =⇒ ∆ is derivable in the JavaDL
calculus, then it is valid, i.e., the formula

⋀︁
φ∈Γ φ =⇒

⋁︁
ψ∈∆ ψ is logically valid.

Intuitively, if the premisses of a rule application are valid sequents, then the conclusion
also is valid.

Another property of a program verification calculus is completeness, which means all
valid sequents should be derivable. However, this is impossible because JavaDL includes
first-order arithmetic, which is already inherently incomplete [46]. In addition to this
argument, a complete calculus for JavaDL would yield a decision procedure for the Halting
Problem, which is undecidable. Thus, a logic like JavaDL cannot ever have a calculus
that is both sound and complete. Nevertheless, it is possible to define a notion of relative
completeness [47], which intuitively states that the calculus is complete up to the inherent
incompleteness in its first-order part. A relatively complete calculus contains all the rules
that are necessary to prove valid program properties. It only may fail to prove such valid
formulas whose proof would require the derivation of a nonprovable first-order property.

Proposition 2.1.2 (Relative Completeness[32]). If a sequent Γ =⇒ ∆ is valid, i.e., the
formula

⋀︁
φ∈Γ φ =⇒

⋁︁
ψ∈∆ ψ is logically valid, then there is a finite set Γ of logically valid

first-order formulas such that the sequent Γ =⇒ ∆ is derivable in the JavaDL calculus.

Definition 2.1.11 (Soundness and completeness of a rule). A rule

Γ1 =⇒ ∆1 Γ2 =⇒ ∆2

Γ =⇒ ∆
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of a sequent calculus is:

• sound, if whenever Γ1 =⇒ ∆1 and Γ2 =⇒ ∆2 are valid so is Γ =⇒ ∆;

• complete, if whenever Γ =⇒ ∆ is universally valid then also Γ1 =⇒ ∆1 and
Γ2 =⇒ ∆2 are valid.

For nonbranching rules and rules with side conditions the obvious modifications have to
be made.

2.2. KeY

KeY [32] is a multi-purpose formal verification system that uses JavaDL as the program
logic. Its main application is the formal verification of Java programs specified by Java
Modeling Language (JML) [48] annotations. KeY fully supports the Java Card language
[32]. Information flow analysis, test case generation, and a debugging tool are other
applications that have been realized in KeY.

2.2.1. Prover Core

The core of KeY is a theorem prover implementing a sequent calculus. Schematic sequent
calculus rules in KeY are specified as taclets. They contain the declarative, logical content
of the rule schemata, and pragmatic information such as in which context and when a rule
should be applied by an automated reasoning strategy and how it is to be presented to the
user. Taclets usually have one main formula of a sequent in focus that can be manipulated
and automated proof search does not implement backtracking. They are optimized for
automated proof search in typed first-order logic and logic-based symbolic execution in
JavaDL [32].

Taclets provide flexibility for the various application scenarios in KeY, and they dispense
with the need to support higher-order quantification in the logic. This makes interaction
with the prover easier for humans and other programs. But also, the proximity of modeling
languages such as JML and of the language of SMT solvers to typed first-order logic make
it simple to import and export formulas from KeY ’s program logic. On the one hand, this
makes it possible to have JML-annotated Java as an input language of KeY, on the other
hand, using SMT solvers as a backend increases the degree of automation [32].
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2.2.2. Reasoning about Programs

Given a Java program and its JML specification, KeY first translates it into proof obligations.
They are formulas that their validity corresponds to correctness of the program with
respect to its specification. JavaDL is used for showing this validity. As programs directly
appear in JavaDL formulas, the pre-processing step of generating the proof obligations is
relatively small.The rest of the verification process is deductive.

KeY performs symbolic execution on the programs, and with help of JavaDL updates
it handles the programs in the calculus. Symbolic execution resembles executing the
program, using symbolic instead of concrete values for the program variables. Ultimately
programs are removed from formulas, and the verification problem is reduced to the
problem of proving the logical validity of formulas in first-order predicate logic with
built-in theories.

These remaining tasks are usually also handled within KeY itself. Alternatively, KeY
allows sending such verification problems to external Satisfiability Modulo Theories (SMT)
solvers. These are then used as trusted black boxes that can automatically determine the
validity of some first-order formulas, thereby sacrificing some traceability for sometimes
better automation and performance than offered by KeY itself [49].

2.3. Data Dependence Analysis

In HPC, one of the most important tasks is to find opportunities for parallelization of
sequential programs, for example, of loop bodies. This requires to identify program
segments that cannot possibly influence each other’s outcome: a prerequisite for being
able to run them in parallel without changing semantics. The central notion employed
is an analysis of read and write data dependences. For example, a read-after-write data
dependence (termed RaW) in a piece of code prg with respect to a memory location x
is defined as follows: for a possible execution sequence e of prg started in an arbitrary
state, there is a write access to x in e which has a subsequent read access to x in e.

Based on Bernstein [50] and Banerjee [2] definitions of data dependences, we define
data dependence on memory locations as following.

Definition 2.3.1 (Data dependence). There is a data dependence on memory location loc
if there are memory accesses acc1 and acc2 such that

• both acc1 and acc2 access loc, and at least one of these accesses is a write;

• during sequential execution, acc1 is executed before acc2.
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Data dependence Notation Example

Flow dependence RaW(x) x = y; … z = x;
Anti-dependence WaR(x) y = x; … x = z;

Output dependence WaW(x) x = y; … x = z;

Figure 2.6.: Different data dependence types with examples. x,y, and ,z are memory
locations.

i = 0;
while (i < a.length - 1) {

a[i] = a[i]+1;
i++;

}

Listing 2.2: Increasing value of array elements

Accordingly, there are three types of data dependence: read-after-write (RaW, aka flow
dependence), write-after-read (WaR, aka anti-dependence), and write-after-write (WaW,
aka output dependence). To state that there exists a data dependence on memory location
loc the notation RaW(loc), etc. is used.

Figure 2.6 summarizes the data dependence types with examples.
Data dependences that span over different loop iteration are called inter-iteration data

dependences.

Example 2.3.1. In Listing 2.2 there is WaR data dependence on elements of array a for
1 ≤ i ≤ a.length - 2. This is an inter-iteration data dependence as, for example,
a[1] is read in iteration one and written in iteration two.

Importance of Data Dependence Analysis

Pattern based parallelization is a common parallelization approach that uses parallel
design patterns [51], which allow making best use of parallel programming interfaces
such as OpenMP. When such patterns cannot be implemented directly, it can be necessary
to apply code transformations beforehand to suitably reshape the input program [34].
Finding the data dependences in the sequential code is a crucial step in parallelization
process. Parallelization in presence of data dependences causes concurrency-related errors
such as deadlocks and data races.
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i = 0; sum = 0;
while (i < a.length) {

sum += a[i];
i++;

}

Listing 2.3: Sum of array elements

i = 0;
sum_1 = 0;

while (i < a.length/2) {
sum_1 += a[i];
i++;

}

i = a.length/2;
sum_2 = 0;

while (i < a.length) {
sum_2 += a[i];
i++;

}

Figure 2.7.: Child loops of Listing 2.3

Here we go through the relation of existence and absence of certain kind of data
dependences with the application of different parallel design patterns.

If there is no inter-iteration data dependence between different iterations of a loop, it
can be parallelized according to DoAll pattern. In DoAll pattern all iterations of a loop
can be executed in parallel. For example, in Listing 2.2 all loop iterations can be executed
in parallel as the loop has DoAll pattern.

With a WaR data dependence on a memory location between different iterations of a
loop, it is possible to parallelize the loop with reduction pattern. For example there is
an inter-iteration WaR data dependence on variable sum in Listing 2.3. Consequently,
different iterations of the loop are not independent. However, if this data dependence is
detected it can be resolved using a temporary variable.

Figure 2.7 shows the result of parallelizing the loop in Listing 2.3 with reduction pattern
assuming two threads are available. First, we split the iteration space of the loop into
two partition and assign each of them a thread. In each thread sum of the array elements
accessed by the corresponding child loop is computed. In the end, the master thread
calculates the result sum = sum_1 + sum_2.

In cases that the data accessed by the loop (or function) can be partitioned into multiple
sections, the loop can be ran in parallel on those sections. This pattern is called geometric
decomposition and it is applicable when all the child loops (or child functions) can be
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i = 0; b = 0;
while (i < a.length) {

b = f(a[i]);
g(b);
i++;

}

Listing 2.4: Pipeline example

parallelized with DoAll or reduction pattern.
If the loop (or function) body can be divided into a sequence of statements that can

execute independently pipeline pattern is applicable. If there is a WaR or WaW data
dependence between these statements, pipeline is applicable after restructuring the loop
[52]. For example, in Listing 2.4 function f is called for each element of array a and the
result is written on b. Then, function g is called for variable b. Functions f and g create
a pipeline of tasks that can execute in parallel. Meaning that g(b) can be executed in
parallel to f for a new array element.

Therefore, showing absence of inter-iteration data dependences opens the opportunity
for applying DoAll, reduction, and geometric decomposition patterns. In addition, showing
absence of intra-iteration RaW data dependence indicates an opportunity for applying
pipeline pattern. In this case, the auto-parallelizer does not need to apply different
restructuring techniques and after each of them check if parallelization is possible.

2.4. Loop Invariant Generation with Predicate Abstraction

A loop invariant is a formula describing an over-approximation of all states reachable by
repeated execution of a loop’s body while the loop condition is true. Using a loop invariant
essentially is an inductive argument, proving that the invariant holds for any number of
loop iterations and, thus, still holds when the loop terminates [32].

A loop specification is similar to a method contract in that it formalizes an abstraction
of the relationship between the state before a method or loop is executed and the state
when the method or loop body, respectively, terminates. In that sense a loop invariant
is both the precondition and postcondition of the loop body. Yet, in most cases, a useful
loop invariant is more difficult to find than a method contract because it relates the initial
state with the states after every loop iteration [32].

Abstract interpretation [53] is a framework for static analysis of programs. It is defined
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⊤

≤ 0 ≥ 0

< 0 .
= 0 > 0

⊥

Figure 2.8.: Sign analysis domains.

by fixing its abstract domain. Abstract domain is a set of formulas that can describe
properties of an abstract state of the program. The set of abstract states has a partial
order relation. Abstract domain equipped with this partial order relation forms an abstract
language that can describe an abstract state of the program. For reasoning, it is easier to
work on an abstract domain than using the concrete domain, as for example it ensures
termination.

Example 2.4.1. We might be interested in checking that after executing

i = 0; while(i < N) i++;

the value of i > 0 under the assumption that N > 0. This can be achieved by using abstract
interpretation and abstracting the value of i using the abstract sign domain depicted in
Figure 2.8. Termination of the abstract interpretation is guaranteed by the finiteness of
the lattice.

Predicate abstraction [28] is a well-known abstract interpretation technique in which
the abstract domain is constructed from a finite set of predicates over program variables.
It approximates the set of reachable states by iterating over the loop and stopping when
the fixpoint is reached. The loop invariant is constructed at the fixpoint.

In this section we summarize a version of loop invariant generation by predicate ab-
straction adapted to deductive verification [29]. It pursues a bottom-up approach, i.e. it
starts with the code under analysis to construct a loop invariant without the need to rely
on external specifications (though these can be used, if available).

2.4.1. Predicate Abstraction

An initial set of predicates Dinit is provided (by the user, heuristics, etc.) that approximates
the set of reachable states at loop entry. Predicate abstraction refines this set by iteratively
applying the strongest postcondition transformer to the loop body. Each iteration produces
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a larger approximation of the set of reachable states. This set is abstracted at each loop
entry by calling an automatic theorem prover to show whether a predicate holds in the
current state. This process is often called predicate refinement 2.4.2.

For a set of predicates P related to a loop we define the abstract domain that abstracts
the (infinite) set of concrete states as following:

Definition 2.4.1 (Abstract domain). The abstract domain DP consists of the atomic
formulas constructed from PSym and PV, i.e. DP = {p(pv) | p ∈ PSym and pv ∈ PV}.

Definition 2.4.2 (Partial order set). Partial order set is a tuple ⟨S,⊑⟩ where S is a set
and ⊑: S × S is a partial order relation which is a reflexive, antisymmetric, and transitive
[54].

Based on the partial order relation between the predicates of the abstract domain the
abstract language is defined.

Definition 2.4.3 (Abstract language). The abstract language is a partial order set on the
abstract domain LP = ⟨DP ,⊑⟩ [55].

2.4.2. Predicate Refinement

In predicate refinement, the loop body is iteratively executed and abstracted. At each
iteration, the loop body is symbolically executed. For that, the loop is unwound once
applying the loopUnwind rule. Now information about this iteration is provided in form
of updates on the modality. Predicate abstraction needs to use this information to abstract
the current set of reachable states. It would work better if this information is provided in
the form of formulas. For reconciling predicate abstraction and symbolic execution, we
follow the approach suggested in [56] and we explain it in Section 4.1.

The new sequent resulting from unwinding the loop and turning the updates to formulas
is used for abstraction. In this sequent, the program formula is substituted by a predicate
from the current set of predicates. The automated theorem prover (here, KeY) tries to
prove the predicate. If it is proven, it remains in the set of predicates and is used in
the next round of abstraction. Meaning, that it is a candidate for abstracting the loop.
Otherwise, it is replaced by a more precise predicate based on the partial order relation.
Such sequent is formed for each predicate in the current set of predicates and subsequently
the theorem prover is called. This forms a full round of predicate refinement.

The iterative process of predicate refinement continues until fixpoint is reached. The
fixpoint can be calculated in different ways. We assume if in two consecutive iterations
of predicate abstraction the set of predicates does not change, the fixpoint is reached.
Reaching the fixpoint is guaranteed since the abstract domain is finite.
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2.4.3. Loop Invariant

Predicate refinement stops when the fixpoint is reached. The loop invariant is a Boolean
combination of the predicates left in the predicate set. We follow the approach in [56] that
only allows conjunctions of the predicates. Although this is less expressive than supporting
arbitrary Boolean combinations, it is much cheaper to compute.

Loop invariant LI is a conjunction of pi’s, where pi ∈ DP . By construction, when the
fixpoint is reached all pi’s left in the predicate set are proven to initially hold be preserved
by the loop body.

Loops with Branching Statements

When symbolic execution reaches a branching statement, it splits the proof into multiple
branches. We need to represent these differing executions on the branches within a single
loop invariant. This is achieved by joining proof branches according to the symbolic state
merging framework of [57]. In the simplest approach, a fully precise merged sequent is
constructed by encoding the differences as implications of the (negated) branch condition
(for instance, from an if statement).

Invariants generated for such loop bodies with multiple control flow still are mere
conjunctions over predicates, but since the merged sequent serves as input of the next
iteration of predicate refinement, it is guaranteed that the loop invariants cover the union
of all possible control flows.
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3. Data Dependence-Aware Program Logic

In this chapter, we extend JavaDL, defined in Section 2.1, to dependence-aware program
logic JavaDLDep that formalizes data dependences. While our presentation uses JavaDL
as a logical framework, our approach can be easily transferred to other program logics for
imperative languages.

A standard programming language semantics based on traces, i.e. finite or infinite
sequences of states (see Section 2.1.2), is insufficient to characterize read and write
dependences, as shown by a simple consideration: take two programs consisting of a
single assignment stmnt ≡ x = 42; and stmnt′ ≡ x = y;. If stmnt and stmnt′ are
started in state s with s(y) = 42 both yield exactly the same trace, however, stmnt′ has a
read access that stmnt has not. Traces do not record memory access.

Rather than supplying a special purpose semantic construct, we give a general solution.
It is well-known (e.g., [58]) that non-functional properties (such as dependences) can often
be formally specified with the help of ghost variables. These are memory locations not
part of the program under verification that record meta properties of program execution
(e.g., memory accesses). We could add ghost variables r, w to states that record read and
write access at each state change. For example, the state after executing stmnt′ in s is:
{x ↦→ 42, y ↦→ 42, r ↦→ {y}, w ↦→ {x}}. This state can be distinguished from the state
that results from executing stmnt in s: {x ↦→ 42, y ↦→ 42, r ↦→ {}, w ↦→ {x}}. With this
approach we can not record the order of memory accesses.

Therefore, in our semantics we extend the notion of state to a pair that includes a
function for assigning meaning, and a finite sequence that records the whole history of
memory accesses in the current execution. The sequence is not accessible in the syntax.
Instead, we introduce memory access updates to represent changes in this sequence.

In this chapter, we define the semantics of read and write memory accesses (Section 3.1)
and the syntactic representation of them (Section 3.2). After formally defining data
dependence properties in Section 3.3, we introduce sequent calculus rules for reasoning
about them in Section 3.4.
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3.1. Semantics of Read and Write Memory Accesses

Definition 3.1.1 (Domains, JavaDLDep states). Given a non-empty domainD, a JavaDLDep
state s = (σ,Acc) is a pair of

• an interpretation σ assigning each
– type T its domain σ(T ) = DT ⊆ D, DT ̸= ∅, with the type hierarchy reflected

in the subset relation of their domains,
– function symbol f : T1×. . .×Tn → T to a function σ(f) : DT1×. . .×DTn → DT ,
– predicate symbol p : T1 × . . .× Tn a relation σ(p) ⊆ DT1 × . . .×DTn;

• a finite sequence Acc = ⟨acc1⟩ ◦ · · · ◦ ⟨accn⟩ of memory read and write accesses with

acci ::= Read(ls) | Write(ls)

where ls ∈ DLocSet. For acci and accj with i < j, accj has happened after acci.

We write often s(f) instead of σ(f), when s = (σ,Acc).

Example 3.1.1. ⟨Read({(o, f)})⟩ ◦ ⟨Write({(u, g)})⟩ shows a sequence of length two, with
a read access to memory location (o, f) then a write access to location (u, g).

From now on we evaluate programs and formulas relative to states that contain variable
Acc that records the trace of memory accesses during execution of a program. We only
track heap memory access and not access to local program variables. One semantic rule
(from Section 2.1.6) in need of modification is heap assignment (2.1). Let s = (σ,Acc)
be a state that maps program variable o : Object to some non-null value, x a program
variable:

valK,s,β(o.f = x; ) = s′ with s′ = (σ′, Acc′) where (3.1)

σ′(y) =

⎧⎨⎩ σ′(heap)(u, g) =
{︃
σ(x) , if u = σ(o) and g = σ(f)
σ(heap)(u, g) , otherwise , y = heap

σ(y) , otherwise
and Acc′ = Acc ◦ ⟨Write({σ(o), σ(f)})⟩

The rule now records write access (x is a program variable and the read access to it is not
recorded). With the trace of memory accesses stored inAcc it is possible to formally specify
dependence properties like read-after-write as follows: Given a state s and a location set
ls then there is a read-after-write iff there are i, j with i < j, s(acci) = (Write, ls′) and
s(accj) = (Read, ls′′) such that ls ∩ ls′ ∩ ls′′ ̸= ∅.
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There is an advantage of maintaining the whole access history in each state: it is
sufficient to know only the final state to define data dependences. Hence, having the
history in the final state makes it sufficient to look at a big-step semantic relation. This is
important, because we base logical reasoning about dependences on the big-step program
logic introduced in Sect. 2.1.3 and the existing tools.

3.2. Memory Access Updates

For efficiency, Acc which keeps track of read and write memory accesses, is not exposed
in the JavaDLDep syntax. Instead, we only record changes to Acc. JavaDL updates keep
track of state changes syntactically. Therefore, we introduce a new kind of updates, called
memory access updates.

Definition 3.2.1 (Memory access update). The syntax of a memory access update is

⟨update⟩ ::= …| \R ‘(’⟨term⟩‘)’ | \W ‘(’⟨term⟩‘)’

where the term given as argument denotes a location set. Its semantics is defined as
follows:

valK,s,β(\R(loc)) = s′ where s′ = (σ,Acc′) with s = (σ,Acc) and
Acc′ = Acc ◦ ⟨Read(valK,s,β(loc))⟩

valK,s,β(\W(loc)) = s′ where s′ = (σ,Acc′) with s = (σ,Acc) and
Acc′ = Acc ◦ ⟨Write(valK,s,β(loc))⟩

To keep the notion succent, we use \M to show \R or \W, and M for showing Read or
Write.

Definition 3.2.2 (Sequential memory access updates). Several memory access updates
\M1(loc1) ; \M2(loc2) can be combined sequentially using the sequential update operator
“;”. The semantics is defined as following given program state s = (σ,Acc)

valK,s,β(\M1(loc1); \M2(loc2)) =s
′′ where

s′ = (σ,Acc′) and Acc′ = Acc ◦ ⟨M1(valK,s,β(loc1))⟩

and

s′′ = (σ,Acc′′) with Acc′′ = Acc′ ◦ ⟨M2(valK,s,β(loc2))⟩
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Programs

valK,s,β(x = t) := {(s, s′) | s′ = (σ′, Acc′) with s = (σ,Acc), where

σ′ = σ[x← valK,s,β(t)] and

Acc′ = Acc◦accK,s,β(t)}
(x ∈ PV)

valK,s,β(a[i] = t) := {(s, s′) | s′ = (σ′, Acc′) with s = (σ,Acc), where

σ′ = σ[a[i]← valK,s,β(t)] and

Acc′ = Acc ◦ accK,s,β(t) ◦ accK,s,β(i) ◦ ⟨Write(a[i])⟩}
valK,s,β(if(b) {stmnt1} else {stmnt2})

:= {(s, s′′) | s′ = (σ,Acc′) with s = (σ,Acc) where

and Acc′ = Acc ◦ accK,s,β(b),

and s′′ = (σ,Acc′′) where

((K, s′, β |= b, (s′, s′′) ∈ [[stmnt1]])

or (K, s′, β ̸|= b and (s′, s′′) ∈ [[stmnt2]]))}
valK,s,β(while(b) {stmnt}) := {(s, t) | there is a sequence s = s0 . . . sn = t with

K, si, β |= b, i < n and K, t, β ̸|= b and

(s′i, si+1) ∈ [[stmnt]], i < n with

s′i = (σi, Acci ◦ accK,s′i,β
(b))}

Figure 3.1.: Excerpts of JavaDLDep Semantics
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Definition 3.2.3 (Semantics of JavaDLDep). The semantics of JavaDLDep is an extension
of the semantics of JavaDL. Definition 3.2.1 and Figure 3.1 show this extension. The
valuation function valK,s,β uses the function

accK,s,β : Term→ MemoryAccess∗

to extract all read accesses needed to evaluate a given term from left to right.

accK,s,β(c) = ∅ (c rigid constant or a local program variable)
accK,s,β(a[i]) = ⟨Read(a[i])⟩

accK,s,β(f(t1, . . . , tn)) = accK,s,β(t1)◦. . .◦ accK,s,β(tn)
(f is a rigid function symbol)

In this manuscript, we are only interested in partial correctness, and hence, we restrict
ourselves to the box modality (Figure 3.1 ).

3.3. Specification of Data Dependence Properties

Memory accesses can be tracked through Acc, but how are properties about the content
of Acc expressed, given that it is not directly accessible in the syntax? This is achieved
with defining non-rigid data dependence predicates that allow expressing data dependence
properties of memory locations.
Definition 3.3.1 (Data Dependence Predicate). The syntax of data dependence predicates
is
⟨fml⟩ ::= … | noRaW ‘(’⟨term⟩‘)’ | noWaR ‘(’⟨term⟩‘)’ | noWaW ‘(’⟨term⟩‘)’

| noR ‘(’⟨term⟩‘)’ | noW ‘(’⟨term⟩‘)’
where the term given as argument denotes a location set. The semantics of data depen-
dence predicate noRaW specifies that there has not been a read memory access to the
location set loc after a write memory access to it. It is defined as follows (the semantics of
noWaR and noWaW are analogous; see Appendix A.1):

s(noRaW) = {(ls) | s = (σ,Acc), Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩

for all i, j = 1 . . . n for which i < j

and Mi = Write and Mj = Read

it holds that ls ∩ lsi ∩ lsj = ∅}
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Predicate noR is specifying an absence of read memory accesses, and its semantics is
defined as following (the semantics of noW is analogous and mentioned in Appendix A.1)1:

s(noR) = {(ls) | s = (σ,Acc), Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩,Mi ∈ {Read,Write}
and for all i = 1 . . . n for which Mi = Read it holds that ls ∩ lsi = ∅}

Data dependence predicates take a location set loc as argument and evaluate to true
iff in the memory access history of the current state for no location in loc there is a
read-after-write, write-after-read, write-after-write, read or write access, respectively.
They allow us to express properties such as the following which says: if there was no
read-after-write before execution of program p to the memory location (o,f) then there
is no read-after-write after execution of p.

noRaW({(o,f)})→ ⟨p⟩noRaW({(o,f)})

Data dependence predicates are non-rigid, because their value not only depends on the
value of their argument, but also on the memory accesses recorded in Acc.

3.4. Reasoning about Data Dependence Properties

For reasoning about the data dependence properties some of the existing JavaDL sequent
calculus rules need to be modified to incorporate memory access updates. Update simpli-
fication rules are needed to establish the effect of different kinds of updates on each other.
Moreover, the effect of memory access updates on data dependence predicates should be
formalized in terms of sequent calculus rules.

3.4.1. Modified Calculus Rules

With memory access updates we can design assignment rules that reflect the semantics
defined in Section 3.1. We modify rules from Section 2.1.6 for reading from memory
location (o, f) and assigning a side effect-free expression se over local variables to it, as

1Although predicate symbols noR and noW do not represent data dependence properties they are crucial for
verifying data dependence properties. Therefore, we call them data dependence predicates for uniformity.
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following:

readAttribute
Γ =⇒ o ̸ .= null,∆

Γ, o ̸ .= null =⇒ {x := select(heap, o, f) ∥ \R({(o, f)})}[r]φ,∆
Γ =⇒ [x = o.f ; r]φ,∆

writeAttribute
Γ =⇒ o ̸ .= null,∆

Γ, o ̸ .= null =⇒ {heap := store(heap, o, f, se) ∥ \W({(o, f)})}[πω]φ,∆
Γ =⇒ [π o.f = se; ω]φ,∆

Rules readAttribute and writeAttribute realize the idea of associating a read memory
access update with each select operation and a write memory access update with each
store operation.

Similarly, rules for accessing array elements are modified:

readArrayElement
Γ =⇒ o ̸ .= null,∆

Γ, o ̸ .= null =⇒ {x := select(heap, a,arr(i)) ∥ \R(a[i])}[r]φ,∆
Γ =⇒ [x = a[i]; r]φ,∆

writeArrayElement
Γ =⇒ o ̸ .= null,∆

Γ, o ̸ .= null =⇒ {heap := store(heap, a,arr(i), se) ∥ \W(a[i])}[πω]φ,∆
Γ =⇒ [π a[i] = se; ω]φ,∆

3.4.2. Update Simplification Rules

In Figure 3.2 a selection of memory update simplification rules are shown. In this figure
update su represents elementary or parallel state updates with no memory access updates.
Update \M is a read (\R), write (\W), or a sequence of memory access updates.

Rule reorderUpdate that allows to swap state and memory access updates is responsible
for establishing the normal form. This rule is sound, because state updates cannot change
the value of Acc. All rules are designed to maintain the order of memory access updates
as required.

Rule accessOnStateUpdate and accessOnAccess are adaptations of Update-on-Update
rule category from Figure 2.4. In rule accessOnStateUpdate the cascade of two update
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Schematic variables
su = Elementary or parallel state updates
\M = Read (\R), write (\W), or a sequence of memory access updates
Update Simplification Rules

reorderUpdate
\M(loc) ∥ su⇝ su ∥ \M(loc)

accessOnStateUpdate
{\M(loc)}{su}φ⇝ {\M(loc) ∥ {\M(loc)}su}φ

accessOnAccess
{\M1(loc1)}{\M2(loc2)}φ⇝ {\M1(loc1); \M2({\M1(loc1)}loc2)}φ

applyStateUpdateOnAccess
{su}\M(loc)⇝ \M({su}loc)

applyAccessOnElementary
{\M(loc)}x := t⇝x := {\M(loc)}t

Figure 3.2.: Selection of memory access update application and simplification rules

applications {\M(loc)}{su} is converted into the application of a single parallel update.
Due to the last-win semantics for parallel updates, this is possible by applying the first
update to the second, and replacing the sequential composition by parallel composition.

Similarly, in Rule accessOnAccess the cascade of two memory access update applica-
tions {\M1(loc1)}{\M2(loc2)} is converted into the application of a single parallel update.
However, instead of {\M1(loc1) ∥ \M2({\M1(loc1)}loc2)}φ (parallel memory access updates)
we end up with {\M1(loc1) ; \M2({\M1(loc1)}loc2)} (sequential memory access updates)
as unlike state updates, memory access updates can only be sequential.

Application of state update on a memory accesses update is depicted in the rule
applyStateUpdateOnAccess. Here the update is moved inward and applied on the loca-
tion set loc. As loc can be a complex term including memory access updates and data
dependence predicates, the memory access update can affect its evaluation.

For applying a memory access update on an elementary update the rule
applyAccessOnElementary is used, which is adaptation of the rule {u}(v := t) ⇝ v :=
{u}t in Figure 2.4 with u being a memory access update.

Symbolic execution accumulates updates in front of the modality. To reason efficiently,
we designed update simplification rules that allow to establish a normal form:

u1 ∥ . . . ∥un ∥ m1 ; . . . ; mo,
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where:

• ui are state updates as introduced in Section 2.1.1, and

• mj , mk are combined memory access updates with the property that if j < k then
mj is symbolically executed before mk.

3.4.3. Axiomatization

The axiomatization of data dependence predicates in the calculus is given by rules for
the application of memory access updates to data dependence predicates. A selection of
these rules is provided in Figure 3.3. After the symbolic execution rules of the calculus
have eliminated the program and updates have been normalized, what is left, are proof
obligations of the form Γ =⇒ {su ∥ mau}φ,∆. In this sequent su is an elementary or a
parallel state update with no memory access update, and mau is sequence of memory
access updates. The memory access updates are applied one by one from right to left. The
order of application of the memory access updates is opposite of their chronological order.
The reason is that we are interested in a memory access update if it happens after another
specific memory access update and forms a data dependence. For evaluating the data
dependence predicates Update-on-Formula rules are used. Some of the specific update
application rules required for noRaW are explained below.

• stateUpdateAppOnNoRaW: A state update su cannot change the content of Acc.
Consequently, the extension of predicate noRaW remains unchanged and the update
can be propagated inwards as it might affect the evaluation of loc.

• writeAccessAppOnNoRaW: Similar to application of a state update, a write access
applied to noRaW can also be propagated inwards. The justification is that we process
the memory access sequence from the end, i.e. when applying the update we look
at the final entry and in this case a write cannot invalidate the no read-after-write
property.

• readAccessAppOnNoRaW: In case of a read access \R(loc1), for noRaW(loc2) to
hold, one must prove that no write to any location in loc2 happened before. First,
the read memory access update \R(loc1) is propagated inwards. For the common
locations of loc1 and loc2 there is a read from a location for which we want to show
the no read-after-write property. This property holds only if no write memory access
happened before. For all other locations noRaW still must be shown.
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stateUpdateAppOnNoRaW
{su}noRaW(loc)⇝ noRaW({su}loc)

writeAccessAppOnNoRaW condI

{\W(loc1)}noRaW(loc2)⇝ noRaW({\W(loc1)}loc2)

readAccessAppOnNoRaW condI

{\R(loc1)}noRaW(loc2)⇝
noW(loc1 ∩ ({\R(loc1)}loc2)) ∧ noRaW(({\R(loc1)}loc2) \ loc1)

knownNoRaW
Γ,noRaW(loc1) =⇒ if (loc2 ⊆ loc1) then (true) else (noRaW(loc2 \ loc1)),∆

Γ,noRaW(loc1) =⇒ noRaW(loc2),∆

knownNoR
Γ,noR(loc) =⇒ noRaW(loc),∆

knownNoW
Γ,noW(loc) =⇒ noRaW(loc),∆

condI: loc2 does not contain data dependence predicates

Figure 3.3.: A selection of rules for axiomatization of data dependence predicates.
loc, loc1, and loc2 are of type LocSet.
For the rest of the rules, see Appendix B.1

.
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• knownNoRaW: For showing that noRaW(loc2) holds it is sufficient to know that
noRaW(loc1) holds and loc2 is a subset of loc1, otherwise, one only needs to show
the property for those locations in loc2 not contained in loc1.

• knownNoR and knownNoW: These rules exploit that if there is no read (write) to
any location in loc then there is also no read-after-write to any location in loc.

Note. For soundness, it is important to propagate \R(loc1) inwards. In practice loc2 often
does not contain data dependence predicates,2 such that {\R(loc1)}loc2 is automatically
simplified to loc2 by the prover.

Except the rules mentioned above and a few related ones, only a few calculus rules
of [32] needed to be modified. These were minor technical changes which we mention
gradually.

There are similar calculus rules for application of state and memory access updates on
other data dependence predicates in Appendix B.1.

Theorem 3.4.1 (Soundness and Completeness of JavaDL Calculus). The calculus rules of
JavaDL program logic are sound and complete.

Corollary 3.4.1 (Soundness of JavaDL Calculus). Since all the rules in JavaDL are sound,
its calculus is sound.

As examples, we provide the proof of soundness and completeness of the rules
writeAccessAppOnNoRaW, and readAccessAppOnNoRaW introduced in Figure 3.3 in
Appendices C.1 and C.2, respectively.

Example 3.4.1. Figure 3.4 shows the outline of a sequent calculus proof for the sequent:

a ̸ .= null, b ̸ .= null, a ̸ .= b, noW(a[0]) =⇒
[a[0]=v; z=b[0];]noRaW(a[0]).

It expresses that if we start in a state with no write access to a[0], and where a and b
refer to different existing array objects, then after executing a[0]=v; z=b[0]; there is
no read-after-write access to a[0]. Program variables v and z are local program variables
and the accesses to them are not recorded. First, the program is symbolically executed
and update normalization takes place. Subsequent update simplification eliminates state
update su, as it does not affect the data dependence property. This results in the sequent:

a ̸ .= null, b ̸ .= null, a ̸ .= b, noW(a[0]) =⇒

{\W(a[0]); \R(b[0])}noRaW(a[0])
2This can be checked syntactically.
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∗
Ψ =⇒ noRaW(a[0])

...
Ψ =⇒ noRaW({\W(a[0])} a[0])

Ψ =⇒ {\W(a[0])}(noW(

.
=∅⏟ ⏞⏞ ⏟

b[0] ∩ {\R(b[0])}a[0]) ∧ noRaW(a[0]))
Ψ =⇒ {\W(a[0]); \R(b[0])}noRaW(a[0])

...
Ψ =⇒ {su ∥ \W(a[0]); \R(b[0])} noRaW(a[0])

...
a ̸ .= null, b ̸ .= null, a ̸ .= b, noW(a[0])⏞ ⏟⏟ ⏞

Ψ:=

=⇒ [a[0]=v; z=b[0];]noRaW(a[0])

with su := heap := store(heap,a[0],v) ∥
z := select(store(heap,a,arr(0),v),b,arr(0))

Figure 3.4.: Example of a formal verification proof of a noRaW property

Now rule readAccessAppOnNoRaW is applied in a variant for combined memory access
updates. The intersection of the two location sets inside the noW is provably empty and
noW(∅)⇝ true. The read memory access \R(b[0]) can be removed, because its location
set is disjoint from a[0]. 3 Now write memory access \W(a[0]) can be moved inwards
with applying writeAccessAppOnNoRaW rule. After further simplification we apply
noWnoRaW rule (Ψ′ contains noW(a[0]) to close the proof.

3This is easily justified formally by using {\W(a[0])}{\R(b[0])} instead of {\W(a[0]); \R(b[0])} and
the original rule readAccessAppOnNoRaW, but would result in a longer, more technical proof.
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4. Automatic Loop Invariant Generation for
Data Dependence Analysis

To analyze and verify data dependences in programs with loops we need to synthesize
data dependences that hold in each loop iteration. Traditional loop invariants specify (or
rather: over-approximate) the set of states reachable both at the beginning and at the end
of each loop iteration. In addition, we need to specify dependences that occur during an
arbitrary loop iteration, including dependences between different iterations (Chapter 5).
Consequently, we need to design a dependence-aware loop invariant generation technique.

For automatic loop specification generation we focus on the data dependence analysis
and not on the termination. In our application area HPC, loops are for-loops whose
termination can easily be established.

In addition, we focus on dependences among array types, because these are by far the
most relevant data structure in HPC. If there is a parallelization opportunity at all, then
it occurs typically in terms of array segments that can be processed in parallel. Array
intervals of the form a[i..j] for 0 ≤ i ≤ j < a.length are a natural data abstraction.
They induce a lattice via the “contains more memory locations” order (Figure 4.1). Also
the dependence relations form a lattice with “no dependence” as the top element (Figure
4.2). The existence of lattice abstractions for dependences and program data is one reason
why predicate abstraction [28] is an appropriate loop invariant generation technique.

The loop invariant generation process works on a language of abstraction predicates
based on the mentioned lattices (Section 4.2.1), viewed as an abstract domain on which to
express data dependence loop invariants. Predicate abstraction normally works by abstract
interpretation [53] of the code to generate invariant candidates [29]. For retaining full
precision concerning the analyzed program, we use fully precise, logic-based symbolic
execution [32, Chapter 3]. To achieve this, we use deductive verification based on an
extended symbolic execution calculus that can generate abstract dependence predicates
(Section 4.2.2). The main technical difficulty we need to solve is to combine formula-based
predicate abstraction and state-based symbolic execution in a deductive framework.

The loop invariant generation process itself follows a fixpoint iteration approach: a loop
body is symbolically executed by calling the deductive verifier to produce a data depen-
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dence invariant candidate. Then the same loop body is executed once more, assuming the
invariant holds. If the invariant is re-established at the end, then it is valid. Otherwise,
the differing data dependence invariant candidates (at the beginning and at the end of
one iteration, respectively) are combined into the least common abstraction and a further
iteration is performed. The process ends, once a fixpoint is reached.

Some complications need to be considered: first, symbolic execution of a loop body in
general results in more than one possible control flow, so it branches into many different
symbolic execution paths. This is handled with a symbolic path merging rule [57]. Second,
bounds in the lattice in Figure 4.1 are symbolic and not necessarily known. There is an
unknown number of sequence of arrays a[i..j] ⊆ · · · ⊆ a[i′..j′] with symbolic bounds such
that i > i′ and j < j′. As usual in abstract interpretation, termination is enforced by
widening steps that are heuristically triggered.

We focus on the generation of the part of the loop invariant concerned with data
dependences and call it data dependence loop invariant. Additionally, we need to ensure that
array accesses are within their bounds. For this we rely on existing predicate abstraction
techniques for deductive verification [56].

The loop invariants we generate are conjunctions of predicates that capture atomic
data dependences between memory areas. For example, the predicate noR(loc) specifies
that no location in the memory location set loc is read. To simplify the presentation,
we consider only location sets that describe contiguous memory ranges of arrays. The
extension to general memory locations is straightforward.

The memory locations associated with an array form a lattice using the subset relation
on their extension. An excerpt is shown in Figure 4.1.

In Section 4.1, we develop foundations for adapting predicate abstraction in symbolic
execution. We use this foundation to produce data dependence loop invariant automatically
in Section 4.2. We end the chapter with sequent calculus rules for embedding predicate
abstraction in JavaDLDep (Section 4.3).

4.1. Reconciling Predicate Abstraction and Symbolic Execution

For generating loop invariants we use the predicate abstraction technique explained in
Section 2.4. It starts with an initial set of predicates describing the initial state of the loop.
This set is iteratively refined till reaching a fixpoint.

To refine a given set of data dependence predicates D we combine predicate abstraction
with symbolic execution. This allows us to refine D while at the same time, symbolically
executing the loop body. After unwinding the loop (applying the loopUnwind rule), the
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sequent to be proven has the following shape:

Γ, . . . =⇒ {u}[while (b) { body }]φ,∆

Our forward symbolic execution calculus, including unwinding, accumulates state
updates in front of modalities. However, for technical reasons, predicate abstraction is
easier to implement, if state changes are expressed as equations corresponding to the
strongest postcondition, not as weakest preconditions that result from update application.
Hence, we need to rewrite updates accordingly using state shifting rules. A state update
shifting technique that turns state updates into formulas usable in predicate abstraction
was discussed in [49]. It works by:

1. translating updates into equations, which are then added to the antecedent, and

2. transforming the remaining formulas into their strongest postcondition.

To retain access to pre-update values all program variables occurring on the left-hand side
of an elementary update must be renamed.

Definition 4.1.1 (Shift state update rule schema [49]).

shiftStateUpdate
{u′}Γ, upd =⇒ φ, {u′}∆

Γ =⇒ {u}φ,∆
,

where upd =
⋀︁
i∈{1,...,n} ai

.
= {u′}{u}ai with:

• u′ = a1 := a′1|| . . . ||an := a′n

• a′i ∈ FSymr fresh constants for all i ∈ {1, . . . , n}

• {a1, . . . , an} = updated(u) with updated : UpdΣ → 2PV

updated(u) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
a u = a := t

updated(u1) ∪ updated(u2) u = u1||u2

updated(u2) u = {u1}u2

Update u′ substitutes each updated program variable ai with a fresh constant a′i rep-
resenting the old (pre-update) value of ai. Formula upd links the old instances with
the updated ones. Weiß [49] showed that {u′}Γ, upd is the strongest postcondition of Γ
under u.

The idea behind this rule is, instead of transforming φ to its weakest precondition
under update u, to transform the rest of sequent into its strongest postcondition. This is
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done by advancing the symbolic state of the sequent. The technique is known as priming.
Formula upd(u, u′) establishes the relation between the original update u and its renamed
(“primed”) version u′. The effect of this rule is that, instead of computing the pre-state of
formula φ locally, we advance the symbolic state of the sequent.

Example 4.1.1. Assuming array a is not null, after applying rule schema
assignmentLocalVariable to Listing 2.1 we obtain the sequent:

a ̸ .= null =⇒ {i := 0}
[while (i < a.length - 1) {a[i] = a[i+1]; i++;}]φ

After applying shiftStateUpdate we have:

a ̸= null, i .
= {i := i′}({i := 0}i) =⇒

[while (i < a.length - 1) {a[i] = a[i+1]; i++;}]φ

After unwinding the loop and simplifying the antecedent, assuming we are in the
branch, where the while condition holds, the sequent above becomes:

a ̸ .= null, i .
= 0 =⇒ {i := i+1∥a[0] := a[1]∥\R(a[1]); \W(a[0])}

[while (i < a.length - 1) {a[i] = a[i+1]; i++;}]φ

Applying the shiftUpdate rule again and simplifying gives:

a ̸ .= null, i′ .= 0, i′ < a.length - 1, i .
= 1, a[0] .

= a[1] =⇒
{\R(a[1]); \W(a[0])}

[while(i < a.length-1) {a[i] = a[i+1]; i++;}]φ

We use shiftStateUpdate rule for turning state updates into formulas. To address
memory access updates we need further rules. To this end we define two dependence-
aware shift rules corresponding to read and write access, respectively.

Read and write memory accesses are not stored explicitly as values of a program variable,
but in terms of memory access updates and non-rigid dependence predicates, so we need
a technique to rewrite formulas containing dependence predicates into their strongest
postcondition. Technically, we achieve this by introducing dual access predicates that
contain the renamed location sets.

Definition 4.1.2 (Renamed memory access update predicate). The syntax of a renamed
memory access update is

⟨update⟩ ::= …| \R′ ‘(’⟨term⟩‘)’ | \W′ ‘(’⟨term⟩‘)’
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where the term given as argument denotes a location set. Their semantics is defined as
follows:

valK,s,β(\R′(loc)) = s′ where

s′ =

⎧⎨⎩ (σ, accseq), if s = (σ, accseq ◦ ⟨Read(valK,s,β(loc))⟩)

sChoice(s, valK,s,β(loc)), otherwise

valK,s,β(\W′(loc)) = s′ where

s′ =

⎧⎨⎩ (σ, accseq), if s = (σ, accseq ◦ ⟨Write(valK,s,β(loc))⟩)

sChoice(s, valK,s,β(loc)), otherwise

We assume function sChoice(s, valK,s,β(loc)) that takes state s and location set
valK,s,β(loc) and returns some state. This way, we ensure that the evaluation function is a
total and well-defined function.

Intuitively the renamed memory access update removes the last recorded memory access
of a given state and acts as an ‘inverse’ to the corresponding memory access update. The
semantics is the inverse of the memory access updates. This corresponds to the duality
between weakest precondition and strongest postcondition. For instance, rule
dualityAccAndRenamedAcc, with a side condition that loc does not contain data depen-
dence predicates, uses this duality:

dualityAccAndRenamedAcc {\R′(loc)}{\R(loc)}φ⇝ φ

Theorem 4.1.1 (Soundness and completeness of dualityAccAndRenamedAcc). Rule
dualityAccAndRenamedAcc is sound and complete.

Proof of Theorem 4.1.1 is shown in Appendix C.3.
With multiple sequential memory access updates {\M1(loc1); \M2(loc2); . . . ; \Mn(locn)}φ,

shifting process starts from the chronologically latest memory access update \Mn(locn)
towards the first one \M1(loc1). Finally, to link the renamed memory accesses update with
the original memory access updates, we define memory access predicates, which play the
role of formula upd in shiftStateUpdate.
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Definition 4.1.3 (Memory access predicate). The syntax of a memory access predicate is

⟨fml⟩ ::= …| rPred ‘(’⟨term⟩, ⟨term⟩‘)’ | wPred ‘(’⟨term⟩, ⟨term⟩‘)’

where the term given as first argument denotes a location set and the second term an
integer. Its semantics specifies that the i-th most recent memory access of the given kind
was limited to locations ls and is defined as follows (the semantics of wPred is analogous):

s(rPred) = {(ls, i) | s = (σ,Acc), 0 ≤ i < n,

Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn−i(lsn−i)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩,

and Mn−i = Read and lsn−i = ls}

Using the renamed memory access updates and memory access predicates, we can shift
memory access updates. The rule for shifting a renamed memory access update for read
is as follows:

Definition 4.1.4 (Rule schema shiftRead).

{\R′(loc)}Γ,rPred(loc, 0) =⇒ φ, {\R′(loc)}∆
Γ =⇒ {\R(loc)}φ,∆

cond

With the side condition cond that loc does not contain data dependence predicates.

As before, we transform all formulas of a sequent into their strongest postcondition.
Technically, we achieve this by applying the renamed memory access update \R′(loc) to
all formulas and adding the formula rPred(loc, 0). The latter says that in the new state
of the sequent, the most recent memory access, which is labeled by 0, was a read access
on loc. The rule schema shiftWrite is completely analogous, see Appendix B.2.

After shifting and update simplifications, the resulting sequent expresses now any
symbolic state in terms of formulas instead of updates. This enables predicate abstraction.

Theorem 4.1.2 (Soundness and completeness of shiftRead). Let Γ,∆ be sets of formula,
a formula φ, and the location set loc ∈ DLocSet. If and only if

|= {\R′(loc)}Γ,rPred(loc, 0) =⇒ φ, {\R′(loc)}∆

and loc does not contain data dependence predicates, then the following holds:

Γ =⇒ {\R(loc)}φ,∆.

Theorem 4.1.2 is proven in Appendix C.4.
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Example 4.1.2. Continuing Example 4.1.1, in a state with no data dependence on array
a (noDep(a[0..a.length-1])) we obtain the sequent:

a ̸ .= null, i′ .= 0, i′ < a.length - 1, i .
= 1, a[0] .

= a[1],

noDep(a[0..a.length-1]) =⇒
{\R(a[1]); \W(a[0])} [while (i < a.length - 1) {a[i] = a[i+1]; i++;}]φ

Applying shiftRead, then shiftWrite and update simplification rules:

a ̸ .= null, i′ .= 0, i′ < a.length - 1, i .
= 1, a[0] .

= a[1],

noR(a[0..a.length-1] \ a[1]), noW(a[1..a.length-1]),
rPred(a[1],1), wPred(a[0],0) =⇒

[while (i < a.length - 1) {a[i] = a[i+1]; i++;}]φ

Memory access updates (\R(a[1]), \W(a[0])) in the first sequent are turned into
antecedent formulas rPred(a[1],1), wPred(a[0],0). Application of the renamed
memory access update increased the second argument of rPred(loc, lb) by one (we will
explain this in Section 4.3) and excluded locations, where a read and write access took
place, from the initial dependence predicate noDep(a[0..a.length-1]). The rewrite
rules are discussed later Section 4.3.

Example 4.1.2 exhibits that sequents are still missing information. After applying
shiftRead and before applying shiftWrite to memory access \W(a[0]), the information that
noW(a[0..a.length-1]) held is missing. As a remedy we introduce history predicates
that record historical information before a memory access update.

Definition 4.1.5 (History data dependence predicate). The syntax of the history data
dependence predicates is

⟨fml⟩ ::= noRHist ‘(’⟨term⟩, ⟨term⟩‘)’ | noWHist ‘(’⟨term⟩, ⟨term⟩‘)’ | …

where the first argument is a location set and second an integer. The semantics is as
follows:

s(noRHist) = {(ls, i) | s = (σ,Acc), 0 ≤ i < n,

Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn−i(lsn−i)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩,

for all 0 < j ≤ n− i with

Mj = Read it holds that ls ∩ lsj = ∅}
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(analogously for noWHist in Appendix A.2) and

s(noRaWHist) = {(ls, i) | s = (σ,Acc), 0 ≤ i < n,

Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn−i(lsn−i)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩,

and for all 0 < j < k ≤ n− i with

Mj = Write and Mk = Read

it holds that ls ∩ lsj ∩ lsk = ∅}

(analogously for noWaRHist,noWaWHist, see Appendix A.2).

History predicates are introduced by applying a renamed memory access update on
a dependence predicate. This enables us to keep the necessary precision in the shifted
sequent. They are sufficient for our purpose, but do not result in a complete calculus. For
that, exact history information at an arbitrary position in the past is needed.The nature of
data dependence analysis that is concerned about the flow of memory accesses demands
such information.

Example 4.1.3. With history predicates the final sequent of Example 4.1.2 becomes:

a ̸ .= null, i′ .= 0, i′ < a.length - 1, i .
= 1, a[0] .

= a[1],

noR(a[0..a.length-1] \ a[1]), noW(a[1..a.length-1]),
rPred(a[1],1), wPred(a[0],0),

noRHist(a[0..a.length-1],2),noWHist(a[0..a.length-1],1) =⇒
[while(i < a.length - 1) { a[i] = a[i+1]; i++;}]φ

By turning the updates over a modality to formulas in the antecedent, we can use this
information to refine the set of predicates.

4.2. Data Dependence Loop Invariant Generation with Predicate
Abstraction

We propose a version of loop invariant generation by predicate abstraction [29] adapted
to deductive verification and dependence analysis. It is a suitable technique, because
(i) we work in a specific domain (data dependence) that suggests effective heuristics,
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a[l..h]

a[l1..h1]

a[l1] . . . a[h1]

. . . a[ln..hn]

a[hn]. . .a[ln]

∅

Figure 4.1.: Order betweenmemory locations corresponding to array ranges and elements,
where for all 1 ≤ i ≤ n it holds that l ≤ li ≤ hi ≤ h

(ii) data dependences are specified by predicates (Definition 3.3.1), (iii) there are abstract
domains that provide appropriate approximation. We pursue a bottom-up approach, i.e.
we start with the code under analysis to construct a loop invariant without the need to
rely on external specifications (though these can be used, if available).

4.2.1. Predicate Abstraction

The set of all memory location terms is DLocSet. The location terms occur as arguments
of dependence predicates in loop invariants: Dependence properties are expressed in our
logic with unary non-rigid predicates PSymDep = {noRaW, noWaR, noWaW, noR, noW}.
These predicates take a set of memory locations as argument and specify that there are
no flow, anti-, or output dependences and no read or write accesses to any of the memory
locations in their argument, respectively. Again, the predicates PSymDep induce a lattice
based on the partial order of read and write accesses they exclude. For example, if there
is no read access on location set loc, there can not be any flow dependence (RaW) or
anti-dependence (WaR) on any loc′ ⊆ loc. Put differently, noR(loc) implies noRaW(loc′)
and noWaR(loc′). An excerpt of the dependence predicate lattice is in Figure 4.2.

It is worth noting that predicates noAaR, and noAaW which mean no access after a
read access and no access after write access are virtual predicates. They are not important
in reasoning and are skipped in the refinement process.

In predicate abstraction the atomic formulas are equipped with an abstraction relation
based on a partial order. For this we use the product of the dependence predicate lattice
(for the predicate symbols) and the location set lattice (for their arguments). As both
lattices are partially ordered, their product lattice is also partially ordered.
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noDep(loc)

noR(loc)

noAaR(loc′)

noW(loc)

noAaW(loc′)

noWaR(loc′′) noRaW(loc′′) noWaW(loc′′)

true

Figure 4.2.: Order between dependence predicates with locations sets loc′′ ⊆ loc′ ⊆ loc
induced by the lattice in Figure 4.1

Definition 4.2.1 (Abstract domain). The abstract domain DDep consists of the atomic for-
mulas constructed from PSymDep and DLocSet, i.e. DDep = {dp(loc) | dp ∈ PSymDep and
loc is of type LocSet}.

Definition 4.2.2 (Data Dependence abstract language). The abstract language LDep =
⟨DDep,⊑Dep⟩ is the abstract domain DDep equipped with the partial order ⊑Dep that is
induced by logical consequence.

Using our defined abstract language, the data dependence loop invariant for a loop
over array a, is defined as follows:

Definition 4.2.3 (Data dependence loop invariant). A data dependence loop invariant
LIDep has the form

⋀︁
i dpi, where dpi ∈ DDep.

Concerning the functional properties required for sufficiently strong loop invariants,
recall that we focus on dependence properties over arrays. In consequence, we restrict
functional invariant generation to arithmetic constraints over array bounds and loop
counters. This aspect is taken from the literature [29, 56].

Example 4.2.1. The precise data dependence loop invariant of the while loop in Listing 2.1
is

noR(a[0] ∪ a[i+1..a.length-1]) ∧
noW(a[i..a.length-1]) ∧
noRaW(a[0..a.length-1]) ∧ noWaW(a[0..a.length-1])
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The functional part of the loop invariant is 0 ≤ i ≤ a.length − 1 which implies
i .
= a.length− 1 after the final iteration when the guard is false. The conjunction of

both invariants constitutes the overall loop invariant.

The quality of the generated loop invariants depends on the level of abstraction embodied
in the initial set of predicates provided for predicate abstraction. In the following section
we describe how the current set of dependence predicates DDep is initialized and refined
through symbolic execution.

4.2.2. Predicate Refinement

The initial set of data dependence predicates starts at the top element of the domain
(Figure 4.2) and assumes there were no read or write accesses on the arrays in the code
until then. For the example in Listing 2.1 the initial data dependence predicate set is

Dinit = {noDep(a[0..a.length-1])} ⊆ DDep .

To refine a given set of data dependence predicates D we use logic modeling tool box
introduced in Section 4.1. This allows us to refine D while symbolically executing the
loop body. After unwinding the loop, the sequent to be proven has the following shape:

Γ, . . . =⇒ {u}[while (b) {body}]φ,∆

Update u contains the state changes (including memory accesses) accumulated during
symbolic execution of the previous loop iteration. By applying sequent calculus rules
shiftStateUpdate, shiftRead and shiftWrite, the concise information stored in u is repre-
sented in the form of formulas. This formulas are used to refine the set of predicates.

Algorithm 1 shows data dependence loop invariant generation. If Dold and Dref differ
then the antecedent of the current sequent is replaced by the latter and one further loop
iteration is symbolically executed. The refinement cycle continues until the invariant
candidate reaches a fixpoint. This means the dependence predicate set stays unchanged
after some number of refinement steps.

The returned conjunction of predicates is a data dependence loop invariant. It is
guaranteed to be correct, but not necessarily inductive, as it might fail to imply the
postcondition.

Refinement is performed in function refine after each symbolic execution of a loop
iteration and subsequent shifting of memory access updates. The task is to refine a set
of memory access predicates D ⊆ DDep until it becomes provable in the current sequent
context. Each dp ∈ D implied by the current sequent (without the program formula) stays
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function loopInvariantGenerator
input :Sequent seq : pre =⇒ [loop]post
output :Loop Invariant
Dold, Dref ← Dinit, ∅;
while Dold ̸= Dref do

seq ← Apply rule unwindLoop on seq;
seq ← Symbolic execution on seq;
seq ← Merge branches below seq;
/* seq has now the form pre′ =⇒ {u}[loop]post */
seq ← apply shift update rules on u in seq;
Dref , Dold ← refine(seq,Dold), Dref ;
seq ←

(︁⋀︁
Dref =⇒ [loop]post

)︁
;

end
return

⋀︁
Dref ;

function refine
inputs :Sequent seq : pre =⇒ [loop]post

Dependence invariant candidate D
output :Refined candidate Dref
Dref ← ∅;
foreach dp ∈ D do

isProveable← prove(pre =⇒ dp);
if isProveable then

Dref ← Dref ∪ {dp};
else

Dref ← Dref ∪ refine(seq,weaken(dp, seq));
end

end
return Dref ;
Algorithm 1: Data Dependence Loop Invariant Generation Algorithm

in D. Otherwise, dp is replaced by a weaker version. Weakening conforms to the lattices
in Figures 4.1–4.2 and is described in Algorithm 2. Once we find a weaker predicate
implied by the current sequent, it is added to D and we do not descend further in the
lattice. If no provable weaker version is found, dp is replaced with the bottom element
true, amounting to its removal from D.

Termination is ensured provided that after a finite number of weakening steps the
bottom element (true) of the lattice in Figure 4.2 is reached for any noX(loc) ∈ D. We
achieve this by ensuring that the number of used location sets in LS, and hence, DDep
is finite. For example, if noR(loc) is not implied by the current sequent, we try out
noRaW(loc) and noWaR(loc), as well as noR(loc′) for proper subsets loc′ ⊂ loc. The loc′
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function weaken
inputs :Data dependence predicate noX(a[low..high])

Sequent seq : pre =⇒ [loop]post
output :Set of weaker predicates weakened
weakened← ∅;
index← index from loop;
step← increment from loop;
if noX is in {noR, noW} then

weakened← weakened ∪ noRaW(a[low..high]) ;
weakened← weakened ∪ noWaR(a[low..high]) ;

end
if noX is noW then

weakened← weakened ∪ noWaW(a[low..high]) ;
end
if first refinement iteration ; // done only once
then

weakened←
weakened ∪ noX(a[low]) ∪ noX(a[low + step..high− step]) ∪ noX(a[high]);

end
if low < index < high then

weakened← weakened ∪ noX(a[low..index]);
weakened← weakened ∪ noX(a[index..high]);

end
return weakened

Algorithm 2: Dependence Predicate Weakening Heuristics

are determined heuristically based on trigger occurrences in the current sequent: If a
predicate with location set a[low..high] needs to be weakened, we split the location set
into a[low], a[low + step..high− step], and a[high], where we use the increment for the
loop counter variable as value for step. To ensure termination we perform this refinement
only once, otherwise splitting might not terminate, because low and high are symbolic.
The second split along the loop index reflects the heuristics that location sets before
the current loop index are accessed differently than locations after the loop index. For
example, in the program of Listing 2.1 all array elements up to index i+1 have been read,
while noR(a[i+ 2..a.length− 1]) holds.
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4.3. Reasoning

For reasoning, we extend JavaDLDep calculus to support the newly introduced updates
and predicates.

4.3.1. Verification of the Data Dependence Loop Invariant

We described a data dependence loop invariant generation process. If we obtain a
conjectured set D of data dependence predicates for a given piece of code prg, then it is
easily possible to verify (or disprove) it with the logic developed here.

It is sufficient to encode D as a data dependence loop invariant, i.e. as a conjunction
of dependence predicates and prove the sequent pre, D, I =⇒ [prg](D ∧ I), where pre
contains possible assumptions on initial values of prg and I is the functional invariant
containing boundary values.

In the following, we mention a selection of sequent calculus rules developed for realizing
the logic behind data dependence loop invariant generation process. These rules reflect
the chronological order of memory access updates.

4.3.2. Renamed Memory Access Update Application

Intuitively, application of a renamed memory access update ages memory access and
history data dependence predicates. Rules renamedReadAppOnNoR,
renamedReadAppOnReadPred and renamedReadAppOnNoRHist in Figure 4.3 are ex-
amples of the rules reflecting this effect. Rules for application of renamed read memory
access update on the rest of memory access and history data dependence predicates are
analogous, see Appendix B.3. Rules for application of renamed write memory access
update are analogous and therefore omitted.

4.3.3. Subsumption Relations

In addition to subsumption relations depicted in Figure 4.2 and realized by rules like
knownNoR, knownNoRaW and etc. (Subsection 3.4.3), there are subsumption relations
between history data dependence predicates. Figure 4.4 shows examples of such rules.
Intuitive meaning of them is as following:

• Rule schema noRImpliesNoRHist states that if predicate noR(loc) holds after n
memory accesses of Acc, it also holds after lb memory accesses in it where lb < n.
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renamedReadAppOnNoR
{\R′(rLoc)}noR(loc)⇝ noRHist({\R′(rLoc)}loc, 1)

renamedReadAppOnReadPred
{\R′(rLoc)}rPred(loc, lb)⇝ rPred({\R′(rLoc)}loc, {\R′(rLoc)}lb+ 1)

renamedReadAppOnNoRHist
{\R′(rLoc)}noRHist(loc, lb)⇝ noRHist({\R′(rLoc)}loc, {\R′(rLoc)}lb+ 1)

Figure 4.3.: Selection of rules for renamed memory access update application

noRImpliesNoRHist noR(loc)⇝ noRHist(loc, lb)

noRHistOnBothSides

Γ,noRHist(loc1, lb1), lb1 ≤ lb2 =⇒ noRHist(loc2 \ loc1, lb2),∆
Γ,noRHist(loc1, lb1), lb1 > lb2 =⇒ noRHist(loc2, lb2),∆

Γ,noRHist(loc1, lb1) =⇒ noRHist(loc2, lb2),∆

Figure 4.4.: Excerpts of subsumption relations between history data dependence predi-
cates

• In the rule noRHistOnBothSides, having lb1 ≤ lb2 and consequently n− lb1 ≥ n−
lb2 infers that noRHist(loc1, lb1) takes into account a larger sequent of memory
accesses therefore it has more information than noRHist(loc2, lb2) regarding the
read memory accesses on loc1 ∩ loc2.

Subsumption relations between other predicates are analogous and can be found in
Appendix B.4.

4.3.4. Embedding Predicate Abstraction

Intuitively, the formula rPred(loc, lb) holds in a state

s = (σ, ⟨M1(loc1)⟩ . . . ⟨Mn−lb(locn−lb)⟩ . . . ⟨Mn(locn)⟩)

if and only if Mn−lb = Read and locn−lb = loc. In other words, the formula rPred(loc, lb)
expresses that the lb-th most recent memory access is a read access on exactly the locations
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⟨M1(loc1)⟩ ◦ . . . ◦ ⟨Mn−(lb+1)⟩⏞ ⏟⏟ ⏞
noRHist(loc,lb+1)

◦
rPred(loc,lb)⏟ ⏞⏞ ⏟

⟨Mn−lb(locn−lb)⟩ ◦⟨Mn−(lb−1)(locn−(lb−1))⟩ ◦ . . . ◦ ⟨Mn(locn)⟩

Figure 4.5.: Subsequences of accesses referred to by rPred(loc, lb) and
noRHist(loc, lb+ 1) (0 ≤ lb < n)

readPredANDnoRHistSameLabel

Γ,rPred(loc1, lb),noRHist(loc2, lb), loc1 ∩ loc2
.
= ∅ =⇒ φ,∆

Γ,rPred(loc1, lb),noRHist(loc2, lb) =⇒ φ,∆

readPredANDnoRHistRightSameLabel

Γ,rPred(loc1, lb) =⇒ loc1 ∩ loc2
.
= ∅ ∧ noRHist(loc2, lb+ 1),∆

Γ,rPred(loc1, lb) =⇒ noRHist(loc2, lb),∆

readPredAFTERnoRHist

Γ,rPred(loc1, lb),noRHist(loc2, lb+ 1),noRHist(loc2 \ loc1, lb) =⇒ φ,∆

Γ,rPred(loc1, lb),noRHist(loc2, lb+ 1) =⇒ φ,∆

Figure 4.6.: Relation of rPred and noRHist rules

in loc. Similarly, the formula noRHist(loc, lb+ 1) holds in state s if there has been no
read access on any location in loc up to and including Mn−(lb+1). Figure 4.5 visualizes
the subsequences of memory accesses that determine the validity of formulas.

Meaningful relations between access predicates and history data dependence predicates
can be established only when they have the same label or the difference is 1. Otherwise,
a rule has to consider an arbitrary number of memory accesses between the two points
described by an access predicate and a history data dependence predicate.

Relation of rPred and noRHist

Figure 4.6 shows the rules needed for establishing the logical relation between rPred
and noRHist.
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readPredANDnoWHistRightSameLabel

Γ,rPred(loc1, lb) =⇒ noWHist(loc2, lb+ 1),∆

Γ,rPred(loc1, lb) =⇒ noWHist(loc2, lb),∆

readPredAFTERnoWHist

Γ,rPred(loc1, lb),noWHist(loc2, lb+ 1),noWHist(loc2, lb) =⇒ φ,∆

Γ,rPred(loc1, lb),noWHist(loc2, lb+ 1) =⇒ φ,∆

Figure 4.7.: Relation of rPred and noWHist rules

In state s, predicate noRHist(loc2, lb) indicates that there has not been a read memory
access on loc2 from M1 until and including Mn−lb, while rPred(loc1, lb) states that Mn−lb
is a read memory access. If noRHist(loc2, lb) holds this access should not be on loc2 or
its subsets (loc1 ∩ loc2

.
= ∅). Rule readPredANDnoRHistSameLabel reflects this fact.

For proving noRHist(loc2, lb) in addition toMn−lb, none of the accesses before it should
a read on loc2 or its subsets. This information is aggregated in noRHist(loc2, lb + 1).
Rule readPredANDnoRHistRightSameLabel concerns this matter.

Rule schema readPredAFTERnoRHist states that having rPred(loc1, lb+ 1), predicate
noRHist(loc2, lb) would hold if it has not been violated by the corresponding memory
access of rPred(loc1, lb+ 1).

Rules for establishing the relation of wPred and noWHist are analogous, and can be
seen in Appendix B.5.1.

Relation of rPred and noWHist

Rules for establishing the relation of rPred and noWHist are shown in Figure 4.7. Rule
schema readPredANDnoWHistRightSameLabel states that two different memory accesses
can not happen at the same time. If Mn−lb is a read, for proving noWHist(loc2, lb) we
only need to show that there has not been a write access on loc2 up to Mn−lb. Rule
schema readPredAFTERnoWHist shows that knowing there has not been a write access
on loc2 up to Mn−lb, and Mn−lb is read we can deduce that noWHist(loc2, lb).

Rules for establishing the relation of wPred and noRHist are analogous and included
in Appendix B.5.2.
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Relation of rPred and noRaWHist

Rules for establishing the relation of rPred and noRaWHist are shown in Figure 4.8.
We explain the intuitive meaning of these rules below:

• Rule readPredANDnoRaWHistSameLabel: Knowing that at n− lb in Acc there is a
read access on loc1 and at the same time noRaWHist holds for loc2, we can deduce
that noWHist holds for loc1 ∩ loc2 up to n− lb.

• Rule readPredANDnoRAWHistoryRightSameLabel: To show noRaWHist while
having a read access at the same time, for memory locations that are not accessed
we need need to show noRaWHist up to this access. For the loc1 ∩ loc2 we only
need to show that noWHist holds right before the read access.

• Rule readPredBEFOREnoRaWHist: If noRaWHist holds at a point (n− lb) in Acc
and right before this point ((n− lb) + 1) there has been a read, we can deduce that
before this access ((n− lb) + 1 + 1) predicate noWHist held on loc1 ∩ loc2.

• Rule readPredBEFOREnoRaWHistRight: To show that noRaWHist holds at a point
(n− lb) in Acc while knowing that right before this point ((n− lb) + 1) there has
been a read, we need to show that before this access ((n− lb) + 1 + 1) predicate
noWHist held on loc1 ∩ loc2.

Rules for establishing the relation of wPred with noWaRHist and noWaWHist are
analogous. These rules can be seen in Appendices B.5.3 and B.5.4, respectively.

The Curious Case of wPred

There is a special rule for relating two wPred to each other. They must indicate write
accesses to the same location sets if they have the same label. The reason is that the
labels are unique. The intersection between their accessed location sets must be checked
in the case of different labels. If this intersection is non-empty, then noWaWHist does
not hold for it from when the most recent write access has happened. Rule schema
writePredANDwritePred shows this fact.
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readPredANDnoRaWHistSameLabel

Γ,rPred(loc1, lb),noRaWHist(loc2, lb),noWHist(loc1 ∩ loc2, lb+ 1) =⇒ φ,∆

Γ,rPred(loc1, lb),noRaWHist(loc2, lb) =⇒ φ,∆

readPredANDnoRaWHistRightSameLabel

Γ,rPred(loc1, lb) =⇒ noRaWHist(loc2 \ loc1, lb+ 1) ∧ noWHist(loc1 ∩ loc2, lb+ 1),∆

Γ,rPred(loc1, lb) =⇒ noRaWHist(loc2, lb),∆

readPredBEFOREnoRaWHist

Γ,rPred(loc1, lb+ 1),noRaWHist(loc2, lb), noWHist(loc1 ∩ loc2, lb+ 2) =⇒ φ,∆

Γ,rPred(loc1, lb+ 1),noRaWHist(loc2, lb) =⇒ φ,∆

readPredBEFOREnoRaWHistRight

Γ,rPred(loc1, lb+ 1) =⇒ noRaWHist(loc2 \ loc1, lb) ∧ noWHist(loc1 ∩ loc2, lb+ 2),∆

Γ,rPred(loc1, lb+ 1) =⇒ noRaWHist(loc2, lb),∆

Figure 4.8.: Relation of rPred and noRaWHist rules
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writePredANDwritePred

Γ,wPred(loc1, lb1),wPred(loc2, lb2), lb1
.
= lb2, loc1

.
= loc2 =⇒ φ,∆

Γ,wPred(loc1, lb1),wPred(loc2, lb2), lb1 ̸
.
= lb2,

loc1 ∩ loc2 ̸
.
= ∅ →

∀ LocSet loc ∈ loc1 ∩ loc2; ¬noWaWHist(loc,min(lb1, lb2)) =⇒ φ,∆

Γ,wPred(loc1, lb1),wPred(loc2, lb2) =⇒ φ,∆

Theorem 3.4.1 and Corollary 3.4.1 still hold after adding the new calculus rules intro-
duced in this section. As an example, we provide the proof of soundness and completeness
of rule renamedReadAppOnNoRHist in Appendix C.5.
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5. Automatic Loop Invariant Generation for
Inter-Iteration Data Dependence Analysis

So far we generate and verify logical formulas expressing the absence of data dependences
on memory location sets for a given piece of code. For example, in case of noRaW(ls),
there is no execution that contains first a write on a location in l ∈ ls that is later followed
by a read on l.

This is a rather strong property that might preclude parallelization in cases, where
it is actually warranted. Assume noRaW(ls) does not hold for a given loop body over
ls. As long as the RaW happens within one loop iteration, the loop is still parallelizable.
Only when a write happens to a location l ∈ ls in one iteration and a read from l is a
subsequent iteration, there is a problem. Data dependences spanning over more than one
iteration are called inter-iteration.Those that are confined to the same iteration are called
intra-iteration dependence.

Our approach (Chapter 4) can be extended to permit intra-iteration dependences, but
to exclude critical inter-iteration dependences. It is achieved by relaxing noX dependence
predicates, so they distinguish between different loop iterations and tolerate intra-iteration
dependences.

The loop invariant generation algorithm for JavaDLDep can now be reused for JavaDLˆ︃Dep,
an extension of JavaDLDep for reasoning about inter-iteration data dependences. It is
merely necessary to (i) replace the unwindLoop rule by a version that alsomarks the start of
a new iteration, (ii) a shifting rule for the new kind of updates, as well as (iii) axiomatization
and simplification rules for the new data inter-dependence predicates.

In Section 5.1 we briefly compare inter- and intra-iteration data dependences. We ex-
plain our approach in specifying intra-iteration data dependences in Section 5.2. Updating
the data dependence loop invariant generation algorithm with necessary changes is the
subject of Section 5.3. Developing sequent calculus rules for reasoning about intra-iteration
data dependences is covered in Section 5.4.
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5.1. Inter- vs. Intra-Iteration Loop Data Dependences

The data dependence analysis approach introduced in the previous chapters can analyze
the data dependences whether they are within one loop iteration or spread across different
iterations. In pattern based parallelization, depending on the parallelization pattern, some
data dependences are more important than the others. If the pattern parallelizes the loop
body (e.g., Pipeline pattern), the data dependence profiler must extract data dependences
inside the body. On the other hand, the conventional way of parallelizing loops is to
divide the iteration space and run the sub-loops in parallel (e.g., DoAll and Loop Splitting
patterns). In this case, there is no need to profile data dependences occurring inside the
loop body, as it is executed sequentially. In such applications only the data dependences
between different loop iterations matter. Data dependences spanning over more than one
iteration are called inter-iteration, cross-iteration, or loop-carried dependence.

5.2. Specification of Intra-Iteration Data Dependence Properties

The granularity of tracking data dependences of JavaDLDep as presented in Chapters 3
and 4 is too fine-grained for certain loop parallelization patterns, because it tracks all data
dependences. For example, a simple loop parallelization that assigns each loop iteration
its own process requires that there are no data dependences between two different loop
iterations, but is oblivious to data dependences within the same iteration. The approach
sketched in Chapters 3 and 4 is not able to distinguish between intra- and inter-iteration
dependences and prevents taking advantage of such a parallelization opportunity.

Therefore we extend JavaDLDep by adding support for inter-iteration data dependence
predicates that permit dependences stretching between different loop iterations.

We also adapt the loop invariant generation algorithm (Algorithm 1) to generate corre-
sponding loop invariants.

5.2.1. Syntax and Semantics

We extend the logic JavaDLDep to JavaDLˆ︃Dep for reasoning about inter-iteration depen-
dences. To specify and reason about inter-iteration dependences, JavaDLˆ︃Dep provides

three additional non-rigid predicates: ˆ︂noRaW, ˆ︂noWaR taking four arguments of type
LocSet, and ˆ︂noWaW with three arguments of type LocSet. Their semantics is like the
dependence predicates withoutˆ︁·, except that they are only sensitive to data dependences
that stretch over different loop iterations. The extra arguments express history contexts
and will be explained in Definition 5.2.3.
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1 sum = 0; i = 0;
2 while (i < a.length) {
3 a[i] = b[i] + c[i];
4 sum += a[i];
5 i=i+1;
6 }

Listing 5.1: Program arraySum: component-wise array addition

Example 5.2.1. Consider the program arraySum in Listing 5.1, which adds the content
of arrays b and c component-wise and stores the result in array a. In addition, it computes
the sum over all elements stored in a. Formula noRaW(a[0..a.length]) does not hold
after execution of arraySum, as array element a[i] is written in line 3 and read in line 4.
In contrast, ˆ︂noRaW(a[0..a.length],empty,empty,empty) expresses that there are
no read-after-write dependences across loop iterations and it holds after execution of the
program.

As different iterations need to be distinguished, thememory access sequence of JavaDLˆ︃Dep
states must provide more structure than JavaDLDep. Instead of a sequence of memory
accesses, JavaDLˆ︃Dep uses a sequence of sequences of memory accesses ˆ︂Acc. Each element
in ˆ︂Acc (i.e. a sequence of memory accesses) consists of the memory accesses of a single
loop iteration.

Definition 5.2.1 (Domain, JavaDLˆ︃Dep State). Given a non-empty domain D, a JavaDLˆ︃Dep
state s = (σ, ˆ︂Acc) is a pair of

• an interpretation σ as in JavaDLDep (Def. 3.1.1) and

• a finite sequence ˆ︂Acc = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn of sequences of memory read and write
accesses ˆ︂acci ::= acci,1 ◦ . . . ◦ acci,m, where acci,j ::= ⟨Read(ls)⟩ | ⟨Write(ls)⟩,
ls ∈ DLocSet, and⃝ is the concatenation between elements of ˆ︂Acc (using big circles
saves brackets and helps readability).

The semantics is defined in Figure 5.1.
Executing an assignment x = t from side-effect free1 expression t to a local variable x

in a state s = (σ, ˆ︂Acc) terminates in a state s′ which is almost identical to state s except
1Side-effect free has its usual meaning: not changing the state. Although memory access updates change
the state, we consider them side-effect free.

63



valK,s,β(x = t) := {(s, s′) | s′ = (σ′, ˆ︂Acc′) with s = (σ, ˆ︂Acc), σ′ = σ[x← valK,s,β(t)] and

ˆ︂Acc′ = ˆ︂Acc ◦ ⟨accK,s,β(t)⟩ = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn ◦ accK,s,β(t)

= ˆ︂acc1⃝ · · · ⃝ ˆ︂accn−1⃝ (accn,1 ◦ · · · ◦ accn,m ◦ accK,s,β(t))}

(x ∈ PV)

valK,s,β(a[k] = t) := {(s, s′) | s′ = (σ′, ˆ︂Acc′) with s = (σ, ˆ︂Acc), σ′ = σ[a[k]← valK,s,β(t)]

and

ˆ︂Acc′ = ˆ︂Acc ◦ accK,s,β(t) ◦ accK,s,β(k) ◦ ⟨Write(a[k])⟩}

valK,s,β(if(b) {stmnt1} else {stmnt2})

:= {(s, s′′) | s′ = (σ, ˆ︂Acc′) with s = (σ, ˆ︂Acc) and ˆ︂Acc′ = ˆ︂Acc ◦ accK,s,β(b),

and s′′ = (σ, ˆ︂Acc′′) where

((K, s′, β |= b, (s′, s′′) ∈ [[stmnt1]])

∨ (K, s′, β ̸|= b and (s′, s′′) ∈ [[stmnt2]]))}

valK,s,β(while(b){stmnt})

:= {(s, t) | there is a sequence s = s0 s
′
0 · · · sn = t with

K, si, β |= b, i < n and K, t, β ̸|= b and

(s′i, si+1) ∈ [[stmnt]] with s′i = (σi, ˆ︂Acci⃝ accK,s′i,β
(b))

(ˆ︂Acc = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn and ˆ︂acci = acci,1 ◦ · · · ◦ acci,mi , i ∈ {1 . . . n})

Figure 5.1.: Program semantics of JavaDLˆ︃Dep
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for the value of variable x and the possible extension of read memory accesses resulting
from evaluating t. As an assignment inside a loop body does neither start nor end the
current loop iteration, the reads are appended to the sequence of memory accesses of
the current iteration (i.e., the last element of ˆ︂Acc). Similarly for valK,s,β(a[k] = t) and
valK,s,β(if(b) {stmnt1} else {stmnt2}). In contrast, a loop ends the current iteration
and starts a new one with each evaluation of its guard. This is reflected in the semantics
by appending a new sequence to ˆ︂Acci at start of each loop iteration i. A minor observation
is that on loop exit the final evaluation of the loop guard (evaluating to false) starts a
new iteration and thus ends the current one.

It remains to define the semantics for the inter-iteration dependence predicates, which
will enable us to specify and reason about inter-iteration data dependences. To streamline
the definition of their semantics, we first introduce two projection functions that aggregate
the locations of all read/write accesses for a given sequence of memory accesses:

Definition 5.2.2 (Projection). For ˆ︂acc = acc1 ◦ . . . ◦ accn the projection function for read
accesses

⏐↓
R
defined as⏐↓

R
ˆ︂acc := {ls | ls = n⋃︂

i=1

lsi where acci = ⟨Read(lsi)⟩}

collects all memory locations read in loop iteration ˆ︂acc. The projection function for
write accesses

⏐↓
W

is defined analogously:

⏐↓
W

ˆ︂acc := {ls | ls = n⋃︂
i=1

lsi where acci = ⟨Write(lsi)⟩}.

Example 5.2.2. Let ˆ︂acc := ⟨Read(a[0])⟩ ◦ ⟨Write(a[1])⟩ ◦ ⟨Read(a[2])⟩ be a sequence
of memory accesses. Then

⏐↓
R
ˆ︂acc = {a[0],a[2]} and ⏐↓

W
ˆ︂acc = {a[1]}.

Definition 5.2.3 (Inter-iteration data dependence predicates: semantics). Let ls, rLs, wLs,
futRLs and futWLs denote location sets in DLocSet. The semantics of predicate symbols
ˆ︂noRaW (similar for predicate ˆ︂noWaR, see Appendix A.3) and ˆ︂noWaW is defined as follows:

s( ˆ︂noRaW) = {(ls, rLs,wLs, futRLs) | s = (σ, ˆ︂acc1⃝ · · · ⃝ ˆ︂accn),
rLs,wLs, futRLs ∈ DLocSet such that ls ∩ (wLs ∪

⏐↓
W

ˆ︂accn) ∩ futRLs = empty

and

if n > 1 : (ls,empty,empty, futRLs ∪ rLs ∪
⏐↓
R
ˆ︂accn) ∈ s′( ˆ︂noRaW)

with s′ = (σ, ˆ︂acc1⃝ · · · ⃝ ˆ︂accn−1)}
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s( ˆ︂noWaW) = {(ls,wLs, futWLs) | s = (σ, ˆ︂acc1⃝ · · · ⃝ ˆ︂accn, ),wLs = ⏐↓
W

ˆ︂accn,
wLs and futWLs ∈ DLocSet such that ls ∩ wLs ∩ futWLs = empty and

if n > 1 : (ls,
⏐↓
W

ˆ︂accn, futWLs ∪ wLs) ∈ s′( ˆ︂noWaW)
with s′ = (σ, ˆ︂acc1⃝ · · · ⃝ ˆ︂accn−1)}

The second and third argument of ˆ︂noRaW are the read and write accesses encountered
so far in the current iteration, the fourth argument accumulates the read accesses in the
already processed iterations in the recursive step. When ls ∩ (wLs ∪

⏐↓
W

ˆ︂accn) ∩ futRLs =
empty in already processed iterations there is no read access on the location sets that are
written in the current iteration. At the end of processing each iteration, arguments rLs
and wLs are reset to empty and by futRLs ∪ rLs ∪

⏐↓
R
ˆ︂accn we accumulates all the location

sets that have been subjected to a read access during this iteration in argument futRLs.

Example 5.2.3. Consider the states

s1 = (σ1, ⟨Read(a[0])⟩ ⃝ ⟨Write(a[0])⟩ ⃝ ⟨⟩) and
s2 = (σ2, ⟨Write(a[0])⟩ ⃝ ⟨Read(a[0])⟩ ⃝ ⟨⟩)

both of which just completed an iteration. To determine that there is no read-after-write
on array element a[0], i.e. formula ˆ︂noRaW(a[0],empty,empty,empty) is satisfied
in si, we establish (a[0],empty,empty,empty) ∈ si.2 As the final memory access
sequence is empty, the conditions before the recursive step in the semantics are obviously
satisfied. For the first recursive step, we check

(a[0],empty,empty,empty) ∈ s′1( ˆ︂noRaW)

with s′1 = (σ1, ⟨Read(a[0])⟩ ⃝ ⟨Write(a[0])⟩). This is straightforward and it remains to
check

(a[0],empty,empty,empty) ∈ s′′1( ˆ︂noRaW)

with s′′1 = (σ1, ⟨Read(a[0])⟩). This holds as a[0] ∩ (empty ∪ empty) ∩ empty = empty.
For state s2 we have to check instead in the final recursive step that

(a[0],empty,empty, a[0]) ∈ s′′2( ˆ︂noRaW)

with s′′2 = (σ2, ⟨Write(a[0])⟩). This does not hold as a[0] ∩ (empty ∪ a[0]) ∩ a[0] = a[0] ̸=
empty.
2In the rewrite rules we also need other arguments than empty.
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Inter-Iteration History Data Dependence Predicates

s( ˆ︂noRHist) = {(loc, label) | s = (σ, ˆ︂Acc), ˆ︂Acc = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn,
0 ≤ label < n, and for all 0 < i ≤ n− label

it holds that
⏐↓
R
ˆ︂acci ∩ loc = empty}

s( ˆ︂noRaWHist) = {(loc, label) | s = (σ, ˆ︂Acc), ˆ︂Acc = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn,
0 ≤ label < n, and for all 0 < i < j ≤ n− label

it holds that
⏐↓
R
ˆ︂accj ∩ ⏐↓

W
ˆ︂acci ∩ loc = empty}

s( ˆ︂rPred) = {(loc, label) | s = (σ, ˆ︂Acc), ˆ︂Acc = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn,
0 ≤ label < n,

loc =
⏐↓
R
ˆ︂accn−label}

ˆ︂noWHist, ˆ︂noWaRHist, ˆ︂noWaWHist, ˆ︂wPred are defined analogously in Appendix A.4

Figure 5.2.: Semantics of selected inter-iteration history data dependence predicates

In updates we need to represent that a new iteration starts (i.e., the previous itera-
tion ends) syntactically to group memory access updates. This is done with a “marker”
update \next, between which the memory access updates for a single iteration are
grouped.

Definition 5.2.4 (Marker update semantics). The semantics of marker update \next is
defined as

valK,s,β(\next) = s′with s′ = (σ, ˆ︂Acc⃝ ⟨ε⟩) and s = (σ, ˆ︂Acc)
and thus starts a new iteration by appending a new empty sequence of memory accesses3
to ˆ︂Acc.

During loop invariant generation (not for using loop invariants), we need predicates
to express up to which iteration a given data dependence property holds. We need to
3Note that ⟨ε⟩ is not an empty sequent but rather a sequent that contains an empty sequent.
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define inter-iteration versions of the history predicates (see Section 4.1) as well as the
corresponding read and write predicates. These predicates are ˆ︂noRaWHist, ˆ︂noWaRHist,

ˆ︂noWaWHist, ˆ︂noRHist, ˆ︂noWHist, as well as ˆ︂rPred and ˆ︂wPred. All have the type
signature LocSet× int. For example, ˆ︂noRaWHist(ls, i) expresses that no read-after-
write access occurs on the locations in ls up to the i-th preceding iteration.4 The semantics
is summarized in Figure 5.2 together with that of the \next update and \next′ update,
which is needed to shift⃝ (see Section 5.4).

5.3. Loop Invariant Generation

For analyzing and verifying inter-iteration data dependences in programs with loops we
need to synthesize inter-iteration data dependences that hold in each loop iteration.

The setting is same as in Chapter 4: (i) analyzing terminating programs as it is the case
in Parallelizable HPC programs, (ii) concentrating on inter-iteration data dependences
among array types as the most relevant data structure in HPC.

We use the same approach for loop invariant generation as in Chapter 4. Let a set
of abstract predicates D contain formulas that express inter-iteration data dependence
properties known to hold in the state before executing the loop. Now the loop is unwound
once. Afterwards we check which of the formulas in D hold in the state reached. The
provable ones are kept in D, the others are replaced with weakened versions (determined
using an abstraction lattice) that can be proven. Then the process restarts with unwinding
the loop once more, until the set D is stable. Using a finite lattice and appropriate
weakening operations, this happens after finitely many rounds.

5.3.1. Symbolic Execution

Instead of the usual unwindLoop, we define the following rule:

markedUnwindLoop
Γ =⇒ {u}{\next}[if (b) {s; while (b) {s}} r;]φ,∆

Γ =⇒ {u}[while (b) {s} r;]φ,∆

Rule markedUnwindLoop marks the beginning of each loop iteration with \next update.
Memory access updates that belong to the same iteration appear between two \next.

4Unlike the second argument in history data dependence predicates (Definition 4.1.5) that was showing the
i-th preceding memory access update.
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Forward symbolic execution calculus, including markedUnwindLoop, accumulates state
updates in front of modalities. As discussed before in Section4.1, predicate abstraction
is easier to implement, if state changes are expressed as equations corresponding to the
strongest postcondition, not as weakest preconditions that result from update application.
Hence, we need to rewrite updates accordingly using state shifting rules.

We need to be able to shift the \next update, hence, we replace the previous shift rules
(shiftRead and shiftWrite) with

shiftNextUpdate

{
u⏟ ⏞⏞ ⏟

su′|| . . . ; \W′(wls1); . . . ; \R′(rls1); \next′}Γ,
ˆ︂rPred(

⋃︁
i=1...n

rlsi, 0), ˆ︂wPred(
⋃︁

j=1...m

wlsj , 0)) =⇒ [while (b) {s} r;]φ, {u}∆

Γ =⇒ {su||\next; \R(rls1); . . . ; \W(wls1); . . .}[while (b) {s} r;]φ,∆

where su is an state update that does not contain memory access updates,
\R(rls1), . . . , \W(wls1), . . . is a sequence of n read and m write updates (n,m ∈ N0).
The while-statement implies that rule shiftNextUpdate can only be applied once a loop
iteration is complete, but the next one has not yet started. Shifting the preceding updates
is equivalent to replacing all formulas in the sequent by their strongest postcondition.
This is achieved by applying a similar update consisting of the corresponding renaming
updates on each of the sequent formulas.

Predicates ˆ︂rPred(
⋃︁

i=1...n
rlsi)) and ˆ︂wPred(

⋃︁
j=1...m

wlsj)) keep the information about the

read and write memory accesses in the current iteration of the post state.
The implicit assumption in shiftNextUpdate are that:

• update {su||\next; \R(rls1); . . . ; \W(wls1); . . .} only contains one \next update;
and

• loop body s does not contain a nested loop (we investigate nested loops in the next
chapter).

Theorem 5.3.1 (Soundness and completeness of shiftNextUpdate). Let Γ,∆ be sets of
formulas, a formula φ, and location sets rlsi, wlsj ∈ DLocSet for i = 1 . . . n and j = 1 . . .m.
If and only if

{
u⏟ ⏞⏞ ⏟

. . . ; \W′(wls1); . . . ; \R′(rls1); \next′}Γ,
ˆ︂rPred(

⋃︁
i=1...n

rlsi, 0), ˆ︂wPred(
⋃︁

j=1...m
wlsj , 0)) =⇒ [while (b) {s} r;]φ, {u}∆
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and rlsi and wlsj do not contain data dependence predicates, then the following holds:

Γ =⇒ {\next; \R(rls1); . . . , \W(wls1); . . .}[while (b) {s} r;]φ,∆.

Theorem 5.3.1 is proven in Appendix C.6.

Example 5.3.1. We prove the following sequent, the loop body s is the one of pro-
gram arraySum in Listing 5.1.

ˆ︂noRaW(a[0..a.length], ∅, ∅, ∅) =⇒

{i := 0||sum := 0}[while (i<a.length) {s} ] ˆ︂noRaW(a[0..a.length], ∅, ∅, ∅)

First, unwind the loop by applying rule markedUnwindLoop, continue on the branch
where the loop guard is true, and symbolically execute the loop iteration until we are left
with the sequent

ˆ︂noRaW(a[0..a.length], ∅, ∅, ∅) =⇒
{u||\next; \R(b[0]); \R(c[0]); \W(a[0]); \R(a[0])}

[while (i<a.length) {s} ] ˆ︂noRaW(a[0..a.length], ∅, ∅, ∅)

where update u contains the state updates that are not of interest here. We shift the
updates and obtain the following sequent (u′ denotes the renamed update corresponding
to u):

{u′||\R′(a[0]); \W′(a[0]); \R′(c[0]); \R′(b[0]); \next′}ˆ︂noRaW(a[0..a.length], ∅, ∅, ∅),
ˆ︂rPred(a[0], 0), . . .=⇒ [while (i<a.length) {s}] ˆ︂noRaW(a[0..a.length], ∅, ∅, ∅)

After applying the update simplification rules we obtain a first-order formula over inter-
interation predicates that can be used in the loop invariant generation algorithm.

We discuss the new update application and simplification rules that are needed here in
Subsection 5.4.1.

5.3.2. Predicate Abstraction

Weakening of abstract predicates is based on a lattice induced by predicates PSymˆ︃Dep
considering the partial order relation between them. These subsumption relations are
shown in Figure 5.3. For example, if there is a no read-after-write data dependence on
memory location set l′′, there cannot be such a dependence on any memory locations l′′′

with l′′′ ⊆ l′′. Neither inside a loop iteration nor between different iterations like ˆ︂noRaW.
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noDep(l)

noR(l) noW(l)

noAaR(l′) noAaW(l′)

noWaR(l′′)

̂noWaR(l′′′, wLs, rLs, futWLs)

noRaW(l′′)

̂noRaW(l′′′, rLs, wLs, futRLs)

noWaW(l′′)

̂noWaW(l′′′, wLs, futWLs)

true

with l′′′ ⊆ l′′ ⊆ l′ ⊆ l

Figure 5.3.: Partial view on predicate abstraction lattice for inter-iteration data depen-
dence predicates

The calculus rules realizing the lattice are discussed in Subsection 5.4.2. Predicate
refinement step stays as before.

The loop invariant is the conjunction of predicates remained in D after reaching the
fixpoint.

5.4. Reasoning

As a result of introducing new predicates ( ˆ︂noRaW, ˆ︂noWaR, and ˆ︂noWaW) and updates
(\next and \next′), we need to define corresponding sequent calculus rules.

5.4.1. Update Application and Simplification Rules

The most important update application and simplification rules of JavaDLˆ︃Dep are shown
in Figure 5.4. We explain their intuitive meaning below.

• readAccessOnInterIterationNoRaW: The read access happening in the current iter-
ation is accumulated in the rLs argument of ˆ︂noRaW.

• writeAccessOnInterIterationNoRaW: The write access happening in the current
iteration is accumulated in the wLs argument of ˆ︂noRaW.

71



readAccessOnInterIterationNoRaW cond

{\next; \R(loc1)}ˆ︂noRaW(loc2, rLs,wLs, futRLs)⇝

{\next}ˆ︂noRaW({\R(loc1)}loc2, ({\R(loc1)}rLs) ∪ loc1, {\R(loc1)}wLs, {\R(loc1)}futRLs)

writeAccessOnInterIterationNoRaW cond

{\next; \W(loc1)}ˆ︂noRaW(loc2, rLs,wLs, futRLs)⇝

{\next}ˆ︂noRaW({\W(loc1)}loc2, {\W(loc1)}rLs, ({\W(loc1)}wLs) ∪ loc1, {\W(loc1)}futRLs)

checkNoRaWForIteration cond

{u||\next}ˆ︂noRaW(loc, rLs,wLs, futRLs)⇝
({u||\next}(loc ∩ wLs ∩ futRLs = empty)) ∧

{u}ˆ︂noRaW({\next}loc,empty,empty, {\next}futRLs ∪ {\next}rLs)

checkNoRaWForLastIteration cond

{\next}ˆ︂noRaW(loc, rLs,wLs, futRLs)⇝ {\next}(loc ∩ wLs ∩ futRLs = empty)

cond: loc, loc1, loc2, rLs, wLs, futRLs, and lb do not contain data dependence predicates

Figure 5.4.: Selected rules for application update on inter-iteration predicates
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• checkNoRaWForIteration: After all the accesses in the current iteration are accu-
mulated in the corresponding argument of ˆ︂noRaW, it is time for {\next} to be
applied. We need to make sure that location sets written in the current iteration wLs,
and location sets that are read up to the current iteration (excluding the current
iteration) futRLs are disjoint from the targeted location set loc (emptiness check).
Otherwise, a read-after-write has happened. Location sets read in this iteration
are added to the futRLs argument so that they can be used in the next iteration of
loop invariant generation process. Arguments rLs and wLs are reset to empty in
preparation for accumulating accesses of the next iteration.

• checkNoRaWForLastIteration: This rule is similar to the checkNoRaWForIteration
rule, except that it is only looking at the last iteration. Therefore, \next is the only
update to be applied. This rule only performs the emptiness check.

Analogous rules can be found in Appendix B.6.
Figure 5.5 shows rules for application of renamed updates on data dependence predi-

cates. Here, we briefly mention their intuitive meaning:

• renamedReadAccessOnInterIterationNoRaW: The renamed read access happening
in the current iteration is subtracted from the rLs argument of ˆ︂noRaW.

• renamedWriteAccessOnInterIterationNoRaW: The renamed write access happen-
ing in the current iteration is subtracted from the wLs argument of ˆ︂noRaW.

• interIterationNoRaWToHistory: Application \next′, ages the ˆ︂noRaW for one itera-
tion and turns it to history predicate.

• renamedNextOnNoRaWHist: Application \next′, ages the ˆ︂noRaWHist for one
iteration.

5.4.2. Subsumption Relations

Subsumption relations between data dependence predicates are shown in Figure 5.3.
For example, if there is a no read-after-write data dependence on memory location set
l′, there cannot be such a dependence on any memory locations l′′ with l′′ ⊆ l′. Neither
inside a loop iteration nor between different iterations like ˆ︂noRaW.

There are subsumption relations between relaxed data dependence predicates, they
imply their history versions. Similarly, there are subsumption relations between relaxed
history data dependence predicates. Rule schemas realizing these relations are shown in
Figure 5.6.
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renamedReadAccessOnInterIterationNoRaW cond

{\next′; \R′(loc1)}ˆ︂noRaW(loc2, rLs,wLs, futRLs)⇝

{\next′}ˆ︂noRaW({\R′(loc1)}loc2, ({\R′(loc1)}rLs) \ loc1, {\R′(loc1)}wLs, {\R′(loc1)}futRLs)

renamedWriteAccessOnInterIterationNoRaW cond

{\next′, \W′(loc1)}ˆ︂noRaW(loc2, rLs,wLs, futRLs)⇝

{\next′}ˆ︂noRaW({\W′(loc1)}loc2, {\W′(loc1)}rLs, ({\W′(loc1)}wLs) \ loc1, {\W′(loc1)}futRLs)

interIterationNoRaWToHistory cond

{u||\next′}ˆ︂noRaW(loc, rLs,wLs, futRLs)⇝ {u} ˆ︂noRaWHist({\next′}loc, 1)

renamedNextOnNoRaWHist cond

{u||\next′} ˆ︂noRaWHist(loc, lb)⇝ {u} ˆ︂noRaWHist({\next′}loc, {\next′}lb+ 1)

cond: loc, loc1, loc2, rLs, wLs, futRLs, and lb do not contain data dependence predicates

Figure 5.5.: Selected rules for application of renamed update on inter-iteration predicates

noRSubsumuption noR(loc) ⇝ ˆ︂noRHist(loc, lb)

interNoRaWSubsumption ˆ︂noRaW(loc) ⇝ ˆ︂noRaWHist(loc, lb)

interNoRaWLocSetSubsumption

Γ, ˆ︂noRaWHist(loc, lb1), lb1 ≤ lb2 =⇒ ˆ︂noRaWHist(loc \ loc, lb2),∆
Γ, ˆ︂noRaWHist(loc, lb1), lb1 > lb2 =⇒ ˆ︂noRaWHist(loc, lb2),∆

Γ, ˆ︂noRaWHist(loc, lb1) =⇒ ˆ︂noRaWHist(loc, lb2),∆

Figure 5.6.: Subsumption relations between inter-iteration data dependence predicates
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5.4.3. Embedding Predicate Abstraction

Part of the sequent calculus rules needed for embedding the predicate abstraction in
symbolic execution, are rules regarding ˆ︂rPred and ˆ︂wPred.

Shifting utilizes the predicates ˆ︂rPred and ˆ︂wPred to capture knowledge about the
post-state. This information is used by our calculus with rules like:

interReadPredANDNoRAtHistSameLabel
Γ, ˆ︂rPred(loc1, lb), ˆ︂noRHist(loc2, lb), loc1 ∩ loc2

.
= ∅ =⇒ φ,∆

Γ, ˆ︂rPred(loc1, lb), ˆ︂noRHist(loc2, lb) =⇒ φ,∆

or

interReadPredANDNoRAtHistRightSameLabel
Γ, ˆ︂rPred(loc1, lb) =⇒ loc1 ∩ loc2

.
= ∅ ∧ ˆ︂noRHist(loc2, lb+ 1),∆

Γ, ˆ︂rPred(loc1, lb) =⇒ ˆ︂noRHist(loc2, lb),∆

Rule interReadPredANDNoRAtHistSameLabel derives from the assumptions that there
was no read on location set loc1 and in the same iteration locations in loc1 have been read,
and the fact that loc1 and loc2 do not share any memory locations.

Rule interReadPredANDNoRAtHistRightSameLabel simplifies the proof obligation that
there is no read on loc2 at the same iteration that loc1 is read, by splitting it into two
conjuncts: The first conjunct expresses that loc1 and loc2 do not share a common memory
location and the second conjunct requires then only to prove that there was no read up-to
(and including) the preceding iteration (lb+ 1).

Theorem 5.4.1 (Soundness and Completeness of JavaDLˆ︃Dep Calculus). Calculus rules of
JavaDLˆ︃Dep program logic are sound and complete.

Corollary 5.4.1 (Soundness of JavaDLˆ︃Dep Calculus). Since all the rules in JavaDLˆ︃Dep are
sound, its calculus is sound.

75





6. Nested Loop Invariant Generation

The data dependence loop invariant generation technique developed in Chapter 4 only
supports simple loops. In this chapter, we extend the data dependence program logic to
generate loop invariants for nested loops.

In our application area HPC nested loops are executed over multi-dimensional arrays.
We show how to support programs that contain doubly nested loops over two-dimensional
arrays. The generalization to more deeply nested loops on N -dimensional (N > 2) arrays
is a straightforward extension and omitted from the presentation.

We outline the steps required to generate data dependence loop invariants: The first
step is to provide an initial set of abstract predicates. Following the technique described
in Chapter 4, we initialize the data dependence predicate set with the top element in the
abstraction lattice in Figure 4.2. In the second step the nested loop for which the loop
invariant is generated is unwound and symbolically executed by applying rule unwindLoop
(see Subsection 2.1.5). Symbolic execution of the outer loop eventually reaches the inner
loop. To symbolically execute the inner loop (and continue with the statements after the
loop), unwinding the inner loop is not a viable option.

Instead we restart the loop invariant generation process for the inner loop to compute a
loop invariant LIinner that describes its data dependences invariants LIDepinner and functional
properties as precisely as possible. The inner data dependence loop invariant is generated
using the data dependence loop invariant generation algorithm developed in Chapter 4.
Afterwards, we use the computed loop invariant LIinner to approximate the effect of the
inner loop by use of the third premise of rule loop_inv (see Subsection 2.1.5) for the
inner loop. This eliminates the inner loop, and symbolic execution of the outer loop body
continues with the remaining statements.

In this chapter, we develop an algorithm for generating data dependence invariants for
nested loops in Section 6.1. We introduce an anonymizing update and its surrounding
calculus in Section 6.2. In Section 6.3, we go a step further and introduce a specialized
anonymizing update for inter-iteration data dependences.
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6.1. Generation Algorithm

Computation of the outer and inner loop invariant are intertwined: Each time we reach
the inner loop during the computation of the outer loop invariant, we generate a fresh
loop invariant for the inner loop. This takes into account the changes resulting from
unwinding the outer loop as a precondition in generating the inner loop invariant. It
provides significant precision, in particular, for loops that are not perfectly nested. 1

A copy of the current set of predicates describing the outer loop is used as the initial set
of predicates for the generation of inner loop invariant. Otherwise, the computation of
loop invariant follows the data dependence loop invariant generation Algorithm 1.

We explain Algorithm 3 along the example in Listing 6.1.

function invariantGenerator
input :Sequent seq : pre =⇒ [loop] post, Data Dependence Predicate set Dinit
output :Loop Invariant
Dold, Dref ← Dinit, ∅;
while Dold ̸

.
= Dref do

seq ← Apply rule unwindLoop on seq;
seq ← Symbolic execution on seq;
if nested then

seqinner ← pre =⇒ {u}[innerLoop] true;
LIinner ← invariantGenerator(seqinner, Dref );
seqinner ← Apply rule loop_inv− usecase on seqinner for LIinner;
seq ← Replace innerLoop with LIinner;

else
seq ← Merge branches below seq;
/* seq has now the form pre′ =⇒ {u}[loop]post */
seq ← Apply shift update rules on u in seq;
Dref , Dold ← refine(seq,Dold), Dref ;
seq ←

(︁⋀︁
Dref =⇒ [loop] post

)︁
;

end
end
return

⋀︁
Dref ;

Algorithm 3: Data Dependence Loop Invariant Generation Algorithm for Nested Loops

1Commonly, loops with no statements between the outer and inner loop are called perfectly nested.
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1 i = 0; j = 0;
2 while (i < N) {
3 j = 0;
4 while(j < M) {
5 a[i][j] = a[i][j] + 1;
6 j++;
7 }
8 i++;
9 }

10

Listing 6.1: Increment Elements of 2D Array

6.1.1. Computation of the Inner Loop Invariant

To compute the inner loop invariant the data dependence loop invariant generation
algorithm is run on the inner loop for each iteration of the outer loop. We do not use the
postcondition during the loop invariant generation process, so we simply take the formula
true as postcondition.

Example 6.1.1. Listing 6.1, shows an imperfect nest of loops with the assumption that
the array object is not null and no access happens outside of the array bounds. After the
first unwind of the outer loop (line 2) and symbolically executing its body, we reach the
inner loop (line 4). The sequent used as input for the algorithm to generate the inner
loop invariant is:

a.length ≥ N - 1,a[0].length ≥ M - 1,a ̸ .= null,

i .
= 0,j .

= 0,noDep(a[0..a.length-1][0..a[0].length-1]),i < N =⇒

[while (j<M) { a[i][j] = a[i][j]+1; j++;}] true .

The generated loop invariant for the inner loop is:

noR(a[i..a.length-1][j..a[0].length-1]) ∧
noW(a[i..a.length-1][j..a[0].length-1]) ∧
noRaW(a[0..a.length-1][0..a[0].length-1]) ∧
noWaW(a[0..a.length-1][0..a[0].length-1]) ∧
i .
= 0 ∧ i < N ∧ 0 ≤ j ≤ M ∧

a ̸ .= null ∧ a.length ≥ N - 1 ∧ a[0].length ≥ M - 1.
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6.1.2. Using the Inner Loop Invariant

After computation of the inner loop invariant LIinner , we return to the generation of the
outer loop invariant where symbolic execution stopped at the beginning of the inner loop.
Using LIinner, we apply the loop invariant rule loop_inv (see Section 2.1.3) on the inner
loop. The rule splits the proof in three branches. The first two premises ensure correctness
of the loop invariant, which we can safely ignore, because our approach guarantees the
generation of correct loop invariants.2 We continue on the branch opened by the third
premise, called use case, where symbolic execution commences with the first statement
after the inner loop.

Example 6.1.2. Continuing Example 6.1.1, the use case branch of rule loop_inv is

{u}{v}
(︁
noR(a[i..a.length-1][j..a[0].length-1]) ∧

noW(a[i..a.length-1][j..a[0].length-1]) ∧

noRaW(a[0..a.length-1][0..a[0].length-1]) ∧

noWaW(a[0..a.length-1][0..a[0].length-1]) ∧

i .
= 0 ∧ i < N ∧ a ̸ .= null ∧ a.length ≥ N - 1 ∧ a[0].length ≥ M - 1 ∧

j .
= M

)︁
=⇒ {u}{v}[i++;] true

where v is an anonymizing update.
Conjunction of 0 ≤ j ≤ M from the inner loop invariant, and j ≥ M negation of the inner
loop guard results in j .

= M.

As mentioned in Section 2.1.3, application of the loop invariant rule requires to use an
anonymizing update v to “forget” the part of the pre-state that might have been changed in
the loop. Anonymizing the values of program variables and object fields possibly modified
by the loop is done by assigning them a fixed but unknown value. Technically, this is
achieved by introducing fresh Skolem constants (for details see [32]).

In the data dependence program logic, however, simply anonymizing the values of
memory locations is insufficient, because the loop potentially also performs memory
accesses. Hence, the anonymizing update v has to anonymize these accesses as well.
Anonymizing memory accesses differs from anonymizing the memory state, because
accesses are not recorded as a value of a variable, but represented by memory access
updates. The idea is to introduce an anonymizing memory access updates that represents
an unknown sequence of arbitrary read or write memory accesses (including possibly no
2Even otherwise, they could be ignored, because they are checked once the outer loop invariant is available.
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access). In the next two sections we lay out the theoretical foundations for anonymizing
memory access updates.

6.2. Anonymization of Memory Access Updates

We introduce an anonymizing memory access update that represents an unknown sequence
of arbitrary read or write memory accesses on an unknown set of memory locations.

6.2.1. Syntax and Semantics

For defining the semantics of anonymized memory access updates, we need a helper
function:

Definition 6.2.1 (Sequence of anonymized memory accesses updates). The function
anonAcc : ZZ→ MemoryAccess∗ gives a sequence of (possibly empty) unknown memory
accesses for the specified length.

We can now define syntax and semantics of anonymized memory access updates.

Definition 6.2.2 (Anonymized memory access update). An anonymized memory access
update is defined by extension of the update grammar rule:

⟨update⟩ ::= …| \anonAcc‘(’⟨term⟩‘)’

where the argument term is of type int. Its semantics is

valK,s,β(\anonAcc(id)) = s′ where s′ = (σ,Acc′) with s = (σ,Acc) and
Acc′ = Acc ◦ anonAcc(valK,s,β(id))

To use anonymizing memory updates in the calculus (see next section), we need to be
able to find out the length of an anonymized sequence of memory access updates.

Definition 6.2.3 (Length of anonymized sequence of memory accesses updates). The
length of a sequence of anonymized memory access updates is given by anonLength :
int→ int. Let id denote a term of type int, then

valK,s,β(anonLength(id)) = n where anonAcc(valK,s,β(id)) = acc1 ◦ · · · ◦ accn
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Example 6.2.1. For the sequent in Example 6.1.2 the anonymizing update v is specified
as

v := v′ || \anonAcc(id)
where v′ takes care of anonymizing the program variables and array content (for details
see [32]) and id is a fresh Skolem constant of type int.

As before, to enable shifting (“priming”), we need an update to compute the strongest
postcondition in presence of an unknown sequence of memory accesses.

Definition 6.2.4 (Renamed anonymized memory access update). The syntax of a renamed
anonymized memory access update is:

⟨update⟩ ::= …| \anonAcc′‘(’⟨term⟩‘)’

where the argument term is of type int and the semantics is as follows:

valK,s,β(\anonAcc′(id)) = s′ where s′ = (σ,Acc′) with s = (σ, acc1 ◦ · · · ◦ accn) and

Acc′ =

{︃
acc1 ◦ · · · ◦ accn−valK,s,β(anonLength(id)), if valK,s,β(anonLength(id)) < n

ε , otherwise }

Example 6.2.2. Our approach generates the following data dependence invariant for the
outer loop in Listing 6.1

noR(a[i..a.length-1][0..a[0].length-1]) ∧
noW(a[i..a.length-1][0..a[0].length-1]) ∧
noRaW(a[0..a.length-1][0..a[0].length-1]) ∧
noWaW(a[0..a.length-1][0..a[0].length-1]) ∧
0 ≤ i ≤ N ∧ 0 ≤ j ≤ M ∧
a ̸ .= null ∧ a.length ≥ N - 1 ∧ a[0].length ≥ M - 1.

6.2.2. Update Application Rules

A selection of the rules for the new update kinds \anonAcc(id) and \anonAcc′(id) is
shown in Figure 6.1. We explain them briefly below.

• Rule shiftAnonAcc, like previous shifting rules, achieves shifting for anonymized
memory access updates, i.e. it replaces all formulas in the sequent by their strongest
postcondition. In contrast to the previous shifting rules, it does not add information
on the memory locations accessed in the anonymized update, because these are
unknown.
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shiftAnonAcc
{\anonAcc′(id)}Γ =⇒ φ, {\anonAcc′(id)}∆

Γ =⇒ {\anonAcc(id)}φ,∆

anonAccApp
{\anonAcc(id)}noRHist(loc, lb)⇝
noRHist({\anonAcc(id)}loc, {\anonAcc(id)}i− anonLength(id))

renamedAnonAccApp
{\anonAcc′(id)}noRHist(loc, lb)⇝
noRHist({\anonAcc′(id)}loc, {\anonAcc′(id)}i+ anonLength(id))

Figure 6.1.: A selection of calculus rules for (renamed) anonymized memory access
update

• Rule anonAccApp applies the anonymized memory access update \anonAcc(id)
to a formula noRHist(loc, lb), which expresses that there was no read on any
location in ls, except possibly for the preceding i accesses. Applying the update
modifies the number of preceding accesses to the shorter sequence of accesses in
the pre-state. This means instead of going back i steps, we only need to go back
lb− anonLength(id) steps.

• On the other hand, we have rule renamedAnonAccApp for a renaming update
\anonAcc′(id), but instead of decreasing the number of steps going back, we need to
increase them by the number of the memory accesses represented by the anonymized
update.

6.3. Anonymization of a Sequence of Memory Access Updates

The anonymizing memory access update \anonAcc(id) is insufficient for analyzing inter-
iteration data dependences as it abstracts away from location sets. Hence, we need to go
a step further and introduce an anonymizing memory access update that is sufficiently
equipped for analyzing inter-iteration data dependences with high precision.
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6.3.1. Syntax and Semantics

Similar to anonymization of memory access updates, for defining the semantics of
anonymized sequence of memory access updates, we need a helper function:

Definition 6.3.1 (Sequence of sequence of anonymized memory accesses updates). The
function ˆ︂anonAcc : ZZ → SequenceOfMemoryAccess∗ gives a sequence of sequence of
(possibly empty) memory accesses for the specified length.

We extend Definition 5.2.2 to contain all the location sets that are read in multiple array
iterations.

Definition 6.3.2 (Extended projection). For itrSeq = ˆ︂acci ⃝ . . .⃝ ˆ︂accj the extended
projection function is defined as

⏐↓
R
(itrSeq) :=

j⋃︂
k=i

nk⋃︂
l=1

{ls(k,l) | ˆ︂acck = acc(k,1) ◦ . . . ◦ acc(k,nk) and

acc(k,l) = ⟨Read(ls(k,l))⟩}

collects all memory locations read in loop iterations i to j. We extend the write projection
function analogously:

⏐↓
W
(itrSeq) :=

j⋃︂
k=i

nk⋃︂
l=1

{ls(k,l) | ˆ︂acck = acc(k,1) ◦ . . . ◦ acc(k,nk) and

acc(k,l) = ⟨Write(ls(k,l))⟩}.

Using the anonymized sequence of memory access updates and the extended projection
functions, we can define syntax and semantics of anonymized sequence of sequences of
memory access updates.

Definition 6.3.3 (Anonymized sequence of sequences of memory access update). An
anonymized sequence of sequences of memory access update is defined by extension of the
update grammar rule:

⟨update⟩ ::= …| ˆ︂\anonAcc ‘(’⟨term⟩, ⟨term⟩, ⟨term⟩‘)’
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where the first two arguments are of type LocSet and the third term is of type int. Its
semantics is as follows:

valK,s,β( ˆ︂\anonAcc(rLocs, wLocs, id)) = s′ where s′ = (σ, ˆ︂Acc′) with s = (σ, ˆ︂Acc),ˆ︂Acc′ = ˆ︂Acc⃝ ˆ︂anonAcc(valK,s,β(id)),

rLocs =
⏐↓
R

ˆ︂anonAcc(valK,s,β(id)), and

wLocs =
⏐↓
W

ˆ︂anonAcc(valK,s,β(id)).

To use ˆ︂\anonAcc in the calculus (see next section), we need to be able to find out the
length of an anonymized sequence of sequence of memory access updates.

Definition 6.3.4 (Length of anonymized sequence of sequence of memory accesses up-
dates). The length of anonymized sequence of sequence memory accesses updates is given
by ˆ︂anonLength : int→ int. Let id denote a term of type int, then

valK,s,β( ˆ︂anonLength(id)) = n where valK,s,β( ˆ︂\anonAcc(id)) = ˆ︂acc1⃝ . . .⃝ ˆ︂accn
Example 6.3.1. For the sequent in Example 6.1.2 the anonymizing update v is specified
as

v := v′ || ˆ︂\anonAcc(id)
where id is a fresh Skolem constant of type int and v′ takes care of anonymizing the
program variables and array content (for details see [32]).

As before, to enable shifting (“priming”), we need an update to compute the strongest
postcondition in presence of an unknown sequence of sequences of memory accesses.

Definition 6.3.5 (Renamed anonymized sequence of sequences of memory access update).
The syntax of a renamed anonymized memory access update is:

⟨update⟩ ::= …| ˆ︂\anonAcc′ ‘(’⟨term⟩, ⟨term⟩, ⟨term⟩‘)’

where the first two arguments are terms of type LocSet the last argument term is of
type int and the semantics is as follows:

valK,s,β( ˆ︂\anonAcc′(rLocs, wLocs, id)) = s′ = (σ, ˆ︂Acc′) with s = (σ, ˆ︂acc1⃝ . . .⃝ ˆ︂accn),
and ˆ︂Acc′ = {︄ ˆ︂acc1⃝ . . .⃝ ˆ︂acc

n−valK,s,β( ˆ︂anonLength(id)), if valK,s,β(
ˆ︂anonLength(id)) < n

ε , otherwise
rLocs =

⏐↓
R
valK,s,β( ˆ︂\anonAcc′(id)), and

wLocs =
⏐↓
W
valK,s,β( ˆ︂\anonAcc′(id)).
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Example 6.3.2. Our approach generates the following inter-iteration data dependence
invariant for Listing 6.1 under the assumption that the array object is not null and no
access happens outside of the array bounds.

noR(a[i..a.length-1][0..a[0].length-1]) ∧
noW(a[i..a.length-1][0..a[0].length-1]) ∧
ˆ︂noRaW(a[0..a.length-1][0..a[0].length-1]) ∧
ˆ︂noWaR(a[0..a.length-1][0..a[0].length-1]) ∧
ˆ︂noWaW(a[0..a.length-1][0..a[0].length-1]) ∧
0 ≤ i ≤ N ∧ a ̸ .= null ∧ a.length ≥ N - 1 ∧ a[0].length ≥ M - 1.

6.3.2. Update Application Rules

A selection of the rules for the new update kinds ˆ︂\anonAcc(rLocs, wLocs, id) and
ˆ︂\anonAcc′(rLocs, wLocs, id) is shown in Figure 6.2. We explain them briefly below.

• Rule shiftItrAnonAcc, like other shifting rules, realizes shifting for a anonymized
sequence of memory access updates, i.e. it replaces all formulas in the sequent by
their strongest postcondition. Similar to shiftAnonAcc, it does not add information
on the memory locations accessed in the sequence of anonymized updates, as these
are unknown.

• Rule itrAnonAccApp applies anonymized sequence of memory access updates
ˆ︂\anonAcc(rLocs, wLocs, id) to formula ˆ︂noRaW(ls, rLs,wLs, futRLs), which expresses

that there is no read-after-write data dependence on any location in ls, at the current
iteration location sets rLs and wLs are read and written, respectively. Processed
loop iterations up to now have read futRLs. The update has to be applied on all
arguments to keep the soundness. Location sets rLocs and wLocs are added to the
location sets rLs and wLs that are read and written in the current iteration of the
loop.

• Rule itrAnonAccAppOnHist applies the anonymized sequence of memory access
updates to a formula ˆ︂noRHist(loc, lb), which expresses that there was no read
on any location in loc, except possibly for the preceding lb iterations. Applying
the update modifies the number of preceding iterations to a shorter sequence in
the pre-state. This means instead of going back lb iterations, we only need to go
back lb+ anonLength(id) iterations.
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• Rule renamedItrAnonAccApp acts opposite of rule itrAnonAccApp by eliminat-
ing rLocs and wLocs from location sets rLs and wLs.

• Rule renamedItrAnonAccAppOnHist has an opposite effect of itrAnonAccAppOnHist,
instead of decreasing the number of steps going back we need to increase them by
the number of iterations represented by anonLength(id).

Still the Theorem 3.4.1 and subsequently Corollary 3.4.1 hold.

87



shiftItrAnonAcc
{ ˆ︂\anonAcc′(rLocs, wLocs, id)}Γ =⇒ φ, { ˆ︂\anonAcc′(rLocs, wLocs, id)}∆

Γ =⇒ { ˆ︂\anonAcc(rLocs, wLocs, id)}φ,∆

itrAnonAccApp

{ ˆ︂\anonAcc(id)}ˆ︂noRaW(ls, rLs,wLs, futRLs)⇝
ˆ︂noRaW({ ˆ︂\anonAcc(rLocs, wLocs, id)}ls, ({ ˆ︂\anonAcc(rLocs, wLocs, id)}rLs) ∪ rLocs,

({ ˆ︂\anonAcc(rLocs, wLocs, id)}wLs) ∪ wLocs, futRLs)

itrAnonAccAppOnHist

{ ˆ︂\anonAcc(id)} ˆ︂noRHist(loc, lb)⇝
ˆ︂noRHist({ ˆ︂\anonAcc(rLocs, wLocs, id)}loc,

({ ˆ︂\anonAcc(rLocs, wLocs, id)}lb)− ˆ︂anonLength(id))

renamedItrAnonAccApp

{ ˆ︂\anonAcc′(rLocs, wLocs, id)}ˆ︂noRaW(ls, rLs,wLs, futRLs)⇝
ˆ︂noRaW({ ˆ︂\anonAcc′(rLocs, wLocs, id)}ls, ({ ˆ︂\anonAcc′(rLocs, wLocs, id)}rLs) \ rLocs,

({ ˆ︂\anonAcc′(rLocs, wLocs, id)}wLs \ wLocs, futRLs)

renamedItrAnonAccAppOnHist

{ ˆ︂\anonAcc′(id)} ˆ︂noRHist(loc, lb)⇝
ˆ︂noRHist({ ˆ︂\anonAcc′(rLocs, wLocs, id)}loc,

({ ˆ︂\anonAcc′(rLocs, wLocs, id)}lb) + ˆ︂anonLength(id))

Figure 6.2.: A selection of calculus rules for (renamed) anonymized sequence of memory
access updates application
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7. Multi-Dimensional Arrays

On the theoretical side there is no major difference between one- and multi-dimensional
arrays. In Java, multi-dimensional arrays are defined as an array of arrays. The general
shape can be complex (see Figure 7.2a). Our application area HPC (and many others)
use mostly two dimensional arrays to describe matrices, hence, it proves advantageous
to provide means to represent the location set of such matrix-like arrays for this more
specific form.

Section 7.1 extends the theory of location sets by a constructor that describes rectangular
array shapes. This allows us to achieve a higher degree of automation when reasoning over
matrix arrays in comparison to describing them using general location set functions. In
Section 7.2 we develop sequent calculus rules to realize the extension to theory of location
sets theory. In the end, in Section 7.3, we briefly mention how the prover chooses which
rule has to be applied, as this is one of the challenging aspects of the implementation.

7.1. Syntax and Semantics

We define the constructor for rectangular shaped array as a definitional extension of
infinite union infiniteUnion{x} [32].

The function symbol infiniteUnion{T x}(t) is defined as a variable binding func-
tion that binds variable x in t. Intuitively, when t is of type LocSet it represents the
mathematical set

⋃︁
x t. We define it formally based on definitions in [32].

Definition 7.1.1 (Infinite union). Infinite union is a function with the following signature:

infiniteUnion{T x} : LocSet→ LocSet

where T x is a variable of type T . The semantics is defined as follows:

valK,s,β(infiniteUnion{T x}(t)) =
⋃︂
a∈DT

valK,s,βa
x
(t).
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Example 7.1.1. Infinite union is sufficiently expressive to describe a variety of loca-
tion sets. For example, we can define arrayRange(a,low,high) for an array a as
infiniteUnion{int x}(if (low ≤ x ∧ x ≤ high) then (a[x]) else (empty))

The infinite union can be used to describe the memory locations for an arbitrary multi-
dimensional array of any shape and in particular also for rectangular shaped arrays. But
the expressive power, comes with high automation costs.

Hence, we introduce a function symbol (constructor) similar to arrayRange [32] to
represent memory locations of a two-dimensional array restricted to rectangular form.

For a rectangular shaped two-dimensional array a location sets take the form of finite
unions of contiguous segments a[i..j][k..l].These must be generalized to finite unions of
N -dimensional rectangles: a[i1..j1] . . . [iN ..jN ].

We only focus on two-dimensional rectangular shaped arrays, here. The extension to
the N -dimensional rectangular shaped arrays is straightforward.

Definition 7.1.2 (Matrix range). Matrix range is a function with the following signature:

matrixRange : Heap× Object× int× int× int× int→ LocSet.

matrixRange(heap,matrix, rowL, rowH, colL, colH) is the union of all the array ranges
it is referencing:

matrixRange(heap,matrix, rowL, rowH, colL, colH) :=

infiniteUnion{int rowI; }(
if (rowI ≥ rowL ∧ rowI ≤ rowH)

then (arrayRange(select(heap,matrix,arr(rowI)), colL, colH))

else (empty))

In matrixRange(heap,matrix, rowL, rowH, colL, colH), if the lower bound of rows
rowL (columns colL) is less than or equal to the upper bound of rows rowH (columns
colH) then it is describing memory locations of a two-dimensional array. Otherwise, it is
the empty location set.

Example 7.1.2. In Figure 7.1, matrixRange(heap,a,i,j,k,l) is a rectangular shaped
sub-array of the two-dimensional array a[0..N][0..M] with 0 ≤i ≤j ≤N and
0 ≤k ≤l ≤M.

Multi-dimensional Java arrays are modeled as a one-dimensional arrays with references
to other one-dimensional array. A multi-dimensional array does not need to have arrays
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Figure 7.1.: Two-dimensional rectangular shaped array a[0..N][0..M] and rectangular
shaped sub-array of it described by matrixRange(heap,a,i,j,k,l)

0

1

2

3

4

null

(a) A two-dimensional Java array
(b) A two-dimensional array constructed by

matrixRange

Figure 7.2.: Different Java arrays

of the same length at each level [41]. The referenced arrays can be the same objects, or
null. Figure 7.2a shows an example of a two-dimensional Java array. In Figure 7.2a,
array elements at index 0 and 2 are referencing to two different one-dimensional arrays
with different length. Elements 0 and 1 both are referencing to the same array (aliasing).
Array element 3 is not referencing to any array and element 4 is self-referencing. Figure
7.2b shows a rectangular shaped two-dimensional array, constructed by matrixRange.

As mentioned before in HPC and many other application scenarios two-dimensional
arrays are used to describe matrices and could be described by our matrixRange func-
tion. But as Java arrays in general are more complex, for instance they can have a
non-rectangular shape (7.2a), we need to specify explicitly if an array adheres to the
rectangular shape so that we can use matrixRange. For example, for having a rectan-
gular all the rows should have the same length a[0].length. Therefor, we introduce
predicate symbol wellFormedMatrix, defined as follows:

Definition 7.1.3 (Well-formed matrix predicate). The syntax of well-formed matrix predi-
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cate is symbol with the following syntax:

wellFormedMatrix : Heap× Object.

The predicate wellFormedMatrix(heap, matrix) is defined as follows:

• matrix ̸= null,

• ∀ row; select(heap,matrix,arr(row)) ̸= null,

• ∀ row1; ∀ row2;

length(select(heap,matrix,arr(row1))) =

length(select(heap,matrix,arr(row2))),

• ∀ row; matrix ̸= select(heap,matrix,arr(row)),

• ∀ row1; ∀ row2; (row1 ̸= row2) →

select(heap,matrix,arr(row1)) ̸= select(heap,matrix,arr(row2)),

• ∀ matrix2; (matrix ̸= matrix2) → ∀ row; ∀ row2;

select(heap,matrix,arr(row)) ̸= select(heap,matrix2,arr(row2)).

The first three properties are describing the rectangular shape of a matrix and the rest
help to exclude sharing while proving.

The assumptions about the rectangular shape of the matrix make the automation of
simplification rules easier.

7.2. Calculus Rules

We define the standard set operations (∪,∩, \,⊂) for matrixRange as well. These
operations are realized through calculus rules. As a result of introducing predicate
symbol matrixRange, we need to define corresponding sequent calculus rules. There
are axiomatic rules for replacing matrixRange and wellFormedMatrix with their
respective definitions. Besides these rules, there are several derived rules that are more
amenable for proof automation. In the following we explain some of these rules.
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matrixRangeMinusSingleton
matrixRange(heap,matrix, rowL, rowH, colL, colH) \ singleton(o,arr(sCol))
⇝

if (matrix .
= o ∨ sCol < colL ∨ colH < sCol)

then (matrixRange(heap,matrix, rowL, rowH, colL, colH))

else (if (∃k; k ≥ rowL ∧ k ≤ rowH ∧ o = select(heap,matrix,arr(k)))
then (matrixRange(heap,matrix, rowL, sRow - 1, colL, colH) ∪

matrixRange(heap,matrix, sRow + 1, rowH, colL, colH) ∪
matrixRange(heap,matrix, sRow, sRow, colL, sCol - 1) ∪
matrixRange(heap,matrix, sRow, sRow, sCol + 1, colH)))

else (matrixRange(heap,matrix, rowL, rowH, colL, colH))

if wellFormedMatrix(matrix, heap) holds, and
sRow is a fresh constant of type int such that(︁
∃k; k ≥ rowL ∧ k ≤ rowH ∧ o = select(heap,matrix,arr(k))

)︁
→

sRow ≥ rowL ∧ sRow ≤ rowH ∧ o = select(heap,matrix,arr(sRow))

RulematrixRangeMinusSingleton formalizes how to reduce the set difference operation
on a matrixRange location set and a singleton location set
(singleton(o,arr(sCol))) under the assumption that thematrix term is a two-dimensional
array that satisfies the well-formedness conditions.

If the singleton location set can be shown to be outside of the matrix range, then the
result is the whole matrix range. This is, for instance, the case when the column index
sCol is outside of the column range of the matrix range, or also for the special case where
o refers to the matrix array. Otherwise, the singleton location set is part of the matrix
range. In this case, there is a row k in the matrix that overlaps with the singleton location
set, the side condition states that this row is sRow. Due to well-formedness of matrix,
sRow is unique. If there is no such row k, then sRow is unspecified. The rule decomposes
the matrix range to four different matrix range location sets (possibly empty) to exclude
the singleton location set. These matrix ranges are shown in Figure 7.3 that are covering
the whole matrix range except the singleton location set. The result is union of these
location sets.
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matrixRange(heap,matrix, sRow + 1, rowH, colL, colH)

matrixRange(heap,matrix, rowL, sRow - 1, colL, colH)

matrixRange(heap,matrix,
sRow, sRow, colL, sCol - 1)

matrixRange(heap,matrix,
sRow, sRow, sCol + 1, colH)

Figure 7.3.: Matrix range minus singleton

matrixRangeMinusMatrixRange
matrixRange(heap, a, aRowL, aRowH, aColL, aColH) \

matrixRange(heap, b, bRowL, bRowH, bColL, bColH)

⇝

if (a ̸ .= b ∨ bRowH < aRowL ∨ bRowL > aRowH ∨
bColL > aColH ∨ bColH < aColL)

then (matrixRange(heap, a, aRowL, aRowH, aColL, aColH))

else (matrixRange(heap, a, aRowL, bRowL - 1, aColL, aColH) ∪
matrixRange(heap, a, bRowH + 1, aRowH, aColL, aColH) ∪
matrixRange(heap, a, aRowL, aRowH, aColL, bColL - 1) ∪
matrixRange(heap, a, aRowL, aRowH, bColH + 1, aColH)

if wellFormedMatrix(a, heap) holds.

Rule matrixRangeMinusMatrixRange formalizes reducing the set difference operation
on two matrixRange location sets (a and b). The rule is under the assumption that the
two-dimensional array a, which is the first argument of the set difference operation, is
well-formed. If the matrix range b does not have an overlap with a the set difference
results in the whole matrix range a. Similarly, if a and b are different objects they can not
have shared location sets, since a is well-formed. Otherwise, a and b are the same object
and they are overlapping in some location sets. Similar to matrixRangeMinusSingleton,
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a

b

matrixRange(heap, a, aRowL, bRowL - 1, aColL, aColH)

matrixRange(heap, a, bRowH + 1, aRowH, aColL, aColH)

matrixRange(heap, a, aRowL, aRowH,
aColL, bColL - 1)

matrixRange(heap, a, aRowL, aRowH,
bColH + 1, aColH)

Figure 7.4.: Matrix range minus matrix range

the result of set difference operation is union of four different matrix ranges (possibly
empty) depicted in Figure 7.4.

matrixRangeMinusMatrixRangeSpecialCase
matrixRange(heap,matrix, a1RowL, a1RowH, a1ColL, a1ColH) \

matrixRange(heap,matrix, a2RowL, a2RowH, a2ColL, a2ColH)

⇝

if (a2RowL ≤ a1RowL ∧ a2RowH ≥ a1RowH ∧
a2ColL ≤ a1ColL ∧ a2ColH ≥ a1ColH)

then (empty)
else (matrixRange(heap,matrix, a1RowL, a1RowH, a1ColL, a1ColH) \

matrixRange(heap,matrix, a2RowL, a2RowH, a2ColL, a2ColH))

if wellFormedMatrix(matrix, heap) holds.

Rule matrixRangeMinusMatrixRangeSpecialCase formalizes the set difference oper-
ation for two matrixRange of the same array object. The assumption is that two-
dimensional array matrix is well-formed. If the second argument is covering a bigger
range than the first argument, the result is an empty location set. Otherwise, the set
difference operation is carried on as usual.

Still the Theorem 3.4.1 and subsequently Corollary 3.4.1 hold. As an example we
provide the proof for rule matrixRangeMinusSingleton in Appendix C.7.
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7.3. Proof Search Strategy

At different states in the proof, there is a subset of rules that are applicable, and one of
them must be chosen. A proof search strategy implements how the choice takes place.

Proof search strategy in KeY is defined as a weighted cost function of a feature vector.
Each taclet can have one or multiple features. The cost of applying a taclet in a proof state
is a function (e.g. sum) of the costs associated with its features. When multiple taclets
are applicable, the taclet with the least application cost is applied. Features turn syntactic
criteria of the current proof state into a cost.

To reason effectively and efficiently within the theory presented in this thesis, several
features are defined for guiding the proof search. One of these features that focuses is
on reasoning about location sets is covered. Sub-arrays of two-dimensional arrays are
described by set operations over the matrixRange location set constructor. Several of
the provided simplification rules for computing the difference or intersection of these
matrix ranges are only applicable under certain conditions, like one range contained in
the other or existence of some overlapping area.

Generally, showing these conditions requires performing proof, but often this can also
be determined on a purely syntactical basis using features like covered that allows safe
guesses on two values expressed as polynomials.
Rule matrixRangeMinusMatrixRangeSpecialCase uses covered feature to measure the
existence of such an overlap by comparing the involved indices. The “success” case of the
rule is when the condition holds. If the indices are expressed as polynomials, checking
the condition can sometimes be done syntactically. Hence, the proof search strategy was
equipped with features covered that if they can determine that the indices are in the
expected order, the rule is assigned a finite cost, while otherwise the feature will assign
infinite cost, effectively preventing the rule to be applied (resulting in avoiding the useless
“unsuccessful” branch of the conditional term to be taken).
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8. Experimental Results

We have implemented a prototype of our data dependence analysis approach using the
KeY deductive verifier and tackled the following challenges:

• extending the core logic to support data dependences by new update types and
non-rigid predicates;

• adding several lemmas for dealing with location sets (singletons, array ranges, and
matrices); and

• adapting the proof search strategy by defining new features.

Like the majority of HPC applications, we focus on loops over arrays and matrices. This
chapter shows the result of our analysis for single loops and nested loops in Sections 8.1
and 8.2 , respectively. Test cases in this are inspired by well-known HPC test suites such as
Polybench [59] and NAS[60]. We focus on the computation intensive parts of test cases
from theses test suits. The result shows that our approach is highly precise.

We have conducted our experiments on a computer with a Core i7-8750H CPU @ 2.2
GHz, 6 Cores (12 Logical Processors). The number of processors does not affect the
performance of KeY as it is not parallelized. 2 GB memory is allocated to KeY. For each
proof, the timeout is set on 5 seconds. The maximum number of steps per proof is 5000,
unless it is stated otherwise. Proofs include generating abstract predicates and conducting
symbolic execution.

8.1. Single Loops

In the following test cases the precondition is:

noDep(a[0..a.length-1]) ∧ a ̸ .= null ∧ a.length > N.

Predicate noDep(a[0..a.length-1]) helps to focus on the isolated loop, since the data
dependence history before encountering a loop is usually irrelevant for loop parallelization.
Knowing the length of array (a.length > N) prevents out of bounds array accesses. The
post condition is set to true and expresses reachability.
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noR(a[i..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
noRaW(a[0..a.length-1]) ∧ noWaW(a[0..a.length-1]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(a) Loop invariant
noR(a[i..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
ˆ︂noRaW(a[0..a.length-1],empty,empty,empty) ∧
ˆ︂noWaR(a[0..a.length-1],empty,empty,empty) ∧
ˆ︂noWaW(a[0..a.length-1],empty,empty)

a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(b) Inter-iteration loop invariant

Figure 8.1.: Loop invariants for Listing 8.1

8.1.1. Test Cases

Array Increase

Listing 8.1 increases the value of array elements by one. There is only one type of data
dependence present in this loop: an intra-iteration WaR.

while (i <= N) {
a[i] = a[i] + 1;
i = i + 1;

}

Listing 8.1: Array increase

Figure 8.1a shows the generated loop invariant. It is fully precise and correctly captures
the intra-iteration WaR data dependence.

Since the WaR data dependence is an intra-iteration data dependence, it is allowed in
the inter-iteration loop invariant. Figure 8.1b shows the fully precise inter-iteration loop
invariant.

Array Access with a Function Call

In Listing 8.2, function f takes an integer as argument. We assume that function f is
deterministic and pure. Meaning that it only depends on the value of its argument and it

98



noR(a[i..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
noRaW(a[0..a.length-1]) ∧ noWaW(a[0..a.length-1]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(a) Loop invariant
noR(a[i..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
ˆ︂noRaW(a[0..a.length-1],empty,empty,empty) ∧
ˆ︂noWaR(a[0..a.length-1],empty,empty,empty) ∧
ˆ︂noWaW(a[0..a.length-1],empty,empty) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(b) Inter-iteration loop invariant

Figure 8.2.: Loop invariants for Listing 8.2

does not modify the heap. Therefore, function f does not read or write the array elements.
Therefore, the generated loop invariants in Figures 8.2 are the same as the invariants
generated for Listing 8.1.

i = 0;
while (i <= N) {

a[i] = f(a[i]);
i=i+1;

}

Listing 8.2: Array access with a Function

Intra-iteration Data Dependence

Similar to Listing 8.1, in Listing 8.3 there is a WaR data dependence on all elements of
array a. In addition, there is a read in line 5 following the write in line 4, which together
they form a RaW data dependence. The result is shown in Figure 8.3a and it is correctly
excluding predicates noWaR and noRaW from the loop invariant.

Since both of the data dependence in Listing 8.3 are intra-iteration data dependences,
they are both ignored by the inter-iteration loop invariant in Figure 8.3b.
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1 i = 0;
2 sum = 0;
3 while (i <= N) {
4 a[i] = a[i] + 1;
5 sum = sum + a[i];
6 i = i + 1;
7 }

Listing 8.3: Intra-iteration data dependence

noR(a[i..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
noWaW(a[0..a.length-1]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(a) Loop invariant
noR(a[i..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
ˆ︂noRaW(a[0..a.length-1],empty,empty,empty) ∧
ˆ︂noWaR(a[0..a.length-1],empty,empty,empty) ∧
ˆ︂noWaW(a[0..a.length-1],empty,empty) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(b) Inter-iteration loop invariant

Figure 8.3.: Loop invariants for Listing 8.3
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noR(a[0] ∪ a[i+1..a.length-2]) ∧ noW(a[i..a.length-2]) ∧
noRaW(a[0..a.length-2]) ∧ noWaW(a[0..a.length-2]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N

(a) Loop invariant
noR(a[0] ∪ a[i+1..a.length-2]) ∧ noW(a[i..a.length-2]) ∧
ˆ︂noRaW(a[0..a.length-2],empty,empty,empty) ∧
ˆ︂noWaW(a[0..a.length-2],empty,empty) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N

(b) Inter-iteration loop invariant

Figure 8.4.: Loop invariants for Listing 8.4

Inter-Iteration Data Dependence

In Listing 8.4 there is WaR data dependence on all the elements of array a except a[0] as
it is never read. The generated loop invariant is shown in Figure 8.4a.

i = 0;
while (i <= N-1) {

a[i] = a[i+1];
i=i+1;

}

Listing 8.4: Inter-iteration data dependence

As this data dependence is an inter-iteration data dependence, it is taken into account
by the inter-iteration loop invariant in Figure 8.4b as well.

Inter- and Intra-Iteration Data Dependences

Similar to Listing 8.4, in Listing 8.5 there is a WaR data dependence. In addition, there
is a read in line 5 after the write in line 4 which together form a RaW data dependence.
Both data dependences are captured during the loop invariant generation process and the
result is shown in Figure 8.5a.

As the RaW data dependence is an intra-iteration one, it is ignored by the inter-iteration
loop invariant in Figure 8.5b.
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1 i = 0;
2 sum = 0;
3 while (i <= N-1) {
4 a[i] = a[i+1];
5 sum = sum + a[i];
6 i=i+1;
7 }

Listing 8.5: Inter- and intra-iteration data dependences

noR(a[i+1..a.length-2]) ∧ noW(a[i..a.length-2]) ∧
noWaW(a[0..a.length-2])

a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N

(a) Loop invariant

noR(a[i+1..a.length-2]) ∧ noW(a[i..a.length-2]) ∧
ˆ︂noRaW(a[0..a.length-2],empty,empty,empty) ∧
ˆ︂noWaW(a[0..a.length-2],empty,empty) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N

(b) Inter-iteration loop invariant

Figure 8.5.: Loop invariants for Listing 8.5

Although both loop invariants capture the data dependences precisely, they miss the
predicate noR(a[0]), due to the heuristic used for generating sub-arrays. Loosing the
full precision is undesirable, but it does not harm the data dependence analysis goal in
this testcase.

Conditional

In Listing 8.6, as mentioned in Subsection 2.4.3, when the symbolic execution engine
reaches the if-then-else, it splits the proof into two branches. To represent both proof
branches within a single loop invariant we join them using the symbolic state merging
framework [57]. In both proof branches elements of array a are written, but there is
no WaW data dependence on them. In addition, since elements of array a are not read
there can not be any RaW or WaR data dependence on them. Figure 8.6 includes loop
invariants generated for Listing 8.6.

Conditional with Different Number Of Memory Accesses in Different Branches

In Listing 8.7, there are different numbers of memory accesses in the if-then-else branches.
While the if-clause causes a WaR data dependence, the else-clause only writes on the
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i = 0;
while (i <= N) {

if(i > N/2)
a[i] = 1;

else
a[i] = 0;

i=i+1;
}

Listing 8.6: Conditional write on array elements

noR(a[0..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
noWaW(a[0..a.length-1]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(a) Loop invariant
noR(a[0..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
ˆ︂noWaW(a[0..a.length-1],empty,empty) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(b) Inter-iteration loop invariant

Figure 8.6.: Loop invariants for Listing 8.6

103



noR(a[i..a.length-2]) ∧ noW(a[i..a.length-2]) ∧
noRaW(a[0..a.length-2]) ∧ noWaW(a[0..a.length-2]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N

(a) Loop invariant
noR(a[0]) ∧ noW(a[i..N]) ∧
ˆ︂noRaW(a[0..a.length-2],empty,empty,empty) ∧
ˆ︂noWaW(a[0..a.length-2],empty,empty) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N

(b) Inter-iteration loop invariant

Figure 8.7.: Loop invariants for Listing 8.7

array elements. Differences between the two branches do not cause a loss of precision in
the generated loop invariants in Figure 8.7a.

i = 0;
while (i < N) {

if(i > N/2)
a[i] = a[i+1];

else
a[i] = 0;

i=i+1;
}

Listing 8.7: Conditional with different number of accesses in different branches

Since the WaR data dependence, it is correctly captured by the inter-iteration loop
invariant in Figure 8.7b.

Both loop invariants capture the data dependences precisely, but they miss the predicate
noR(a[0]), due to the heuristic used for generating sub-arrays. This loss of precision
does not harm the data dependence analysis goal.

Conditional with Similar Data Dependences in Different Branches

Listing 8.8, there is WaR data dependence in both branches. The WaR data dependence
caused by the if-branch is an inter-iteration data dependence (unlike the one in the
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noR(a[i+1..N-1]) ∧ noW(a[i..N-1]) ∧
noRaW(a[0..N-1]) ∧ noWaW(a[0..N-1]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N

(a) Loop invariant
noR(a[i+1..N-1]) ∧ noW(a[0] ∪ a[i..N-1]) ∧
ˆ︂noRaW(a[0..N-1],empty,empty,empty) ∧
ˆ︂noWaW(a[0..N-1],empty,empty) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N

(b) Inter-iteration loop invariant

Figure 8.8.: Loop invariants for Listing 8.8

else-branch) and it is captured by the inter-iteration loop invariant. Loop invariants for
Listing 8.8 are shown in Figure 8.8.

i = 0;
while (i <= N-1) {

if(i > N/2)
a[i] = a[i+1];

else
a[i] = a[i] + 1;

i=i+1;
}

Listing 8.8: Conditional with similar data dependences in different branches

Conditional with Different Kind of Data Dependences in Different Branches

In Listing 8.9, the first half of the array is shifted to the right and the second half is shifted
to the left. Therefore, there is RaW data dependence on the first half and WaR data
dependence on the second half. The generated loop invariant is shown in Figure 8.9a over-
approximates both of the data dependences over the whole array. This over-approximation
is due to the adoption of the merge technique [57]. Since both of the data dependences
are inter-iteration they are allowed in the inter-iteration loop invariant in Figure 8.9b.
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i = 1;
while (i <= N-1) {

if(i > N)/2)
a[i] = a[i+1];

else
a[i] = a[i-1];

i=i+1;
}

Listing 8.9: Conditional with different kind of data dependences in different branches

noR(a[i+1..a.length-2]) ∧ noW(a[0] ∪ a[i..a.length-2]) ∧
noWaW(a[0..a.length-2]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 1 ∧ i ≤ N

(a) Loop invariant
noR(a[i+1..a.length-2]) ∧ noW(a[0] ∪ a[i..a.length-2]) ∧
ˆ︂noWaW(a[0..a.length-2],empty,empty) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 1 ∧ i ≤ N

(b) Inter-iteration loop invariant

Figure 8.9.: Loop invariants for Listing 8.9
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noR(a[0] ∪ a[i+1..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
noRaW(a[0..a.length-1]) ∧ noWaW(a[0..a.length-1]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(a) Loop invariant
noR(a[0] ∪ a[i+1..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
ˆ︂noRaW(a[0..a.length-1],empty,empty,empty) ∧
ˆ︂noWaW(a[0..a.length-1],empty,empty) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(b) Inter-iteration loop invariant

Figure 8.10.: Loop invariants for Listing 8.10

Inter-iteration Data Dependence with Abrupt Termination

In Listing 8.10, array elements are shifted to the left. The generated loop invariants in
Figure 8.10 show that our approach can deal with abrupt termination of loops.

i = 0;
while (i <= N) {

if(i == N)
break;

else
a[i] = a[i+1];

i=i+1;
}

Listing 8.10: Array shift program with abrupt termination

Stencil

Stencil programs are a subset of HPC applications that involves repeatedly updating
elements of arrays according to fixed patterns which is usually a function of neighboring
elements.

Listing 8.11 is an example of a stencil over a one-dimensional array where elements
value depend on their neighboring elements.
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i = 1;
while (i < N) {

a[i] = a[i-1] + a[i+1];
i = i + 1;

}

Listing 8.11: A stencil over a one-dimensional array

noR(a[i+1..a.length-2]) ∧ noW(a[i..a.length-2]) ∧
noWaW(a[0..a.length-2]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N

(a) Loop invariant
noR(a[i+1..a.length-2]) ∧
noW(a[0] ∪ a[i..a.length-1]) ∧
ˆ︂noWaW(a[0..a.length-2],empty,empty)

a ̸ .= null ∧ a.length > N ∧ i ≥ 1 ∧ i ≤ N

(b) Inter-iteration loop invariant

Figure 8.11.: Loop invariants for Listing 8.11
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Non-linear Array Index

This experiment shows that our approach is capable of analyzing loops over arrays with
non-linear indices.

In Listing 8.12 there is intra-iteration WaR data dependence on array elements a[0]
and a[1].

while (i <= N) {
a[i] = a[i^2];
i = i + 1;

}
Listing 8.12: Non-affine array access

Figure 8.12a shows the generated loop invariant. Predicate noW(a[i..a.length-1])
stating that from i onward no array elements is written, implies that there are no data
dependence on a[i..a.length-1]. Although sound, this result is not precise enough.
A precise result would also include:

noWaR(a[2..a.length-1]) ∧
noRaW(a[0..a.length-1]) ∧
noWaW(a[0..a.length-1]).

The inter-iteration data dependence loop invariant is shown in Figure 8.12b. With
covering ˆ︂noWaW(a[0..a.length-1],empty,empty) it is more precise than the loop
invariant in Figure 8.12a, but it lacks the following predicate to be fully precise:

ˆ︂noWaR(a[0..a.length-1],empty,empty,empty) ∧
ˆ︂noRaW(a[0..a.length-1],empty,empty,empty).

8.1.2. Evaluation

Tables 8.1 and 8.2 show the experimental results for our general loop invariant generation
approach and the inter-iteration data dependence loop invariant, respectively. The average
time over three runs is shown in their third columns.

There are different factors affecting the time needed for generating the loop invariant.
For example, the number of iterations that the loop invariant generation algorithm needs
to reach the fixpoint. The fourth columns (No. of Iterations) show this factor. The presence
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noW(a[i..a.length-1]) ∧
a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(a) Loop invariant
noW(a[i..a.length-1]) ∧
ˆ︂noWaW(a[0..a.length-1],empty,empty)

a ̸ .= null ∧ a.length > N ∧ i ≥ 0 ∧ i ≤ N+1

(b) Inter-iteration loop invariant

Figure 8.12.: Loop invariants for Listing 8.12

of conditionals and complicated array access patterns also affect the time needed for data
dependence loop invariant generation.

The number of proofs for symbolic execution and generating abstract predicates is
shown in the fifth columns (No. of Proofs).

The generated data dependence loop invariant is correct if it does not under-approximate
data dependences, and it is precise if it does not over-approximate. All of the generated
data dependence loop invariants are correct. In presence of conditionals (Listings 8.6 - 8.9)
our approach can lose precision. It is worth noting that the inter-iteration data dependence
loop invariant for Listing 8.6 is precise, as the conditional statement is only affecting the
intra-iteration data dependences.

Our approach loses precision while encountering non-affine array access Listing 8.12)
due to the design of sub-array generation (part of the weakening Algorithm 2). Compared
to the state-of-the-art approaches, we have the advantage of being able to analyze such
programs at all.

8.2. Nested Loops

Similar to Section 8.1, in the following test cases, except for Multiple Arrays in Section
8.2.1, the precondition is:

noDep(a[0..a.length-1]) ∧
a ̸ .= null ∧ a.length > N ∧ a[0].length > M.
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Table 8.1.: Data dependence loop invariant generation for single loops
Test case Precise Time (s) No. of Iterations No. of Proofs
Listing 8.1 ✓ 21.1 3 145
Listing 8.2 ✓ 21.1 3 145
Listing 8.3 ✓ 23.4 3 132
Listing 8.4 ✓ 74.7 4 161
Listing 8.5 ✓ 32.1 3 136
Listing 8.6 × 20.9 3 118
Listing 8.7 × 130.5 4 215
Listing 8.8 × 26.8 3 130
Listing 8.9 × 36.6 4 143
Listing 8.10 ✓ 28.2 3 154
Listing 8.11 ✓ 43.2 3 143
Listing 8.12 × 57.7 3 164

Table 8.2.: Inter-iteration data dependence loop invariant generation for single loops
Test case Precise Time (s) No. of Iterations No. of Proofs
Listing 8.1 ✓ 16.7 3 158
Listing 8.2 ✓ 17.8 3 158
Listing 8.3 ✓ 21.8 3 164
Listing 8.4 ✓ 20.5 4 164
Listing 8.5 ✓ 21.7 3 144
Listing 8.6 ✓ 14.0 3 112
Listing 8.7 × 44.7 3 154
Listing 8.8 × 23.7 3 144
Listing 8.9 × 24.2 3 182
Listing 8.10 ✓ 16.7 3 154
Listing 8.11 ✓ 21.33 3 144
Listing 8.12 × 20.6 4 164
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noR(a[i..N-1][0..M-1]) ∧ noW(a[0..N-1][0..M-1]) ∧
a ̸ .= null ∧ a.length > N ∧ a[0].length > M ∧
i ≥ 0 ∧ i ≤ N ∧ j ≥ 0 ∧ j ≤ M

Figure 8.13.: Loop invariants for Listing 8.13

Our approach demands matrices to have a rectangular shape (see Chapter 7), where the
length of all rows are equal to a[0].length. Predicate a[0].length > M emphasizes
that lower bound of the length of row 0 is known. In this section, we include an imperfect
nest of loops to show that our approach can deal with such cases in opposition to tools
that only handle perfectly nested loops.

At the time of writing this thesis, the implementation of our approach for generating
inter-iteration loop invariants for nested loops is not yet finished. Therefore, this section
only presents the result of implementing our general loop invariant generation for nested
loops.

8.2.1. Test Cases

Read from Matrix

In Listing 8.13, the assumption is that function f is deterministic and pure. As a result,
the loop is only reading the elements of matrix a. Therefore, there is no data dependence
on matrix a. The generated loop invariant in Figure 8.13 states that there is no write on
matrix a which implies that there can not be WaR, RaW, or WaW data dependence on
this matrix.

i = 0;
while (i <= N - 1) {

j = 0;
while (j <= M - 1) {

f(a[i][j]);
j = j+1;

}
i = i+1;

}

Listing 8.13: Nested loop reading from a matrix
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noR(a[i..a.length-2][0..a[0].length-2]) ∧
noW(a[0..a.length-2][0..a[0].length-2]) ∧
a ̸ .= null ∧ a.length > N ∧ a[0].length > M ∧
i ≥ 0 ∧ i ≤ N ∧ j ≥ 0 ∧ j ≤ M

Figure 8.14.: Loop invariants for Listing 8.14

Conditional Read

In Listing 8.14, similar to Listing 8.13, the assumption is that the function f does not
read and write on the elements of matrix a. The loop is only reading the elements of
matrix a when the if-condition holds. The generated loop invariant in Figure 8.14, same
as Figure 8.13, states that there is no write on matrix a. This implies that there can not
be WaR, RaW, or WaW data dependence on matrix a.

i = 0;
while (i <= N - 1) {

j = 0;
while (j <= M - 1) {

if(j < (M/2))
f([i][j]);

j = j+1;
}
i = i+1;

}

Listing 8.14: Conditional read from matrix

Intra-Iteration Data Dependence in the Inner Loop

Listing 8.15 shows a nested loop with intra-iteration WaR data dependence in the inner
loop. The outer loop invariant in Figure 8.15 captures this data dependence and shows
that there is no RaW or WaW data dependence on matrix a. In addition, it shows that at
each iteration i, array elements of row i and onward are not read and are not written.
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while (i <= N - 1) {
j = 0;
while (j <= M - 1) {

a[i][j] = a[i][j] + 1;
j = j+1;

}
i = i+1;

}

Listing 8.15: Nested loop with intra-iteration WaR data dependence

noR(a[i..a.length-2][0..a[0].length-2]) ∧
noW(a[i..a.length-2][0..a[0].length-2]) ∧
noRaW(a[0..a.length-2][0..a[0].length-2]) ∧
noWaW(a[0..a.length-2][0..a[0].length-2]) ∧
a ̸ .= null ∧ a.length > N ∧ a[0].length > M ∧
i ≥ 0 ∧ i ≤ N ∧ j ≥ 0 ∧ j ≤ M

Figure 8.15.: Loop invariants for Listing 8.15

Inter-Iteration Data Dependence in the Inner Loop

In Listing 8.16 there is inter-iteration WaR data dependence in the inner loop. The
generated loop invariant for the outer loop in Figure 8.16 shows that this data dependence
is correctly detected. Predicates about the matrix not being null and its dimensions lower
bounds are preserved by the loop and therefore appear in the loop invariant. In addition,
predicates showing the lower and upper bounds of the loop indices are generated precisely.
In this experiment, the maximum number of steps per proof is 10000.

while (i <= N - 1) {
j = 0;
while (j <= M - 2) {

a[i][j] = a[i][j + 1];
j = j+1;

}
i = i+1;

}

Listing 8.16: Shifting row elements to left
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noR(a[i..a.length-2][0..a[0].length-2]) ∧
noW(a[i..a.length-2][0..a[0].length-2]) ∧
noRaW(a[0..a.length-2][0..a[0].length-2]) ∧
noWaW(a[0..a.length-2][0..a[0].length-2]) ∧
a ̸ .= null ∧ a.length > N ∧ a[0].length > M ∧
i ≥ 0 ∧ i ≤ N ∧
j ≥ 0 ∧ j ≤ M-1

Figure 8.16.: Loop invariants for Listing 8.16

Inter-Iteration Data Dependence in the Outer Loop

In Listing 8.17, there is inter-iteration WaR data dependence in the outer loop. It is
correctly captured by the precise loop invariant generated for the outer loop in Figure 8.17.
In this experiment, the maximum number of steps per proof is 10000.

while (i <= N - 2) {
j = 0;
while (j <= M - 1) {

a[i][j] = a[i+1][j];
j = j+1;

}
i = i+1;

}

Listing 8.17: Shifting matrix rows up

Multiple Arrays

This experiment shows that our approach is capable of dealing with multiple arrays. In
this test case the post condition is true as usual, and the precondition is:

noDep(a[0..a.length-1]) ∧ noDep(b[0..b.length-1])

a ̸ .= null ∧ a.length > N ∧ b ̸ .= null ∧ b.length > M ∧ N .
= M.

Figure 8.18 shows the precise loop invariant generated for Listing 8.18.
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noR(a[i+1..a.length-2][0..a[0].length-2]) ∧
noW(a[i..a.length-2][0..a[0].length-2]) ∧
noRaW(a[0..a.length-2][0..a[0].length-2]) ∧
noWaW(a[0..a.length-2][0..a[0].length-2]) ∧
a ̸ .= null ∧ a.length > N ∧ a[0].length > M ∧
i ≥ 0 ∧ i ≤ N-1 ∧ j ≥ 0 ∧ j ≤ M

Figure 8.17.: Loop invariants for Listing 8.17

i = 0;
while (i <= N - 1) {

j = 0;
while (j <= M - 1) {

a[i] = b[j];
j = j+1;

}
i = i+1;

}

Listing 8.18: Multiple arrays

noW(a[i..a.length-2]) ∧ noR(b[j..b.length-2]) ∧
noW(b[0..b.length-2]) ∧ noR(a[0..a.length-2]) ∧
a ̸ .= null ∧ a.length > N ∧
b ̸ .= null ∧ b.length > M ∧
N .
= M ∧ i ≥ 0 ∧ i ≤ N ∧ j ≥ 0 ∧ j ≤ M

Figure 8.18.: Loop invariants for Listing 8.18
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Table 8.3.: Data dependence loop invariant generation results for nested loops
Test case Precise Time (min) No. of Iterations No. of Proofs Proof Steps

Listing 8.13 ✓ 14.7 3 2046 5000
Listing 8.14 × 14.8 3 2046 5000
Listing 8.15 ✓ 37.9 3 2389 10000
Listing 8.16 ✓ 54.4 3 2452 10000
Listing 8.17 ✓ 73.1 3 2769 10000
Listing 8.18 ✓ 0.65 4 333 5000

8.2.2. Evaluation

Table 8.3 shows the result of our experiments with nested loops. All the generated loop
invariants are correct. Except for the loop invariant of Listing 8.14, all the results are
precise. In the generation of loop invariant for Listing 8.14, our approach loses precision
due to the presence of a conditional statement.

Unlike the results for single loops in Table 8.1, which our approach on average takes
around a minute to generate results, it takes several minutes to generate data dependence
loop invariants for nested loops over matrices. This is due to the presence of matrices
rather than nests of loops. As for Listing 8.18, our approach takes less than a minute to
analyze a nested loop over one-dimensional arrays.

Number of iterations that the loop invariant generation algorithm needs to reach the
fixpoint is shown in the fourth column (No. of Iteration). Column No. of Proofs shows the
number of proofs during the loop invariant generation process, and Proof Steps column
shows the maximum number of steps each proof is allowed to take.

8.3. Threats to Validity

Concerning internal threats to validity, there is the question whether our results for Java
can be transferred to C, the prevalent HPC language. This is possible, because the code of
interest in the HPC domain is restricted to loops over arrays with indexed access of an array
element being the sole use of pointer arithmetic. This maps precisely to the dependences
created by array accesses in Java. In fact, the programs used in our experiments were
obtained as a one-to-one model from their C counterparts.
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Checking correctness of experimental outcomes and their interpretation is straightfor-
ward. Also the outcome, up to minor variations in observed user time, is deterministic.

As data dependence analysis is part of the parallelization process, state-of-the-art tools
do not report statistics of their data dependence analysis approaches separately. Tools
like [61] that report such statistics report it as the number of data dependences found in
the whole program. Therefore, there is no fair chance for a one-to-one comparison here.

The main external threat is the relatively small number and size of performed experi-
ments. However, this threat is mitigated for methodological reasons. The size and number
of code samples required for a representative selection is much smaller than for dynamic
and even for static approaches, because: (i) symbolic execution and the abstract domain
used in dependence invariants are able to detect and to express the desired dependences
by design; (ii) the symbolic approach can analyze small code fragments containing loops
that are the parallelization targets in isolation; (iii) complex functional properties can be
ignored.

Hence, we only need to ensure that the examples are representative for the HPC
application domain and cover to a sufficient degree the phenomena causing over- or
under-approximation in other approaches [10–15, 18, 19, 21, 22, 25, 62, 63]. These are
well-known and discussed in the examples above. In particular, our test cases contain
loops with conditional statements and we have shown that we can maintain correctness,
while dynamic data dependence analysis approaches can under approximate in presence
of conditionals and lead to incorrect results. Besides, our approach supports analyzing
non-linear array indices while dynamic approaches simply can not.

In addition, we need to ensure that our analysis is indeed automatic, as claimed.
We do not claim performance properties of our tool due to the small number of examples

and prototype status of the tool. We stress that we do not need to apply our tool to large
code bases (of thousands of code lines) but can work on isolated code sequences or loops
only. This is sufficient for our application scenario of code parallelization.
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9. Related Work

Related work to this thesis are mainly categorized into two groups: (i) data dependence
profilers (Section 9.1), and (ii) loop invariant generation (Section 9.2). Section 9.3 covers
a few other topics that are investigating similar problems.

9.1. Data Dependence Profilers

Detecting data dependences in loops is often called data dependence test, or data dependence
profiling. As in most cases loops iterate over arrays, array data dependence test is also
common. Even if dependences are known precisely, which is a special case of reachability
and, therefore, undecidable, the problem is NP-hard [64]. It can be approximated statically,
dynamically, or in a hybrid fashion.

9.1.1. Static

Static auto-parallelizing tools and compilers use static data dependence analysis techniques.
Since they only use information available at compile time they are also called compiler-
based methods. These techniques conservatively over-approximate data dependences
that might not occur at runtime, as often the value of pointers and array indices can not
be resolved at compile time. Reporting false positives can result in lost parallelization
opportunities. Another shortcoming of these techniques and tools developed based on
them is that they are limited to loops with affine linear bounds and array indices [2, 4, 5,
10, 13].

On the other hand, these approaches are sound [8] as they do not miss any data
dependences.

Static dependence analyses [1–9] use several techniques that can be categorized as the
following: (i) systems of linear inequality constraints solved using integer programming [1,
2, 4, 7]; (ii) graph structures like reference trees [5], program dependence graphs [65,
66]; (iii) renaming [3, 67]; (iv) symbolic value propagation [6].

In [2] data dependence analysis is reduced to finding an integer solution for set of
inequality constraints. In this approach array and loop indices must be linear functions.
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An integer programming algorithm is suggested in [4] to find data dependences between
array elements in nested loops where the loop bounds and array indices are affine functions
of loop indices. The Omega test [7] approximates dependence direction and distance
vector with integer programming. Describing the relation between iterations in which the
conflicting read/write occurs. Using dependence difference parameter was the approach
chosen in [1] leading to an exact method for data dependence analysis under very
restricted conditions. Static parallelization tools like autoPar [13] use such techniques for
data dependence analysis.

Reference tree is a decision tree introduced in [5] to approximate data dependences. It
is a relation between two array access which maps one iteration of array access into all
corresponding data dependents of another iteration. Other static data dependence analysis
approaches, use Program Dependence Graph (PDG) [65, 66]. Each PDG node represents
a statement of the program, and edges represent either control or data dependences.
JOANA [9] is a tool for software security analysis which uses PDG to find data dependences.
Through data dependences, it checks the leak in information flow. But this approach
also over-approximates data dependences since it is not value sensitive. LLVM [68] data
dependence analysis (used by [11]) uses PDG to extract data dependences but it does not
have indices, subscripts or multi-dimensional array accesses.

Starting from process tree, identify inter-process dependences, and then perform selec-
tive renaming, is the approach introduced in [3] to find data dependences.

Selective renaming is a version of the renaming technique introduced in [67]. Renaming
statically introduces a new name to distinguish independent occurrence of a variable or
dynamically allocates separate storage for a given static occurrence [3].

An approximate value-based approach is suggested in [6]. It performs a symbolic value
set propagation using a monotone data flow system to compute data dependence.

These approaches are conservative and over-approximate data dependences, i.e. they
might report false dependences, but do not miss existing ones [8]. In contrast, our
approach is based on a fully precise and faithful program logic using symbolic execution
interleaved with first-order reasoning to prove the absence of data dependences.

We are not limited to affine nested loops, and the loop index does not need to change
linearly. Our logic is able to represent non-linear integer constraints and the calculus is
able to prove some non-linear problems automatically. We have the possibility to export
sub-goals to be solved by SMT solvers [69]. Because of this, we can profit from the quickly
evolving capabilities in the automated reasoning area.
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9.1.2. Dynamic

Dynamic parallelization tools [18–22] use dynamic data dependence analysis techniques
which captures data dependences at runtime. These analyses are optimistic (under-
approximating) as they rely on actual program runs. Therefore they might miss data
dependences that do not belong to the paths traversed in the current execution. In addition,
these techniques have an enormous runtime overhead (factor of 100 or more [26]).Increas-
ing the diversity of inputs, enlarges the set of data dependences identified by dynamic
analysis tools but also increases the overhead.

SD3 [18] and Prospector [19] divide the memory address space into multiple sections
and perform data-dependence analysis on the separately. As most of other parallelization
tools Prospector only analyzes loops, but SD3 takes the whole program into account.
Kremlin [20] uses hierarchical critical path analysis and profiles data dependences only
within specific code regions. Alchemist [21] and Tareador [22] use Valgrind [62] for data
dependence analysis. Valgrind is a dynamic binary analysis tool that uses shadow values
to track read and write accesses on memory locations and registers. Parwiz [16] and
Parceive [17] use a dynamic binary instrumentation tool (Intel Pin [63]) to instrument
the binary code of a program and detect data dependences.

Kremlin [20] is a parallelization recommendation system that profiles data dependences
only within specific code regions. It compresses memory accesses with stride patterns.

Our approach is static, but it uses symbolic execution and in this way retains some
advantages of the dynamic approaches: for example, it can distinguish between different
symbolic execution paths. The advantage is that even for a failed proof attempt (caused
by insufficient automation or by presence of data dependence), all path conditions from
proven symbolic execution paths can be safely used in conditional parallelization by
compilers.

9.1.3. Hybrid

There are a few tools that combine static and dynamic data dependence analysis. Sampaio
et al. [23] apply static dependence analysis and use the result for parallelization. It then
generates tests to validate at runtime whether the can be taken. Rus et al. [24] use
static analysis. They formulate conditions and insert them into the source code. These
conditions evaluate at runtime whether a loop can be parallelized or not.

DiscoPoP [25, 26] is a parallelization discovery tool that records memory accesses in
a signatures data structure. Signature is encoding an approximate representation of an
unbound set of elements with a bounded amount of state [70]. Using signatures reduces
memory overhead. DiscoPoP runs dynamic analysis only for code sections where the data
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dependence detection requires runtime information, the framework has a lower profiling
overhead than the other approaches named here. DiscoPoP is focused on enhancing the
speed in finding parallelization opportunities. It uses the combination of the following
techniques to profile data dependences in a hybrid fashion.

• Using PLUTO to statically extract data dependences from loops. Then, excluding
loops and profiling only data dependences outside the loops. In the end, merging
static and dynamic dependences. This technique is limited to polyhedral loops.

• Using LLVM, statically identifying data dependences of scalar variables, not including
passed-by-reference parameters and pointers. Then, identifying memory instructions
that create the dependences and excludes them from parallelization. This method,
however, does not skip profiling polyhedral loops.

Compared to the hybrid tools, our approach is not limited to specific shapes of loops or
functions to produce sound results. In addition, we support multidimensional arrays and
pointers that are left out of analysis by the hybrid tools mentioned above.

9.2. Loop Invariant Generation

Different loop invariant generation techniques are general/generic in a sense that they
don’t cover data dependences, in contrast we’re domain specific. On the other hand,
these techniques are not general enough because they come with many limitations (only
covering polynomials, no arrays, only int, etc.), in contrast we cover a larger grammar.

Loop Invariant Generation with Predicate Abstraction
There is a vast research corpus on loop invariant generation using a variety of techniques
like abstraction interpretation (including shape analysis and predicate abstraction) [53,
71, 72], templates [73–76], recurrence equations [77, 78], learning [79], etc. Our
approach is an extension of [56] to loop invariant generation for dependence predicates.
All mentioned approaches focus on functional properties of a loop. To the best of our
knowledge, none of them has been adapted to generate loop invariants that capture (the
absence of) data dependences.

Flanagan [80] and Boogie verifier [81] approaches, also abstract a loop with predicates
containing free variables. But the logical calculus that quantifies over these variables
is different from the logical calculus that uses the invariant in a proof. Using the same
logical calculus for generating the loop invariant as the logical calculus that uses the loop
invariant in a proof, distinguishes our approach from Flangen [80] and Boogie verifier [81]
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approaches. Our approach has the advantages of (i) being able to reuse the framework,
and (ii) not needing to translating the syntax of the generated loop invariant.

Loop Invariant Generation for Nested Loops
Loop invariant generation for nested loops with conditionals is rarely addressed in liter-
ature. The method in [82] generates loop invariants only when program variables are
integers and assignments to program variables are polynomial expressions. In contrast,
we allow arrays in addition to integer variables and assignments can include function and
procedure calls on program variables.

9.3. Others

Information Flow
There is some resemblance between data dependences and information flow [83]. Indeed,
both problems can be approached by deductive verification (our approach and [84, 85],
respectively). But whereas information flow is a relational property, data dependence is
essentially a reachability problem. Also, the latter is more fine-grained.

Static Analysis of Array Programs
Static analysis of array programs is another line of research close to our work. The
approach in [86] formulates the problem as a reasoning about permissions. They analyze
the loop body to obtain a permission precondition for a single loop iteration. Permission
is expressed as a maximum over the variables changed by the loop execution. Unlike our
approach, they only record type of memory accesses and not their order.

Specification Techniques for Capturing Loop Data Dependences
Specification techniques for capturing loop data dependences for correct loop paralleliza-
tion is another aspect of our work. Blom et. al. [87] suggests to generate iteration
contracts to capture data dependences between different loop iterations. Their tech-
nique needs user to provide part of the specification that our approach can generate
automatically.
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10. Conclusion and Future Work

This thesis stems from the long-overlooked idea of solving HPC problems with formal ap-
proaches. State-of-the-art data dependence analysis tools suffer from over-approximation
and, occasionally, under-approximation. In contrast, our approach provides highly precise
and sound results.

In this thesis, we presented a static approach for data dependence analysis based on
deductive verification in an expressive program logic. It differs from existing approaches
in several important aspects and has the following advantages over state-of-the-art tech-
niques:

• program logic with a formally and mathematically rigorous semantics of data de-
pendences;

• sound calculus to reason about the program logic;

• loop invariant generation for data dependences; and

• highly precise results.

We defined data dependences formally and presented mathematically rigorous semantic
definitions. In addition, we provided a calculus for reasoning about absence of data
dependences in programs and we can argue formally about its soundness. To enable
automated reasoning, we presented a loop invariant generation technique based on
predicate abstraction to infer data dependence properties about loops.

Our approach is fully automatic. It proves the absence of dependences with full preci-
sion for loop-free and non-recursive programs. Equipped with automatic loop invariant
generation, it performs data dependence analysis with high precision in the presence of
loops. Our loop invariant generation approach has no under-approximation, meaning
no data dependence is missed. This enables a safe parallelization based on our analysis.
Although over-approximation can happen, our heuristics are highly precise as shown in
Chapter 8. They provide full precision (modulo arithmetic) for a sub-class of loops over
arrays with affine array index and linear changes in the loop counter. However, they need
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further adjustments to provide the same level of precision for other applications, e.g.,
non-affine array accesses and nonlinear loop counters.

The inter-iteration data dependence analysis introduced in Chapter 5 makes our analysis
an ideal starting point for parallelizing loop iterations (e.g., applying DoAll, reduction, and
geometric decomposition patterns). The more assertive approach introduced in Chapter 4
that captures both intra- and inter-iteration data dependences is the more suitable option
for parallelizing loop bodies (e.g., applying pipeline pattern).

We feel encouraged that our prototype can replicate and improve results obtained from
leading data dependence analysis tools. In the future, we plan to take our approach
further in the following aspects.

Using Method Contracts
Formulating data dependence analysis problems as formal verification problems provides
an opportunity for using the powerful body of work in formal verification, for example
using method contracts.

Currently, we either inline function calls or treat them as a black box. In the latter case
we assume that the function does not read and write the data under analysis. For example,
in Listing 10.1 that array elements are arguments of function f. Assume that the function
does not read and write, the following data dependence loop invariant is generated:

noR(a[i..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
noRaW(a[0..a.length-1]) ∧ noWaW(a[0..a.length-1]) ∧
a ̸ .= null ∧ i ≥ 0 ∧ i ≤ a.length.

One possible direction for future work is to incorporate contracts of the called methods
in data dependence analysis. Assume the contract of method f states that it writes on
the array elements. This means that the write happening in the loop is happening after
the write in function f. Therefore there is WaW data dependence on location set a[i].
By taking contract of function f into account the following loop invariant should be
generated:

noR(a[i..a.length-1]) ∧ noW(a[i..a.length-1]) ∧
noRaW(a[0..a.length-1]) ∧
i ≥ 0 ∧ i ≤ a.length.

i = 0;
while (i <= a.length - 1) {

a[i] = f(a[i]);
i=i+1;

}
Listing 10.1: Array access with a function
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Incorporating method contracts will make our approach more modular. Extending our
program logic to use and generate data dependence method contracts can eventually
make the data dependence analysis of recursive functions possible.

Loop Invariants with Disjunction
Invariants in loops over conditional statements, would be more precise if we take the
if-then-else conditions into account. This goal can be achieved by adapting the merge
technique [57] differently.

For example, for the loop in Listing 10.2 the current approach produces the following
invariant which is mere conjunctions over predicates:

noR(a[0]) ∧ noW(a[i..a.length-1]) ∧
noRaW(a[0..a.length-1]) ∧ noWaW(a[0..a.length-1]) ∧
i ≥ 0 ∧ i ≤ a.length-1.

i = 0;
while (i < a.length - 1) {

if(i > (a.length - 1)/2)
a[i] = a[i+1];

else
a[i] = 0;

i=i+1;
}

Listing 10.2: Conditional with Different Memory Accesses

While adapting the merge technique [57] differently results in the following invariant
with a disjunction over the if-then-else condition:(︁

(i > (a.length - 1)/2 ∧ noR(a[0]) ∧ noRaW(a[0..a.length-1]))

∨
(i ≤(a.length - 1)/2 ∧ noR(a[0..a.length-1]))

)︁
∧

noW(a[i..a.length-1]) ∧ noWaW(a[0..a.length-1]) ∧
i ≥ 0 ∧ i ≤ a.length-1.

The latter invariant hints at a parallelization tool to split the loop into halves by applying
the reduction pattern. Then, parallelize the second half by applying the DoAll pattern,
and parallelize the first half only after taking a restructuring step (due to existence of
WaR).

127



Improving Precision
Although we offer high precision for a considerable sub-set of HPC applications, there is
room for improvement in particular for non-affine and nonlinear array accesses and loop
counters.

Merging into Parallelization Tools
Data dependence analysis is a step in the parallelization process. Our approach can be
integrated into an auto-parallelizer or a parallelization recommendation system. Paral-
lelization tools can delegate data dependence profiling of loops, and verification of the
profiled data dependences of loop-free programs to our tool.

Usage in Information Security
There is an open question that whether our data dependence analysis approach can be
used in the context of information flow security. For example, if early on we can show
that a confidential information is not read we can show that there is no information
leak. Therefore, our approach might be helpful to improve efficiency of information flow
analysis.

Generating Method Contracts
Part of each method contract states the memory locations that affect the execution of
the method (accessible in JML) and the locations that are affected by its execution
(assignable in JML). Both of these memory location sets can be formulated using data
dependence predicates, e.g., all memory locations except ls where noR(ls) affect the
execution of a method. Our approach can be enhanced to generate these parts of method
contracts automatically.
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A. Semantics

A.1. Semantics of Dependence Predicates

s(noWaR) = {ls | s = (σ,Acc), Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩
and for all i, j = 1 . . . n for which i < j

whereMi = Read andMj = Write,
it holds that ls ∩ lsi ∩ lsj = ∅}

s(noWaW) = {ls | s = (σ,Acc), Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩
and for all i, j = 1 . . . n for which i < j

whereMi = Write andMj = Write,
it holds that ls ∩ lsi ∩ lsj = ∅}

s(noW) = {ls | s = (σ,Acc), Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩,Mi ∈ {Read,Write}
and for all j = 1 . . . n for whichMj = Write, it holds that ls ∩ lsj = ∅}

A.2. Semantics of History Dependence Predicates

s(noWHist) = {(ls, i) | s = (σ,Acc), 0 ≤ i < n,

Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn−i(lsn−i)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩,

for all 0 < j ≤ n− i with

Mj = Write, it holds that ls ∩ lsj = ∅}
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s(noWaRHist) = {(ls, i) | s = (σ,Acc), 0 ≤ i < n,

Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn−i(lsn−i)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩,

and for all 0 < j < k ≤ n− i with Mj = Read

and Mk = Write, it holds that lsj ∩ lsk ∩ ls = ∅}

s(noWaWHist) = {(ls, i) | s = (σ,Acc), 0 ≤ i < n,

Acc = ⟨M1(ls1)⟩ ◦ . . . ◦ ⟨Mn−i(lsn−i)⟩ ◦ . . . ◦ ⟨Mn(lsn)⟩,

and for all 0 < j < k ≤ n− i with Mj = Write

and Mk = Write, it holds that lsj ∩ lsk ∩ ls = ∅}

A.3. Semantics of ˆ︂noWaR

s( ˆ︂noWaR) = {(ls,wLs, rLs, futWLs) | s = (σ, ˆ︂acc1⃝ · · · ⃝ ˆ︂accn),
rLs,wLs, futRLs ∈ DLocSet such that ls ∩ (rLs ∪

⏐↓
R
ˆ︂accn) ∩ futWLs = ∅ and

if n > 1 : (ls, ∅, ∅, futWLs ∪ wLs ∪
⏐↓
W

ˆ︂accn) ∈ s′( ˆ︂noWaR)
with s′ = (σ, ˆ︂acc1⃝ · · · ⃝ ˆ︂accn−1)}
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A.4. Semantics of Inter-Iteration History and Access Predicates

s( ˆ︂noWHist) = {(loc, label) | s = (σ, ˆ︂Acc), ˆ︂Acc = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn,
0 ≤ label < n,

and for all 0 < i ≤ n− label it holds that
⏐↓
W

ˆ︂acci ∩ loc = ∅}
s( ˆ︂noWaRHist) = {(loc, label) | s = (σ, ˆ︂Acc), ˆ︂Acc = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn,

0 ≤ label < n,

and for all 0 < i < j ≤ n− label

it holds that
⏐↓
W

ˆ︂accj ∩ ⏐↓
R

ˆ︂acci ∩ loc = ∅}
s( ˆ︂noWaWHist) = {(loc, label) | s = (σ, ˆ︂Acc), ˆ︂Acc = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn,

0 ≤ label < n,

and for all 0 < i < j ≤ n− label

it holds that
⏐↓
W

ˆ︂accj ∩ ⏐↓
W

ˆ︂acci ∩ loc = ∅}
s( ˆ︂wPred) = {(loc, label) | s = (σ, ˆ︂Acc), ˆ︂Acc = ˆ︂acc1⃝ · · · ⃝ ˆ︂accn,

0 ≤ label < n,

loc =
⏐↓
W

ˆ︂accn−label}
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B. Sequent Calculus Rules

B.1. Axiomatization of Data Dependences

In the following su is state update with no memory access update.

B.1.1. Rules for noWaR

The side condition in readAccessAppOnNoWaR and writeAccessAppOnNoWaR is that loc2 does
not contain data dependence predicates.

stateUpdateAppOnNoWaR {su}noWaR(loc)⇝ noWaR({su}ls)

readAccessAppOnNoWaR {\R(loc1)}noWaR(loc2)⇝ noWaR({\R(loc1)}loc2)

writeAccessAppOnNoWaR
{\W(loc1)}noWaR(loc2)⇝ noR(({\W(loc1)}loc2) ∩ loc1) ∧ noWaR(({\W(loc1)}loc2) \ loc1)

knownNoWaR

Γ,noWaR(loc1) =⇒ if (loc2 ⊆ loc1) then (true) else (noWaR(loc2 \ loc1)),∆
Γ,noWaR(loc1) =⇒ noWaR(loc2),∆

knownNoR
Γ,noR(loc) =⇒ noWaR(loc),∆

knownNoW
Γ,noW(loc) =⇒ noWaR(loc),∆
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B.1.2. Rules for noWaW

The side condition in readAccessAppOnNoWaW andwriteAccessAppOnNoWaW is that loc2 does
not contain data dependence predicates.

stateUpdateAppOnNoWaW {su}noWaW(loc)⇝ noWaW({su}loc)

readAccessAppOnNoWaW {\R(loc1)}noWaW(loc2)⇝ noWaW({\R(loc1)}loc2)

writeAccessAppOnNoWaW
{\W(loc1)}noWaW(loc2)⇝ noW(({\W(loc1)}loc2) ∩ loc1) ∧ noWaW(({\W(loc1)}loc2) \ loc1)

knownNoWaW

Γ,noWaW(loc1) =⇒ if (loc2 ⊆ loc1) then (true) else (noWaW(loc2 \ loc1)),∆
Γ,noWaW(loc1) =⇒ noWaW(loc2),∆

knownNoW
Γ,noW(loc) =⇒ noWaW(loc),∆

B.1.3. Rules for noR

The side condition in writeAccessAppOnNoR and readAccessAppOnNoR is that loc2 does not
contain data dependence predicates.

stateUpdateAppOnNoR {su}noR(loc)⇝ noR({su}loc)

writeAccessAppOnNoR {\W(loc1)}noR(loc2)⇝ noR({\W(loc1)}loc2)

readAccessAppOnNoR

Γ =⇒ if (loc1 ∩ {\R(loc1)}loc2 ̸
.
= ∅) then (false) else(noR({\R(loc1)}loc2)),∆

Γ =⇒ {\R(loc1)}noR(loc2),∆

knownNoR Γ,noR(loc1) =⇒ if (loc2 ⊆ loc1) then (true) else (noR(loc2 \ loc1)),∆
Γ,noR(loc1) =⇒ noR(loc2),∆
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B.1.4. Rules for noW

The side condition in readAccessAppOnNoW and writeAccessAppOnNoW is that loc2 does not
contain data dependence predicates.

stateUpdateAppOnNoW {su}noW(loc)⇝ noW({su}loc)

readAccessAppOnNoW {\R(loc1)}noW(loc2)⇝ noW({\R(loc1)}loc2)loc)

writeAccessAppOnNoW

Γ =⇒ if(loc1 ∩ {\W(loc1)}loc2 ̸
.
= ∅) then(false) else(noW({\W(loc1)}loc2)),∆

Γ =⇒ {\W(loc1)}noW(loc2),∆

knownNoW
Γ,noW(loc1) =⇒ if (loc2 ⊆ loc1) then (true) else (noW(loc2 \ loc1)),∆

Γ,noW(loc1) =⇒ noW(loc2),∆

B.2. Shift Write Rule

shiftWrite
{\W′(loc)}Γ,wPred(loc, 0) =⇒ φ, {\W′(loc)}∆

Γ =⇒ {\W(loc)}φ,∆
cond

With the side condition cond that loc does not contain data dependence predicates.
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B.3. Renamed Memory Access Update Application

renamedReadAppOnNoW
{\R′(rLoc)}noW(loc)⇝ noWHist({\R′(rLoc)}loc, 1)

renamedReadAppOnNoRaW
{\R′(rLoc)}noRaW(loc)⇝ noRaWHist({\R′(rLoc)}loc, 1)

renamedReadAppOnNoWaR
{\R′(rLoc)}noWaR(loc)⇝ noWaRHist({\R′(rLoc)}loc, 1)

renamedReadAppOnNoWaW
{\R′(rLoc)}noWaW(loc)⇝ noWaWHist({\R′(rLoc)}loc, 1)

renamedReadOnNoWAtHistory
{\R′(rLoc)}noWHist(loc, lb)⇝ noWHist({\R′(rLoc)}loc, {\R′(rLoc)}lb+ 1)

renamedReadOnNoRaWAtHistory
{\R′(rLoc)}noRaWHist(loc, lb)⇝ noRaWHist({\R′(rLoc)}loc, {\R′(rLoc)}lb+ 1)

renamedReadOnNoWaRAtHistory
{\R′(rLoc)}noWaRHist(loc, lb)⇝ noWaRHist({\R′(rLoc)}loc, {\R′(rLoc)}lb+ 1)

renamedReadOnNoWaWAtHistory
{\R′(rLoc)}noWaWHist(loc, lb)⇝ noWaWHist({\R′(rLoc)}loc, {\R′(rLoc)}lb+ 1)

renamedReadOnWritePred
{\R′(rLoc)}wPred(loc, lb)⇝ wPred({\R′(rLoc)}loc, {\R′(rLoc)}lb+ 1)
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B.4. Subsumption Rules for History Data Dependence Predicates

noWImpliesNoWHist noW(loc)⇝ noWHist(loc, lb)

noRaWImpliesNoRaWHist noRaW(loc)⇝ noRaWHist(loc, lb)

noWaRImpliesNoWaRHist noWaR(loc)⇝ noWaRHist(loc, lb)

noWaWImpliesNoWaWHist noWaW(loc)⇝ noWaWHist(loc, lb)

noWHistOnBothSides

Γ,noWHist(loc1, lb1), lb1 ≤ lb2 =⇒ noWHist(loc2 \ loc1, lb2),∆
Γ,noWHist(loc1, lb1), lb1 > lb2 =⇒ noWHist(loc2, lb2),∆

Γ,noWHist(loc1, lb1) =⇒ noWHist(loc2, lb2),∆

noRaWHistOnBothSides

Γ,noRaWHist(loc1, lb1), lb1 ≤ lb2 =⇒ noRaWHist(loc2 \ loc1, lb2),∆
Γ,noRaWHist(loc1, lb1), lb1 > lb2 =⇒ noRaWHist(loc2, lb2),∆

Γ,noRaWHist(loc1, lb1) =⇒ noRaWHist(loc2, lb2),∆

noWaRHistOnBothSides

Γ,noWaRHist(loc1, lb1), lb1 ≤ lb2 =⇒ noWaRHist(loc2 \ loc1, lb2),∆
Γ,noWaRHist(loc1, lb1), lb1 > lb2 =⇒ noWaRHist(loc2, lb2),∆

Γ,noWaRHist(loc1, lb1) =⇒ noWaRHist(loc2, lb2),∆

noWaWHistOnBothSides

Γ,noWaWHist(loc1, lb1), lb1 ≤ lb2 =⇒ noWaWHist(loc2 \ loc1, lb2),∆
Γ,noWaWHist(loc1, lb1), lb1 > lb2 =⇒ noWaWHist(loc2, lb2),∆

Γ,noWaWHist(loc1, lb1) =⇒ noWaWHist(loc2, lb2),∆
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B.5. Relation of wPred with History Data Dependence Predicates

B.5.1. Relation of wPred and noWHist

writePredANDnoWHistSameLabel

Γ,wPred(loc1, lb),noWHist(loc2, lb), loc1 ∩ loc2
.
= ∅ =⇒ φ,∆

Γ,wPred(loc1, lb),noWHist(loc2, lb) =⇒ φ,∆

writePredANDnoWHistRightSameLabel

Γ,wPred(loc1, lb) =⇒ loc1 ∩ loc2
.
= ∅ ∧ noWHist(loc2, lb+ 1),∆

Γ,wPred(loc1, lb) =⇒ noWHist(loc2, lb),∆

writePredAFTERnoWHist

Γ,wPred(loc1, lb),noWHist(loc2, lb+ 1),noWHist(loc2 \ loc1, lb) =⇒ φ,∆

Γ,wPred(loc1, lb),noWHist(loc2, lb+ 1) =⇒ φ,∆

B.5.2. Relation of wPred and noRHist

writePredANDnoRHistRightSameLabel

Γ,wPred(loc1, lb) =⇒ noRHist(loc2, lb+ 1),∆

Γ,wPred(loc1, lb) =⇒ noRHist(loc2, lb),∆

writePredAFTERnoRHist

Γ,wPred(loc1, lb),noRHist(loc2, lb+ 1),noRHist(loc2, lb) =⇒ φ,∆

Γ,wPred(loc1, lb),noRHist(loc2, lb+ 1) =⇒ φ,∆
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B.5.3. Relation of wPred and noWaRHist

writePredANDnoWaRHistSameLabel

Γ,wPred(loc1, lb),noWaRHist(loc2, lb),noWHist(loc1 ∩ loc2, lb+ 1) =⇒ φ,∆

Γ,wPred(loc1, lb),noWaRHist(loc2, lb) =⇒ φ,∆

writePredANDnoWaRHistRightSameLabel

Γ,wPred(loc1, lb) =⇒ noWaRHist(loc2 \ loc1, lb+ 1) ∧ noWHist(loc1 ∩ loc2, lb+ 1),∆

Γ,wPred(loc1, lb) =⇒ noWaRHist(loc2, lb),∆

writePredBEFOREnoWaRHist

Γ,wPred(loc1, lb+ 1),noWaRHist(loc2, lb), noWHist(loc1 ∩ loc2, lb+ 2) =⇒ φ,∆

Γ,wPred(loc1, lb+ 1),noWaRHist(loc2, lb) =⇒ φ,∆

writePredBEFOREnoWaRHistRight

Γ,wPred(loc1, lb+ 1) =⇒ noWaRHist(loc2 \ loc1, lb) ∧ noWHist(loc1 ∩ loc2, lb+ 2),∆

Γ,wPred(loc1, lb+ 1) =⇒ noWaRHist(loc2, lb),∆
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B.5.4. Relation of wPred and noWaWHist

writePredANDnoWaWHistSameLabel

Γ,wPred(loc1, lb),noWaWHist(loc2, lb),noWHist(loc1 ∩ loc2, lb+ 1) =⇒ φ,∆

Γ,wPred(loc1, lb),noWaWHist(loc2, lb) =⇒ φ,∆

writePredANDnoWaRHistRightSameLabel

Γ,wPred(loc1, lb) =⇒ noWaWHist(loc2 \ loc1, lb+ 1) ∧ noWHist(loc1 ∩ loc2, lb+ 1),∆

Γ,wPred(loc1, lb) =⇒ noWaWHist(loc2, lb),∆

writePredBEFOREnoWaWHist

Γ,wPred(loc1, lb+ 1),noWaWHist(loc2, lb), noWHist(loc1 ∩ loc2, lb+ 2) =⇒ φ,∆

Γ,wPred(loc1, lb+ 1),noWaWHist(loc2, lb) =⇒ φ,∆

writePredBEFOREnoWaWHistRight

Γ,wPred(loc1, lb+ 1) =⇒ noWaWHist(loc2 \ loc1, lb) ∧ noWHist(loc1 ∩ loc2, lb+ 2),∆

Γ,wPred(loc1, lb+ 1) =⇒ noWaWHist(loc2, lb),∆
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B.6. Update Application on Inter-Iteration Data Dependence
Predicates

writeAccessOnInterIterationNoWaR

{\next; \W(loc1)}ˆ︂noWaR(loc2,wLs, rLs, futWLs)⇝

{\next}ˆ︂noWaR({\W(loc1)}loc2, ({\W(loc1)}wLs) ∪ loc1, {\W(loc1)}rLs, {\W(loc1)}futWLs)

readAccessOnInterIterationNoWaR

{\next; \R(loc1)}ˆ︂noWaR(loc2,wLs, rLs, futWLs)⇝

{\next}ˆ︂noWaR({\R(loc1)}loc2, {\R(loc1)}wLs, ({\R(loc1)}rLs) ∪ loc1, {\R(loc1)}futWLs)

checkNoWaRForIteration

{u||\next}ˆ︂noWaR(loc,wLs, rLs, futWLs)⇝ ({u, \next}(loc ∩ rLs ∩ futWLs = ∅)) ∧

{u}ˆ︂noWaR({\next}loc, ∅, ∅, {\next}futWLs ∪ {\next}wLs)

checkNoWaRForLastIteration

{\next}ˆ︂noWaR(loc,wLs, rLs, futWLs)⇝ {\next}(loc ∩ rLs ∩ futWLs = ∅)

writeAccessOnInterIterationNoWaW

{\next; \W(loc1)}ˆ︂noWaW(loc2,wLs, futWLs)⇝

{\next}ˆ︂noWaW({\W(loc1)}loc2, ({\W(loc1)}wLs) ∪ loc1, {\W(loc1)}futWLs)

readAccessOnInterIterationNoWaW

{\next; \R(loc1)}ˆ︂noWaW(loc2,wLs, futWLs)⇝

{\next}ˆ︂noWaW({\R(loc1)}loc2, {\R(loc1)}wLs, {\R(loc1)}futWLs)

checkNoWaWForIteration

{u||\next}ˆ︂noWaW(loc,wLs, futWLs)⇝ ({u, \next}(loc ∩ futWLs = ∅)) ∧

{u}ˆ︂noWaW({\next}loc, ∅, {\next}futWLs ∪ {\next}wLs)

checkNoWaWForLastIteration

{\next}ˆ︂noWaW(loc,wLs, futWLs)⇝ {\next}(loc ∩ futWLs = ∅)
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C. Proof of Sequent Calculus Rules

C.1. Proof of Soundness and Completeness of
writeAccessAppOnNoRaW

Proof. We want to show that for all K, s, β with s = (σ, acc1 ◦ . . . ◦ accn−1) and side condition that
loc2 does not contain data dependence predicates, the following holds

K, s, β |= {\W(loc1)}noRaW(loc2) ⇐⇒ K, s, β |= noRaW({\W(loc1)}loc2).

Starting from the right side we have

K, s, β |= noRaW({\W(loc1)}loc2)
⇐⇒ Fig.2.3

valK,s,β({\W(loc1)}loc2) ∈ s(noRaW). (C.1)

From the semantics of JavaDL in Figure 2.3 we know

valK,s,β({\W(loc1)}loc2) = valK,s′,β(loc2) with s′ = valK,s,β(\W(loc1)). (C.2)

Based on Definition 3.2.1:

s′ = (σ, acc1 ◦ . . . ◦ accn−1 ◦ ⟨Write(valK,s,β(loc1))⟩). (C.3)

From C.2 together with C.1 we have

valK,s′,β(loc2) ∈ s(noRaW). (C.4)

We first show that

s(noRaW) = s′(noRaW).

For an arbitrary location set ls ∈ DLocSet

ls ∈ s(noRaW)
⇐⇒ Def. 3.3.1

for all 1 ≤ i ≤ n− 1 and i < j ≤ n− 1,

acci = ⟨Write(lsi)⟩ and accj = ⟨Read(lsj)⟩ it holds that ls ∩ lsi ∩ lsj = empty.

As in s′(C.3), accn = ⟨Write(valK,s,β(loc1))⟩ the following cases have to be considered:
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• 1 ≤ i ≤ n− 1 and j = n, or

• i = n and i < j ≤ n.

Both cases are trivially closed. Therefore

for all 1 ≤ i ≤ n and i < j ≤ n,
acci = ⟨Write(lsi)⟩ and accj = ⟨Read(lsj)⟩ it holds that ls ∩ lsi ∩ lsj = empty

⇐⇒ Def. 3.3.1

ls ∈ s′(noRaW).

Together with C.4 this means

valK,s′,β(loc2) ∈ s′(noRaW)
⇐⇒ Def. 3.3.1

K, s′, β |= noRaW(loc2)
⇐⇒ Def. 3.2.1 and Fig. 2.3

K, s, β |= {\W(loc1)}noRaW(loc2)

C.2. Proof of Soundness and Completeness of
readAccessAppOnNoRaW

Proof. We want to show for all K, s, β with s = (σ, acc1 ◦ . . . ◦ accn−1) and side condition that loc2
does not contain data dependence predicates, the following holds

K, s, β |= {\R(loc1)}noRaW(loc2)
⇐⇒

K, s, β |= noW(({\R(loc1)}loc2) ∩ loc1) ∧ noRaW(({\R(loc1)}loc2) \ loc1).

Using the semantics of JavaDL (Figure 2.3), now the goal is to show

K, s, β |= {\R(loc1)}noRaW(loc2)
⇐⇒

K, s, β |= noW(({\R(loc1)}loc2) ∩ loc1)
and
K, s, β |= noRaW(({\R(loc1)}loc2) \ loc1).
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We start from the left side

K, s, β |= {\R(loc1)}noRaW(loc2)
⇐⇒ Def. 2.1.9

K, s′, β |= noRaW(loc2) with s′ = valK,s,β(\R(loc1)) (C.5)

From Definition 3.2.1 we know

s′ = (σ, acc1 ◦ . . . ◦ accn−1 ◦ ⟨Read(valK,s,β(loc1))⟩). (C.6)

From the semantics of JavaDL (Figure 2.3) and C.5 we have

valK,s′,β(loc2) ∈ s′(noRaW).

Together with the semantics of JavaDL, Definition 3.2.1, and C.6, this means

valK,s,β({\R(loc1)}loc2) ∈ s′(noRaW). (C.7)

From Definition 3.3.1 we know that for an arbitrarily chosen ls ∈ DLocSet

ls ∈ s′(noRaW)
⇐⇒

for all i and j where 1 ≤ i < j ≤ n with acci = ⟨Write(lsi)⟩, accj = ⟨Read(lsj)⟩
it holds that ls ∩ lsi ∩ lsj = ∅.

Together with C.7 this means

valK,s,β({\R(loc1)}loc2) ∈ s′(noRaW)
⇐⇒

for all i and j where 1 ≤ i < j ≤ n with acci = ⟨Write(lsi)⟩, accj = ⟨Read(lsj)⟩
it holds that valK,s,β({\R(loc1)}loc2) ∩ lsi ∩ lsj = ∅.

From the definition of s′(C.6), we know that accn = ⟨Read(loc1)⟩. We divide loc2 int two disjoint
location sets ({\R(loc1)}loc2) ∩ loc1 and ({\R(loc1)})loc2 \ loc1. Now we need to show

valK,s,β({\R(loc1)}loc2) ∈ s′(noRaW)
⇐⇒ (︁

for j = n and for all i where 1 ≤ i ≤ n− 1 with acci = ⟨Write(lsi)⟩
it holds that valK,s,β(({\R(loc1)}loc2) ∩ loc1) ∩ lsi = ∅

)︁
and(︁
for all i and j where 1 ≤ i ≤ n− 1 and i < j ≤ n− 1 with acci = ⟨Write(lsi)⟩,
accj = ⟨Read(lsj)⟩
it holds that valK,s,β(({\R(loc1)}loc2) \ loc1) ∩ lsi ∩ locj = ∅

)︁
.
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Using the Definition 3.3.1 this means that we need to show

valK,s,β({\R(loc1)}loc2) ∈ s′(noRaW)
⇐⇒

valK,s,β(({\R(loc1)}loc2) ∩ loc1) ∈ s(noW)
and
valK,s,β(({\R(loc1)}loc2) \ loc1) ∈ s(noRaW).

Together with C.7 this means

{\R(loc1)}noRaW(loc2)
⇐⇒

valK,s,β({\R(loc1)}loc2 ∩ loc1) ∈ s(noW)
and
valK,s,β({\R(loc1)}loc2 \ loc1) ∈ s(noRaW).

From Definition 2.1.9 this is equal to

K, s, β |= {\R(loc1)}noRaW(loc2)
⇐⇒

K, s, β |= noW({\R(loc1)}loc2 ∩ loc1)
and
K, s, β |= noRaW({\R(loc1)}loc2 \ loc1).

C.3. Proof of Theorem 4.1.1
Proof. We want to show for all K, s, β with s = (σ,Acc) and a side condition that loc does not
contain data dependence predicates, the following holds

K, s, β |= {\R(loc)}{\R′(loc)}φ ⇐⇒ K, s, β |= φ.

Starting from the left side, for all K, s, β we have

K, s, β |= {\R(loc)}{\R′(loc)}φ
⇐⇒ Fig. 3.2

K, s, β |= {\R(loc); \R′({\R(loc)}loc)}φ

Together with Definition 2.1.9 this means

K, t, β |= φ with valK,s,β(\R(loc); \R′({\R(loc)}loc)) = t (C.8)
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From the side condition we know

{\R(loc)}loc = loc.

Together with C.8 this means

K, t, β |= φ with valK,s,β(\R(loc); \R′(loc)) = t.

Using Definitions 3.2.2 and 3.2.1 we have

valK,s,β(\R(loc); \R′(loc)) = valK,s′,β(\R′(loc)) with s′ = (σ,Acc ◦ ⟨Read(valK,s,β(loc))⟩).

From Definition 4.1.2 we end up with

valK,s′,β(\R′(loc)) = t = (σ,Acc).

Therefore s = t. Together with C.8 we have

K, s, β |= φ.

C.4. Proof of Theorem 4.1.2
Proof. We want to show for all K, s, β with s = (σ, acc1 ◦ . . . ◦ accn) and a side condition that loc
does not contain data dependence predicates if

K, s, β |= {\R′(loc)}Γ,rPred(loc, 0) =⇒ φ, {\R′(loc)}∆. (C.9)

then for all K, s, β the following holds

K, s, β |= Γ =⇒ {\R(loc)}φ,∆.

If there is a γ ∈ Γ with valK,s,β(γ) = false or if there is a δ ∈ ∆ with
valK,s,β(δ) = true then this is trivially true. Therefore, we assume that

K, s, β |=
⋀︂

(Γ ∪ ¬∆),

and aim to show that

K, s, β |= {\R(loc)}φ.

From Definition 2.1.9 we know

K, s, β |= {\R(loc)}φ ⇐⇒ K, s′, β |= φ

with s′ = valK,s,β(\R(loc))
=Def. 3.2.1 (σ,Acc ◦ ⟨Read(valK,s,β(loc))⟩).

157



The new goal is to show

K, s′, β |= φ.

From Theorem 4.1.1 we know that

K, s, β |=
⋀︂

(Γ ∪ ¬∆) ⇐⇒ K, s, β |= {\R(loc)}{\R′(loc)}
⋀︂

(Γ ∪ ¬∆).

Using Definition 3.2.1 we have

K, s, β |= {\R(loc)}{\R′(loc)}
⋀︂

(Γ ∪ ¬∆)

⇐⇒

K, s′′, β |= {\R′(loc)}
⋀︂

(Γ ∪ ¬∆), (C.10)

with s′′ = (σ,Acc ◦ ⟨Read(valK,s,β(loc))⟩).

Using C.9 for s′′ yields

K, s′′, β |= {\R′(loc)}Γ,rPred(loc, 0) =⇒ φ, {\R′(loc)}∆.

Together with C.10 this means that

K, s′′, β |= rPred(loc, 0) =⇒ φ. (C.11)

From definition of s′′ and Definition 4.1.3 we get that

K, s′′, β |= rPred(loc, 0),

which together with C.11 and s′ = s′′ we conclude

K, s′, β |= φ.

C.5. Proof of Soundness and Completeness of
renamedReadAppOnNoRHist

Proof. We want to show for all K, s, β where s = (σ, acc1 ◦ . . . ◦ accn) and
accn = ⟨Read(valK,s,β(rLoc))⟩, with the side condition that loc and lb do not contain data depen-
dence predicates, the following holds

K, s, β |= {\R′(rLoc)}noRHist(loc, lb) ⇐⇒
K, s, β |= noRHist({\R′(rLoc)}loc, {\R′(rLoc)}lb+ 1).
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Considering the side conditions, the goal is to show

K, s, β |= {\R′(rLoc)}noRHist(loc, lb) ⇐⇒
K, s, β |= noRHist(loc, lb+ 1).

Starting from the left side we have

K, s, β |= {\R′(rLoc)}noRHist(loc, lb)
⇐⇒ Def. 2.1.9

K, s′, β |= noRHist(loc, lb) with valK,s,β({\R′(rLoc)}) =Def. 4.1.2

s′ = (σ, acc1 ◦ . . . ◦ accn−1)

⇐⇒ Fig. 2.3

(loc, lb) ∈ s′(noRHist)
⇐⇒ Def. 4.1.5

for all j, 0 < j ≤
=n−(lb+1)⏟ ⏞⏞ ⏟
n− 1− lb, and accj = ⟨Read(lsj)⟩

it holds that loc ∩ lsj = empty
⇐⇒ Def. 4.1.5

(loc, lb+ 1) ∈ s(noRHist)
⇐⇒ Fig. 2.3

K, s, β |= noRHist(loc, lb+ 1)

C.6. Proof of Theorem 5.3.1

Proof. We want to show for all K, s, β with s = (σ, ˆ︂Acc) and a side condition that location sets
rlsi, wlsj ∈ DLocSet for i = 1 . . . n and j = 1 . . .m do not contain data dependence predicates, if
the following holds

K, s, β |={
u⏟ ⏞⏞ ⏟

. . . ; \W′(wls1); . . . ; \R′(rls1); \next′}Γ,
ˆ︂rPred(

⋃︂
i=1...n

rlsi, 0), ˆ︂wPred(
⋃︂

j=1...m

wlsj , 0)) =⇒ ψ, {u}∆ (C.12)

then it holds that

K, s, β |= Γ =⇒ {\next, \R(rls1), . . . , \W(wls1), . . .}ψ,∆. (C.13)
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If there is a γ ∈ Γ with valK,s,β(γ) = false or if there is a δ ∈ ∆ with
valK,s,β(δ) = true then this is trivially true. Therefore, we assume

K, s, β |=
⋀︂

(Γ ∪ ¬∆)

and aim to show

K, s, β |= {\next, \R(rls1), . . . , \W(wls1), . . .}ψ.

We prove the case that n = m = 1. For i, j > 1 the prove is similar.

Starting from C.13 we have

K, s, β |= {\next, \R(rls1), \W(wls1)}ψ
⇐⇒ Def. 2.1.9

K, s1, β |= {\R(rls1), \W(wls1)}ψ with s1 = valK,s,β(\next)

=Def. 5.2.4 (σ, ˆ︂Acc⃝ ⟨ε⟩)
⇐⇒ Def. 2.1.9

K, s2, β |= {\W(wls1)}ψ with s2 = valK,s1,β(\R(rls1)) =Def. 3.2.1

(σ, ˆ︂Acc⃝ ⟨ε⟩ ◦ ⟨Read(valK,s1,β(rls1))⟩)
⇐⇒ Def. 2.1.9

K, s3, β |= ψ with s3 = valK,s2,β(\W(wls1)) =Def. 3.2.1 (C.14)

(σ, ˆ︂Acc⃝ ⟨ε⟩ ◦ ⟨Read(valK,s1,β(rls1))⟩ ◦ ⟨Write(valK,s2,β(wls1))⟩).

The new goal is to show C.14.
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From Theorem 4.1.1 we know that

K, s, β |=
⋀︂

(Γ ∪ ¬∆)

⇐⇒ Def.5.2.4

K, s, β |= {\next; \R(rls1); \W(wls1)}{\W′(wls1); \R′(rls1); \next′}
⋀︂

(Γ ∪ ¬∆)

⇐⇒

K, s′, β |= {\R(rls1); \W(wls1)}{\W′(wls1); \R′(rls1); \next′}
⋀︂

(Γ ∪ ¬∆),

with s′ = (σ, ˆ︂Acc⃝ ⟨ε⟩),
⇐⇒ Def. 4.1.2

K, s′′, β |= {\W(wls1)}{\W′(wls1); \R′(rls1); \next′}
⋀︂

(Γ ∪ ¬∆),

with s′′ = (σ, ˆ︂Acc⃝ ⟨ε⟩ ◦ ⟨Read(valK,s′,β(rls1))⟩)
⇐⇒ Def. 4.1.2

K, s′′′, β |= {\W′(wls1); \R′(rls1); \next′}
⋀︂

(Γ ∪ ¬∆), (C.15)

with s′′′ = (σ, ˆ︂Acc⃝ ⟨ε⟩ ◦ ⟨Read(valK,s′,β(rls1))⟩ ◦ ⟨Write(valK,s′′,β(wls1))⟩).

We see that s′′′ = s3, s′′ = s2, and s′ = s1.
Using C.12 for s′′′ yields

K, s′′′, β |= {
u⏟ ⏞⏞ ⏟

\W′(wls1); \R′(rls1); \next′}Γ,
ˆ︂rPred(rls1, 0), ˆ︂wPred(wls1, 0)) =⇒ ψ, {u}∆.

Together with C.15 this means

K, s′′′, β |= ˆ︂rPred(rls1, 0), ˆ︂wPred(wls1, 0) =⇒ ψ. (C.16)

In addition, from definition of s′′′ and Definitions of ˆ︂rPred in Figure 5.2 and ˆ︂wPred in Appendix
A.4 we have that

K, s′′′, β |= ˆ︂rPred(rls1, 0),

and

K, s′′′, β |= ˆ︂wPred(wls1, 0).

which together with C.16 and s′′′ = s3 we conclude C.14.

161



C.7. Proof of Soundness and Completeness of
matrixRangeMinusSingleton

Proof. We assume that K, s, β |= wellFormedMatrix(matrix, heap) holds, and sRow is a fresh
Skolem constant of type int where

K, s, β |= ∃k; k ≥ rowL ∧ k ≤ rowH ∧ o
.
= select(heap,matrix,arr(k))→

sRow ≥ rowL ∧ sRow ≤ rowH ∧ o
.
= select(heap,matrix,arr(sRow)). (C.17)

We want to show for all K, s, β, the following holds

K, s, β |= matrixRange(heap,matrix, rowL, rowH, colL, colH) \
singleton(o,arr(sCol))
.
=

if (matrix .
= o ∨ sCol < colL ∨ colH < sCol)

then (matrixRange(heap,matrix, rowL, rowH, colL, colH))

else (if (∃k; k ≥ rowL ∧ k ≤ rowH ∧ o
.
= select(heap,matrix,arr(k)))

then (matrixRange(heap,matrix, rowL, sRow - 1, colL, colH) ∪
matrixRange(heap,matrix, sRow + 1, rowH, colL, colH) ∪
matrixRange(heap,matrix, sRow, sRow, colL, sCol - 1) ∪
matrixRange(heap,matrix, sRow, sRow, sCol + 1, colH)))

else (matrixRange(heap,matrix, rowL, rowH, colL, colH))

From valK,s,β(C.17) and Definition 7.1.2 we have

K, s, β |= matrixRange(heap,matrix, rowL, rowH, colL, colH)
.
=

infiniteUnion{int sRow; }(
arrayRange(select(heap,matrix,arr(sRow)), colL, colH)).

Together with Definition 7.1.1 this means

K, s, β |= matrixRange(heap,matrix, rowL, rowH, colL, colH)
.
=⋃︂

rowL≤sRow≤rowH

arrayRange(select(heap,matrix,arr(sRow)), colL, colH). (C.18)

First case: if K, s, β |= matrix .
= o. Together with Definition 7.1.3 this means

K, s, β |= ∀ row; o ̸ .= select(heap,matrix,arr(row)).
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Together with C.18 this means that the singleton and the array ranges can not overlap, therefore

K, s, β |= matrix
.
= o→

matrixRange(heap,matrix, rowL, rowH, colL, colH) \
singleton(o,arr(sCol))
.
=

matrixRange(heap,matrix, rowL, rowH, colL, colH).

Second case: if K, s, β |= sCol < colL ∨ colH < sCol.
We know that C.18 holds for all c such that colL ≤ c ≤ colH. Therefore sCol ̸ .= c, which means
the singleton and the array ranges can not overlap. This means

K, s, β |= sCol < colL ∨ colH < sCol→
matrixRange(heap,matrix, rowL, rowH, colL, colH) \
singleton(o,arr(sCol))
.
=

matrixRange(heap,matrix, rowL, rowH, colL, colH).

Third case: when it holds that

K, s, β |= matrix ̸ .= o ∧ sCol ≥ colL ∧ colH ≥ sCol ∧
∃k; k ≥ rowL ∧ k ≤ rowH ∧ o

.
= select(heap,matrix,arr(k)).

Together with C.17 this means

K, s, β |= o
.
= select(heap,matrix,arr(sRow))

Considering C.18, this shows overlap between the singleton and the matrix range which according
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to the standard definition of set difference it has to be excluded. Therefore, we have

K, s, β |= matrix ̸ .= o ∧ sCol ≥ colL ∧ colH ≥ sCol ∧
∃k; k ≥ rowL ∧ k ≤ rowH ∧ o

.
= select(heap,matrix,arr(k))→

matrixRange(heap,matrix, rowL, rowH, colL, colH) \
singleton(o,arr(sCol))
.
=⋃︂

rowL≤r≤sRow - 1

arrayRange(select(heap,matrix,arr(r)), colL, colH) ∪

⋃︂
sRow + 1≤r≤rowH

arrayRange(select(heap,matrix,arr(r)), colL, colH) ∪

⋃︂
colL≤c≤sCol - 1

arrayRange(select(heap,matrix,arr(sRow)), colL, c) ∪

⋃︂
sCol + 1≤c≤colH

arrayRange(select(heap,matrix,arr(sRow)), c, colH).
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