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## Zusammenfassung

Diese Thesis behandelt das Thema der Surrogatmodellierung von Vorwärts- und Inversen Problemen im Rahmen von parameterabhängige Systemen, welche von Differentialgleichungen beschreiben sind. Surrogatmodelle werden genutzt um eine genaue Approximation des parameterabhängigen Systemzustandes zu gewinnen und werden verwendet um sowohl Vorwärtsmodellauswertungen als auch Bayessche Inversion zu beschleunigen. Im Folgenden werden zwei Anwendungen betrachtet, nämlich die parameterabhängige Chemische Mastergleichung als auch eine elliptische partielle Differentialgleichungen mit parameterabhängigen Gebieten. In beiden Fällen wird eine Tensorproduktbasisdarstellung verwendet um den Parameterzusammenhang darzustellen was dazu führt, dass sich die Dimension des Lösungstensors mit der Anzahl der Parameter erhöht, was vorallem mit vielen Parametern im Bezug zur Zeitkomplexität sehr teuer wird. Um diese Problematik anzugehen, werden Niedrig-Rang Tensor Zerlegungen, insbesonders das "Tensor-Train" Format, angewendet um die Speicher- und Zeitkomplexität von hochdimensionale Tensoren zu reduzieren. Um den Tensor der Freiheitsgrade im komprimierten Format zu gewinnen, wird ein speziell für diesen Zweck bestimmter Löser verwendet. Darin liegt die grösste Herausforderung in der Konstruktion der diskreten Systeme direkt in dem "Tensor-Train" Format für den gesamten Zustandsraum der Parameter.

Die Lösung der Chemischen Mastergleichung kann auf natürliche Art und Weise in einem Tensorformat dargestellt werden, und die Niedrig-Rang Formate können direkt angewendet werden um eine Reduktion der Rechenzeit zu erziehlen. Um eine effiziente Konstruktion der diskreten Operatoren zu bekommen, wird ein Algorithmus für den gesamten Zustand-Parameter-Zeit Tensor vorgestellt und erfolgreich verwendet um Bayessche Inferenz Aufgaben, wie zum Beispiel Zustandsrekonstruktion und Parameteridentifikation, durchhzuführen.

Im Falle von partiellen Differentialgleichungen, ist die Tensorproduktstruktur der diskretisierten Lösung nicht mehr vorhanden. Daher muss das Diskretisierungsverfahren so gewählt werden, dass eine Tensorproduktstruktur vorliegt, was speziell im Kontext der Isogeometrischen Analyse der Fall ist, da die im Referenzgebiet dargestellte Lösung entsprechendes Format hat. Das "Tensor-Train" Format kann somit für die Darstellung der Lösung verwendet werden. Die aus der schwachen Formulierung resultierende Integrale können mithilfe der Substitutionsregel über ein fixes Referenzgebiet mit einem modifizierten Metrik durchgeführt werden, anstatt über das parameterabhängige Gebiet zu integrieren. Die Anzahl an Dimensionen wird gleichzeitig erhöht um die Parameterzusammenhang einzufügen.

In beiden Anwendungen, führt das Niedrig-Rang "Tensor-Train" Format zu einer genauen Approximation der Lösung, mit reduzierter Rechenkomplexität. Die vorgeschlagenen Methoden besitzen die Fähigkeit hochdimensionale Probleme mit grossem Speicherbedarf zu lösen, was vorallem im Fall von Mastergleichungen mit vielen Reaktionsnetzerken der Fall ist. Die Speicherreduktion bringt auch eine Beschleunigung der Laufzeit der Simulationen, was besonders im Fall der Konstruktion diskreter Operatoren für parameterabhängigen Probleme in Augenschein tritt. Hier ist die vorgeschlagene Methode asymptotisch effizienter und um Größenordnungen schneller.


#### Abstract

This thesis addresses the topic of surrogate modeling for forward and inverse problems, in the context of parameter dependent systems described by differential equations. The surrogate model is an accurate approximation of the parameter dependent quantity of interest and is used to accelerate both forward model evaluations and Bayesian inversion. Two applications are considered: the parameter dependent chemical master equation (CME) and elliptic partial differential equations (PDEs) with parameter dependent computational domains. In both cases, a tensor product basis expansion is used to accommodate the parameter dependence, thus increasing the number of dimensions of the tensor used to store the approximation's basis coefficients. Low-rank tensor decompositions, in particular the tensor-train (TT) format, are used to reduce the computational costs of storing and handling large high-dimensional tensors. A dedicated solver is then used to obtain the coefficient tensor of the basis expansion in the low-rank format. The main challenge is the construction of the discrete systems directly in the low-rank format for the combined state-parameter space.

The solution of the CME is naturally represented as a tensor and the low-rank format can be directly applied to enhance the solver's performance. An algorithm for assembling the discrete operators for the joint state-parameter-time is presented. The computational complexity of this step is linear with respect to the number of dimensions. The developed framework is used for efficiently solving Bayesian inference tasks such as state reconstruction and parameter identification.

When dealing with PDEs, the tensor product structure of the discrete solution space is no longer a natural assumption. The discretization method in this case is the isogeometric analysis (IGA), since it leads to a tensor product structure of the solution in the reference domain. The TT format can then be used to represent the solution. When writing the weak formulation, the integral over the parameter dependent domain is transformed to an integral over a fixed reference domain with parameter dependent metric. The dimensionality of the solution tensor is then increased to accommodate the parameters.

In both cases, the use of the low-rank TT decomposition leads to accurate results at significantly reduced computational cost. The proposed tensor-train (TT) based frameworks are able to tackle high dimensional problems that would require a prohibitive amount of memory. This can be especially noticed when dealing with large reaction networks. The storage reduction brings a speedup of the runtime of the simulation. As an example, the complexity of constructing the discrete IGA operators in the TT format is asymptotically more efficient and orders of magnitude faster.
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## 1. Introduction

We begin the thesis with an introduction in the topic and a literature survey. The contribution of the thesis is then stated, together with an overview of the content.

### 1.1. Motivation and related work

Over the past few decades, numerical simulations of physical systems have become a central topic in engineering. The increasing complexity of the models leads to higher demand of computing power, which is especially problematic when considering parameter dependent problems. Such problems often arise when performing optimization of design parameters, uncertainty quantification (UQ) studies, optimal control, or in general when exploring the behavior of the model for variable input data. Of particular interest in this work is the field of Bayesian inverse problems. In a nutshell, the goal of Bayesian inverse problems is to give a probabilistic description of the governing parameters of a system when certain output quantities of the system are observed. Applications can be found in fields such as computer vision and image processing [Bar18, GI15], electromagnetics [Che07, IWL ${ }^{+}$21], geosciences [Mal02, CFO11], computational chemistry [ $\mathrm{NDM}^{+} 09$, IWL ${ }^{+} 21$ ], biomedicine [RWGG21], and many more. One common issue of Bayesian inversion and other UQ tasks is the high number of solver calls for different input parameter realizations. This motivates the use of computationally inexpensive surrogate models in the context of inverse problems.

A surrogate model is a function that maps a set of parameters to the corresponding value for the quantity of interest of the system. The approximation should be accurate and at the same time fast to evaluate. Once such an approximation is available, it can be used as a function handle to replace the solver in the computationally intensive tasks. A common problem when constructing surrogates is the increase of the computational complexity with respect to the number of parameters. This is known in the literature under the name of "curse of dimensionality" [BCC57]. One simple example is the interpolation of a multivariate function using a tensor product basis representation. The dimension of the basis grows exponentially with the number of variables. Moreover, in order to find the coefficients of the basis representation, an equal number of function evaluations is needed [Xiu10]. Several classes of methods have been proposed to circumvent this bottleneck: dimension adaptive basis expansions [GG03, LD20], sparse grids [BNR00, Bun04], low-rank tensor decomposition methods [Ose11b, OT10] and neural networks [TB18, YZ19b, HRM ${ }^{+}$21]. While the first two techniques rely on reducing the dimension of the basis expansion and therefore the number of degrees of freedom (DoFs), low-rank tensor decomposition methods start from the full tensor product basis ansatz and use compression methods to reduce the storage needed for the DoF tensor. Several tensor compression formats have been proposed in the literature [GKT13, Liu21], each having different advantages. Among them, the TT format [Ose11b, OT09] offers the best compromise between storage efficiency and robustness [Hac12]. The TT format has proven to be free of the curse of dimensionality in many surrogate modeling tasks [EMM20, KKNS14, DAIFS20, ZYO ${ }^{+} 14$, SO11, DKO12, LRC $^{+}$18, DKLM15, IWL ${ }^{+} 21$, ILDG22]. Moreover, the result of most multilinear algebra operations can be directly expressed in the TT format if the operands are given in the TT format [Ose11b, SO11, OD12, DS14].

A further issue in the field of surrogate modeling is the computational complexity of computing the DoFs required for approximating of the quantity of interest. Depending on the available information about the
underlying model, we differentiate between black-box and white-box surrogate modeling. The black-box approach implies the model is evaluated for different parameter realizations. The parameter realizations together with the corresponding values of the quantity of interest form a label dataset. This falls under the umbrella of supervised learning and several methods have been proposed, from regression [LGDG20] to collocation [BNT07]. Moreover, adaptive input parameter sampling methods [GG03, LDG19] have also been proposed to reduce the number of solver calls. The main advantage of black-box surrogate modeling techniques is their versatility: constructing a surrogate model needs only a function handle of the parameter dependent problem.

As a comparison, white-box modeling techniques take advantage of the full description of the system and the solver is adapted to directly return the parameter dependent quantity of interest or solution. A typical approach is to extend the space where the quantity of interest lives in order to account for the parameter dependence. In the context of systems governed by differential equations, the Kronecker [VL00] product is used to construct the joint space. The corresponding DoFs can be recovered by solving the system that arises when performing Galerkin projection over the joint space [GS91, BTZ04]. Since the focus of the thesis lies on low-rank tensor decomposition methods, a tensor product basis is used over the parameter space. Moreover, it is beneficial for the discrete solution space to have a tensor product structure as well. In order to truly avoid the curse of dimensionality, all operations, from assembling the system to solving it and post-processing, have to be performed within the TT framework. The thesis addresses two different classes of problems: large systems of ordinary differential equations (ODEs) arising from the field of reaction kinetics [IWL $\left.{ }^{+} 21\right]$ and parameter dependent partial differential equations (PDEs) [ILDG22]. For both cases, the TT format was used to perform all the necessary steps.

The first application considered in this thesis is solving the chemical master equation (CME). The CME is a fundamental equation from the field of reaction kinetics that probabilistically describes the state of chemical reaction networks [Gil92]. Despite being simple at its core, the CME is prone to the curse of dimensionality since adding a new species results in a multiplication of the computational costs of solving the equation. This is exacerbated when parameter dependent CMEs are considered. Truncating the state space of the CME to a Cartesian box domain results in a tensor format of the solution. The TT compression scheme can therefore be used for the representation [KKNS14, DK15, DS20, IWL ${ }^{+}$21]. Solving the parameter dependent CME in the TT format has been addressed in [DK15, IWL ${ }^{+} 21$ ]. In our contribution [IWL $\left.{ }^{+} 21\right]$, the solver was extended to directly perform parameter inference tasks.

The second application concerns the solution of parameter dependent boundary value problems (BVPs). The parameters range from material coefficients to variables in the geometry description. Conventional discretization techniques such as the finite element method (FEM) typically represent the solution on unstructured meshes $\left[\mathrm{M}^{+} 03\right]$ making it difficult to cast the DoFs into a tensor. Therefore, the method of choice is IGA [HCB05, CHB09]. IGA is a very popular method that is applied in a variety of fields such as structural analysis [WWS13, CRBH06, $\mathrm{MAB}^{+} 15$, Rea06, SKBW10], electromagnetic field simulation [BCdF ${ }^{+}$20, BSV10, DKSW19a, DKSW19b, SBdFS20], and fluid mechanics [ABKF11, BH08, GPC19, HAB11, LBJ19, WWX ${ }^{+}$17]. The main idea behind it is to represent the geometry using B-spline or NURBS parametrizations. The geometry parametrization maps points from a reference domain (usually chosen as the unit cube) to points in the physical domain [HCB05]. The solution can also be defined on the reference domain, where a tensor product B-spline basis is used for its discretization. When performing the Galerkin projection, the integration over the parameter dependent geometry is transformed to integration over the reference domain with a modified metric. Therefore, the geometry information is moved into the coefficients of a modified PDE defined on the reference domain. Using a parameter dependent geometry map has been analyzed by several authors in the literature [CCNT16, CCNT21, HSS08, HSSS18, EMM20]. TT compression can be used to store the DoFs of the basis expansion as well as to construct the discrete Galerkin operators [ABC ${ }^{+} 15$, Hof18, MJKL17, ILDG22]. The assembly of the discrete operators for the
joint geometry-parameter domain in the TT format is more efficient than conventional assembly methods for a single parameter realization [ILDG22]. This holds for the system solver as well.

### 1.2. Contribution

The first main contribution of this thesis work is the development of the TT-CME framework for parameter dependent CMEs [IWL ${ }^{+}$21]. An explicit representation of the CME generator is given in the TT format without assembling the full operator. The parameter dependence is tackled by considering a tensor product basis expansion to obtain a joint state-parameter space. This increases the dimensionality of the underlying tensors. However, the assembly in the TT format still remains efficient. Compared to [DK15] where a collocation based method is used for the parameter dependence, in this work we employ the Galerkin approach to derive an extended system for the joint state-parameter domain. The presented framework is not restricted to handle only the reaction rates as parameters and can accommodate general propensity functions with different types of parameters as well as parameter dependent initial conditions (ICs). The alternating minimal energy (AMEn) solver is used to get the solution of the system for the joint state-parameter-time domain obtained after the time-domain discretization. Moreover, we leveraged the computationally efficient multilinear algebra operations in the TT format to address relevant inference problems from the field of chemical kinetics. The forward-backward algorithm is implemented in the TT format for state filtering and smoothing as well as for Bayesian parameter inference. Several examples are presented to demonstrate the efficiency of the method.

The second main contribution is the development of the TT-IGA framework [ILDG22]. The novelty of this work consists in deriving a TT representation for the tensor operators arising from the IGA discretization and using the AMEn solver to get the solution in the low-rank format. Compared to [MJKL17], the main focus is on tackling parametric geometry deformations, but the framework can also accommodate parameters governing the material laws or the boundary considerations. A recipe for constructing all the necessary discrete operators in the TT format is given. Collocation is used to handle the parameter dependency and, similarly to the TT-CME solver, the dimensionality of the tensors is increased. Moreover, both NURBS and B-spline geometry representations are taken into consideration in the framework. The method is benchmarked in the numerical results section and the obtained surrogates are further used to solve inverse problems.

All the developed methods are implemented in the Python programming language as two software packages: $\mathrm{tt}-\mathrm{cme}^{1}$ and tt -iga ${ }^{2}$. Supporting software was implemented in the torchTT library ${ }^{3}$.

### 1.3. Structure of the thesis

The remaining of this thesis is structured as it follows: In Chapter 2, an introduction to tensor algebra is given. First, the general notion of tensor is defined and then, relevant topics from the field of multilinear algebra are recalled. In Chapter 3, the TT format is presented in detail, together with all the relevant algorithms needed in this work. Chapter 4 offers an overview of the field of Bayesian inverse problems. A brief introduction in probability theory is offered before presenting the Bayesian inversion formalism. In Chapter 5, the first application of the TT framework is presented in the context of reaction dynamics. The TT-CME solver for parameter dependent problems is introduced and numerical tests are performed for inference tasks. Chapter 6 concerns the use of the TT based surrogates for the parameter dependent

[^0]systems governed by PDEs. Numerical examples are also shown to showcase the performance of the method. Finally, the conclusion and the outlook are given in Chapter 7.

## 2. Fundamentals of tensor algebra

### 2.1. Introduction to tensors

The concept of a tensor has different definitions in different fields: as a multidimensional array, as a multilinear map over a cross product of vector spaces and their dual or by constructing the space using a tensor product of bases. In this chapter, we first introduce the concept of a tensor product of vector spaces. In the second part, the focus is put on tensors as multidimensional arrays. The notation is first introduced and then the relevant multilinear algebra operations are presented.

### 2.1.1. Tensor product

Before proceeding to the definition of the tensor product, we recall the concept of a multilinear map.
Definition 2.1.1 (Multilinear map). Let $V_{1}, \ldots, V_{d}$ be $d$ vector spaces over a field $\mathbb{K}$. A map $\phi: \stackrel{d}{\times} V_{k} \rightarrow \mathbb{K}$ is called multilinear if

$$
\begin{align*}
\phi\left(v_{1}, \ldots, \alpha v_{k}+\beta v_{k}^{\prime}, \ldots, v_{d}\right)= & \alpha \phi\left(v_{1}, \ldots, v_{k}, \ldots, v_{d}\right)+\beta \phi\left(v_{1}, \ldots, v_{k}^{\prime}, \ldots, v_{d}\right), \\
& \forall \alpha, \beta \in \mathbb{K}, v_{k} \in V_{k}, v_{k}^{\prime} \in V_{k}, k \in\{1, \ldots, d\} . \tag{2.1}
\end{align*}
$$

The first definition of the tensor product is given using the universal property. The goal is to define a vector space $S$ formed from 2 vector spaces $U$ and $V$ together with a map $\otimes: U \times V \rightarrow S$ with the property that it is "bilinear and nothing more" [Rom08].

Definition 2.1.2 (Universal property definition of tensor product). Let $U$ and $V$ be two vector spaces over $\mathbb{K}$. The vector space denoted by $U \otimes V$ together with a bilinear mapping $\otimes: U \times V \rightarrow \mathbb{K}$ is called a tensor product space if it fulfills the universal property: for every bilinear mapping $\psi: U \times V \rightarrow \mathbb{K}$ there exists a unique linear map $\psi^{\prime}: U \otimes V \rightarrow \mathbb{K}$ such that

$$
\begin{equation*}
\psi=\psi^{\prime} \circ \otimes . \tag{2.2}
\end{equation*}
$$

In Figure 2.1, a graphical representation of the universal property is given. The definition based on the universal property can be used to derive properties of the tensor product space, however it is not a constructive one. In the following, a constructive and coordinate-free definition of the tensor product of two vector spaces is given.

## Construction of the tensor product

Let $U, V$ be two vector spaces, $\mathcal{V}(U \times V)$ the space spanned by all elements from $U \times V$. Since a pair $(u, v) \in U \times V$ is a basis of the space $\mathcal{V}(U \times V)$, it cannot be represented as a linear combination of elements from $U \times V$. This violates the universal property stated in Definition 2.1.2. In order to exemplify this,


Figure 2.1.: Illustration of the universal property.
we consider 3 basis vectors $(u, v),(-u, v)$ and $(u-u, v)=(0, v)$ from $\mathcal{V}(U \times V)$. Since they are linearly independent, it holds

$$
\begin{equation*}
(0, v) \neq(u, v)+(-u, v) . \tag{2.3}
\end{equation*}
$$

In order to fulfill the universal property, additional relations have to be imposed. To this end, the subspace $\mathcal{Z}$ of $\mathcal{V}(U \times V)$ is defined as

$$
\begin{align*}
\mathcal{Z}= & \left\{\alpha\left(u_{1}, v\right)+\beta\left(u_{2}, v\right)-\left(\alpha u_{1}+\beta u_{2}, v\right): u_{1}, u_{2} \in U, v \in V, \alpha, \beta \in \mathbb{K}\right\} \cup  \tag{2.4}\\
& \left\{\alpha\left(u, v_{1}\right)+\beta\left(u, v_{2}\right)-\left(u, \alpha v_{1}+\beta v_{2}\right): u \in U, v_{1}, v_{2} \in V, \alpha, \beta \in \mathbb{K}\right\} .
\end{align*}
$$

The tensor product of $U$ and $V$ is defined as the set quotient space

$$
\begin{equation*}
U \otimes V=\mathcal{V}(U \times V) / \mathcal{Z} \tag{2.5}
\end{equation*}
$$

The idea behind this is to restrict the larger vector space $\mathcal{V}(U \times V)$ by introducing the equivalence relations from (2.4). The construction fulfills the universal property introduced in Definition 2.1.2 (see [Hac12, Chapter 3] for the proof). For $u \in U$ and $v \in V$, the equivalence class constructed from $u$ and $v$ is denoted with $u \otimes v$.

## Properties of the tensor product

Without proof, we present the following properties of the tensor product [Rom08]:

- $(\alpha u) \otimes v=u \otimes(\alpha v)=\alpha(u \otimes v), \forall \alpha \in \mathbb{K}, u \in U, v \in V$.
- $\left(u+u^{\prime}\right) \otimes v=u \otimes v+u^{\prime} \otimes v, \forall u, u^{\prime} \in U, v \in V$,
- $u \otimes\left(v+v^{\prime}\right)=u \otimes v+u \otimes v^{\prime}, \forall u \in U, v, v^{\prime} \in V$,
- $0_{V} \otimes v=0_{U \otimes V}, \forall v \in V$ and $u \otimes 0_{V}=0_{U \otimes V}, \forall u \in U$, where $0_{U}, 0_{V}$ and $0_{U \otimes V}$ are the 0 tensors in the individual spaces.


## Basis representation

For a vector space $V$ with $\operatorname{dim}(V)=n<\infty$ and a particular choice of basis, an isomorphism between $V$ and the $\mathbb{K}^{n}$ exists. This result can be generalized to a tensor product space $V_{1} \otimes V_{2} \otimes \cdots \otimes V_{d}$ with $\operatorname{dim}\left(V_{k}\right)=n_{k}<\infty, k \in\{1, \ldots, d\}$ [Hac12, Chapter 3]. Let $\left\{e_{k}^{(1)}\right\}_{k=1}^{n_{k}},\left\{e_{k}^{(2)}\right\}_{k=1}^{n_{k}}, \ldots,\left\{e_{k}^{(d)}\right\}_{k=1}^{n_{k}}$ be the bases of the individual spaces $V_{1}, V_{2}, \ldots, V_{d}$. The following statements hold [Hac12, Chapter 3]:

1. The set $\left\{e_{i_{1}}^{(1)} \otimes \cdots \otimes e_{i_{d}}^{(d)}: i_{1}=1, \ldots, n_{1}, \ldots, i_{d}=1, \ldots, n_{d}\right\}$ is a basis of the tensor product space $\stackrel{\bigotimes_{k=1}^{d}}{\bigotimes_{k}}$ and any element $t \in \bigotimes_{k=1}^{\otimes} V_{k}$ can be represented as

$$
\begin{equation*}
t=\sum_{i_{1}=1}^{n_{1}} \cdots \sum_{i_{d}=1}^{n_{d}} \mathrm{x}_{i_{1} \ldots i_{d}} e_{i_{1}}^{(1)} \otimes \cdots \otimes e_{i_{d}}^{(d)}, \quad \mathbf{x} \in \mathbb{K}^{n_{1} \times \cdots \times n_{d}} . \tag{2.6}
\end{equation*}
$$

2. $\operatorname{dim}\left(\bigotimes_{k=1}^{d} V_{k}\right)=\prod_{k=1}^{d} n_{k}$.
3. For a fixed basis choice, the tensor product space $\bigotimes_{k=1}^{d} V_{k}$ is isomorphic to $\mathbb{K}^{n_{1} \times \cdots \times n_{d}}$.

Let $U_{1}, \ldots, U_{d}$ and $V_{1}, \ldots, V_{d}$ be finite dimensional vector spaces with $\operatorname{dim}\left(V_{k}\right)=m_{k}$ and $\operatorname{dim}\left(U_{k}\right)=$ $n_{k}$. We consider the vector space $\mathcal{L}\left(U_{1} \otimes \cdots \otimes U_{d}, V_{1} \otimes \cdots \otimes V_{d}\right)$, where $\mathcal{L}(A, B)$ denotes the set of all linear maps between the vector spaces $A$ and $B$. Let $\phi \in \mathcal{L}\left(U_{1} \otimes \cdots \otimes U_{d}, V_{1} \otimes \cdots \otimes V_{d}\right)$. Since every element of the vector space $V_{1} \otimes \cdots \otimes V_{d}$ can be expressed in terms of the basis $\left\{e_{i_{1} \ldots i_{d}}^{V_{1} \otimes \otimes \otimes V_{d}}\right\}_{i_{1} \ldots i_{d}}$, the result of the function $\phi$ applied on the basis element $e_{j_{1} \ldots j_{d}}^{U_{1} \otimes \cdots \otimes U_{d}}$ can be expressed using the map $\beta:\left(\times_{k=1}^{d}\left\{1, \ldots, m_{k}\right\}\right) \times\left(\times_{k=1}^{d}\left\{1, \ldots, n_{k}\right\}\right) \rightarrow \mathbb{K}$

$$
\begin{equation*}
\phi\left(e_{j_{1} \ldots j_{d}}^{U_{1} \otimes \cdots \otimes U_{d}}\right)=\sum_{i_{1}, \ldots, i_{d}} \beta\left(i_{1}, \ldots, i_{d}, j_{1}, \ldots, j_{d}\right) e_{i_{1} \ldots i_{d}}^{V_{1} \otimes \cdots \otimes V_{d}}, \tag{2.7}
\end{equation*}
$$

where $\left\{e_{j_{1} \ldots j_{d}}^{U_{1} \otimes \cdots \otimes U_{d}}\right\}_{j_{1} \ldots j_{d}}$ is the basis of $U_{1} \otimes \cdots \otimes U_{d}$. For every element $u \in U_{1} \otimes \cdots \otimes U_{d}$ one can use its basis representation and the linearity of $\phi$ to obtain a representation in terms of the basis from $V_{1} \otimes \cdots \otimes V_{d}$

$$
\begin{align*}
\phi(u)= & \phi\left(\sum_{j_{1} \ldots j_{d}} \mathrm{u}_{j_{1} \ldots j_{d}} e_{j_{1} \ldots j_{d}}^{U_{1} \otimes \cdots U_{d}}\right)=\sum_{j_{1} \ldots j_{d}} \alpha\left(j_{1}, \ldots, j_{d}\right) \phi\left(e_{i_{1} \ldots i_{d}}^{U_{1} \otimes \cdots \otimes U_{d}}\right)=  \tag{2.8}\\
& \sum_{i_{1}, \ldots, i_{d}} \sum_{j_{1}, \ldots, j_{d}} \beta\left(i_{1}, \ldots, i_{d}, j_{1}, \ldots, j_{d}\right) \mathbf{u}_{j_{1} \ldots j_{d}} e_{i_{1} \ldots i_{d}}^{v_{1} \otimes \cdots \otimes V_{d}} .
\end{align*}
$$

This shows that once the bases are fixed, any element of $\mathcal{L}\left(U_{1} \otimes \cdots \otimes U_{d}, V_{1} \otimes \cdots \otimes V_{d}\right)$ can be described using a multidimensional array $\mathbf{B} \in \mathbb{K}^{m_{1} \times \cdots \times m_{d} \times n_{1} \times \cdots \times n_{d}}$. An element $\phi \in \mathcal{L}\left(U_{1} \otimes \cdots \otimes U_{d}, V_{1} \otimes \cdots \otimes V_{d}\right)$ is called in the following a tensor operator. Moreover, the following equality holds [Hac12]

$$
\begin{equation*}
\mathcal{L}\left(\bigotimes_{k=1}^{d} U_{k}, \stackrel{d}{\bigotimes} V_{k=1}\right)=\bigotimes_{k=1}^{d} \mathcal{L}\left(U_{k}, V_{k}\right) . \tag{2.9}
\end{equation*}
$$

### 2.2. Tensors as multidimensional arrays

As stated at the end of the previous section, tensor product spaces are isomorphic to the space of multidimensional arrays over the field of real numbers $(\mathbb{K}=\mathbb{R})$. In the following, we will refer to tensors as multidimensional arrays over the field of real numbers, such that $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ (or mapping from $\times_{k=1}^{d}\left\{1, \ldots, n_{k}\right\} \rightarrow \mathbb{R}$ ), unless otherwise stated. The dimensions of a tensor are also referred to as modes. As a convention, 1 -dimensional tensors (vectors) are denoted with bold lower case letters, e.g. a,b,2dimensional tensors (matrices) are denoted by bold capital letters, e.g. $\boldsymbol{P}, \boldsymbol{C}$ and tensors with 3 or more dimensions are represented using lower case bold serif letters $\mathbf{x}, \mathbf{y}$. For tensor operators, upper case bold
serif letters are used (e.g. A, B). The multiindex notation is used to refer to an entry of a tensor, such that $\mathrm{x}_{i_{1} \ldots i_{d}}=\mathrm{x}_{\boldsymbol{i}}, \boldsymbol{i}=\left(i_{1}, \ldots i_{d}\right) \in \times_{k=1}^{d}\left\{1, \ldots, n_{k}\right\}$. In the case of tensor operators between $2 d$-dimensional tensor product spaces, a comma is used to separate the first $d$ indices, e.g. $\mathrm{A}_{i, j}$.

Subtensors can be obtained by fixing or restricting some of the indices of a tensor. The colon is used to mark an index that is not restricted. For example, the $j$-th column of a matrix $\boldsymbol{A}$ is denoted by $A_{: j}$. By fixing all the indices but one, the resulting vector is called a fiber. If two of the indices are kept free and the rest are fixed, the resulting matrix is called a slice of the tensor. If we consider the tensor given in Figure 2.2 , we have the following fibers and slices as examples:

$$
\mathrm{x}_{1: 3}=\binom{3}{7}, \quad \mathrm{x}_{: 1:}=\left(\begin{array}{cccc}
1 & 2 & 3 & 4  \tag{2.10}\\
9 & 10 & 11 & 12 \\
17 & 18 & 19 & 20
\end{array}\right) \quad \mathrm{x}_{1::}=\left(\begin{array}{cccc}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8
\end{array}\right) .
$$



Figure 2.2.: 3-dimensional tensor $\mathbf{x} \in \mathbb{R}^{3 \times 2 \times 4}$.

### 2.2.1. Matricization

In the following, the matricization of a tensor is discussed. Before introducing the matricization operation, we present the multiindex raveling operation $\iota: \times_{k=1}^{d}\left\{1, \ldots, n_{k}\right\} \rightarrow\left\{1,2, \ldots, n_{1} \cdots n_{d}\right\}$. The mapping $\iota$ counts the multiindices of a given tensor and, using the big-endian convention, $\iota$ is defined as

$$
\begin{equation*}
\iota\left(i_{1}, \ldots, i_{d}\right)=1+\sum_{k=1}^{d}\left(\left(i_{k}-1\right) \prod_{l=k+1}^{d} n_{l}\right) . \tag{2.11}
\end{equation*}
$$

The mapping $\iota$ is bijective with the inverse (also called index unraveling) given as

$$
\begin{equation*}
\iota_{k}^{-1}(i)=\left((i-1) \%\left(n_{2} \cdots n_{d}\right) \%\left(n_{3} \cdots n_{d}\right) \% \cdots \%\left(n_{k} \cdots n_{d}\right)\right) \div\left(\prod_{l=k+1}^{d} n_{l}\right)+1 \tag{2.12}
\end{equation*}
$$

where \% denotes the modulo operation (remainder of integer division) and $\div$ is the Euclidean division. In order to simplify the notation, the index raveling operation will be denoted with an overline $\overline{i_{1} i_{2} \ldots i_{d}}:=$ $\iota\left(i_{1}, i_{2}, \ldots, i_{d}\right)$. Moreover, it can also be used on subsets of indices of a tensor. Using the mapping $\iota$, the
vectorization of a tensor (also known as unfolding or flattening in the literature) [KB09] is introduced. Given a tensor $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$, the vectorization $\mathcal{V} \mathbf{x} \in \mathbb{R}^{n_{1} n_{2} \cdots n_{d}}$ has the following elementwise definition

$$
\begin{equation*}
(\mathcal{V} \mathbf{x})_{\overline{i_{1} \ldots i_{d}}}=x_{i_{1} \ldots i_{d}} . \tag{2.13}
\end{equation*}
$$

The matrix unfolding $\mathcal{M}^{\leqslant k} \mathbf{x} \in \mathbb{R}^{\left(n_{1} \cdots n_{k}\right) \times\left(n_{k+1} \cdots n_{d}\right)}$ of a tensor combines together the first $k$ dimensions into the row mode of a matrix and the remaining $d-k$ into the column mode

$$
\begin{equation*}
\left(\mathcal{M}^{\leqslant k} \mathbf{x}\right)_{\overline{i_{1} i_{2} \ldots i_{k},}, i_{k+1} \ldots i_{d}}=\mathrm{x}_{i_{1} i_{2} \ldots i_{d}} . \tag{2.14}
\end{equation*}
$$

The mode- $k$ unfolding $\mathcal{M}^{=k} \mathbf{x}$ reshapes a tensor to a matrix by keeping the $k$-th mode as a leading mode and raveling the remaining dimensions into the second mode of a matrix

$$
\begin{equation*}
\left(\mathcal{M}^{=k} \mathbf{x}\right)_{i_{k}, \overline{i_{1} \ldots i_{k-1} i_{k+1} \ldots i_{d}}}=x_{i_{1} i_{2} \ldots i_{d}} . \tag{2.15}
\end{equation*}
$$

When dealing with a tensor operator $\mathbf{A} \in \mathbb{R}^{\left(m_{1} \times \cdots \times m_{d}\right) \times\left(n_{1} \times \cdots \times n_{d}\right)}$, we define the matricization operation $\mathcal{M} \mathbf{A} \in \mathbb{R}^{\left(m_{1} \cdots m_{d}\right) \times\left(n_{1} \cdots n_{d}\right)}$ elementwise as

$$
\begin{equation*}
\mathcal{M} \mathbf{A}_{\overline{i_{1} i_{2} \ldots i_{d},}, \bar{j}_{1} j_{2} \ldots j_{d}}=\mathrm{A}_{i_{1} i_{2} \ldots i_{d}, j_{1} j_{2} \ldots j_{d}} . \tag{2.16}
\end{equation*}
$$

## Example

As an example, we consider again the $3 \times 2 \times 4$ tensor illustrated in Figure 2.2. In this case, the unfolding of the tensor is given by

$$
\begin{equation*}
\mathcal{V}_{\mathbf{x}}=(1,2,3, \ldots, 24)^{\top}, \tag{2.17}
\end{equation*}
$$

the two matricizations are

$$
\begin{gather*}
\mathcal{M}^{\leqslant 1} \mathbf{x}=\left(\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 \\
17 & 18 & 19 & 20 & 21 & 22 & 23 & 24
\end{array}\right)  \tag{2.18}\\
\mathcal{M}^{\leqslant 2} \mathbf{x}=\left(\begin{array}{cccc}
1 & 2 & 3 & 4 \\
5 & 6 & 7 & 8 \\
9 & 10 & 11 & 12 \\
13 & 14 & 15 & 16 \\
17 & 18 & 19 & 20 \\
21 & 22 & 23 & 24
\end{array}\right) \tag{2.19}
\end{gather*}
$$

and the mode- 2 unfolding is

$$
\mathcal{M}^{=2} \mathbf{x}=\left(\begin{array}{cccccccccccc}
1 & 2 & 3 & 4 & 9 & 10 & 11 & 12 & 17 & 18 & 19 & 20  \tag{2.20}\\
5 & 6 & 7 & 8 & 13 & 14 & 15 & 16 & 21 & 22 & 23 & 24
\end{array}\right) .
$$

### 2.2.2. Tensor algebra

In the following, an overview of the basic (multi)linear algebra operations (such as Kronecker product, elementwise addition, elementwise multiplication/Hadamard product, scalar product and norm and products between tensor operators) is given.

## Kronecker product

Definition 2.2.1 (Kronecker product). Let $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ and $\mathbf{y} \in \mathbb{R}^{m_{1} \times \cdots \times m_{d^{\prime}}}$ be two tensors. The Kronecker product $\mathbf{x} \otimes \mathbf{y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d} \times m_{1} \times \cdots \times m_{d^{\prime}}}$ is a $\left(d+d^{\prime}\right)$-dimensional tensor whose entries are given by

$$
\begin{equation*}
(\mathbf{x} \otimes \mathbf{y})_{i j}=x_{i} \mathrm{y}_{j}, \tag{2.21}
\end{equation*}
$$

where $i_{k} \in\left\{1, \ldots, n_{k}\right\}, k \in 1, \ldots, d$ and $j_{l} \in\left\{1, \ldots, m_{l}\right\}, l \in 1, \ldots, d^{\prime}$.

## Elementwise addition

Definition 2.2.2 (Elementwise addition). Let $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ be two $d$-dimensional tensors. The sum $\mathbf{x}+\mathbf{y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is defined elementwise as

$$
\begin{equation*}
(\mathbf{x}+\mathbf{y})_{i}=\mathrm{x}_{i}+\mathrm{y}_{i} \tag{2.22}
\end{equation*}
$$

where $i_{k} \in\left\{1, \ldots, n_{k}\right\}, k \in 1, \ldots, d$.
When dealing with two tensor operators, the addition is performed analogously: $(\mathbf{A}+\mathbf{B})_{i, j}=\mathrm{A}_{i, j}+\mathrm{B}_{i, j}$. The set of tensors with fixed modes together with the elementwise addition form an Abelian group. The neutral element is the zero (all entries are 0 ) tensor denoted in the following with $\mathbf{0}$.

## Elementwise multiplication

Definition 2.2.3 (Elementwise multiplication). Let $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ be two $d$-dimensional tensors. The multiplication $\mathbf{x} \odot \mathbf{y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is elementwise defined as

$$
\begin{equation*}
(\mathbf{x} \odot \mathbf{y})_{i}=x_{i} y_{i}, \tag{2.23}
\end{equation*}
$$

where $i_{k} \in\left\{1, \ldots, n_{k}\right\}, k \in 1, \ldots, d$.
In this work as well as in the specialized literature, the elementwise multiplication is also called Hadamard product.

## Scalar product and Frobenius norm

Definition 2.2.4 (Scalar product). Let $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ be two $d$-dimensional tensors. The scalar product denoted by $\mathbf{x} \cdot \mathbf{y} \in \mathbb{R}$ is defined as

$$
\begin{equation*}
\mathbf{x} \cdot \mathbf{y}=\sum_{i_{1}=1}^{n_{1}} \cdots \sum_{i_{d}=1}^{n_{d}} \mathrm{x}_{i} \mathrm{y}_{i}=\sum_{i=1}^{n} \mathrm{x}_{i} \mathrm{y}_{i} . \tag{2.24}
\end{equation*}
$$

The norm induced by the presented scalar product is called the Frobenius norm $\|\mathbf{x}\|_{F}:=\sqrt{\mathbf{x} \cdot \mathbf{x}}$. It can also be defined for tensor operators as $\|\mathbf{A}\|_{F}^{2}=\sum_{i, j} \mathrm{~A}_{i, j}^{2}$.

## Product with a tensor operator

Similarly to the matrix-vector product, a generalization for tensors using multiindex notation can be given. The two presented products are the analog of matrix-vector/matrix-matrix products and are equivalent under the unfolding operation.

Definition 2.2.5 (Tensor operator product). Given two tensor operators $\mathbf{A} \in \mathbb{R}^{m_{1} \times \cdots \times m_{d} \times n_{1} \times \cdots \times n_{d}}, \mathbf{B} \in$ $\mathbb{R}^{n_{1} \times \cdots \times n_{d} \times p_{1} \times \cdots \times p_{d}}$ and a tensor $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$. The product $\mathbf{A} \mathbf{x} \in \mathbb{R}^{m_{1} \times \cdots \times m_{d}}$ is elementwise defined as

$$
\begin{equation*}
(\mathbf{A x})_{i}=\sum_{j} \mathrm{~A}_{i, j} \times{ }_{j} \tag{2.25}
\end{equation*}
$$

for $i_{k} \in\left\{1, \ldots, m_{k}\right\}, k \in 1, \ldots, d$. The product $\mathbf{A B} \in \mathbb{R}^{m_{1} \times \cdots \times m_{d} \times p_{1} \times \cdots \times p_{d}}$ between $\mathbf{A}$ and $\mathbf{B}$ is defined as

$$
\begin{equation*}
(\mathbf{A B})_{i, j}=\sum_{l} \mathrm{~A}_{i, l} \mathrm{~B}_{l, j}, \tag{2.26}
\end{equation*}
$$

where $i_{k} \in\left\{1, \ldots, n_{k}\right\}$ and $j_{k} \in\left\{1, \ldots, p_{k}\right\}, k \in 1, \ldots, d$.
With the operations defined in (2.13) and (2.16), the following holds

$$
\begin{equation*}
\mathcal{V}(\mathbf{A} \mathbf{x})=(\mathcal{M} \mathbf{A}) \mathcal{V} \mathbf{x}, \quad \mathcal{M}(\mathbf{A B})=(\mathcal{M} \mathbf{A})(\mathcal{M} \mathbf{B}) . \tag{2.27}
\end{equation*}
$$

Using the defined products, multilinear systems $\mathbf{A x}=\mathbf{b}$ as well as the inverse $\mathbf{A}^{-1}$ of a tensor operator $\mathbf{A}$ can be introduced:

$$
\begin{equation*}
\mathbf{A A}^{-1}=\mathbf{A}^{-1} \mathbf{A}=\mathbf{I} . \tag{2.28}
\end{equation*}
$$

## n-mode product

In addition to the previously presented products, we also define the product between a tensor and a matrix, called the n -mode product.

Definition 2.2.6 (n-mode product). Let $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ be a $d$-dimensional tensor, $q \in\{1, \ldots, d\}$ an index and $\boldsymbol{A} \in \mathbb{R}^{m_{q} \times n_{q}}$ a matrix. The product along the $n$-th mode $\mathbf{x} \times_{q} \boldsymbol{A} \in \mathbb{R}^{n_{1} \times \cdots \times n_{q-1} \times m_{q} \times n_{q+1} \times \cdots \times n_{d}}$ is elementwise defined as

$$
\begin{equation*}
\left(\mathbf{x} \times_{q} \boldsymbol{A}\right)_{i_{1} \ldots i_{q-1} j j_{q+1} \ldots i_{d}}=\sum_{i_{q}} \mathrm{x}_{i_{1} \ldots i_{q} \ldots i_{d}} A_{j i_{q}}, \tag{2.29}
\end{equation*}
$$

where $i_{k} \in\left\{1, \ldots, n_{k}\right\}, k \in\{1, \ldots, d\}, k \neq q, j \in\left\{1, \ldots, m_{q}\right\}$.
If the tensor $\mathbf{x}$ is the basis representation of a multilinear operator $\phi$, the n -mode product across dimension $q$ represents a basis change. When computing the n-mode product with a vector, the resulting tensor is ( $d-1$ )-dimensional

$$
\begin{equation*}
\left(\mathbf{x} \times_{q} \boldsymbol{a}\right)_{i_{1} \ldots i_{q-1} i_{q+1} \ldots i_{d}}=\sum_{i_{q}} \mathrm{x}_{i_{1} \ldots i_{q-1} i_{q} i_{q+1} \ldots i_{d}} a_{i_{q}} . \tag{2.30}
\end{equation*}
$$

If the vector is $\boldsymbol{a}=\mathbf{1}$, the operation performs the contraction of the $q$-th index (summing across the $q$-th dimension).

### 2.2.3. Tensor diagram notation

First introduced in [Pen71], the tensor diagram notation is used to graphically represent index contraction applied to tensors. In the literature, it is also found under the name of tensor networks representation [Pen71]. The main idea behind it is very simple: tensors are denoted by nodes in a graph (see Figure 2.3) and a connection between nodes represents an index contraction. On every end of a link connected to a tensor, a number is specified, representing the number of the mode. Additionally, indices that are not contracted are represented using a line that is linked to only one tensor (see Figure 2.3). The number of links that are connected to a tensor is equal to the number of dimensions of the respective tensor. On every link, the contraction index or the mode size is specified.

(a) Representation of a vector $\boldsymbol{v}$. The index denoted with (b) Representation of a matrix $\boldsymbol{M}$. The order of the two $i$ is in this case the first and only index and is denoted with 1 . indices $i$ and $j$ is specified by the numbers on the edges.

(c) Representation of a 3-dimensional tensor $\mathbf{t}$.

Figure 2.3.: Graphical representation of a vector, a matrix and a 3-dimensional tensor. The tensors are represented by the blue squares and the indices are denoted by the one-way links.

In Figure 2.4a, the tensor that results from $\sum_{i, j, k} A_{i j} \mathrm{~b}_{m i k} \mathrm{c}_{n j k}$ is illustrated. The resulting tensor has only 2 dimensions, denoted with the indices $m$ and $n$ (the edges that are connected to a node at only one end). The sum is performed over the indices $i, j, k$ as denoted by the graph edges. Using the tensor network notation, the trace of a matrix can also be represented (see Figure 2.4b) by constructing an edge that starts and ends in the same tensor. One more example, depicted in Figure 2.4c, is the well known matrix-vector product.


Figure 2.4.: Example of tensor diagram notation for visualizing index contractions.

## 3. Low-rank tensor decomposition

As already stated in the previous chapter, storing all the entries of a tensor in the memory can become problematic even for a moderate number of dimensions due to the curse of dimensionality. Data compression is therefore needed to reduce the computational costs. Compared to conventional source coding methods from information theory, where the compression is done using the binary representation of the data, the tensor compression methods used in this work rely on approximating a tensor using a series of algebraic operations on several smaller tensors. As it will be shown in the following for the TT format, the advantage is that the basic linear algebra operations defined on the full tensors can be performed on their the low-rank representations. In this chapter, we first give an overview of two of the first and most popular low-rank decomposition formats. The TT format is then presented in detail.

### 3.1. Overview of low-rank tensor decomposition formats

### 3.1.1. Canonical polyadic decomposition

Introduced in [Hit] under the name of polyadic decomposition, the canonical polyadic decomposition (CPD) format can be found under different names in the literature: CANDECOMP or PARAFAC [KB09]. Before defining the canonical format, we introduce the concept of rank-1 tensors.

Definition 3.1.1 (Rank-1 tensor). A tensor $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is called rank-one if it can be expressed as the Kronecker product of $d$ vectors $\boldsymbol{v}^{(k)} \in \mathbb{R}^{n_{k}}, k=1, \ldots, d$

$$
\begin{equation*}
\mathbf{x}=\boldsymbol{v}^{(1)} \otimes \cdots \otimes \boldsymbol{v}^{(d)} . \tag{3.1}
\end{equation*}
$$

Definition 3.1.2 (CPD). The CPD of a $d$-dimensional tensor $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is defined as the superposition of $r$ rank-1 tensors

$$
\begin{equation*}
\mathbf{x}=\sum_{k=1}^{r} \boldsymbol{v}^{(k, 1)} \otimes \cdots \otimes \boldsymbol{v}^{(k, d)}, \tag{3.2}
\end{equation*}
$$

where $r \in \mathbb{N}$ and $\left\{\boldsymbol{v}^{(k, l)}\right\}_{k, l}$ are the CPD factors. The minimum number of rank-1 tensors to represent $\mathbf{x}$ is called the tensor rank and is denoted by $\operatorname{rank}(\mathbf{x})$.

The storage complexity for storing a rank $r$ CPD is $\mathcal{O}(d n r)$, being linear w.r.t. the number of dimensions. The main drawback of the CPD is finding the best rank $r$ approximation of a given tensor. As shown in [Hå90], the tensor rank cannot be found in a finite number of steps. This arises due to the fact that there can exist a sequence of tensors with a CPD of rank $r^{\prime}$ converging to a tensor of rank $r>r^{\prime}$ [KB09]. Moreover, for practical purposes, the CPD is not necessarily the most expressive way of compressing tensors (i.e. a high rank might be needed in order to obtain a good approximation).

### 3.1.2. Tucker decomposition

First introduced in [Tuc66] and also known in the literature under the name of higher-order SVD (HOSVD) representation [DLDMV00a], the Tucker decomposition takes advantage of the n-mode product in order to perform a basis transformation of a tensor.

Definition 3.1.3 (Tucker decomposition). A tensor $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is in the Tucker format if it can be represented as

$$
\begin{equation*}
\mathbf{x}=\mathbf{g} \times_{1} \boldsymbol{U}^{(1)} \times_{2} \boldsymbol{U}^{(2)} \cdots \times_{d} \boldsymbol{U}^{(d)} \tag{3.3}
\end{equation*}
$$

where $\mathbf{g} \in \mathbb{R}^{r_{1} \times \cdots \times r_{d}}$ is the Tucker core, $\boldsymbol{U}^{(k)} \in \mathbb{R}^{n_{k} \times r_{k}}, k=1, \ldots, d$ and $\boldsymbol{r}=\left(r_{1}, \ldots, r_{d}\right)$ is the Tucker rank of the decomposition.

A representation of the Tucker decomposition in the tensor network language is given in Figure 3.1 for the case $d=4$. The Tucker rank of a given tensor $\mathbf{x}$ is a tuple $\left(r_{1}, \ldots, r_{d}\right)$ containing the ranks of the matricizations along all the modes, i.e., $r_{k}=\operatorname{rank}\left(\mathcal{M}^{k} \mathbf{x}\right)$. Any tensor admits a decomposition in the form of (3.3) with the rank equal to its Tucker rank [DLDMV00a]. The storage requirement for the Tucker format is $\mathcal{O}\left(r^{d}+d n r\right), r=\max _{k} r_{k}$, which is exponential w.r.t. the number of dimensions. The Tucker format does not overcome the curse of dimensionality due to the need of storing the Tucker core. However, if the Tucker rank is small enough, a significant reduction of the storage is obtained. The CPD is a special case of the Tucker decomposition if the factor matrices $\boldsymbol{U}$ contain the CPD vectors as columns and the Tucker core is the diagonal tensor.

Computing an exact Tucker decomposition can be performed using the HOSVD algorithm [DLDMV00a]. The factor matrices $\boldsymbol{U}^{(k)}$ are obtained by iteratively performing the singular value decompositions (SVDs) on the matricizations $\mathcal{M}^{k} \mathbf{x}$ and taking the lead left singular vectors (with nonzero corresponding singular values). The Tucker core is then obtained using the n-mode product $\mathbf{g}=\mathbf{x} \times{ }_{1} \boldsymbol{U}^{(1) \top} \cdots \times_{d} \boldsymbol{U}^{(d) \top}$. However, the HOSVD is not suited to perform best Tucker approximation of a tensor within a prescribed accuracy. To this end, De Lathauwer, De Moor, and Vandewalle developed the higher-order orthogonal iteration (HOOI) method [DLDMV00b] to find the best Tucker approximation.

### 3.2. Tensor-train format

One popular format in terms of computational complexity and robustness is the tensor-train (TT) format [Ose11b], which can also be found in the literature under the name of matrix-product states (MPS) [VC06, Vid03]. It combines the excellent linear scaling w.r.t. number of dimensions of the CPD format with the robustness of the Tucker format. At its core, the TT decomposition is the generalization of the separation of variables applied on multiindices.

Definition 3.2.1 (Tensor-train format). A tensor $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ is said to be in the TT format if its elements can be expressed as

$$
\begin{equation*}
\mathrm{x}_{\boldsymbol{i}}=\sum_{s_{1}=1}^{r_{1}} \ldots \sum_{s_{d-1}=1}^{r_{d-1}} \prod_{k=1}^{d} \mathrm{~g}_{s_{k-1} i_{k} s_{k}}^{(k)}=\left(\mathcal{T} \mathcal{T}\left(\mathbf{g}^{(1)}, \ldots, \mathbf{g}^{(d)}\right)\right)_{\boldsymbol{i}} \tag{3.4}
\end{equation*}
$$

where $\mathbf{g}^{(k)} \in \mathbb{R}^{r_{k-1} \times n_{k} \times r_{k}}$ are called the TT cores and the vector $\boldsymbol{r}=\left(r_{0}, r_{1}, \ldots, r_{d}\right)$ with $r_{0}=r_{d}=1$ is the TT rank.


Figure 3.1.: Graphical representation of the Tucker decomposition of a 4-dimensional tensor. ( $r_{1}, r_{2}, r_{3}, r_{4}$ ) represents the Tucker rank.


Figure 3.2.: Graphical representation of the TT format.

In Figure 3.2a, the tensor network representation of the TT decomposition is shown. The series connection of the TT cores (also called carriages) motivates the name tensor-train. Having to store only $d$ TT cores, the storage requirement reduces from $\mathcal{O}\left(n^{d}\right)$ to $\mathcal{O}\left(d n r^{2}\right)$ where $r=\max _{k=1, \ldots, d} r_{k}$. However, in practice most tensors do not possess an exact decomposition of type (3.4) with a low rank and an approximation
has to be made, so a trade-off between the TT rank and the accuracy has to be made.
A similar decomposition format can be defined for a tensor operator $\mathbf{A} \in \mathbb{R}^{m_{1} \times \cdots \times m_{d} \times n_{1} \times \cdots \times n_{d}}$ defined in Section 2.1.1:

$$
\begin{equation*}
\mathrm{A}_{i, j}=\sum_{s_{1}=1}^{r_{1}} \cdots \sum_{s_{d-1}=1}^{r_{d-1}} \prod_{k=1}^{d} \mathrm{~h}_{s_{k-1} i_{k} j_{k} s_{k}}^{(k)} . \tag{3.5}
\end{equation*}
$$

In this case the TT cores $\mathbf{h}^{(k)} \in \mathbb{R}^{r_{k-1} \times m_{k} \times n_{k} \times r_{k}}, k \in 1, \ldots, d$ are 4d tensors, making the storage complexity $\mathcal{O}\left(d r^{2} m n\right)$ (a tensor network representation is given in Figure 3.2b). However, by permuting the dimensions of the tensor operator $\mathbf{A}$ and reshaping, one can obtain a $d$-dimensional tensor $\mathbf{a} \in \mathbb{R}^{m_{1} n_{1} \times \cdots \times m_{d} n_{d}}$ with

$$
\begin{equation*}
\mathrm{A}_{i_{1} \ldots i_{d}, j_{1} \ldots i_{j}}=\mathrm{a}_{\overline{\overline{1}_{1} j_{1}}} \overline{\overline{i_{2} j_{2}} \ldots \overline{i_{d j} j_{d}}} . \tag{3.6}
\end{equation*}
$$

If a TT decomposition of $\mathbf{a}$ is computed with the TT cores $\mathbf{g} \in \mathbb{R}^{r_{k-1} \times m_{k} n_{k} \times r_{k}}$, the cores of the TT decomposition of the tensor operator $\mathbf{A}$ can be obtained by reshaping the 3d cores into $r_{k-1} \times m_{k} \times n_{k} \times r_{k}$ tensors.

The TT decomposition is not unique. If a decomposition of a tensor $\mathbf{x}$ with the TT cores $\left\{\mathbf{g}^{(k)}\right\}_{k=1, \ldots, d}$ is found, one obtains the same full tensor after modifying any 2 consecutive cores

$$
\begin{equation*}
\tilde{\mathbf{g}}_{s_{k-1} i_{k}:}^{(k)}=\boldsymbol{R}^{\top} \mathbf{g}_{s_{k-1} i_{k}}^{(k)} ; \quad \tilde{\mathbf{g}}_{: i_{k} s_{k+1}}^{(k+1)}=\boldsymbol{R}^{-1} \mathbf{g}_{: i_{k} s_{k+1}}^{(k+1)}, \tag{3.7}
\end{equation*}
$$

where $\boldsymbol{R} \in \mathbb{R}^{r_{k} \times r_{k}}$ is an invertible matrix. One further aspect of the TT format is the ordering of the indices. Compared to other low-rank formats (such as CPD and Tucker for example), permuting the indices does affect the TT rank of the decomposition. The intuition behind this is that the information has to flow through the cores that separate two modes. As an example, we consider the tensor $\mathbf{x}=\boldsymbol{I}_{4} \otimes \mathbf{1}_{4} \in \mathbb{R}^{4 \times 4 \times 4}$, where $\boldsymbol{I}_{4} \in \mathbb{R}^{4 \times 4}$ is the identity matrix and $\mathbf{1}_{4} \in \mathbb{R}^{4}$ is the one vector (alternatively one can write the tensor as $\left.x_{i j k}\right)$. An exact decomposition of $\mathbf{x}$ has the rank $\boldsymbol{r}=(1,4,1,1)$. However, if the second and the third modes are permuted, the exact decomposition of the tensor now has the TT rank $\boldsymbol{r}=(1,4,4,1)$.

In the following, the concept of orthonormal cores is introduced. Its importance will become clear in Section 3.2.2 where the rank rounding operation is defined as well as in Section 3.2.4.
Definition 3.2.2. Let $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ be a tensor with the TT decomposition given by the cores $\left\{\mathbf{g}^{(k)}\right\}_{k}$.

- The $k$-th core is called left-orthonormal if the rows of the left unfolding $\mathcal{L} \mathbf{g}^{(k)}=\mathcal{M} \leqslant 2 \mathbf{g}^{(k)} \in \mathbb{R}^{r_{k-1} n_{k} \times r_{k}}$ are orthonormal, i.e.

$$
\begin{equation*}
\left(\mathcal{L} \mathbf{g}^{(k)}\right)^{\top} \mathcal{L} \mathbf{g}^{(k)}=I \in \mathbb{R}^{r_{k} \times r_{k}} \tag{3.8}
\end{equation*}
$$

- The $k$-th core is called right-orthonormal if the columns of the right unfolding $\mathcal{R} \mathbf{g}^{(k)}=\mathcal{M}^{\leqslant 1} \mathbf{g}^{(k)} \in$ $\mathbb{R}^{r_{k-1} \times n_{k} r_{k}}$ are orthonormal, i.e.

$$
\begin{equation*}
\mathcal{R} \mathbf{g}^{(k)}\left(\mathcal{R} \mathbf{g}^{(k)}\right)^{\top}=I \in \mathbb{R}^{r_{k-1} \times r_{k-1}} \tag{3.9}
\end{equation*}
$$

In practice, one can use the QR decomposition to orthonormalize the cores of a given TT representation. Let $k \in\{1, . ., d-1\}$ be an index and $\boldsymbol{C}=\mathcal{L} \mathbf{g}^{(k)}$ the left unfolding of the $k$-th core. By performing the QR decomposition, the matrices $\boldsymbol{Q}, \boldsymbol{R}$ are obtained such that $\boldsymbol{Q R}=\mathcal{L} \mathbf{g}^{(k)}$. The new left-orthonormal core $\tilde{\mathbf{g}}^{(k)}$ can be obtained by reshaping the $\boldsymbol{Q}$ matrix and the next core is updated as $\tilde{\mathbf{g}}_{: i_{k+1}}^{(k+1)}=\boldsymbol{R} \mathbf{g : ~}_{: i_{k+1}{ }^{s}}^{(k+1)}$. If this operation is applied sequentially, starting from $k=1$ to $k=d-1$, the resulting train has the first $d-1$ TT cores left-orthogonal. The pseudocode is presented in Algorithm 1. Using slight modifications, one can also compute a train where all the cores but the first one are right-orthonormal (see Algorithm 2). In both cases, the complexity is $\mathcal{O}\left(d n r^{3}\right)$ [Ose11b] and during the process the rank can be decreased.

```
Algorithm 1 Left-to-right orthonormalization of the TT cores.
    procedure OrthoLR \(\left(\left\{\mathbf{g}^{(k)}\right\}_{k}, \boldsymbol{r}\right)\)
        for \(k \in\{1, \ldots, d-1\}\) do
            \(\boldsymbol{C} \leftarrow \operatorname{reshape}\left(\mathbf{g}^{(k)}, r_{k-1} n_{k} \times r_{k}\right)\).
            \(\boldsymbol{Q}, \boldsymbol{R} \leftarrow \mathrm{QR}(\boldsymbol{C})\)
            \(r_{k} \leftarrow \# \operatorname{columns}(\boldsymbol{Q})\).
            \(\mathbf{g}^{(k)} \leftarrow \operatorname{reshape}\left(\boldsymbol{Q}, r_{k-1} \times n_{k} \times r_{k}\right)\).
            \(\mathrm{g}_{i j k}^{(k+1)} \leftarrow \sum_{l} R_{i l} \mathrm{~g}_{l j k}^{(k+1)}\).
    return \(\left\{\mathbf{g}^{(k)}\right\}_{k}, \boldsymbol{r}\).
```

```
Algorithm 2 Right-to-left orthonormalization of the TT cores.
    procedure OrthoRL \(\left(\left\{\mathbf{g}^{(k)}\right\}_{k}, r\right)\)
        for \(k \in\{d, \ldots, 2\}\) do
            \(\boldsymbol{C} \leftarrow \operatorname{reshape}\left(\mathbf{g}^{(k)}, r_{k-1} \times n_{k} r_{k}\right)\).
            \(\boldsymbol{Q}, \boldsymbol{R} \leftarrow \mathrm{QR}\left(\boldsymbol{C}^{\top}\right)\)
            \(r_{k-1} \leftarrow \min (\# \operatorname{columns}(\boldsymbol{Q}), \# \operatorname{rows}(\boldsymbol{Q}))\).
            \(\mathbf{g}^{(k)} \leftarrow \operatorname{reshape}\left(\boldsymbol{Q}^{\top}, r_{k-1} \times n_{k} \times r_{k}\right)\).
            \(\mathrm{g}_{i j k}^{(k-1)} \leftarrow \sum_{l} \mathrm{~g}_{i j l}^{(k-1)} R_{i l}\).
    return \(\left\{\mathbf{g}^{(k)}\right\}_{k}, \boldsymbol{r}\).
```


### 3.2.1. Conversion from full format

One important advantage of the TT format is the ability to compute a TT approximation of a given tensor within a prescribed relative accuracy. The problem is semidiscrete since the TT ranks as well as the TT cores have to be determined simultaneously.

Problem 3.2.1 (Conversion from full format to TT). Given a tensor $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ and an $\epsilon \geqslant 0$, determine the TT cores $\left\{\mathbf{g}^{(k)}\right\}_{k}$ such that

$$
\begin{equation*}
\|\mathbf{x}-\tilde{\mathbf{x}}\|_{F} \leqslant \epsilon\|\mathbf{x}\|_{F}, \quad \text { for } \tilde{x}_{\boldsymbol{i}}=\sum_{s_{1}=1}^{r_{1}} \ldots \sum_{s_{d-1}=1}^{r_{d-1}} \prod_{k=1}^{d} \mathrm{~g}_{s_{k-1} i_{k} s_{k}}^{(k)}, \tag{3.10}
\end{equation*}
$$

where the TT rank of $\tilde{\mathbf{x}}$ has to be minimal.
Computing the TT decomposition can be performed by recursively applying the SVD on matrix unfoldings in order to individually separate the TT cores [Ose11b, OT09]. Let $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ be the tensor that we want to decompose and $\epsilon \geqslant 0$ (the case $\epsilon=0$ means an exact TT decomposition). If the matricization $\mathcal{M}^{\leqslant 1} \mathbf{x} \in \mathbb{R}^{n_{1} \times\left(n_{2} \cdots n_{d}\right)}$ is considered, one can apply the SVD

$$
\begin{equation*}
\mathcal{M}^{\leqslant 1} \mathbf{x}=\boldsymbol{U} \operatorname{diag}\left(\boldsymbol{\sigma}^{2}\right) \boldsymbol{V}^{\top} \tag{3.11}
\end{equation*}
$$

where $\boldsymbol{U} \in \mathbb{R}^{n_{1} \times n_{1}}, \boldsymbol{V} \in \mathbb{R}^{n_{1} \times\left(n_{2} \cdots n_{d}\right)}$ and $\boldsymbol{\sigma} \in \mathbb{R}^{n_{1}}$ is the vector of singular values (in descending order). The factor matrices can be truncated by keeping only the first $r_{1} \leqslant n_{1}$ columns of $\boldsymbol{U}, \boldsymbol{V}$ and the first singular values. The relative error in Frobenius norm is in this case determined as

$$
\begin{equation*}
\left\|\boldsymbol{U} \operatorname{diag}\left(\boldsymbol{\sigma}^{2}\right) \boldsymbol{V}^{\top}-\tilde{\boldsymbol{U}} \operatorname{diag}\left(\tilde{\boldsymbol{\sigma}}^{2}\right) \tilde{\boldsymbol{V}}^{\top}\right\|_{F} \leqslant \sigma_{r_{1}+1}^{2}+\cdots+\sigma_{n_{1}}^{2} \tag{3.12}
\end{equation*}
$$

where $\tilde{\boldsymbol{U}} \in \mathbb{R}^{n_{1} \times r_{1}}, \tilde{\boldsymbol{V}} \in \mathbb{R}^{r_{1} \times\left(n_{2} \cdots n_{d}\right)}, \tilde{\boldsymbol{\sigma}}$ are the truncated factors. The first factor matrix can be identified with the first core of a TT decomposition if an additional mode of size 1 is added. The matrix $\operatorname{diag}\left(\tilde{\boldsymbol{\sigma}}^{2}\right) \tilde{\boldsymbol{V}}^{\top}$ can be reshaped to an $r_{1} n_{2} \times n_{3} \cdots n_{d}$ matrix and an SVD can be further applied. A truncation to $r_{2} \leqslant r_{1} n_{2}$ can be performed, resulting to the factor matrices $\tilde{\boldsymbol{U}}^{\prime} \in \mathbb{R}^{r_{1} n_{2} \times r_{2}}, \tilde{\boldsymbol{V}}^{\prime} \in \mathbb{R}^{r_{2} \times\left(n_{3} \cdots n_{d}\right)}$ and the vector of singular values $\tilde{\boldsymbol{\sigma}} \in \mathbb{R}^{r_{2}}$. The matrix $\tilde{\boldsymbol{U}}^{\prime}$ represents the second core of a TT decomposition after reshaping it to $r_{1} \times n_{2} \times r_{2}$. The process of performing truncated SVDs can be further applied in order to obtain the remaining cores. An example for the case $d=3$ is presented in Figure 3.3, where the individual steps are illustrated using tensor network diagrams.

One important topic is how to truncate the rank such that the global relative error is smaller than the desired value. At the same time, the TT rank should not be overestimated. In [Ose11b], it has been proven that the optimal rank can be chosen according to

$$
\begin{equation*}
r_{k}=\underset{l}{\operatorname{argmax}} \sqrt{\sigma_{k, l}^{2}+\sigma_{k, l+1}^{2}+\cdots}<\frac{\epsilon}{\sqrt{d-1}} \sqrt{\sum_{s} \sigma_{s}^{2}}, \tag{3.13}
\end{equation*}
$$

where $\left\{\sigma_{k, l}\right\}_{l}$ are the singular values computed in the $k$-th step. The complete pseudocode is given in Algorithm 3. If the main loop is performed from right to left, i.e. starting with the last index, the TT cores are right orthogonal.

```
Algorithm 3 Conversion from full tensor to TT format.
    procedure Full2TT( \(\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}, \epsilon\) )
        \(r_{0} \leftarrow 1\).
        \(\boldsymbol{X}^{(1)} \leftarrow \operatorname{reshape}\left(\mathbf{x}, r_{0} n_{1} \times n_{2} \cdots n_{d}\right)\).
        for \(k \in\{1, \ldots, d-1\}\) do
            \(\boldsymbol{U}, \boldsymbol{\sigma}, \boldsymbol{V} \leftarrow \operatorname{SVD}\left(\boldsymbol{X}^{(k)}\right)\).
            \(r_{k} \leftarrow \max _{l}\left(\sigma_{l}^{2}+\sigma_{l+1}^{2}+\cdots\right)<\frac{\epsilon^{2}}{d-1}\left(\sum_{s} \sigma_{s}^{2}\right)\).
            \(\tilde{\boldsymbol{U}}, \tilde{\boldsymbol{\sigma}}, \tilde{\boldsymbol{V}} \leftarrow \boldsymbol{U}_{: 1: r_{k},}, \boldsymbol{\sigma}_{1: r_{k}}, \boldsymbol{V}_{: 1: r_{k}}\).
            \(\mathbf{g}^{(k)} \leftarrow \operatorname{reshape}\left(\boldsymbol{U}, r_{k-1} \times n_{k} \times r_{k}\right)\).
            \(\boldsymbol{X}^{(k+1)} \leftarrow \operatorname{reshape}\left(\boldsymbol{\operatorname { d i a g }}\left(\tilde{\boldsymbol{\sigma}}^{2}\right) \tilde{\boldsymbol{V}}^{\top}, r_{k} n_{k+1} \times n_{k+2} \cdots n_{d}\right)\).
        \(r_{d} \leftarrow 1\).
        \(\mathbf{g}^{(d)} \leftarrow \operatorname{reshape}\left(\boldsymbol{X}^{(d)}, r_{d-1} \times n_{d} r_{d}\right)\).
    return \(\left\{\mathbf{g}^{(k)}\right\}_{k}\).
```


### 3.2.2. Rank rounding

One further operation in the TT format is the rank rounding, i.e., finding a more efficient TT representation of a tensor that is already given in the TT format. The formal problem statement is the following:

Problem 3.2.2 (TT rank rounding). Given a tensor $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ with a TT representation of rank $r$ and $\epsilon>0$, find a tensor $\tilde{\mathbf{x}} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ with a TT representation of rank $\tilde{r}$ with

$$
\begin{equation*}
\|\mathbf{x}-\tilde{\mathbf{x}}\|_{F} \leqslant \epsilon\|\mathbf{x}\|_{F}, \quad r_{k} \leqslant \tilde{r}_{k}, \forall k . \tag{3.14}
\end{equation*}
$$

The naive approach would be to convert an existing TT decomposition to full format and then apply Algorithm 3 to obtain the new TT cores. However, this is not computationally feasible for large tensors. In [OT10], a more efficient way is proposed to apply Algorithm 3 for a tensor already represented in the TT

(a) The original 3-dimensional tensor.

(c) SVD is applied on the matrix $\boldsymbol{X}^{(1)}$ from the previous step. The additional dimension corresponding to the first rank $r_{0}=1$ is added for completeness.

(b) The tensor is reshaped to an $n_{1} \times\left(n_{2} n_{3}\right)$ matrix.

(d) The truncation of the singular values is performed, the truncated factor matrix $\boldsymbol{U}$ is reshaped into the first core while the rest is grouped in a matrix $\boldsymbol{X}^{(2)}$.

(e) The matrix $\boldsymbol{X}^{(2)}$ is reshaped to $\left(r_{1} n_{2}\right) \times n_{3}$ and the SVD is applied on it to reveal the second TT rank.

(f) The truncated factor matrix is reshaped into the second core $\mathbf{g}^{(2)}$ and the remaining product is truncated and reshaped into the last core $\mathbf{g}^{(3)}$.

Figure 3.3.: Graphical illustration of the steps needed to decompose an $n_{1} \times n_{2} \times n_{3}$ tensor in the TT format. The steps are presented in the corresponding figures, in alphabetical order.
format. Let $\left\{\mathbf{g}^{(k)}\right\}_{k}$ be the TT cores of the tensor $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ with suboptimal rank $\boldsymbol{r}$. During the first step of Algorithm 3, the $\epsilon$-truncated SVD is applied on the matricization $\boldsymbol{X}^{(1)}$ to extract the first core $\tilde{\mathbf{g}}^{(1)}$
of the rounded TT representation. Using the TT representation of $\mathbf{x}$, the matricization can be written as

$$
\begin{equation*}
\boldsymbol{X}^{(1)}=\boldsymbol{G}^{(1)} \boldsymbol{G}^{\geqslant 2}, \quad G_{i_{1} s_{1}}^{(1)}=\mathrm{g}_{1 i_{1} s_{1}}^{(1)}, \quad G_{s_{1} \bar{i}_{1} \ldots i_{d}}^{\geqslant 2}=\sum_{s_{2}, \ldots, s_{d-1}} \mathrm{~g}_{s_{1} i_{1} s_{2}}^{(2)} \cdots \mathrm{g}_{s_{d-1} i_{d} 1}^{(d)} . \tag{3.15}
\end{equation*}
$$

If the train $\left\{\mathbf{g}^{(k)}\right\}_{k}$ is right-to-left orthonormalized, the matrix $\boldsymbol{G}^{\geqslant 2}$ also satisfies $\left(\boldsymbol{G}^{\geqslant 2} \boldsymbol{G}^{\geqslant 2}\right)^{\top}=\boldsymbol{I}$ [OT10]. A truncated SVD of $\boldsymbol{X}^{(1)}$ can therefore be computed by just applying the routine on the first core matricization $\boldsymbol{G}^{(1)}$. The first factor matrix $\tilde{\boldsymbol{U}} \in \mathbb{R}^{n_{1} \times \tilde{r}_{1}}$ of the truncated SVD is reshaped to the new core $\mathbf{g}^{(1)}$ and the rank is updated. The singular values together with the right factor matrix $\tilde{V}$ are multiplied to the second core (the cores indexed by $k \geqslant 3$ remain right orthonormal). This process repeats itself for the following cores (see Algorithm 4 for the detailed pseudocode). The procedure presented here can also be performed from right to left. In this case, the orthonormalization has to be done from left to right. A further improvement of the method is presented in [DBB22] where the tall-skinny QR decomposition [ $\mathrm{BDG}^{+} 15$ ] is used to parallelize the rounding procedure.

```
Algorithm 4 TT rank rounding.
    function RoundRank \(\left(\left\{\mathbf{g}^{(k)}\right\}_{k}, \boldsymbol{r}, \epsilon\right)\)
        \(\left\{\mathbf{g}^{(k)}\right\}_{k}, \boldsymbol{r} \leftarrow \operatorname{OrthoLR}\left(\left\{\mathbf{g}^{(k)}\right\}_{k}, \boldsymbol{r}\right)\).
        for \(k \in\{d, \ldots, 2\}\) do
            \(C \leftarrow \operatorname{reshape}\left(\mathbf{g}^{(k)}, r_{k-1} \times n_{k} r_{k}\right)\).
            \(\boldsymbol{B} \leftarrow \operatorname{reshape}\left(\mathbf{g}^{(k-1)}, r_{k-2} \times n_{k-1} r_{k-1}\right)\).
            \(\boldsymbol{U}, \boldsymbol{\sigma}, \boldsymbol{V} \leftarrow \operatorname{SVD}(\boldsymbol{C})\).
            \(r_{k} \leftarrow \max _{l}\left(\sigma_{l}^{2}+\sigma_{l+1}^{2}+\cdots\right)<\frac{\epsilon^{2}}{d-1}\left(\sum_{s} \sigma_{s}^{2}\right)\).
            \(\tilde{\boldsymbol{U}}, \tilde{\boldsymbol{\sigma}}, \tilde{\boldsymbol{V}} \leftarrow \boldsymbol{U}_{: 1: r_{k}}, \boldsymbol{\sigma}_{1: r_{k}}, \boldsymbol{V}_{: 1: r_{k}}\).
            \(\mathbf{g}^{(k)} \leftarrow \operatorname{reshape}\left(\tilde{\boldsymbol{V}}^{\top}, r_{k-1} \times n_{k} \times r_{k}\right)\).
            \(\mathbf{g}^{(k-1)} \leftarrow \operatorname{reshape}\left(\boldsymbol{B} \tilde{\boldsymbol{U}} \operatorname{diag}\left(\tilde{\boldsymbol{\sigma}}^{2}\right), r_{k-2} \times n_{k-1} \times r_{k-1}\right)\).
    return \(\left\{\mathbf{g}^{(k)}\right\}_{k}\).
```


### 3.2.3. Linear algebra in the Tensor-Train format

An advantage of the TT format is that it can be used for most multilinear algebraic operations in a straightforward manner, the results of which are also expressed in the TT format. The construction of the cores for the basic linear algebra operations is presented in the following. For the case of tensor operators represented in the TT format, the algorithms can be easily applied to TT operators by reshaping the TT cores.

## Addition

Given 2 tensors $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$, with the TT decomposition given by the cores $\mathbf{g}^{(\mathbf{x}, k)}$ and $\mathbf{g}^{(\mathbf{y}, k)}$ respectively, the TT cores of the pointwise addition $\mathbf{z}=\mathbf{x}+\mathbf{y}$ are

$$
\begin{gather*}
\mathrm{g}_{1 i_{1}:}^{(\mathbf{z}, 1)}=\left(\begin{array}{ll}
\mathrm{g}_{1 i_{1}:}^{(\mathbf{x}, 1)} & \mathrm{g}_{1 i_{1}:}^{(\mathbf{y}, 1)}
\end{array}\right), \quad \forall i_{1} \in\left\{1, \ldots, n_{1}\right\}, \quad \mathrm{g}_{: i_{d} 1}^{(\mathbf{z}, d)}=\binom{\mathrm{g}_{: i_{d}}^{(\mathbf{x}, d)}}{\mathrm{g}_{: i_{d} 1}^{(\mathrm{y}, 1)}}, \quad \forall i_{d} \in\left\{1, \ldots, n_{d}\right\}  \tag{3.16}\\
\mathrm{g}_{: i_{k}:}^{(\mathbf{z}, k)}=\left(\begin{array}{cc}
\mathrm{g}_{: i_{k}:}^{(\mathbf{x}, k)} & \mathbf{0} \\
\mathbf{0} & \mathrm{g}_{: i_{k}:}^{(\mathbf{y}, k)}
\end{array}\right), \quad \forall k \in\{2, \ldots, d-1\}, i_{k} \in\left\{1, \ldots, n_{k}\right\} .
\end{gather*}
$$

The TT rank of the resulting is the sum of the ranks of the involved operands $r_{k}^{\mathrm{z}}=r_{k}^{\mathrm{x}}+r_{k}^{\mathrm{y}}, k=1, \ldots, d-1$. Since for some cases the actual TT rank of the result is smaller than the sum, the rank rounding procedure from Algorithm 4 should be applied in order to avoid the overestimation of the rank after successive operations. The asymptotic computational complexity of the addition step as described in (3.16) is $\mathcal{O}\left(d n r^{2}\right)$.

## Elementwise multiplication

In the case of the elementwise multiplication (also known as the Hadamard product) of two tensors $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$, the cores of the product $\mathbf{z}=\mathbf{x} \odot \mathbf{y}$ are given by

$$
\begin{equation*}
\mathrm{g}_{s_{k-1} i_{k} s_{k}}^{(\mathbf{z}, k)}=\mathrm{g}_{p_{k-1} i_{k} p_{k}}^{(\mathrm{x}, k)} \mathrm{g}_{q_{k-1} i_{k} q_{k}}^{(\mathrm{y}, k)}, \quad s_{k-1}=\overline{p_{k-1} q_{k-1}}, s_{k}=\overline{p_{k} q_{k}}, \tag{3.17}
\end{equation*}
$$

where $\left\{\mathbf{g}^{(\mathbf{x}, k)}\right\}_{k=1, \ldots, d}$ and $\left\{\mathbf{g}^{(\mathbf{y}, k)}\right\}_{k=1, \ldots, d}$ are the TT cores of the tensors $\mathbf{x}$ and $\mathbf{y}$, respectively. The cores $\mathbf{g}^{(\mathbf{z}, k)}$ are $r_{k-1}^{\mathrm{x}} r_{k-1}^{\mathbf{y}} \times n_{k} \times r_{k}^{\mathbf{x}} r_{k}^{\mathbf{y}}$ tensors (the rank of the result is the product of the ranks of the operands), thus making the computational complexity $\mathcal{O}\left(d n r^{4}\right)$.

## Tensor operator product

The product between a tensor operator and a tensor (or between 2 tensor operators) can also be computed directly in the TT format by core operations. Let $\mathbf{A} \in \mathbb{R}^{m_{1} \times \cdots \times m_{d} \times n_{1} \times \cdots \times n_{d}}$ be a tensor operator and $\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ be a tensor with the TT decompositions given by the cores $\left\{\mathbf{g}^{(\mathbf{A}, k)}\right\}_{k}$ and $\left\{\mathbf{g}^{(\mathbf{x}, k)}\right\}_{k}$ respectively. The TT representation of the tensor $\mathbf{z}=\mathbf{A x}$ is

$$
\begin{equation*}
\mathrm{g}_{s_{k-1} i_{k} s_{k}}^{(\mathbf{z}, k)}=\sum_{j_{k}} \mathrm{~g}_{p_{k-1} i_{k} j_{k} p_{k}}^{(\mathbf{A}, k)} \mathrm{g}_{\left.q_{k-1} j_{k} q_{k}, k\right)}^{(\mathbf{x})}, \quad s_{k-1}=\overline{p_{k-1} q_{k-1}}, s_{k}=\overline{p_{k} q_{k}} . \tag{3.18}
\end{equation*}
$$

Similar to the elementwise product, the rank of the result is the product of the ranks of the inputs. A more efficient method to approximate the product has been proposed in [Ose11a] which reduces the computational complexity to $\mathcal{O}\left(d n r^{4}\right)$, under the assumption that the result has a comparable rank with the rank of the input tensor. This method is based on the density matrix renormalization group (DMRG) method (first proposed in [Whi93] and is also used to solve multilinear systems in TT format in [OD12]). Contrary to elementwise addition, where the subtraction is also straightforward to perform by manipulating the TT cores, there is no known algorithm involving direct core manipulation in order to compute the elementwise division in the TT format. In order to accomplish this task, a minimization of the residual w.r.t. the TT cores has to be performed. The task is similar to solving a multilinear system with a diagonal tensor operator and right-hand side equal to 1 (more details about multilinear solvers are given in Section 3.2.4).

## Scalar product and Frobenius norm

One further linear algebra operation that can be performed using basic core manipulation is the scalar product defined in (2.24). Given two tensors $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ with the TT cores $\left\{\mathbf{g}^{(\mathbf{x}, k)}\right\}_{k}$ and $\left\{\mathbf{g}^{(\mathbf{y}, k)}\right\}_{k}$
respectively. The scalar product can be obtained using successive contraction of the TT cores:

$$
\left.\begin{array}{c}
\mathbf{x} \cdot \mathbf{y}=\sum_{i_{1}, \ldots, i_{d}}\left(\sum_{q_{1}, \ldots, q_{d-1}} \mathrm{~g}_{1 i_{1} q_{1}}^{(\mathbf{x}, 1)} \cdots \mathrm{g}_{q_{d-1} i_{d} 1}^{(\mathbf{x}, d)}\right)\left(\sum_{s_{1}, \ldots, s_{d-1}} \mathrm{~g}_{i_{1} s_{1}}^{(\mathbf{y}, 1)} \cdots \mathrm{g}_{s_{d-1}}^{(\mathbf{y}, d)}{ }^{2} i_{d} 1\right.
\end{array}\right)=.
$$

The last remaining matrix $\boldsymbol{R}^{(d)}$ contains the resulting scalar product. In Figure 3.4, the scalar product of 2 tensors in the TT format as well as the first step of the algorithm are presented using the tensor network notation. Algorithm 5 presents the procedure in detail. Using the dot product, one can compute the Frobenius norm $\|\mathbf{x}\|_{F}^{2}=\mathbf{x} \cdot \mathbf{x}$. An alternative way to compute the Frobenius norm is to make use of the core orthonormality property [Ose11b]. If the train is left-orthonormalized, the first $d-1$ contractions of the cores yield the identity matrix. In this case the Frobenius norm is the Frobenius norm of the last core from the orthonormal train.

(a) Graphical representation of $\mathbf{x} \cdot \mathbf{y}$ if both tensors are in the TT format.

(b) In the first step, the first 2 cores $\mathbf{g}^{(x, 1)}$ and $\mathbf{g}^{(\mathbf{y}, 1)}$ are contracted along $i_{1}$.

Figure 3.4.: Graphical representation of performing the dot product in the TT format.

```
Algorithm 5 Scalar product in the TT format.
    function ScalarProduct \(\left(\left\{\mathbf{g}^{(x, k)}\right\}_{k},\left\{\mathbf{g}^{(\mathbf{y}, k)}\right\}_{k}\right.\) TT cores of \(\mathbf{x}\) and \(\left.\mathbf{y}\right)\)
        \(R_{11}^{(0)} \leftarrow 1, \boldsymbol{R}^{(1)}\) is \(1 \times 1\) matrix.
        for \(k \in\{1, \ldots, d\}\) do
            \(R_{p q}^{(k)} \leftarrow \sum_{i, j, k} R_{i j}^{(k-1)} \mathrm{g}_{i k p}^{(\mathrm{x}, k)} \mathrm{g}_{j k q}^{(\mathbf{x}, k)}, \forall i \in\left\{1, \ldots, r_{k}^{\mathrm{x}}\right\}, j \in\left\{1, \ldots, r_{k}^{\mathrm{y}}\right\}\).
        \(\mathbf{x} \cdot \mathbf{y} \leftarrow R_{11}^{(d)}\).
    return \(\mathrm{x} \cdot \mathrm{y}\).
```


## n -mode product and index contraction

Of interest when performing inference tasks is the ability to sum over certain modes. If a tensor $\mathbf{x} \in$ $\mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ has the TT representation given by the cores $\left\{\mathbf{g}^{(k)}\right\}_{g}$, performing the n-mode product $\mathbf{z}=\mathbf{x} \times{ }_{q} \boldsymbol{A}$ affects the $q$-th core only

$$
\begin{equation*}
\mathbf{g}_{s_{q-1} j s_{q}}^{(\mathbf{z}, q)}=\sum_{i_{q}} \mathbf{g}_{s_{q-1} i_{q} s_{q}}^{(q)} A_{j i_{q}}, \quad \mathbf{g}^{(\mathbf{z}, k)}=\mathbf{g}^{(k)}, k \neq q, \tag{3.20}
\end{equation*}
$$

where $\mathbf{g}^{(\mathbf{z}, q)}$ is the $q$-th core of the product. The rank remains in this case unchanged. If the n-mode product is performed with a vector $\boldsymbol{a}$, the resulting TT core becomes 2-dimensional and it has to be merged with one of its neighbors. If $r_{q-1}<r_{q}$ and $q<d$, the core is merged with its right neighbor $q+1$

$$
\begin{equation*}
\mathrm{g}_{s_{q-1} i_{q+1} s_{q+1}}^{(\mathbf{z}, q+1)}=\sum_{i_{q}, s_{q}} \mathrm{~g}_{s_{q-1} i_{q} s_{q}}^{(q)} a_{i_{q}} \mathrm{~g}_{s_{q} i_{q+1} s_{q+1}}^{(q+1)}, \tag{3.21}
\end{equation*}
$$

and if $r_{q-1}>r_{q}$ and $q>1$, the core is merged with the left neighbor $q-1$

$$
\begin{equation*}
\mathrm{g}_{s_{q-2} i_{q-1} s_{q}}^{(\mathbf{z}, q-1)}=\sum_{i_{q}, s_{q-1}} \mathrm{~g}_{s_{q-2} i_{q-1} s_{q-1}}^{(q-1)} a_{i_{q}} \mathrm{~g}_{s_{q-1} i_{q} s_{q}}^{(q)}, \tag{3.22}
\end{equation*}
$$

allowing to keep the smallest ranks in the resulting train.

## Reshaping and quantization

Of interest in this work is the reshaping of tensors represented in the TT format. In the case of working with full tensors, the reshaping of a tensor $\mathbf{x}$ with the mode sizes $\boldsymbol{n}=\left(n_{1}, \ldots, n_{d}\right)$ to a tensor $\mathbf{x}^{\prime}$ with mode sizes $\boldsymbol{n}^{\prime}=\left(n_{1}^{\prime}, \ldots, n_{d^{\prime}}^{\prime}\right), n_{1} n_{2} \cdots n_{d}=n_{1}^{\prime} n_{2}^{\prime} \cdots n_{d}^{\prime}$ implies creating a different view of the entries in the memory or it creates a copy with permuted entries, depending on the implementation. If the tensor is already represented in the TT format, the naive approach for reshaping would be computing the full tensor, reshaping it and converting it back to the TT format. This is however not efficient and therefore a different approach is presented (the pseudocode is given in Algorithm 6). The main idea is to iterate over the target mode sizes $n_{k}^{\prime}, k=1, \ldots, d^{\prime}$ and to group consecutive cores of the original tensor until the product of their modes (stored in the variable $m$ ) is divisible by the target $n_{k}^{\prime}$. In the pseudocode, the index $i$ iterates through the cores of the original tensor and the grouped cores are expanded into a tensor $\mathbf{c}$. The truncated SVD is then used to extract the TT core $\mathbf{g}^{\prime(k)}$ of the reshaped train from the tensor $\mathbf{c}$. The tensor c is updated using the truncated factor matrix $\operatorname{diag}(\tilde{\boldsymbol{\sigma}}) \tilde{\boldsymbol{V}}^{\top}$. The cores of the original tensor are further accumulated in the newly obtained tensor $\mathbf{c}$ until the next TT core of the reshaped tensor can be split.

The quantized tensor-train (QTT) is one particular case of reshaping a tensor in the TT format. Quantization refers to increasing the number of dimensions by reshaping tensors with mode sizes that are powers of $2\left(\log _{2} n_{k} \in \mathbb{N}\right.$ ) into $\left(\sum_{k} \log _{2} n_{k}\right)$-dimensional ones with mode sizes 2 . This procedure has been proven to be effective for reducing the storage requirements and the computation time for solving the CME in the TT format in different fields, such as computational chemistry [KO10, KO11, KKNS14, DS20, IWL ${ }^{+}$21], partial differential equations [DKO12, ILDG22] and machine learning [LWY ${ }^{+} 21, \mathrm{SCS}^{+} 22$ ]. If the ranks of the quantized tensor-train (QTT) decomposition remain bounded, the storage complexity is $\mathcal{O}\left(d \log _{2} n\right)$ [Kho11]. The QTT format will be later used in Chapters 5 and 6 in order to accelerate the AMEn solver and the construction of the tensor operators.

```
Algorithm 6 Reshaping a tensor in the TT format.
    function Reshapett \(\left(\left\{\mathbf{g}^{(k)}\right\}_{k}\right.\) TT cores of \(\left.\mathbf{x} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}, \boldsymbol{n}^{\prime}=\left(n_{1}^{\prime}, \ldots, n_{d^{\prime}}^{\prime}\right), \epsilon\right)\)
        Ensure \(\prod_{k} n_{k}=\prod_{k} n_{k}^{\prime}\).
        \(r_{0}^{\prime} \leftarrow 1\).
        \(k \leftarrow 1\).
        \(\mathbf{c} \leftarrow \mathbf{g}^{(1)}\).
        \(i \leftarrow 2\).
        while \(k \leqslant d^{\prime}\) do
            if \(m / n_{k}^{\prime} \in \mathbb{N}\) then
                    \(\boldsymbol{C} \leftarrow \operatorname{reshape}\left(\mathbf{c}, r_{k-1}^{\prime} n_{k}^{\prime} \times\left(m / n_{k}^{\prime}\right) r_{i}\right)\).
                \(\boldsymbol{U}, \boldsymbol{\sigma}, \boldsymbol{V} \leftarrow \operatorname{SVD}(\boldsymbol{C})\).
                \(r_{k}^{\prime} \leftarrow \max _{l}\left(\sigma_{l}^{2}+\sigma_{l+1}^{2}+\cdots\right)<\frac{\epsilon^{2}}{d^{\prime}-1}\left(\sum_{s} \sigma_{s}^{2}\right)\).
                    \(\tilde{\boldsymbol{U}}, \tilde{\boldsymbol{\sigma}}, \tilde{\boldsymbol{V}} \leftarrow \boldsymbol{U}_{:\left(1: r_{k}^{\prime}\right)}, \boldsymbol{\sigma}_{\left(1: r_{k}^{\prime}\right)}, \boldsymbol{V}_{:\left(1: r_{k}^{\prime}\right)}\).
                    \(\mathbf{g}^{\prime}(k) \leftarrow \operatorname{reshape}\left(\tilde{\boldsymbol{U}}, r_{k-1}^{\prime} \times n_{k}^{\prime} \times r_{k}^{\prime}\right)\).
                    \(\mathbf{c} \leftarrow \operatorname{reshape}\left(\boldsymbol{\operatorname { d i a g }}(\tilde{\boldsymbol{\sigma}}) \tilde{\boldsymbol{V}}^{\top}, r_{k}^{\prime} \times\left(m / n_{k}^{\prime}\right) \times r_{i}\right)\).
                    \(m \leftarrow m / n_{k}^{\prime}\).
            else
            \(\mathrm{c}_{u v w z} \leftarrow \sum_{s} \mathrm{c}_{u v s} \mathrm{~g}_{s w z}^{(i)}\).
            \(m \leftarrow m n_{i}\).
            \(\mathbf{c} \leftarrow \operatorname{reshape}\left(\mathbf{c}, r_{k-1}^{\prime} \times m \times r_{i}\right)\).
            \(i \leftarrow i+1\).
    return \(\left\{\mathbf{g}^{(k)}\right\}\).
```


### 3.2.4. Multilinear systems in the TT format

One very important step when dealing with high dimensional differential equations is solving multilinear systems. One approach is to adapt the classical iterative methods for solving linear systems to work with tensors in the TT format [HKT08]. In [Dol13], the generalized minimal residual method (GMRES) algorithm has been extended to the TT format. A significant drawback of adapting Krylov space methods to the TT format is that large tensors have to be handled during the iterations. Improvements compared to the TT-GMRES method introduced in [Dol13] have been presented in [ADL21].

An alternative is to perform optimization of quadratic functions (residual, energy) in the TT format. For


Figure 3.5.: Graphical representation of the bilinear form $\mathbf{x} \cdot(\mathbf{A x})$ for both $\mathbf{A}$ and $\mathbf{x}$ represented in the TT format with the cores $\mathbf{h}^{(k)}$ and $\mathbf{g}^{(k)}$ respectively.
solving multilinear systems, the squared norm of the residual is minimized

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}}\|\mathbf{A x}-\mathbf{b}\|_{F}^{2}, \tag{3.23}
\end{equation*}
$$

where $\mathcal{X}$ is the set of tensors with low TT rank. However, if the tensor operator is symmetric and positive definite, solving the system is equivalent to finding the minimizer of the following optimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{X}} \mathbf{x} \cdot(\mathbf{A x})-2 \mathbf{x} \cdot \mathbf{b}, \tag{3.24}
\end{equation*}
$$

where the loss function is denoted as $J_{\mathbf{A}, \mathbf{b}}$ in the following. The optimization problem is nonlinear and nonconvex w.r.t. all TT cores of the decomposition and the rank of the solution is not known in most of the cases, leading to a mixed-integer optimization problem. In the case of CPD, several attempts have been made to solve the minimization problem by applying Newton's method [KT10]. In the case of the TT format, Riemannian optimization has also been proposed to solve general minimization problems using automatic differentiation [HRS10a, NRO22]. This however only works on manifolds of tensors with fixed TT ranks.

## Alternating least squares (ALS)

One method to reduce the complexity of the optimization problem is to take advantage of the fact that the map $\mathcal{T} \mathcal{T}$ is linear with respect to an individual core, provided that the remaining TT cores are fixed. Fixing all cores but one transforms the highly nonlinear problem (3.23) into a quadratic optimization problem. In the literature, this method is found under the name of ALS [HRS12]. The idea is to iteratively optimize w.r.t. only one core at the time in order to obtain a new core that decreases the loss function $J_{\mathbf{A}, \mathbf{b}}$. If only the $k$-th TT core is considered as variable and the rest are fixed, the following linear operator is defined

$$
\begin{equation*}
\mathbf{Q}^{(k)}(\mathbf{w})=\mathcal{T} \mathcal{T}\left(\mathbf{g}^{(1)}, \ldots, \mathbf{g}^{(k-1)}, \mathbf{w}, \mathbf{g}^{(k+1)}, \ldots, \mathbf{g}^{(d)}\right) \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}, \quad \mathbf{w} \in \mathbb{R}^{r_{k-1}^{(x)} \times n_{k} \times r_{k}^{(x)}}, \tag{3.25}
\end{equation*}
$$

which fixes all the cores but the $k$-th. The composition with the loss function $J_{\mathbf{A}, \mathrm{b}}$ is in this case

$$
\begin{equation*}
\left(J_{\mathbf{A}, \mathbf{b}} \circ \mathbf{Q}^{(k)}\right)(\mathbf{w})=\mathbf{Q}^{(k)}(\mathbf{w}) \cdot\left(\mathbf{A} \mathbf{Q}^{(k)}(\mathbf{w})\right)-2 \mathbf{b} \cdot \mathbf{Q}^{(k)}(\mathbf{w}) . \tag{3.26}
\end{equation*}
$$


(a) The tensor operator $\mathbf{L}^{(k)} \mathbf{w}^{(k)}$ of the local subsystem.

(b) Graphical representation of $\mathbf{f}^{(k)}$.

Figure 3.6.: Tensor network representation of the local system $\mathbf{L}^{(k)} \mathbf{w}^{(k)}=\mathbf{f}^{(k)}$.

As represented Figure 3.5, the fixed TT cores as well as the cores of $\mathbf{A}$ can be contracted together to obtain a single tensor operator $\mathbf{L}^{(k)} \in \mathbb{R}^{\left(r_{k-1} \times n_{k} \times r_{k}\right) \times\left(r_{k-1} \times n_{k} \times r_{k}\right)}$. The same can be performed for the second dot product from (3.26). The function from (3.26) takes the following form

$$
\begin{equation*}
\mathbf{Q}^{(k)}(\boldsymbol{w})=\mathbf{w} \cdot\left(\mathbf{L}^{(k)} \mathbf{w}\right)-2 \mathbf{f}^{(k)} \cdot \mathbf{w}, \tag{3.27}
\end{equation*}
$$

where $\mathbf{L}$ and $\mathbf{f} \in \mathbb{R}^{r_{k-1}^{(x)} \times n_{k} \times r_{k}^{(\times)}}$are computed by contracting the edges in Figure 3.6a and 3.6b, respectively. Since a symmetric positive definite $\mathbf{A}$ is considered, the operator $\mathbf{L}^{(k)}$ is also symmetric positive definite and the minimizer of the functional w.r.t. $k$-th core can be computed as the solution of the system

$$
\begin{equation*}
\nabla\left(J_{\mathbf{A}, \mathbf{b}} \circ \mathbf{Q}^{(k)}\right)(\mathbf{w})=\mathbf{L}^{(k)} \mathbf{w}-\mathbf{f}=\mathbf{0} \tag{3.28}
\end{equation*}
$$

The solution of the system is the new core of the ALS iteration and the process is repeated for the next core. An efficient way of computing $\mathbf{L}^{(k)}$ and $\mathbf{f}^{(k)}$ at every iteration is to recursively contract the cores $1, \ldots, k-1$ into a left interface tensor and the cores $\{k+1, \ldots, d\}$ into a right interface tensor. As a result, the system can be assembled as (see the tensor diagrams from Figures 3.7a and 3.7b).

$$
\begin{align*}
\mathrm{L}_{p_{k-1} i_{k} p_{k}, s_{k-1} j_{k} s_{k}}^{(k)} & =\sum_{q_{k-1}, q_{k}} \Phi_{p_{k-1} q_{k-1} s_{k-1}}^{(\mathbf{A}, k)} \Psi_{p_{k} q_{k} s_{k}}^{(\mathbf{A}, k} \mathrm{g}_{q_{k-1} i_{k} j_{k} q_{k}}^{(\mathbf{A},},  \tag{3.29}\\
\mathrm{f}_{q_{k-1} i_{k} q_{k}}^{(k)} & =\sum_{p_{k-1}, p_{k}} \Phi_{p_{k-1} q_{k-1}}^{(\mathbf{b}, k-1)} \Psi_{p_{k} q_{k}}^{(\mathbf{b}, k+1)} \mathrm{g}_{p_{k-1} i_{k} p_{k}}^{(\mathbf{b}, k)}, \tag{3.30}
\end{align*}
$$

where the following recursive relations can be used to update the left and right interfaces $\boldsymbol{\Phi}$ and $\boldsymbol{\Psi}$

$$
\begin{align*}
& \Phi_{s^{\prime} p^{\prime} q^{\prime}}^{(\mathbf{A}, k)}=\sum_{s, p, q, m, n} \Phi_{s p q}^{(\mathbf{A}, k-1)} \mathrm{g}_{p m n p^{\prime}}^{(\mathbf{A}, k)} \mathrm{g}_{s m s^{\prime}}^{(\mathbf{x}, k)} \mathrm{g}_{q n q^{\prime}}^{(\mathbf{x}, k)},  \tag{3.31}\\
& \Psi_{s p q}^{(\mathbf{A}, k)}=\sum_{s^{\prime}, p^{\prime}, q^{\prime}, m, n} \Psi_{s p q}^{(\mathbf{A}, k+1)} \mathrm{g}_{p m n p^{\prime}}^{(\mathbf{A}, k)} \mathrm{g}_{s m s^{\prime}}^{(\mathbf{x}, k)} \mathrm{g}_{q n q^{\prime}}^{(\mathbf{x}, k)},  \tag{3.32}\\
& \Phi_{p^{\prime} q^{\prime}}^{(\mathbf{b}, k)}=\sum_{m, p, q} \Phi_{p q}^{(\mathbf{b}, k-1)} \mathbf{g}_{p m p^{\prime}}^{(\mathbf{b}, k)} \mathbf{g}_{q m q^{\prime}}^{(\mathbf{x}, k)},  \tag{3.33}\\
& \Psi_{p q}^{(\mathbf{b}, k)}=\sum_{m, p^{\prime}, q^{\prime}} \Phi_{p^{\prime} q^{\prime}}^{(\mathbf{b}, k+1)} \mathbf{g}_{p m p^{\prime}}^{(\mathbf{b}, k)} \mathbf{g}_{q m q^{\prime}}^{(\mathbf{x}, k)},  \tag{3.34}\\
& \begin{aligned}
\boldsymbol{\Phi}^{(\mathbf{A}, k)} \in \mathbb{R}^{r_{k}^{(\mathbf{x})} \times n_{k} \times r_{k}^{(\mathbf{x})}}, & \boldsymbol{\Phi}^{(\mathbf{A}, 0)}=1, \\
\boldsymbol{\Psi}^{(\mathbf{A}, k)} \in \mathbb{R}_{k}^{r_{k}^{(\mathbf{x})} \times n_{k} \times r_{k}^{(\mathbf{x})}}, & \boldsymbol{\Psi}^{(\mathbf{A}, d)}=1, \\
\boldsymbol{\Phi}^{(\mathbf{b}, k)} \in \mathbb{R}^{r_{k}^{(\mathbf{b})} \times r_{k}^{(\mathbf{x})}}, & \boldsymbol{\Phi}^{(\mathbf{b}, 0)}=1, \\
\boldsymbol{\Psi}^{(\mathbf{b}, k)} \in \mathbb{R}^{r_{k}^{(\mathbf{b})} \times r_{k}^{(\mathbf{x})}}, & \boldsymbol{\Phi}^{(\mathbf{b}, d)}=1 .
\end{aligned}
\end{align*}
$$

The pseudocode of the ALS method is presented in Algorithm 7. The local system $\mathbf{L}^{(k)} \mathbf{w}^{(k)}=\mathbf{f}^{(k)}$ can be solved either using a direct solver, if the size of the tensor is smaller than a predefined threshold, or using iterative solvers. The latter avoids building the operator $\mathbf{L}$ by directly computing the product $\mathbf{L w}$. Despite being simple to implement, the ALS method has two main drawbacks: the slow convergence [RU13] and the fact that the TT-ranks have to be known in advance.

(a) Tensor diagram representation of the product (b) Tensor diagram representation of the right-hand-side $\mathbf{L}^{(k)} \mathbf{w}^{(k)}$. $\quad \mathbf{f}^{(k)}$ of the local system.

Figure 3.7.: Assembly of the local system. This is obtained by contracting the left part of the tensor networks in Figure 3.6

## DMRG

The lack of the rank adaptation of the ALS method can be overcome using the DMRG method. First used to minimize the Rayleigh quotient [Whi93], the DMRG was first used in [Jec02] in the context of linear systems. Instead of minimizing w.r.t. individual cores, the DMRG joins together 2 consecutive cores $\mathbf{g}^{(k)}$ and $\mathbf{g}^{(k+1)}$ in order to obtain a so called supercore $\mathbf{w}^{(k, k+1)} \in \mathbb{R}^{r_{k-1}^{(x)} \times n_{k} \times n_{k+1} \times r_{k+1}^{(x)}}$ by contracting across the common rank. The minimization problem at the step $k$ is in this case

$$
\begin{equation*}
\min _{\mathbf{w}^{(k, k+1)}} J_{\mathbf{A}, \mathbf{b}}\left(\mathcal{T} \mathcal{T}\left(\mathbf{g}^{(1)}, \ldots, \mathbf{g}^{(k-1)}, \mathbf{w}^{(k, k+1)}, \mathbf{g}^{(k+2)}, \ldots, \mathbf{g}^{(d)}\right)\right) \tag{3.35}
\end{equation*}
$$

Similarly to the ALS, the optimal supercore fulfills the local system $\mathbf{L}^{(k, k+1)} \mathbf{w}=\mathbf{f}^{(k)}$. The tensor operator $\mathbf{L}^{(k, k+1)} \in \mathbb{R}^{\left(r_{k-1}^{\times} \times n_{k} \times n_{k+1} \times r_{k+1}^{\times}\right) \times\left(r_{k-1}^{(\times)} \times n_{k} \times n_{k+1} \times r_{k+1}^{\times}\right)}$and the right-hand side $\mathbf{f} \in \mathbb{R}^{r_{k-1}^{(\times)} \times n_{k} \times n_{k+1} \times r_{k+1}^{(\times)}}$can

```
Algorithm 7 ALS for solving linear systems in the TT format.
    function \(\operatorname{ALS}\left(\left\{\mathbf{g}^{(\mathbf{A}, k)}\right\}_{k},\left\{\mathbf{g}^{(\mathbf{b}, k)}\right\}_{k}\right.\) TT cores of \(\mathbf{A}\) and \(\left.\mathbf{b}\right)\)
        Choose random initial TT cores \(\left\{\mathbf{g}^{(\mathrm{x}, k)}\right\}_{k}\).
        for \(i \in\{1,2, \ldots\}\) do
            \(\boldsymbol{\Psi}^{(\mathbf{A}, d)} \leftarrow 1\).
            \(\boldsymbol{\Psi}^{(\mathbf{f}, d)} \leftarrow 1\).
            for \(k \in\{d, \ldots, 1\}\) do
                Update \(\boldsymbol{\Psi}^{(\mathbf{A}, k-1)}\) and \(\boldsymbol{\Psi}^{(\mathbf{f}, k-1)}\) using (3.32) and (3.34).
                Orthogonalize the core \(\mathbf{g}^{(x, k)}\) (right to left).
            for \(k \in\{1, \ldots, d\}\) do
                Solve the system \(\mathbf{L}^{(k)} \mathbf{g}^{(x, k)}=\mathbf{f}^{(k)}\) (direct solver of iterative solver).
                Update \(\boldsymbol{\Phi}^{(\mathbf{A}, k)}\) and \(\boldsymbol{\Phi}^{(\mathbf{f}, k)}\) using (3.31) and (3.33).
        return \(\left\{\mathbf{g}^{(\mathbf{x}, k)}\right\}_{k}\).
```

be obtained using the tensors from (3.31), (3.32), (3.33) and (3.34) as shown in Figure 3.8. The newly obtained supercore $\mathbf{w}^{(k, k+1)}$ can be split into two TT cores using the SVD. One possible way to truncate the SVD and reveal the rank $r_{k}$ is to use the residual of the system [OD12]. The supercore $\mathbf{w}^{(k, k+1)}$ is reshaped to an $\left(r_{k-1} n_{k}\right) \times\left(n_{k+1} r_{k+1}\right)$ matrix $\boldsymbol{W}^{(k, k+1)}$ and the SVD is used to obtain $\boldsymbol{W}^{(k, k+1)}=\boldsymbol{U} \operatorname{diag}(\boldsymbol{\sigma}) \boldsymbol{V}^{\top}$. Several strategies for truncating the decomposition have been proposed [OD12]. One of the most efficient truncation strategies is based on the residual of the local systems. This means finding the best residual $\|\boldsymbol{L} \boldsymbol{w}-\boldsymbol{f}\| \leqslant \epsilon\|\boldsymbol{L} \tilde{\boldsymbol{w}}-\boldsymbol{f}\|$. An additional trick to overcome local minima is to extend the cores using a random component [OD12]. Let $\mathbf{w}^{(k)}$ and $\mathbf{w}^{(k+1)}$ be the TT cores obtained after splitting the supercore $\mathbf{w}^{(k, k+1)}$. The TT cores after the enrichment with a random component are

$$
\mathrm{g}_{: i_{k}:}^{(\mathbf{x}, k)}=\left(\begin{array}{cc}
\mathbf{w}_{: i_{k}:}^{(k)} & \mathbf{s}_{: i_{k}:}^{(k)}
\end{array}\right), \quad \mathrm{g}_{: i_{k+1}:}^{(\mathbf{x}, k+1)}=\left(\begin{array}{c}
(k)  \tag{3.36}\\
\mathbf{w}_{: i_{k}:}^{(k)} \\
\mathbf{0}
\end{array}\right)
$$

where $\mathbf{s}^{(k)} \in \mathbb{R}^{r_{k-1}^{\times} \times n_{k} \times r^{\prime}}$ is a random tensor orthogonalized to $\mathbf{w}^{(k)}$ and $r^{\prime} \in \mathbb{N}$ is the "kick rank" [OD12]. Despite the basis enrichment, the DMRG method remains stuck in local minima in some practical applications [DS14]. One further disadvantage of the DMRG scheme is the size of the local systems. Compared to the classical ALS, where the local system is solved for $\mathcal{O}\left(n r^{2}\right)$ entries, in the case of DMRG the unknown supercore has the storage complexity $\mathcal{O}\left(n^{2} r^{2}\right)$.


#### Abstract

AMEn The AMEn method aims to combine the ALS scheme with the classical Krylov-subspace based methods. The main idea of the AMEn method is to use the TT representation of the residual of the system $\mathbf{b}-\mathbf{A x}$ for the basis enrichment (the residual coincides with $-\nabla J_{\mathbf{A}, \mathbf{b}}(\mathbf{x})$ in this case). The following modifications to the ALS iteration [DS14] are made for the AMEn method:


1. The local system $\mathbf{L}^{(k)} \mathbf{w}^{(k)}=\mathbf{f}^{(k)}$ is solved.
2. A truncated SVD is performed on the matricization $\mathcal{M}^{\leqslant 2} \mathbf{w}^{(k)}$.
3. If $k<d$, the TT core $\mathbf{z}^{(k)}$ of the residual $\mathbf{b}-\mathbf{A} \tilde{\mathbf{w}}^{(k)}$ is computed $\left(\tilde{\mathbf{w}}^{(k)}\right.$ is the core reconstructed after the SVD truncation)
4. $\tilde{\mathbf{w}}^{(k)}$ is enriched using $\mathbf{z}^{(k)}$ and the orthogonality is enforced on the newly obtained core $\mathbf{g}^{(\mathbf{x}, k)}$.


Figure 3.8.: Local system computation for the DMRG method.

An in depth analysis of the AMEn algorithm is presented in [DS14]. Due to the reduced computational complexity when compared to the DMRG and the ability to escape local minima, AMEn is the method of choice in this work when dealing with multilinear systems.

### 3.2.5. Interpolation in the TT format

In Section 3.2.1, the decomposition method from full format has been introduced. However, this assumes that all the entries of the tensor are known. This requirement quickly becomes computationally unattractive even for small tensors. One question that immediately comes into mind is whether one can decompose a tensor with a low rank structure without explicitly storing all its entries in the memory. For $n \in \mathbb{N}^{d}$ and $I_{k}=\left\{1, \ldots, n_{k}\right\}, k=1, \ldots, d$ and a given a function $f: \times_{k=1}^{d} I_{k} \rightarrow \mathbb{R}$, the goal is to find a TT representation of the tensor $\mathrm{y}_{\boldsymbol{i}}=f\left(i_{1}, \ldots, i_{d}\right)$ without explicitly computing the image of $f$. In the case of matrices, this problem has been addressed in [Tyr00, Beb00, GT01], where a low rank approximation of a matrix is computed by taking into account only selected rows and columns (crosses). The generalization to the TT format has been introduced in [Ose10] and later extended in [SO11]. The latter introduces an adaptive method based on DMRG minimization and the idea will be briefly presented in the following.

The problem of finding the TT approximation can be formally written as a minimization problem

$$
\begin{equation*}
\min _{\text {TT cores }\left\{\mathbf{g}^{(k)}\right\}_{k}}\left\|\mathbf{y}-\mathcal{T} \mathcal{T}\left(\mathbf{g}^{(1)}, \ldots, \mathbf{g}^{(d)}\right)\right\|_{F}^{2} . \tag{3.37}
\end{equation*}
$$

If all the cores but the $k$-th are fixed, the following holds:

$$
\begin{equation*}
M_{\overline{i_{1} \ldots i_{k-1}}}^{<k}: \mathrm{g}_{: i_{k}:}^{(k)} M_{: i_{k+1}^{\ldots i_{d}}}^{>k} \approx f\left(i_{1}, \ldots, i_{k-1}, i_{k}, i_{k+1}, \ldots, i_{d}\right), \tag{3.38}
\end{equation*}
$$

where $\boldsymbol{M}^{<k} \in \mathbb{R}^{n_{1} \times \cdots \times n_{k-1} \times r_{k-1}}$ and $\boldsymbol{M}^{>k} \in \mathbb{R}^{r_{k+1} \times n_{k+1} \times \cdots \times n_{d}}$ are obtained by contracting together the cores $\left\{\mathbf{g}^{(1)}, \ldots, \mathbf{g}^{(k-1)}\right\}$ and the core $\left\{\mathbf{g}^{(k+1)}, \ldots, \mathbf{g}^{(d)}\right\}$, respectively. To obtain the core $\mathbf{g}^{(k)}$, the pseudoinverse of the interface matrices $\boldsymbol{M}^{<k}$ and $\boldsymbol{M}^{>k}$ have to be computed. If the first $k-1$ cores are kept left-orthonormal and the cores $\left\{\mathbf{g}^{(k+1)}, \ldots, \mathbf{g}^{(d)}\right\}$ are kept right-orthonormal, then the matrices $\boldsymbol{M}^{<k}$ and $M^{>k}$ have orthonormal columns and rows, respectively. The core $\mathbf{g}^{(k)}$ can be therefore recovered by multiplying the right-hand side with $\left(\boldsymbol{M}^{<k}\right)^{\top}$ to the left and $\left(\boldsymbol{M}^{>k}\right)^{\top}$ to the right. In [SO11], the cross approximation for matrices is used for evaluating the matrices $\boldsymbol{Y}_{: i_{k}}, Y_{\overline{i_{1}, \ldots, i_{k-1}}} i_{k} \overline{i_{k+1}, \ldots, i_{d}}, i_{k}=1, \ldots, n_{k}$. As a result, the system in (3.38) takes the form

$$
\begin{equation*}
\sum_{s_{k-1}, s_{k}} M_{\mathcal{I}\left(s_{k-1}\right) s_{k-1}}^{<k} \mathrm{~g}_{s_{k-1} i_{k} s_{k}}^{(k)} M_{s_{k} \mathcal{J}\left(s_{k}\right)}^{>k}=f\left(I_{1, s_{k-1}}, \ldots, I_{k-1, s_{k-1}}, i_{k}, J_{k+1, s_{k}}, \ldots, J_{d, s_{k}}\right), \quad \forall i_{k}=1, \ldots, n_{k}, \tag{3.39}
\end{equation*}
$$

where $\boldsymbol{I}$ and $\boldsymbol{J}$ are the sets of $r_{k-1}$ and $r_{k}$ indices where the function is evaluated (crosses of the matrices $\boldsymbol{Y}_{: i_{k}}$ :) and $\mathcal{I}\left(s_{k-1}\right)=\overline{I_{1, s_{k-1}}, \ldots, I_{k-1, s_{k-1}}}, \mathcal{J}\left(s_{k}\right)=\overline{J_{k+1, s_{k}}, \ldots, J_{d, s_{k}}}$. The submatrices of $M^{<k}$ and $M^{>k}$ should be chosen such that they are well-conditioned. One way of constructing index sets is to use the maxvol method presented in [GOS ${ }^{+} 10$, CMI09]. After the system (3.39) is solved, the index sets are updated and the system for the next cores is assembled. The procedure presented above can be used in ALS schemes (or AMEn) or can be extended to DMRG schemes [SO11, OT10]. In [QLG ${ }^{+}$22], it is shown that the cross approximation provides a stable TT decomposition within a given error.

## 4. Bayesian Inverse Problems

Solving an inverse problem concerns the determination of the underlying state or parameters of a system by taking into account possibly noisy observations of an output state. A model that connects the output quantity to the underlying state is assumed to be known. Determining the output state of the system given the hidden state (or parameters) is a well-posed problem, if it fulfills the following three conditions:

- existence - there exists a solution of the problem,
- uniqueness - the solution is unique,
- stability - the solution depends continuously on the data.

Predicting the observation from a known state is also known as the forward problem. Even if the forward problem is assumed to be well-posed, its inverse is not necessary well-posed. In most of the cases the forward map is not injective, and therefore the underlying state cannot be uniquely determined from a set of observations. An additional problem might occur when the observations are affected by noise. A graphical representation is shown in Figure 4.1, where the unknown state $u$ is used to predict $z=\mathscr{L}(u)$. The observed quantity $y$ is obtained as a noisy version of the prediction $z$ and does not necessarily belong of the image of $\mathscr{L}$ anymore.


Figure 4.1.: Inverse problem.
One way of solving an inverse problem is to cast it as an optimization task. An error metric between the observation and the prediction is minimized with respect to the underlying state in order to find a solution of the inverse problem. However, this approach is affected by the lack of uniqueness of the minimizer. To this end, additional regularization of the underlying state is introduced in order to enforce uniqueness [EHNOO, Bar18]. One disadvantage of classical optimization approaches is that the stochastic information offered by the noise model is lost. This work focuses on using Bayesian methods for solving inverse problems. In the Bayesian framework, the state and often also parameters as well as the observations are modeled as random variables (RVs) and the goal is to infer the distribution of the state. The noise model can therefore be incorporated in the framework. One common issue of both approaches is that the forward problem needs to be solved for several parameter combinations in order to obtain the solution. To this end, surrogate models, i.e., models that approximate the solution of the forward problem and are computationally inexpensive to evaluate, represent an important topic in the field of inverse problems [FMWW10].

For the rest of the chapter, we concentrate on parameter identification, i.e., the state as well as the observations belong to a finite dimensional space. The infinite dimensional case, where the state is represented as a function, can be discretized using the Karhunen-Loève expansion [OL79].

### 4.1. Introduction to probability theory

Before formalizing the inverse problems, we recall some important concepts from probability theory. The first concept for describing an experiment that depends on randomness is the probability space, which is a triplet $(\Omega, \Sigma, \mathbb{P})$, where

- $\Omega$ is a set of outcomes,
- $\Sigma$ is a $\sigma$-algebra over $\Omega$ containing all the events that are of interest for the experiment,
- $\mathbb{P}: \Sigma \rightarrow[0,1]$ is the probability function and has the property that it is $\sigma$-additive with $\mathbb{P}(\Omega)=1$.

Let $(\Omega, \Sigma, \mathbb{P})$ be a probability space, $\mathcal{X}, \operatorname{dim}(\mathcal{X})<\infty$ a measurable space with the Borel algebra $\left(\mathcal{X}, \mathcal{B}_{\mathcal{X}}\right)$. A random variable ( $R V$ ) is a measurable function $\boldsymbol{X}: \Omega \rightarrow \mathcal{X}$, i.e., for every set $B \in \mathcal{B}_{\mathcal{X}}$, the preimage $\boldsymbol{X}^{-1}(B)=\{\omega \in \Omega: \boldsymbol{X}(\omega) \in B\}$ belongs to the event space $\Sigma$. Common choices for the space $\mathcal{X}$ in this work are $\mathbb{R}^{d}$ and $\mathbb{N}^{d}$. The RVs are denoted with capital letters and, for $d>1$, bold capital letters are used. A realization $\boldsymbol{x}=\boldsymbol{X}(\omega), \omega \in \Omega$, of a RV is denoted as a bold lowercase letter.

If the space $\mathcal{X}$ is countable, any $\operatorname{RV} \boldsymbol{X}: \Omega \rightarrow \mathbb{X}$ is called a discrete RV . In this case, the probability mass function ( $P M F$ ) is defined as the function

$$
\begin{equation*}
p_{\boldsymbol{X}}(\boldsymbol{x})=\mathbb{P}(\{\omega \in \Omega: \boldsymbol{x}=\boldsymbol{X}(\omega)\}) . \tag{4.1}
\end{equation*}
$$

For a continuous RV, $\mathcal{X}, \Omega$ are uncountable and the probability mass function (PMF) is no longer the proper way of describing the RV, since the probability of unitary events is 0 . Therefore, the probability density function (PDF) is used. Let ( $\Omega, \Sigma, \mathbb{P}$ ) be a probability space and $\boldsymbol{X}: \Omega \rightarrow \mathcal{X}$ be a multivariate random variable. The function $p_{\boldsymbol{X}}: \mathcal{X} \rightarrow[0, \infty)$ is called the probability density function (PDF) of the RV $\boldsymbol{X}$ if it holds:

$$
\begin{equation*}
\mathbb{P}(\{\omega \in \Omega: \boldsymbol{X}(\omega) \in \mathcal{S}\})=\int_{\mathcal{S}} p_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \mu(\boldsymbol{x}), \quad \forall \mathcal{S} \in \mathcal{B}_{\mathcal{X}}, \tag{4.2}
\end{equation*}
$$

for ( $\mathcal{X}, \mathcal{B}_{\mathcal{X}}$ ) a Borel algebra equipped with a measure $\mu: \mathcal{B}_{\mathcal{X}} \rightarrow[0, \infty)$. The concept of PDF is a generalization of the PMF and for every discrete RV, that is, a PDF can be written as a superposition of Dirac-delta distributions.

Since using the PDF to describe RVs is not always computationally attractive, the expected value is an often used tool for characterizing RVs, defined as

$$
\begin{equation*}
\mathbb{E}(\boldsymbol{X})=\int_{\Omega} \boldsymbol{X}(\omega) \mathrm{d} \mathbb{P}(\omega)=\int_{\mathcal{X}} \boldsymbol{x} p_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \mu(\boldsymbol{x}) \in \mathcal{X}, \tag{4.3}
\end{equation*}
$$

where the second part of the equation is valid if a PDF exists. In the discrete case, the expected value has the form

$$
\begin{equation*}
\mathbb{E}(\boldsymbol{X})=\sum_{x \in \mathcal{X}} x p_{\boldsymbol{X}}(\boldsymbol{x}) \tag{4.4}
\end{equation*}
$$

Two main properties are the linearity and the composition law $\mathbb{E}(f(\boldsymbol{X}))=\int_{\mathcal{X}} f(\boldsymbol{x}) p_{\boldsymbol{X}}(\boldsymbol{x}) \mathrm{d} \mu(\boldsymbol{x})$. One further instrument to characterize the distribution is the covariance, explained in the following.

Given two probability spaces, $\left(\Omega, \Sigma_{\Omega}, \mathbb{P}_{\Omega}\right)$ and $\left(\Pi, \Sigma_{\Pi}, \mathbb{P}_{\Pi}\right)$, and two RVs, $\boldsymbol{X}: \Omega \rightarrow \mathcal{X}$ and $\boldsymbol{Y}: \Pi \rightarrow \mathcal{Y}$, the joint RV is defined using the probability space $\left(\Omega \times \Pi, \Sigma_{\Omega} \times \Sigma_{\Pi}, \mathbb{P}_{\Sigma \times \Pi}\right)$ as $(\boldsymbol{X}, \boldsymbol{Y}): \Omega \times \Pi \rightarrow \mathcal{X} \otimes \mathcal{Y}$. The joint PDF is defined as the function $p_{\boldsymbol{X}, \boldsymbol{Y}}: \mathcal{X} \otimes \mathcal{Y} \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
\mathbb{P}_{\Omega \times \Pi}(\{(\omega, \pi) \in \Omega \times \Pi:(\boldsymbol{X}(\omega), \boldsymbol{Y}(\pi)) \in \mathcal{S}\})=\int_{\mathcal{S}} p_{\boldsymbol{X}, \boldsymbol{Y}}(\boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \mu(\boldsymbol{x}, \boldsymbol{y}), \quad \forall \mathcal{S} \in \mathcal{B}_{\mathcal{X} \times \mathcal{Y}} \tag{4.5}
\end{equation*}
$$

where $\mu$ is an appropriate measure defined on $\mathcal{X} \times \mathcal{Y}$. If the PDF of the joint RV is known, the PDFs of the individual variables can be obtained by marginalization:

$$
\begin{equation*}
p_{\boldsymbol{X}}(\boldsymbol{x})=\int_{\mathcal{Y}} p_{\boldsymbol{X}, \boldsymbol{Y}}(\boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \nu(\boldsymbol{y}), \tag{4.6}
\end{equation*}
$$

where the expression for $p_{\boldsymbol{Y}}$ is similarly obtained and $\nu$ is a measure defined on $\mathcal{Y}$. For a RV that takes values in a tensor product space $\mathcal{X}=\mathcal{X}_{1} \otimes \cdots \otimes \mathcal{X}_{d}$, the objects $p_{\boldsymbol{X}}: \mathcal{X} \rightarrow \mathbb{R}$ and $p_{X_{1}, \ldots, X_{d}}: \mathcal{X}_{1} \times \cdots \times \mathcal{X}_{d} \rightarrow \mathbb{R}$ are equivalent. In the case of two jointly distributed RVs, their covariance is defined as

$$
\begin{equation*}
\operatorname{Cov}(\boldsymbol{X}, \boldsymbol{Y})=\int_{\mathcal{X} \otimes \mathcal{Y}}(\boldsymbol{x}-\mathbb{E}(\boldsymbol{X})) \otimes(\boldsymbol{y}-\mathbb{E}(\boldsymbol{Y})) p_{\boldsymbol{X}, \boldsymbol{Y}}(\boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \mu(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{X} \otimes \mathcal{Y} \tag{4.7}
\end{equation*}
$$

where the case $\operatorname{Cov}(X, X)$ is called the variance and is denoted as $\operatorname{Var}(X)$. The covariance $\operatorname{Cov}(\boldsymbol{X}, \boldsymbol{X}) \in$ $\mathcal{X} \otimes \mathcal{X}$ is isomorphic to a tensor operator from $\mathcal{L}(\mathcal{X}, \mathcal{X})$.

## Examples of distributions:

Some well-known and relevant distributions used in this work are:

- A RV $X$ is uniform distributed over the interval $[a, b]$ (also written as $X \sim \mathcal{U}(a, b)$ ) if its PDF is

$$
\begin{equation*}
p_{X}(x)=\frac{1}{b-a}, \quad x \in[a, b], \tag{4.8}
\end{equation*}
$$

with $\mathbb{E}(X)=\frac{a+b}{2}$ and $\operatorname{Var}(X)=\frac{(b-a)^{2}}{12}$.

- A RV is said to be Gaussian (normal) distributed with mean $\boldsymbol{\mu} \in \mathbb{R}^{d}$ and covariance matrix $\boldsymbol{\Lambda} \in \mathbb{R}^{d \times d}$ if its PDF is

$$
\begin{equation*}
p_{\boldsymbol{X}}(\boldsymbol{x})=\frac{1}{\sqrt{(2 \pi)^{d} \operatorname{det} \boldsymbol{\Lambda}}} \exp \left(-\frac{1}{2}(\boldsymbol{x}-\boldsymbol{\mu})^{\top} \boldsymbol{\Lambda}^{-1}(\boldsymbol{x}-\boldsymbol{\mu})\right), \tag{4.9}
\end{equation*}
$$

where the covariance matrix is symmetric positive definite. A Gaussian distributed RV is written as $\boldsymbol{X} \sim \mathcal{N}(\boldsymbol{\mu}, \boldsymbol{\Lambda})$ and has the expected value $\mathbb{E}(\boldsymbol{X})=\boldsymbol{\mu}$ and covariance $\operatorname{Cov}(\boldsymbol{X}, \boldsymbol{X})=\boldsymbol{\Lambda}$.

- A univariate $\mathrm{RV} X$ defined on $(0, \infty)$ is Gamma distributed $(X \sim \Gamma(\alpha, \beta)$ ) with the shape parameter $\alpha>0$ and the inverse scale parameter $\beta>0$ if its PDF is

$$
\begin{equation*}
p_{X}(x)=\frac{x^{\alpha-1} e^{-\beta x} \beta^{\alpha}}{\int_{0}^{\infty} x^{\alpha-1} e^{-\beta x} \beta^{\alpha} \mathrm{d} x}, \quad x>0, \tag{4.10}
\end{equation*}
$$

with $\mathbb{E}(X)=\frac{\alpha}{\beta}$ and $\operatorname{Var}(X)=\frac{\alpha}{\beta^{2}}$.

- The $\operatorname{RV} X \in[0,1]$ is said to be Beta distributed with the shape parameters $\alpha, \beta>0$ if it has the PDF

$$
\begin{equation*}
p_{X}(x)=\frac{x^{\alpha-1}(1-x)^{\beta-1}}{\int_{0}^{1} x^{\alpha-1}(1-x)^{\beta-1} \mathrm{~d} x}, \tag{4.11}
\end{equation*}
$$

with $\mathbb{E}(X)=\frac{\alpha}{\alpha+\beta}$ and $\operatorname{Var}(X)=\frac{\alpha \beta}{(\alpha+\beta)^{2}(1+\alpha+\beta)}$.

### 4.1.1. Conditioning and Bayes theorem

One important concept in the field of Bayesian inverse problems is the conditional probability. If two events $A$ and $B$ are dependent, one can ask how does the probability of observing $A$ changes if the event $B$ is observed. Intuitively, this is obtained as the probability of both events $A, B$ to occur normalized to the probability of $B$ to occur and is formalized in the following definition:
Definition 4.1.1 (Conditional probability). Let $(\Omega, \Sigma, \mathbb{P})$ be a probability space. The conditional probability of $A$ given that $B$ is also observed is defined as

$$
\begin{equation*}
\mathbb{P}(A \mid B)=\frac{\mathbb{P}(A \cup B)}{\mathbb{P}(B)}, \quad \mathbb{P}(B) \neq 0 \tag{4.12}
\end{equation*}
$$

By writing the definition for both $\mathbb{P}(A \mid B)$ and $\mathbb{P}(B \mid A)$ and eliminating the term $\mathbb{P}(A \cup B)$, the following relation is obtained:

$$
\begin{equation*}
\mathbb{P}(A \mid B)=\frac{\mathbb{P}(B \mid A) \mathbb{P}(A)}{\mathbb{P}(B)}, \quad \mathbb{P}(B) \neq 0 \tag{4.13}
\end{equation*}
$$

This simple but very powerful formula is called the Bayes theorem (also known as Bayes rule) and it is the core of many machine learning methods [Jay03, Bar12, The15]. It relates the probability of a hypothesis $A$ given some data $B$ is observed to the product between the likelihood $\mathbb{P}(B \mid A)$ of the data to be observed, given that the hypothesis $A$ is true, multiplied by the probability of the hypothesis $\mathbb{P}(A)$ without knowing the observation. The term $\mathbb{P}(B)$ is the probability that the data is observed and has the role of a normalization constant.

Using the Bayes rule for probabilities is not feasible in the context of inverse problems with continuous RVs, since conditioning on pointwise observations yields a zero normalization constant. To this end, the concept of conditioning has to be extended to PDFs. According to the definition from (4.2), the PDF of a RV $\boldsymbol{X}$ conditioned on an observation of a dependent RV has to fulfill the following equation:

$$
\begin{equation*}
\mathbb{P}(\boldsymbol{X} \in \mathcal{S} \mid \boldsymbol{Y}=\boldsymbol{y})=\int_{\mathcal{S}} p_{\boldsymbol{X} \mid \boldsymbol{Y}}(\boldsymbol{x} \mid \boldsymbol{y}) \mathrm{d} \mu(\boldsymbol{x}), \quad \forall \mathcal{S} \text { outcome set. } \tag{4.14}
\end{equation*}
$$

This requirement is fulfilled by the following definition:
Definition 4.1.2 (Conditional PDF). Let $\boldsymbol{X}$ and $\boldsymbol{Y}$ be two RVs with the joint PDF $p_{\boldsymbol{X}, \boldsymbol{Y}}$. The PDF of $\boldsymbol{X}$ conditioned on the observation $\boldsymbol{Y}=\boldsymbol{y}$ is

$$
\begin{equation*}
p_{\boldsymbol{X} \mid \boldsymbol{Y}}(\boldsymbol{x} \mid \boldsymbol{y})=\frac{p_{\boldsymbol{X}, \boldsymbol{Y}}(\boldsymbol{x}, \boldsymbol{y})}{\int_{\mathcal{X}} p_{\boldsymbol{X}, \boldsymbol{Y}}(\boldsymbol{x}, \boldsymbol{y}) \mathrm{d} \mu(\boldsymbol{x})}=\frac{p_{\boldsymbol{X}, \boldsymbol{Y}}(\boldsymbol{x}, \boldsymbol{y})}{p_{\boldsymbol{Y}}(\boldsymbol{y})}, \quad p_{\boldsymbol{Y}}(\boldsymbol{y}) \neq 0, \tag{4.15}
\end{equation*}
$$

where $\mathcal{X}$ is the image of $\boldsymbol{X}$ and $\mu$ is a measure.
With the definition of the conditional PDF, the Bayes rule in terms of density functions can be expressed as

$$
\begin{equation*}
p_{\boldsymbol{X} \mid \boldsymbol{Y}}(\boldsymbol{x} \mid \boldsymbol{y})=\frac{p_{\boldsymbol{Y} \mid \boldsymbol{X}}(\boldsymbol{y} \mid \boldsymbol{x}) p_{\boldsymbol{X}}(\boldsymbol{x})}{p_{\boldsymbol{Y}}(\boldsymbol{y})}, \quad p_{\boldsymbol{Y}}(\boldsymbol{y}) \neq 0 . \tag{4.16}
\end{equation*}
$$

Note that if two RVs are independent, i.e., $p_{\boldsymbol{X}, \boldsymbol{Y}}(\boldsymbol{x}, \boldsymbol{y})=p_{\boldsymbol{X}}(\boldsymbol{x}) p_{\boldsymbol{Y}}(\boldsymbol{y})$, conditioning gives $p_{\boldsymbol{Y} \mid \boldsymbol{X}}(\boldsymbol{y} \mid \boldsymbol{x})=$ $p_{\boldsymbol{Y}}(\boldsymbol{y})$.

### 4.2. Inverse problems in the Bayesian setup

As previously mentioned, in the Bayesian setup, the parameter vector is considered to be a RV, denoted in the following as $\boldsymbol{U}: \Omega \rightarrow \mathcal{U}$, where $(\Omega, \Sigma, \mathbb{P})$ is the probability space used to describe the entire experiment [Stu10, MZR ${ }^{+}$16]. The prediction is also a RV and is obtained by the composition $\boldsymbol{Z}=\mathscr{L} \circ \boldsymbol{U}$. The observation noise is modeled using the RV $\boldsymbol{Y}$ defined in the general case as

$$
\begin{equation*}
\boldsymbol{Y}(\omega, \pi)=\boldsymbol{Y}(\mathscr{L}(\boldsymbol{U}(\omega)), \pi), \quad \boldsymbol{Y}: \Omega \times \Pi \rightarrow \mathcal{Y}, \tag{4.17}
\end{equation*}
$$

where $\left(\Pi, \Sigma_{\Pi}, \mathbb{P}_{\Pi}\right)$ is a probability space and $\mathcal{Y}$ is a suitable space where the observations take values. Since the observation is just a noisy version of the prediction, it is reasonable to assume that the RV also takes values in $\mathcal{Y}, \operatorname{Im}(\boldsymbol{Z}) \subseteq \mathcal{Y}$. It relates the distribution of the parameter $\boldsymbol{U}$ to the observation $\boldsymbol{Y}$ using the forward problem. If a realization of the parameter is available, the forward problem is used to obtain a prediction and the prediction is modified according to the noise model. This is graphically illustrated in Figure 4.2. Solving the inverse problem means in this framework conditioning the RV $\boldsymbol{U}$ on realizations of $\boldsymbol{Y}$ [MZRL16, VM18, Stu10]. One particular model also used in this work is the additive noise. In this case, the RV $\boldsymbol{Y}$ has the form

$$
\begin{equation*}
\boldsymbol{Y}(\omega, \pi)=\mathscr{L}(\boldsymbol{U}(\omega))+\boldsymbol{\Upsilon}(\pi) \tag{4.18}
\end{equation*}
$$

where $\Upsilon$ is a random variable representing the discrepancy between the output and the observation (measurement error).


Figure 4.2.: Diagram illustrating the relation between the RVs. The image of the map $\mathscr{L}$ is assumed to be a subset of the set $\mathcal{Y}$.

The treatment of the inverse problem simplifies when expressed in terms of PDFs [Stu10]. Due to the connection between the observation and the parameter by means of the forward problem, the observation and the parameter are jointly distributed. Under the assumption that the joint PDF exists, the conditional PDF of $\boldsymbol{U}$ given the observation $\hat{\boldsymbol{y}}$ is well-defined and the Bayes law can be applied to obtain the following expression for the posterior PDF $p_{U \mid Y}$ :

$$
\begin{equation*}
p_{\boldsymbol{U} \mid \boldsymbol{Y}}(\boldsymbol{u} \mid \hat{\boldsymbol{y}})=\frac{p_{\boldsymbol{Y} \mid \boldsymbol{U}}(\hat{\boldsymbol{y}} \mid \boldsymbol{u}) p_{\boldsymbol{U}}(\boldsymbol{u})}{p_{\boldsymbol{Y}}(\hat{\boldsymbol{y}})} . \tag{4.19}
\end{equation*}
$$

The PDF $p_{\boldsymbol{U}}$, also called prior, incorporates an initial knowledge about the underlying parameter, the conditional PDF $p_{\boldsymbol{Y} \mid \boldsymbol{U}}$ is called likelihood and the normalization constant $p_{\boldsymbol{Y}}(\hat{\boldsymbol{y}})$ is called evidence. The underlying physical model given by the forward problem is included in the likelihood. Therefore, for every evaluation of the posterior, a forward problem has to be solved. One concrete example is the likelihood for the additive noise case from (4.18), where the likelihood is expressed as

$$
\begin{equation*}
p_{\boldsymbol{Y} \mid \boldsymbol{U}}(\hat{\boldsymbol{y}} \mid \boldsymbol{u})=p_{\boldsymbol{r}}(\mathcal{L}(\boldsymbol{u})-\hat{\boldsymbol{y}}), \tag{4.20}
\end{equation*}
$$

for $p_{r}$ the PDF of the error.

### 4.2.1. Hidden Markov models and recursive state estimation

Evaluating and numerically approximating the posterior becomes computationally unattractive even for a small number of dimensions. When dealing with time dependent inverse problems, where the state evolves with time, the dimensionality of the joint density scales linearly with the number of timesteps. Moreover, since in practical cases not all measurements are available at once, some factorization of the joint has to be assumed [Che03].

Consider a sequence of $\mathrm{RVs}\{\boldsymbol{U}\}_{k=1}^{n}$, each of them corresponding to the state of the system at discrete timesteps indexed by $k$. At every timestep, the indirect observation of the state is modeled by the RV sequence $\{\boldsymbol{U}\}_{k=1}^{n}$. The unobserved underlying state is also called hidden or latent state. One first assumption is that the $k$-th observation $\boldsymbol{Y}^{(k)}$ depends only on the current state $\boldsymbol{U}^{(k)}$. A second assumption is that the current state depends only on the previous state. These two assumptions are formalized in the following definition, with the notation $\boldsymbol{U}^{(<k)}=\boldsymbol{U}^{(k-1)}, \boldsymbol{U}^{(k-2)}, \ldots$ and $\boldsymbol{U}^{(\leqslant k)}=\boldsymbol{U}^{(k)}, \boldsymbol{U}^{(k-1)}, \ldots$.

A graphical representation of the hidden Markov model (HMM) is shown in Figure 4.3.
Definition 4.2.1 (Hidden Markov model). Let $\left\{\boldsymbol{U}^{(k)}\right\}_{k=1}^{n}$ and $\left\{\boldsymbol{Y}^{(k)}\right\}_{k=1}^{n}$ be sequences of jointly distributed state and observation RVs. The family of RVs build a hidden Markov model (HMM) if the following factorization holds:

$$
\begin{align*}
& p_{\boldsymbol{Y}^{(k)} \mid \boldsymbol{U}(\leqslant k), \boldsymbol{Y}^{(<k)}}\left(\boldsymbol{y}^{(k)} \mid \boldsymbol{u}^{(k)}, \ldots, \boldsymbol{u}^{(0)}, \boldsymbol{y}^{(k)}, \ldots, \boldsymbol{y}^{(1)}\right)=p_{\boldsymbol{Y}^{(k)} \mid \boldsymbol{U}^{(k)}}\left(\boldsymbol{y}^{(k)}, \boldsymbol{u}^{(k)}\right), \\
& \forall \boldsymbol{u}^{(k)}, \ldots, \boldsymbol{u}^{(0)}, \boldsymbol{y}^{(k)}, \ldots, \boldsymbol{x}^{(1)}, k \in\{1, \ldots, n\} . \tag{4.21}
\end{align*}
$$

A HMM is called a hidden Markov chain if it fulfills the additional property

$$
\begin{equation*}
p_{\boldsymbol{U}^{(k)} \mid \boldsymbol{U}(<k)}\left(\boldsymbol{u}^{(k)} \mid \boldsymbol{u}^{(k-1)}, \ldots, \boldsymbol{u}^{(0)}\right)=p_{\boldsymbol{U}^{(k)} \mid \boldsymbol{U}^{(k-1)}}\left(\boldsymbol{u}^{(k)} \mid \boldsymbol{u}^{(k-1)}\right), \quad \forall \boldsymbol{x}^{(k)}, \ldots, \boldsymbol{x}^{(0)}, k \in\{1, \ldots, n\} . \tag{4.22}
\end{equation*}
$$



Figure 4.3.: Diagram illustrating the relation between the RVs in a HMM. The arrows represent the conditional dependencies of the RVs.

## Inference tasks on HMMs

One relevant inference task on a HMM is the state prediction. If the PDF of the state at the step $k-1$ is known, the distribution of $\boldsymbol{U}^{(k)}$ is obtained using marginalization and the definition of the conditional PDF

$$
\begin{align*}
p_{\boldsymbol{U}^{(k)}}\left(\boldsymbol{u}^{(k)}\right) & =\int_{\mathcal{U}} p_{\boldsymbol{U}^{(k)}, \boldsymbol{U}^{(k-1)}}\left(\boldsymbol{u}^{(k)}, \boldsymbol{u}^{(k-1)}\right) \mathrm{d} \boldsymbol{u}^{(k-1)} \\
& =\int_{\mathcal{U}} p_{\boldsymbol{U}^{(k)} \mid \boldsymbol{U}^{(k-1)}}\left(\boldsymbol{u}^{(k)} \mid \boldsymbol{u}^{(k-1)}\right) p_{\boldsymbol{U}^{(k-1)}}\left(\boldsymbol{u}^{(k-1)}\right) \mathrm{d} \boldsymbol{u}^{(k-1)}, \tag{4.23}
\end{align*}
$$

where $p_{\boldsymbol{U}^{(k) \mid} \boldsymbol{U}^{(k-1)}}$ is the transition PDF which incorporates the time evolution equations and captures the process noise. A similar expression can be derived for the conditional $p_{\boldsymbol{U}^{(k)} \mid \boldsymbol{Y}^{(<k)}}$ in terms of $p_{\boldsymbol{U}^{(k-1) \mid \boldsymbol{Y}}}(<k)$.

When a new measurement is taken into account, the Bayes rule can be used to relate the so-called filter PDF to the prediction using the noise model $p_{\boldsymbol{Y}^{(k)} \mid \boldsymbol{X}^{(k)}}$

$$
\begin{equation*}
p_{\boldsymbol{U}^{(k)} \mid \boldsymbol{Y}(\leqslant k)}\left(\boldsymbol{u}^{(k)} \mid \boldsymbol{y}^{(k)}, \ldots\right) \propto p_{\boldsymbol{Y}^{(k)} \mid \boldsymbol{U}^{(k)}}\left(\boldsymbol{Y}^{(k)} \mid \boldsymbol{U}^{(k)}\right) p_{\boldsymbol{U}^{(k-1)} \mid \boldsymbol{Y}^{(<k)}}\left(\boldsymbol{u}^{(k)} \mid \boldsymbol{y}^{(k-1)}, \ldots\right) \tag{4.24}
\end{equation*}
$$

Equations (4.23) and (4.24) can be recurrently used to incorporate new measurements into the state estimation starting from the prior $p_{\boldsymbol{U}^{(0)}}$. Smoothing is the third task and consists in describing the state RV given that all measurements have been accounted for, i.e., the PDFs $p_{\boldsymbol{U}^{(k) \mid} \mid \boldsymbol{Y} \leqslant n}, k \in\{1, \ldots, n\}$. In Sections 5.4.1 and 5.4.2, the algorithm to compute the smoothing will be presented in detail.

### 4.2.2. Posterior approximation

In the case the system state is described by a vector of real numbers $\mathcal{U}=\mathbb{R}^{d}$, the prior and posterior PDFs are multivariate real-valued functions and therefore can be approximated using classical interpolation techniques. In this work, we concentrate on interpolation using tensor product grids. The reason for this is the ability to compress the DoFs tensor using the TT format presented in the previous chapter. An approximation from a tensor product space $\otimes_{k=1}^{d} \operatorname{span}\left(b_{i}^{(k)}: i=1, \ldots, n_{k}\right)$ is obtained from univariate bases $b_{i}^{(k)}$. Regarding the choice of the basis, B-splines (presented in Appendix A) are used in this work due to their numerical stability and their locality [IWL $\left.{ }^{+} 21\right]$. The discretized posterior is expressed as a linear combination

$$
\begin{equation*}
p_{\boldsymbol{U} \mid \boldsymbol{Y}}(\boldsymbol{u} \mid \hat{\boldsymbol{y}}) \approx \sum_{k} \mathrm{p}_{\boldsymbol{k}} b_{\boldsymbol{k}}(\boldsymbol{u})=\sum_{\boldsymbol{k}} \mathrm{p}_{\boldsymbol{k}} b_{k_{1}}^{(1)}\left(u_{1}\right) \cdots b_{k_{d}}^{(d)}\left(u_{d}\right), \tag{4.25}
\end{equation*}
$$

where $\mathbf{p} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ are the DoFs and can be obtained by interpolation. To this end, a collocation grid is defined as a Cartesian product of univariate grids $\times_{k=1}^{d}\left\{u_{i_{k}}^{C, k}\right\}_{i_{k}=1}^{n_{k}}$. Recovering the DoF tensor in the TT format can be achieved by solving the following linear system

$$
\begin{equation*}
\sum_{k} \mathrm{p}_{\boldsymbol{k}} b_{\boldsymbol{k}}\left(\boldsymbol{u}_{\boldsymbol{i}}^{C}\right)=p_{\boldsymbol{U} \mid \boldsymbol{Y}}\left(\boldsymbol{u}_{\boldsymbol{i}}^{C} \mid \hat{\boldsymbol{y}}\right), \quad \forall \boldsymbol{i}, \tag{4.26}
\end{equation*}
$$

where the choice of the univariate grids has to ensure that the matrices with the entries $B_{i j}^{k}=b_{j}^{(k)}\left(u_{j}^{C, k}\right)$ are invertible. Representing the right-hand in the TT format can be achieved using the interpolation method presented in Section 3.2.5 in order to avoid constructing the full tensor. In the case where a surrogate model of the forward problem is available, this task becomes computationally inexpensive. After having an accurate approximation of the posterior, UQ tasks such as computing moments, modes, calculating marginals and sampling [DAIFS20] can be efficiently accomplished. The two error sources are the truncation of the space $\mathcal{U}$ and the discretization error introduced by the finite dimensional basis. The latter can be controlled by refinement strategies.

Alternatively, one can directly compute moments of the posterior using the TT cross approximation using tensor product numerical quadrature schemes [Xiu10], such that

$$
\begin{equation*}
\mathbb{E}(g(\boldsymbol{U}))=\int_{\mathcal{U}} g(\boldsymbol{u}) p_{\boldsymbol{U} \mid \boldsymbol{Y}}(\boldsymbol{u} \mid \hat{\boldsymbol{y}}) \mathrm{d} \boldsymbol{u}=\sum_{\boldsymbol{i}} \mathrm{w}_{\boldsymbol{i}} g\left(\boldsymbol{u}_{\boldsymbol{i}}^{Q}\right) p_{\boldsymbol{U} \mid \boldsymbol{Y}}\left(\boldsymbol{u}_{\boldsymbol{i}}^{Q} \mid \hat{\boldsymbol{y}}\right), \tag{4.27}
\end{equation*}
$$

where $\boldsymbol{u}_{\boldsymbol{i}}^{Q}=\left(u_{i_{1}}^{Q, 1}, \ldots, u_{i_{d}}^{Q, d}\right)$ is the grid obtained from the individual univariate quadrature points with the corresponding weights forming the rank-1 tensor $\mathbf{w}=\boldsymbol{w}^{Q, 1} \otimes \cdots \otimes \boldsymbol{w}^{Q, d}$. The evaluation of the integrand is obtained again using the cross interpolation method. In [Xiu10], several choices of quadrature points and
weights are proposed for the case when the density function has some canonical format: Gauss-Hermite quadrature points are used for Gaussian distributions, Gauss-Legendre quadrature for uniform distributions, etc. Since the posterior does not necessarily belong to the family of known PDFs, it is usual to use the quadrature scheme corresponding to the prior with a sufficiently high order [VM18].

### 4.2.3. Overview of Bayesian inversion methods

One common issue of all the Bayesian inversion methods is the need for a high number of evaluations of the posterior and thus the forward problem solver. Especially for systems described by differential equations, where a simulation for a single parameter can even take days to complete, the Bayesian inversion methods become inefficient. This motivates the need of using surrogate models in order to avoid a high number of expensive simulations. In the following, we recall three classes of methods:

## Sampling based methods

As the name suggests, they rely on drawing a sample from the posterior distribution using Markov chain Monte Carlo (MCMC) [Tie94, BGJM11]. Having a sample from the posterior, one can compute moments or even histograms of marginals. Their advantage is that they do not require a smooth forward map and they are suited for high dimensional parameter spaces [Tar05, Bar18]. As a main disadvantage, the high number of posterior PDF evaluations makes the method unusable for systems with computationally expensive forward problems. To address this problem, some authors proposed the use of surrogate models [LM14, MX09, FLU ${ }^{+}$20, YZ19b, YZ21, YZ19a].

## Pointwise estimators

One very popular technique is the maximum a posteriori estimation (MAP), which searches for the maximizer of the posterior [Bar18, DG08]. The optimization problem can be difficult to solve especially for multimodal distributions or high number of dimensions. Moments of the posterior can as well be computed by numerical integration [VM18, MZRL16]. In the context of recursive state estimation for time dependent processes, the most known method is the Kalman filter introduced in [Kal60]. The initial variant was developed for linear inverse problems. For a Gaussian noise model, extensions have been made for nonlinear systems [Che03]. The result is the posterior mean and covariance at every time step. While the pointwise estimations are sufficient for a large class of applications, they are not good at capturing multimodal PDFs.

## Variational inference

In variational inference, the posterior is approximated from a family of known distributions [BKM16]. The basic idea is to search for an approximation of the intractable posterior within a tractable family of distributions. As a discrepancy metric, some distance is chosen, typically the Kullback-Leibler divergence. Since the computation of the Kullback-Leibler divergence requires numerical integration, this method is affected by the curse of dimensionality. Some applications of the variational inference for inverse problems are found in [TRT ${ }^{+} 20$, AIJZ17, MTRP09, GWE $^{+} 15$, aSYK $\left.{ }^{+} 04\right]$.

## 5. Tensor-Train for the Chemical Master Equation

When dealing with biological processes involving a low number of molecule instances, stochastic kinetics models have to be used [SYSY02]. The CME is a fundamental equation that probabilistically describes such systems under certain assumptions [Gil92]. Despite being just a linear initial value problem, the CME suffers from the curse of dimensionality, making the naive integration computationally expensive even for simple models. Since the solution of the CME is represented as a tensor, it is natural to directly apply tensor decomposition methods. Compressing the solution alone is not sufficient if the solver works with full high dimensional tensors. To this end, the so called CME generator has to be constructed in the TT format and the time integration has to be performed in the low-rank format as well. For the latter, the so called time dependent AMEn solver is used [Dol18]. Adding parameter dependence to the CME is resolved by combining the state space and the parameter space into a higher-dimensional tensor product space. Galerkin projection is then used derive a multilinear system in TT for the combined state-parameter DoF tensor.

The process of parameter identification can be modeled as an HMM where the hidden state is the joint state-parameter distribution at different time steps. In this case, the transition between two consecutive hidden states $k$ and $k+1$ is performed by solving the CME for the corresponding time interval. The observation operator can also be computed in the TT format. After performing filtering for all observations, the resulting state-parameter joint is marginalized to obtain the posterior distribution over the parameter space given all observations. The fast and efficient algebra in the TT format makes it possible to perform all operations with linear complexity w.r.t. the number of dimensions.

The content presented in this chapter is based on our work [IWL $\left.{ }^{+} 21\right]$ and is structured as follows: In Section 5.1, the CME is introduced together with an overview of its derivation. Next, in Section 5.2, we show how the TT format is employed to construct the CME generator, to solve the equation, and to tackle the parameter dependence. In Section 5.4, we apply the CME solver to perform Bayesian inference tasks such as filtering, smoothing, and parameter inference. Numerical results are shown in Section 5.5 to validate the proposed method.

### 5.1. Chemical Master Equation

We consider a system consisting of molecules of $d$ species denoted by $\left\{S_{1}, \ldots, S_{d}\right\}$. The molecule copies are involved in $n_{\mathrm{R}}$ reactions of type:

$$
\begin{equation*}
R_{m}: \quad q_{m, 1} S_{1}+\cdots+q_{m, d} S_{d} \longrightarrow s_{m, 1} S_{1}+\cdots+s_{m, d} S_{d}, \quad m=1, \ldots, n_{\mathrm{R}} \tag{5.1}
\end{equation*}
$$

where $q_{m, k} \in \mathbb{N}_{0}, k=1, \ldots, d$, represent the number of molecules from each species that react and $s_{m, k} \in \mathbb{N}_{0}, k=1, \ldots, d$, is the number of produced molecules after a reaction $R_{m}$ takes place. Furthermore, we assume that all instances of the mentioned species are contained inside a constant volume. The state of the system is described at a macroscopic level as the number of the individuals per species at every time point $t \geqslant 0$ and is denoted by the vector $\boldsymbol{x}(t) \in \mathbb{N}_{0}^{d}$. In case the $m$-th reaction occurs, the state vector change is given by $\boldsymbol{x} \rightarrow \boldsymbol{x}+\boldsymbol{\nu}^{(m)}$, where the stoichiometric change vector $\boldsymbol{\nu}^{(m)} \in \mathbb{Z}^{d}$ is elementwise defined
as $\nu_{k}^{(m)}=s_{m, k}-q_{m, k}$. Since the position and the velocity of the individual molecules are considered to be RVs, an exact tracking of the evolution and the collisions that lead to the occurrence of the chemical reactions is not feasible. Such a system is therefore modeled as a continuous-time jump process $\{\boldsymbol{X}(t)\}_{t \geqslant 0}$ and the goal is to describe the time evolution of the PMF describing the process

$$
\begin{equation*}
p(\boldsymbol{x}, t)=p_{t}(\boldsymbol{x})=\mathbb{P}(\boldsymbol{X}(t)=\boldsymbol{x})=\mathbb{P}\left(X_{1}(t)=x_{1}, \ldots, X_{d}(t)=x_{d}\right) . \tag{5.2}
\end{equation*}
$$

Under further assumptions regarding the positions and the velocities of the individual species instances, an ODE can be derived for the PMF in (5.2). The first assumption is that the molecules are well-stirred, meaning that the position of all molecule copies are considered to be uniformly distributed RVs. The second assumption is that the system is at thermal equilibrium, implying that the components of the velocities are normally distributed with mean 0 and constant variance. In [Gil92], using rigorous microscopical considerations, it is shown that the probability of the $m$-th reaction to occur in the infinitesimal interval $[t, t+\mathrm{d} t)$, given that the current state of the system $\boldsymbol{x}$, can be expressed in terms of the propensity function

$$
\begin{equation*}
\alpha_{m}(\boldsymbol{x}) \mathrm{d} t=c_{m} h^{(m)}(\boldsymbol{x}) \mathrm{d} t . \tag{5.3}
\end{equation*}
$$

The constant $c_{m}$ is called the reaction rate constant, summarizes the chemical properties of the reactants as well as the temperature and the volume of the domain [Gil92] and has the meaning that $c_{m} \mathrm{~d} t$ is the probability that a random combination of reactants will collide and react in the interval $[t, t+\mathrm{d} t)$. The term $h_{m}(\boldsymbol{x})$ counts the possible combinations of molecules that are eligible for a reaction

$$
\begin{equation*}
h^{(m)}(\boldsymbol{x})=\prod_{k=1}^{d} \frac{x_{k}!}{q_{m, k}!\left(x_{k}-q_{m, k}\right)!}, \tag{5.4}
\end{equation*}
$$

Using the defined propensity function, in an infinitesimal interval $[t, t+\mathrm{d} t)$, the following events can occur:

- The probability of one reaction $R_{m}$ occurring in the interval $[t, t+\mathrm{d} t)$ is

$$
\begin{equation*}
\mathbb{P}\left(\text { one } R_{m} \text { occurs in }[t, t+\mathrm{d} t)\right)=\alpha_{m}(\boldsymbol{x}(t)) \mathrm{d} t+\mathcal{O}\left(\mathrm{d} t^{2}\right) . \tag{5.5}
\end{equation*}
$$

- The probability that no reaction takes place in the interval $[t, t+\mathrm{d} t)$ is

$$
\begin{equation*}
\mathbb{P}(\text { no reaction in }[t, t+\mathrm{d} t))=1-\sum_{m=1}^{n_{\mathrm{R}}} \alpha_{m}(\boldsymbol{x}(t)) \mathrm{d} t+\mathcal{O}\left(\mathrm{d} t^{2}\right) . \tag{5.6}
\end{equation*}
$$

- The probability that more than one reaction occur in the time interval $[t, t+\mathrm{d} t)$ is

$$
\begin{equation*}
\mathbb{P}(\text { more than one })=\mathcal{O}\left(\mathrm{d} t^{2}\right) . \tag{5.7}
\end{equation*}
$$

Since the events mentioned above are mutually exclusive in the interval $[t, t+\mathrm{d} t)$ [Gil92], the evolution of the PMF is

$$
\begin{align*}
p(\boldsymbol{x}, t+\mathrm{d} t)= & p(\boldsymbol{x}, t)\left(1-\sum_{m=1}^{n_{\mathrm{R}}} \alpha_{m}(\boldsymbol{x}(t)) \mathrm{d} t+\mathcal{O}\left(\mathrm{d} t^{2}\right)\right)+ \\
& \sum_{m=1}^{n_{\mathrm{R}}} p\left(\boldsymbol{x}-\boldsymbol{\nu}^{(m)}, t\right)\left(\alpha_{m}\left(\boldsymbol{x}(t)-\boldsymbol{\nu}^{(m)}\right) \mathrm{d} t+\mathcal{O}\left(\mathrm{d} t^{2}\right)\right)+\mathcal{O}\left(\mathrm{d} t^{2}\right) \tag{5.8}
\end{align*}
$$

Rearranging the terms, dividing by $\mathrm{d} t$, and taking the limit $\mathrm{d} t \rightarrow 0$ yields the CME

$$
\begin{align*}
\frac{\mathrm{d} p_{t}(\boldsymbol{x})}{\mathrm{d} t} & =\sum_{m=1}^{n_{\mathrm{R}}}\left\{\alpha_{m}\left(\boldsymbol{x}-\boldsymbol{\nu}^{(m)}\right) p_{t}\left(\boldsymbol{x}-\boldsymbol{\nu}^{(m)}\right)-\alpha_{m}(\boldsymbol{x}) p_{t}(\boldsymbol{x})\right\},  \tag{5.9a}\\
p_{0}(\boldsymbol{x}) & =P^{(0)}(\boldsymbol{x}), \tag{5.9b}
\end{align*}
$$

where the PMF at the time $t=0$ is assumed to be known. As an alternative to solving the CME to obtain the PMF, the stochastic simulation algorithm (SSA) algorithm has been developed to compute realizations of the stochastic process $\{\boldsymbol{X}(t)\}_{t \geqslant 0}$ [Gil76]. A sufficient number of realizations provides an accurate description of the system. However, events occurring with a low probability (rare events) need numerous realizations.

### 5.2. Chemical Master Equation in Tensor Notation

In the previous section, the solution of the CME was defined as the PMF $p_{t}: \mathbb{N}_{0}^{d} \rightarrow \mathbb{R}$. Since an infinite state-space is computationally intractable, an approximation has to be performed. To that end, a restriction of the definition domain of the continuous-time jump process $\{\boldsymbol{X}(t)\}_{t \geqslant 0}$ is needed, such that $x_{k}<n_{k}$, $k=1, \ldots, d$. We denote the truncated state space as

$$
\begin{equation*}
\mathcal{X}=\left\{\boldsymbol{x} \in \mathbb{N}_{0}^{d} \mid x_{k}<n_{k}, k=1, \ldots, d\right\} . \tag{5.10}
\end{equation*}
$$

The box domain structure of $\mathcal{X}$ is necessary in order to use the TT format for approximating the solution. Some methods such as the sliding window approach [WGMH10] adapt the bounds of the tensor product grid in (5.10) to capture only the relevant parts of the PMF. Before introducing the tensor notation, we note that all states in $\mathcal{X}$ are labeled using the bijection $\boldsymbol{x}(\boldsymbol{i}), x_{k}\left(i_{k}\right)=i_{k}-1, i_{k}=1, \ldots, n_{k}$, where $\boldsymbol{i}=\left(i_{1}, \ldots, i_{d}\right) \in \mathbb{N}^{d}$ is a multiindex.

The solution of the CME can therefore be represented by the time dependent tensor $\mathbf{p}(t) \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$, with the elements

$$
\begin{equation*}
\mathrm{p}_{\boldsymbol{i}}(t)=p(\boldsymbol{x}(\boldsymbol{i}), t) . \tag{5.11}
\end{equation*}
$$

The differential equation from (5.9a) is also expressed as a linear ODE

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{p}(t)}{\mathrm{d} t}=\mathbf{A p}(t) \tag{5.12}
\end{equation*}
$$

where $\mathbf{A} \in \mathbb{R}^{\left(n_{1} \times \cdots \times n_{d}\right) \times\left(n_{1} \times \cdots \times n_{d}\right)}$ is a tensor operator with the elementwise definition

$$
\begin{equation*}
\mathrm{A}_{i, j}=\sum_{m=1}^{n_{\mathrm{R}}}\left(\alpha_{m}\left(\boldsymbol{x}(\boldsymbol{i})-\boldsymbol{\nu}^{(m)}\right) \delta_{\boldsymbol{x}(\boldsymbol{i})-\boldsymbol{\nu}^{(m)}}^{\boldsymbol{x}(\boldsymbol{j})}-\alpha_{m}(\boldsymbol{x}(\boldsymbol{i})) \delta_{\boldsymbol{x}(i)}^{\boldsymbol{x}(\boldsymbol{j})}\right) \mathbb{I}_{\boldsymbol{n}}\left(\boldsymbol{x}(\boldsymbol{j})+\boldsymbol{\nu}^{(m)}\right), \tag{5.13}
\end{equation*}
$$

where $\delta_{i}^{j}=\delta_{i_{1}}^{j_{1}} \cdots \delta_{i_{d}}^{j_{d}}$ is the multiindex Kronecker delta and the indicator function $\mathbb{I}_{\boldsymbol{n}}(\boldsymbol{x})$ takes the value one if $x_{k} \leqslant n_{k}, k=1, \ldots, d$, and zero otherwise. The addition of the indicator function allows for a boundary condition of the new state space $\mathcal{X}$ such that the mass is preserved [MK06]. The storage complexity for the solution $\mathbf{p}(t)$ at any given time point is exponential with respect to the number of species, i.e., $\mathcal{O}\left(n^{d}\right)$, where $n=\max _{k}\left\{n_{k}\right\}$. This makes solving the CME prohibitive even for a small number of species. One way to deal with the curse of dimensionality is to employ the already presented low rank tensor format presented in Section 3.2.

### 5.3. Solving the Chemical Master Equation in the Tensor-Train Format

### 5.3.1. Low-rank TT representation of the CME operator

The first step needed for solving the CME in the TT format is to obtain a low rank representation of the CME generator. In Section 5.1, the general form of a mass-action propensity function has been given. The structure of the mass-action propensity function can be leveraged to directly obtain a low-rank TT representation of the CME operator without having the need to work with full tensors [DK15, HG11].

We first compute the generator for one reaction since the final operator can be obtained as the sum of the tensor-operators corresponding to the individual reactions. For the $m$-th reaction, the mass action propensity from (5.4) can be decomposed as

$$
\begin{align*}
\alpha_{m}(\boldsymbol{x}) & =c_{m} h_{1}^{(m)}\left(x_{1}\right) \cdots h_{d}^{(m)}\left(x_{d}\right),  \tag{5.14a}\\
h_{k}^{(m)}\left(x_{k}\right) & =\frac{x_{k}!}{q_{m, k}!\left(x_{k}-q_{m, k}\right)!} . \tag{5.14b}
\end{align*}
$$

In order to use the rank-1 structure of the decomposed propensity, the CME operator corresponding to the $m$-th reaction in (5.13) is expressed as the difference between two tensor operators

$$
\begin{equation*}
\mathrm{A}_{i, j}=\mathrm{B}_{i, j}-\mathrm{C}_{i, j} \tag{5.15}
\end{equation*}
$$

where

$$
\begin{align*}
\mathrm{B}_{i, \boldsymbol{j}} & =\alpha_{m}\left(\boldsymbol{x}(\boldsymbol{i})-\boldsymbol{\nu}^{(m)}\right) \delta_{\boldsymbol{x}(\boldsymbol{i})-\boldsymbol{\nu}^{(m)}}^{\boldsymbol{x}(\boldsymbol{j})} \mathbb{I}_{\boldsymbol{n}}\left(\boldsymbol{x}(\boldsymbol{j})+\boldsymbol{\nu}^{(m)}\right),  \tag{5.16a}\\
\mathrm{C}_{i, \boldsymbol{j}} & =\alpha_{m}(\boldsymbol{x}(\boldsymbol{i})) \delta_{\boldsymbol{x}(\boldsymbol{i})}^{\boldsymbol{x}(\boldsymbol{j})} \mathbb{I}_{\boldsymbol{n}}\left(\boldsymbol{x}(\boldsymbol{j})+\boldsymbol{\nu}^{(m)}\right) \tag{5.16b}
\end{align*}
$$

Using the factorization (5.14b), the TT-cores of the two rank- 1 tensor-operators $\mathbf{B}, \mathbf{C} \in \mathbb{R}^{\left(n_{1} \times \cdots \times n_{d}\right) \times\left(n_{1} \times \cdots \times n_{d}\right)}$ are given as

$$
\begin{align*}
& \mathbf{g}_{1 i_{k j} j_{k} 1}^{(\mathbf{C}, k)}=h_{k}^{(m)}\left(x_{k}\left(i_{k}\right)\right) \delta_{i_{k}}^{j_{k}} \mathbb{I}_{n_{k}}\left(x_{k}\left(j_{k}\right)+\nu_{k}^{(m)}\right),  \tag{5.17a}\\
& \mathbf{g}_{1 i_{k} j_{k} 1}^{(\mathbf{B}, k)}=h_{k}^{(m)}\left(x_{k}\left(j_{k}\right)\right) \delta_{i_{k}-\nu_{k}}^{j_{k}} \mathbb{I}_{n_{k}}\left(x_{k}\left(j_{k}\right)+\nu_{k}^{(m)}\right), \tag{5.17b}
\end{align*}
$$

where the indicator functions $\mathbb{I}_{n_{k}}$ return 1 if $x \leqslant n_{k}$ and 0 otherwise. Since both of the tensors are rank-1, the result of their addition has the TT-rank $(1,2, \ldots, 2,1)$. If we consider the CME generator for a network with $N_{\mathrm{r}}$ reactions, the maximum rank of its TT representation is at most $2 N_{\mathrm{r}}$. Performing TT-rank rounding (Algorithm 4) has been shown to return an approximation $\widetilde{\mathbf{A}} \approx \mathbf{A}$ with a lower rank for a very high accuracy (for example $\epsilon=10^{-12}$ ).

### 5.3.2. Solving the CME in the TT format

The usual finite-difference schemes can be used to solve the CME in the TT format [Gel17]. The general form of a finite-difference scheme applied to the CME in the TT format is

$$
\begin{equation*}
\cdots+\alpha_{-1} \mathbf{p}_{: j-1}+\alpha_{0} \mathbf{p}_{: j}+\alpha_{1} \mathbf{p}_{: j+1}+\cdots=\mathbf{A}\left(\cdots+\beta_{-1} \mathbf{p}_{: j-1}+\beta_{0} \mathbf{p}_{: j}+\beta_{1} \mathbf{p}_{: j+1}+\cdots\right) \tag{5.18}
\end{equation*}
$$

where $\mathbf{p}_{: j}$ represents the slice of the tensor corresponding to the $j$-th timestep and the DoFs are defined as $\mathbf{p}_{i j}=p\left(\boldsymbol{x}(\boldsymbol{i}), t^{(j)}\right)$ for an equidistant time grid $\left\{t^{(j)}\right\}_{j=1}^{n_{T}}$ containing $n_{T}$ timesteps. In the case of the explicit Euler method, the only nonzero coefficients are $\alpha_{0}=1, \alpha_{-1}=-1, \beta_{1}=\Delta t$, and for the Crank-Nicolson
method we have $\alpha_{1}=1, \alpha_{0}=-1, \beta_{0}=\beta_{1}=\Delta t / 2$. An alternative method [Dol18] is to reformulate the finite-difference scheme into a larger system, such that the ( $d+1$ )-dimensional tensor $\mathbf{p} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d} \times n_{T}}$ is formed. Writing (5.18) for $j=1, \ldots, n_{t}$ and using Kronecker product, one can derive a multilinear system for the extended tensor $\mathbf{p} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d} \times n_{T}}$

$$
\begin{equation*}
\mathbf{M p}=\mathbf{f}, \tag{5.19}
\end{equation*}
$$

for

$$
\begin{align*}
\mathbf{M} & =\mathbf{I}_{n} \otimes \boldsymbol{S}-\left(\mathbf{I}_{n} \otimes \boldsymbol{P}\right)\left(\mathbf{A} \otimes \boldsymbol{I}_{T}\right),  \tag{5.20a}\\
\mathbf{f} & =\mathbf{p}^{(0)} \otimes(\boldsymbol{S} \mathbf{1}), \tag{5.20b}
\end{align*}
$$

where $\mathbf{1} \in \mathbb{R}^{n_{T}}$ is the one vector and $\boldsymbol{S}, \boldsymbol{P} \in \mathbb{R}^{n_{T} \times n_{T}}$. The matrices $\boldsymbol{S}$ and $\boldsymbol{P}$ are band diagonal and are constructed from the coefficients $\alpha_{i}$ and $\beta_{i}$, respectively. After solving the system, the time-continuous solution is recovered by interpolation. As an example, we consider the explicit Euler method on an equidistant grid with $\Delta t=\frac{t_{\text {end }}-t_{\text {start }}}{T-1}$ and $t_{j}=j \Delta t$, where the only nonzero coefficients are $\alpha_{0}=1$, $\alpha_{-1}=-1$ and $\beta_{0}=\Delta t$ [But16]. In this case, the finite-difference matrices read

$$
\boldsymbol{S}=\left(\begin{array}{cccccc}
1 & & & & &  \tag{5.21}\\
-1 & 1 & & & & \\
& -1 & 1 & & & \\
& & & \ddots & & \\
& & & & -1 & 1
\end{array}\right), \quad \boldsymbol{P}=\Delta t \boldsymbol{I}_{n_{T}}
$$

An advantage of the described procedure is that the probability mass is conserved if $\mathbf{A}^{\top} \mathbf{1}_{n}=\mathbf{0}$ regardless of the step size [Dol18].

An alternative method [DK15, Dol18] is to employ a basis representation of the time dependent solution over an interval $[0, \Delta T]$, such that

$$
\begin{equation*}
p(\boldsymbol{x}(\boldsymbol{i}), t)=\sum_{j=1}^{n_{T}} \mathrm{p}_{i j} b_{j}(t), \tag{5.22}
\end{equation*}
$$

where $b_{j}(t)$ are basis functions with the inputs scaled to the interval $[0, \Delta T]$, spanning a space $\mathcal{S}=$ span $\left\{b_{j}\right\}_{j=1}^{n_{T}}$. Some examples are the Chebyshev polynomials [MH02], Lagrange polynomials, or hat functions. Using the scalar product $\langle\cdot, \cdot\rangle$ on $\mathbb{R}^{\boldsymbol{n}} \otimes \mathcal{S}$, defined as

$$
\begin{equation*}
\langle\mathbf{p}(\cdot), \mathbf{q}(\cdot)\rangle=\int_{0}^{\Delta T} \sum_{i} \mathrm{p}_{i}(t) \mathrm{q}_{i}(t) \mathrm{d} t \tag{5.23}
\end{equation*}
$$

the Galerkin formulation searches for the solution $\mathbf{p}(\cdot) \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}} \otimes \mathcal{S}$ that satisfies

$$
\begin{equation*}
\left\langle\frac{\mathrm{d} \mathbf{p}}{\mathrm{~d} t}, \mathbf{q}\right\rangle=\langle\mathbf{A} \mathbf{p}, \mathbf{q}\rangle+\left(\mathbf{p}^{(0)}-\mathbf{p}(0)\right) \cdot \mathbf{q}(0), \quad \forall \mathbf{q} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}} \otimes \mathcal{S}, \tag{5.24}
\end{equation*}
$$

where the term $\left(\mathbf{p}^{(0)}-\mathbf{p}(0)\right) \cdot \mathbf{q}(0)$ enforces the initial condition. Choosing as the test function $\mathbf{q}^{(i m)}(t){ }_{\boldsymbol{l}}=$ $\delta_{i}^{l} b_{m}(t)$, the following discrete problem is obtained:

$$
\begin{gather*}
\int_{0}^{\Delta T} \sum_{l, k} \mathrm{p}_{l k} b_{k}^{\prime}(t) b_{m}(t) \delta_{l}^{i} \mathrm{~d} t=\int_{0}^{\Delta T} \sum_{l, k} \sum_{j} \mathrm{~A}_{l, j} \mathrm{p}_{\boldsymbol{j} k} b_{k}(t) b_{m}(t) \delta_{l}^{i} \mathrm{~d} t+ \\
\sum_{l}\left(\mathrm{p}_{l}^{(0)} \delta_{l}^{i} b_{m}(0)-\sum_{k} \mathrm{p}_{l k} b_{k}(0) \delta_{l}^{i} b_{m}(0)\right), \quad \forall \boldsymbol{i}, m . \tag{5.25}
\end{gather*}
$$

Using the linearity of the integral and introducing the stiffness matrix $\boldsymbol{S} \in \mathbb{R}^{n_{T} \times n_{T}}$ and the mass matrices $\boldsymbol{P} \in \mathbb{R}^{n_{T} \times n_{T}}$ as well as $\boldsymbol{V} \in \mathbb{R}^{n_{T} \times n_{T}}, \boldsymbol{v} \in \mathbb{R}^{n_{T}}$, such that

$$
\begin{align*}
S_{i j}=\int_{0}^{\Delta T} b_{i}(t) b_{j}^{\prime}(t) \mathrm{d} t, \quad P_{i j}=\int_{0}^{\Delta T} b_{i}(t) b_{j}(t) \mathrm{d} t,  \tag{5.26a}\\
V_{i j}=b_{i}(0) b_{j}(0), \quad v_{i}=b_{i}(0), \tag{5.26b}
\end{align*}
$$

the relation from (5.25) is written as

$$
\begin{equation*}
\sum_{l, k} \delta_{l}^{i} S_{m k} \mathrm{p}_{l k}+\sum_{l, k} \delta_{l}^{i} V_{m k} \mathrm{p}_{l k}-\sum_{j, k}\left(\sum_{l, s} \delta_{l}^{i} P_{m s} \mathrm{~A}_{l, j} \delta_{s}^{k}\right) \mathrm{p}_{\boldsymbol{j} k}=\mathrm{p}_{i}^{(0)} v_{m}, \quad \forall i, m \tag{5.27}
\end{equation*}
$$

With the Kronecker product, we can write the equation as a system $\mathbf{M p}=\mathbf{f}$ with the tensor operator and right-hand side

$$
\begin{align*}
\mathbf{M} & =\mathbf{I}_{\boldsymbol{n}} \otimes(\boldsymbol{S}+\boldsymbol{V})-\left(\mathbf{I}_{\boldsymbol{n}} \otimes \boldsymbol{P}\right)\left(\mathbf{A} \otimes \boldsymbol{I}_{n_{T}}\right),  \tag{5.28a}\\
\mathbf{f} & =\mathbf{p}^{(0)} \otimes \boldsymbol{v} . \tag{5.28b}
\end{align*}
$$

Similar to the previous case, the system can then be solved as described in Section 5.3. In order to avoid a rank increase when simulating over long periods of time, the time interval can be divided into smaller subintervals and the presented method can be applied on smaller subdomains. The initial condition of one subinterval is the end state of the previous one. In the literature, this is also known as the Discontinuous Galerkin method [DHT81]. For a constant subinterval length and if the solution is smooth, the convergence is exponential in $n_{T}$ [Tre00], that is

$$
\begin{equation*}
\sup _{t \in[0, \Delta T]}\|\mathbf{p}(t)-\overline{\mathbf{p}}(t)\|_{F} \leqslant C \exp \left(-n_{T}\right) \tag{5.29}
\end{equation*}
$$

where $\overline{\mathbf{p}}$ is the exact solution and $C>0$ a constant.
One further issue is controlling the error during the timesteps. One error indicator consists in evaluating the norm of the residual of the system (5.20b) for an enriched basis [Dol18]:

$$
\begin{equation*}
\varepsilon\left(n_{T}, \Delta T\right)=\left\|\mathbf{M}^{\mathrm{enr}} \mathbf{Q} \mathbf{p}-\mathbf{f}^{\mathrm{enr}}\right\|_{F}, \tag{5.30}
\end{equation*}
$$

where $\mathbf{M}^{\mathrm{enr}}$ and $\mathbf{f}^{\text {enr }}$ are constructed using (5.28a) and (5.28b) for an enriched basis with $n_{T}^{\mathrm{enr}}=2 n_{T}$. The tensor operator $\mathbf{Q} \in \mathbb{R}^{\left(n_{1} \times \cdots \times n_{d} \times 2 n_{T}\right) \times\left(n_{1} \times \cdots \times n_{d} \times n_{T}\right)}$ interpolates the coarse grid solution on a finer basis with $n_{T}^{\text {enr }}=2 n_{T}$. This error estimate can be used to modify the subdomain length if $\varepsilon\left(n_{T}, \Delta T\right)$ is larger than a prescribed value $\varepsilon_{\text {tol }}$ [Dol18], such that

$$
\begin{equation*}
\Delta T^{\prime}=\left(\frac{\varepsilon_{\mathrm{tol}}}{\varepsilon\left(n_{T}, \Delta T\right)}\right)^{\frac{1}{n_{T}}} \Delta T \tag{5.31}
\end{equation*}
$$

where $\Delta T^{\prime}$ is the length of the modified subdomain. Since the AMEn method is used to obtain the solution, the relative tolerance of the solver acts like a lower bound for the error. This fact will be shown in the numerical results section.

A significant speedup of the presented CME solver is obtained when using the QTT format. The CME generator as well as the initial condition tensor and the observation operator can be reshaped as described in Section 3.2.3. The resulting quantized tensors are passes to the AMEn solver and the solution of the system is obtained in the QTT format as well. Reducing the mode sizes while increasing the number of dimensions has proven to be an effective way of further decreasing the computational complexity of the CME solver [KKNS14, DK15, IWL ${ }^{+}$21]. In [DKO12], it has been shown that the storage requirement scales with $\mathcal{O}\left(d \log _{2} N\right)$ under the assumption that the TT rank remains bounded.

### 5.3.3. Parameter dependent CME

In the following we consider a parameter dependent reaction network. The $n_{p}$ parameters are concatenated into a vector $\boldsymbol{\theta} \in \mathbb{R}^{n_{p}}$ and they are assumed to belong to the tensor-product space $\Xi=\left[\theta_{1}^{\min }, \theta_{1}^{\max }\right] \times \cdots \times$ [ $\theta_{n_{p}}^{\min }, \theta_{n_{p}}^{\max }$ ]. Parameters can be the reaction rates, or they can be part of the propensity functions in some cases. The topology of the network (number of reaction and stoichiometric vectors) is considered to be fixed. The parameter dependent CME can be solved in order to obtain the time dependent PMF as function of $\boldsymbol{\theta}$

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{p}(\boldsymbol{\theta})}{\mathrm{d} t}=\mathbf{A}(\boldsymbol{\theta}) \mathbf{p}(\boldsymbol{\theta}) \tag{5.32}
\end{equation*}
$$

In this framework, a parameter dependence of the initial condition can also be easily handled.
Starting from a fixed initial condition $\mathrm{p}_{\boldsymbol{i}}\left(t_{0}, \boldsymbol{\theta}\right)=p_{t_{0}}(\boldsymbol{x}(\boldsymbol{i}))$ and solving the CME for every parameter $\boldsymbol{\theta} \in \Xi$ yields the conditional $\mathrm{p}_{\boldsymbol{i}}(t, \boldsymbol{\theta})=p_{t}(\boldsymbol{x}(\boldsymbol{i}) \mid \boldsymbol{\theta})$. This holds as well for the case when the initial condition is conditioned on the parameter $\mathrm{p}_{\boldsymbol{i}}\left(t_{0}, \boldsymbol{\theta}\right)=p_{0}(\boldsymbol{x} \mid \boldsymbol{\theta})$. If the parameter is treated as a RV and the CME is solved starting from $p_{0}(\cdot, \boldsymbol{\theta})$ for every $\boldsymbol{\theta} \in \Xi$, then the result is the joint PDF $p_{t}(\boldsymbol{x}, \boldsymbol{\theta})$ over the combined state-parameter space.

In order to discretize the dependence on the continuous parameter vectors, a basis expansion is used to construct an approximation of the joint PDF, such that

$$
\begin{equation*}
p_{t}(\boldsymbol{x}(\boldsymbol{i}), \boldsymbol{\theta}) \approx \sum_{\boldsymbol{l}} \mathrm{p}_{\boldsymbol{i} \boldsymbol{l}}(t) L_{\boldsymbol{l}}(\boldsymbol{\theta}) \tag{5.33}
\end{equation*}
$$

where $\mathbf{p} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d} \times \ell_{1} \times \cdots \times \ell_{n_{p}}}$ is the tensor of DoFs and $\left\{L_{l}\right\}_{l=1}^{\ell}$ is a tensor-product basis $L_{l}(\boldsymbol{\theta})=$ $L^{(1)}\left(\theta_{1}\right) \cdots L^{\left(n_{p}\right)}\left(\theta_{n_{p}}\right)$. The solution at a given time point $t$ belongs therefore in the discrete space $\mathbb{R}^{n_{1} \times \cdots \times n_{d}} \otimes \mathcal{P}$, where $\mathcal{P}=\operatorname{span}\left\{L_{l}: l_{k}=1, \ldots, \ell_{k}, k=1, \ldots, n_{p}\right\}$. There exist several options for the basis, however, B -spline basis functions are used in this work regarding the parameter dependence [dB78]. Reason for that is the compact support and the locality of B-splines.

Different ways to retrieve the DoFs can be found in the literature. The first is collocation based and implies solving the problem over a finite parameter grid and computing the approximation using interpolation [BNT07]. The second approach is to use the Galerkin formulation in order to obtain a linear system for the DoFs. In this work, the Galerkin approach is chosen. We choose the test functions $\mathbf{q}(\boldsymbol{\theta})$ from the same space, which yields the formulation

$$
\begin{equation*}
\left\langle\frac{\mathrm{d} \mathbf{p}}{\mathrm{~d} t}, \mathbf{q}\right\rangle=\langle\mathbf{A p}, \mathbf{q}\rangle, \quad \forall \mathbf{q} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}} \otimes \mathcal{P} \tag{5.34}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ is the inner product of the space $\mathbb{R}^{n_{1} \times \cdots \times n_{d}} \otimes \mathcal{P}$, defined as

$$
\begin{equation*}
\langle\mathbf{p}(\cdot), \mathbf{q}(\cdot)\rangle=\int_{\Xi} \sum_{i} \mathrm{p}_{i}(\boldsymbol{\theta}) \mathrm{q}_{i}(\boldsymbol{\theta}) \mathrm{d} \boldsymbol{\theta} \tag{5.35}
\end{equation*}
$$

Testing with the basis elements $\mathrm{q}_{\boldsymbol{j}}^{(\boldsymbol{i}, \boldsymbol{m})}(\boldsymbol{\theta})=\delta_{\boldsymbol{j}}^{\boldsymbol{i}} L_{\boldsymbol{m}}(\boldsymbol{\theta})$, one obtains

$$
\begin{equation*}
\int_{\Xi} \sum_{\boldsymbol{j}, \boldsymbol{l}} \frac{\mathrm{dp}_{\boldsymbol{j} \boldsymbol{l}}}{\mathrm{d} t} L_{\boldsymbol{l}}(\boldsymbol{\theta}) \delta_{\boldsymbol{j}}^{i} L_{\boldsymbol{m}}(\boldsymbol{\theta}) \mathrm{d} \boldsymbol{\theta}=\int_{\Xi} \sum_{\boldsymbol{j}, \boldsymbol{l}} \sum_{\boldsymbol{s}} \mathrm{A}_{\boldsymbol{j}, \boldsymbol{s}}(\boldsymbol{\theta}) \mathrm{p}_{\boldsymbol{s} \boldsymbol{l}} L_{\boldsymbol{l}}(\boldsymbol{\theta}) \delta_{\boldsymbol{j}}^{\boldsymbol{i}} L_{\boldsymbol{m}}(\boldsymbol{\theta}) \mathrm{d} \boldsymbol{\theta}, \quad \forall \boldsymbol{i}, \boldsymbol{m} \tag{5.36}
\end{equation*}
$$

The multilinear system

$$
\begin{equation*}
\mathbf{M} \frac{\mathrm{d} \mathbf{p}(\boldsymbol{\theta})}{\mathrm{d} t}=\mathbf{K} \mathbf{p} \tag{5.37}
\end{equation*}
$$

is then derived, with the mass and stiffness operators

$$
\begin{gather*}
\mathrm{M}_{i m, j l}=\delta_{j}^{i} \int_{\Xi} L_{l}(\boldsymbol{\theta}) L_{\boldsymbol{m}}(\boldsymbol{\theta}) \mathrm{d} \boldsymbol{\theta}  \tag{5.38}\\
\mathrm{~K}_{i m, s l}=\int_{\Xi} \mathrm{A}_{i, s}(\boldsymbol{\theta}) L_{l}(\boldsymbol{\theta}) L_{m}(\boldsymbol{\theta}) \mathrm{d} \boldsymbol{\theta} . \tag{5.39}
\end{gather*}
$$

The mass tensor-operator has TT rank $\boldsymbol{r}=\mathbf{1}$ and can be compactly written using the Kronecker product as

$$
\begin{equation*}
\mathbf{M}=\mathbf{I}_{\boldsymbol{n}} \otimes \boldsymbol{M}^{(1)} \otimes \cdots \otimes \boldsymbol{M}^{\left(n_{p}\right)} \tag{5.40}
\end{equation*}
$$

where $M^{(k)} \in \mathbb{R}^{\ell_{k} \times \ell_{k}}, k=1, \ldots, n_{p}$, are the mass matrices of the univariate bases and $\mathbf{I}_{n}$ is the identity tensor-operator. Its inverse is also a rank-1 TT-operator given by

$$
\begin{equation*}
\mathbf{M}^{-1}=\mathbf{I}_{\boldsymbol{n}} \otimes\left(\boldsymbol{M}^{(1)}\right)^{-1} \otimes \cdots \otimes\left(\boldsymbol{M}^{\left(n_{p}\right)}\right)^{-1} \tag{5.41}
\end{equation*}
$$

In the case of the stiffness matrix, the rank- 1 structure is lost due to the dependence of the CME generator on the parameters. Therefore, a tensor product quadrature grid $\Theta=\left\{\theta_{i_{1}}^{\mathrm{Q}, 1}\right\}_{i_{1}=1}^{q_{1}} \times\left\{\theta_{i_{2}}^{\mathrm{Q}, 2}\right\}_{i_{2}=1}^{q_{2}} \times \cdots \times\left\{\theta_{i_{n_{p}}}^{\mathrm{Q}, n_{p}}\right\}_{i_{n_{p}}=1}^{q_{n_{p}}}$ is constructed to perform the integration

$$
\begin{equation*}
\mathrm{K}_{i m, s l} \approx \sum_{o} \mathrm{w}_{o} \overline{\mathrm{~A}}_{i \boldsymbol{i}, s o} L_{m}\left(\theta_{o}^{\mathrm{Q}}\right) L_{l}\left(\theta_{o}^{\mathrm{Q}}\right), \tag{5.42}
\end{equation*}
$$

where $\mathrm{w}_{\boldsymbol{o}}=w_{o_{1}}^{(1)} \cdots w_{o_{n_{p}}}^{\left(n_{p}\right)}$ is the rank-1 weight tensor and $\overline{\mathrm{A}}_{\boldsymbol{i k , j l}}=\mathrm{A}_{i, j}\left(\boldsymbol{\theta}_{\boldsymbol{k}}\right) \delta_{l}^{k}$. If the CME generator can be evaluated in the TT format for the constructed quadrature grid, then the TT cores of $\mathbf{K}$ are given as

$$
\mathrm{g}_{s_{k-1} i_{k} j_{k} s_{k}}^{\left(\mathbf{K},,{ }_{2}\right.}= \begin{cases}\mathrm{g}_{s_{k-1} i_{k} j_{k} s_{k}}^{(\overline{\mathrm{A}}, k)}, & k \leqslant d,  \tag{5.43}\\ \sum_{\alpha} \mathrm{g}_{s_{k-1} \alpha \alpha \alpha s_{k}}^{(\overline{\mathbf{A}}, k)} w_{\alpha}^{(k-d)} L_{i_{k}}\left(\boldsymbol{\theta}_{\alpha}^{\mathrm{Q}, k-d}\right) L_{j_{k}}\left(\boldsymbol{\theta}_{\alpha}^{\mathrm{Q}, k-d}\right), & \text { otherwise }\end{cases}
$$

where $\left\{\mathbf{g}^{(\mathbf{K}, k)}\right\}_{k}$ and $\left\{\mathbf{g}^{(\overline{\mathbf{A}}, k)}\right\}_{k}$ are the TT cores of $\mathbf{K}$ and $\overline{\mathbf{A}}$, respectively.
In the case where the parameters are the reaction rates, i.e., $\boldsymbol{\theta}=\left(c_{1}, c_{2}, \ldots\right)$, the construction of the tensor $\overline{\mathbf{A}}$ can be easily done using the Kronecker product, such that

$$
\begin{align*}
\overline{\mathbf{A}}= & \mathbf{A}^{(1)} \otimes\left(\operatorname{diag}\left(\theta_{1}^{\mathrm{Q}, 1}, \ldots, \theta_{q_{1}}^{\mathrm{Q}, 1}\right) \otimes \mathbf{I}_{\ell_{2}} \otimes \mathbf{I}_{\ell_{3}} \otimes \ldots\right)+ \\
& \mathbf{A}^{(2)} \otimes\left(\mathbf{I}_{\ell_{1}} \otimes \operatorname{diag}\left(\theta_{1}^{\mathrm{Q}, 2}, \ldots, \theta_{q_{2}}^{\mathrm{Q}, 2}\right) \otimes \mathbf{I}_{\ell_{3}} \otimes \ldots\right)+\ldots \tag{5.44}
\end{align*}
$$

where $\mathbf{A}^{(m)} \in \mathbb{R}^{\left(n_{1} \times \cdots \times n_{d}\right) \times\left(n_{1} \times \cdots \times n_{d}\right)}$ is the CME generator for the $m$-th reaction if the reaction rate is assumed to be one.

In some special cases, the propensity does no longer have a decomposable format and the parameter dependence can affect the propensity function and not only the reaction rate. In this case, equation (5.44) can no longer be used to construct the extended operator, and the process of obtaining a parameter dependent generator is similar to the one presented in Section 5.3.1. We consider an individual reaction $m$ with its corresponding parameter dependent propensity function $\alpha_{m}(\boldsymbol{x}, \boldsymbol{\theta})$ and stoichiometric vector $\boldsymbol{\nu}^{(m)}$. Using the cross-interpolation in the TT format, one can obtain a low-rank representation of the tensor as

$$
\begin{equation*}
\mathrm{a}_{i j}=\alpha_{m}\left(\boldsymbol{x}(\boldsymbol{i}), \theta_{j_{1}}^{\mathrm{Q}, 1}, \ldots, \theta_{j_{n_{p}}}^{\mathrm{Q}, n_{p}}\right) . \tag{5.45}
\end{equation*}
$$

Performing a split as in (5.15), the low-rank representation in terms of TT cores of the two operators is

$$
\begin{align*}
& \mathrm{g}_{s_{k-1} i_{k} j_{k} s_{k}}^{(\mathbf{C}, k)}= \begin{cases}\mathrm{g}_{s_{k-1} i_{k} s_{k} \delta_{k}}^{(\mathbf{a}, k)} \delta_{i_{k}}^{j_{k}} \mathbb{I}_{n_{k}}\left(x_{k}\left(j_{k}\right)+\nu_{k}^{(m)}\right), & k \leqslant d, \\
\mathrm{~g}^{(\mathbf{a}, k)} \delta_{i_{k}}^{j_{k}}, & \text { otherwise, },\end{cases}  \tag{5.46a}\\
& \mathrm{g}_{s_{k-1} i_{k} j_{k} s_{k}}^{(\mathbf{B}, k)}= \begin{cases}\mathrm{g}_{s_{k-1}(\mathbf{a}, k)} i_{k} s_{k} \delta_{i_{k}-\nu_{k}}^{j_{k}} \mathbb{I}_{n_{k}}\left(x_{k}\left(j_{k}\right)+\nu_{k}^{(m)}\right), & k \leqslant d, \\
\mathrm{~g}^{\mathbf{( a , k}, k} \delta_{i_{k}}^{j_{k}}, & \text { otherwise, }\end{cases} \tag{5.46b}
\end{align*}
$$

where $\mathbf{g}^{(\mathbf{a}, k)}$ are the TT cores of the low-rank decomposition from (5.45). This way, propensities that are no longer rank- 1 decomposable can also be used to build the generator in the TT format directly.

### 5.4. Bayesian Inference for the Chemical Master Equation with Parameter Dependencies

With the TT-CME solver presented, we now proceed to performing Bayesian inference tasks on systems governed by the CME. Due to the fast linear algebra operations in the TT format, computing marginals as well as performing multiplications of high dimensional objects becomes computationally affordable. Two cases are presented in the following: state filtering/smoothing and parameter inference. As will be mentioned, both are instances of performing inference on HMMs. In both cases, the TT-CME solver is used to compute the state transition on the HMM.

### 5.4.1. Filtering and smoothing in the TT format

One inference task that falls under the category of inverse problems is the estimation of the system state given observations. An example would be the reconstruction of the gene population dynamics given indirect measurements via a fluorescent reporter protein. We consider $N_{\mathrm{o}}$ indirect observations $\left\{\hat{\boldsymbol{y}}^{(j)}\right\}_{j=1}^{N_{0}}$ of the trajectory $\boldsymbol{x}(t), t \in\left[0, t_{N_{0}}\right]$, at discrete time points $t_{1}<t_{2}<\cdots<t_{N_{0}}$. It is assumed that $\boldsymbol{x}(t), t \in\left[0, t_{N_{0}}\right]$, is a realization of a jump process $\{\boldsymbol{X}(t)\}_{t \geqslant 0}$ whose time dependent PMF fulfills the CME. The observed quantities are assumed to be realizations of the $\operatorname{RVs}\left\{\boldsymbol{Y}^{(j)}\right\}_{j=1}^{N_{0}}$, which are connected to the underlying state. The RVs $\left\{\boldsymbol{Y}^{(j)}\right\}_{j=1}^{N_{0}}$ are assumed to be mutually independent and for every $j=1, \ldots, N_{\mathrm{o}}$, the $\operatorname{RV} \boldsymbol{Y}^{(j)}$ is dependent only on the state $\mathrm{RV} \boldsymbol{X}\left(t_{j}\right)$, with a known conditional PDF $p_{\boldsymbol{Y} \mid \boldsymbol{X}}(\boldsymbol{y} \mid \boldsymbol{x})$. Additional dependence on the time point can be added in the observation model and the presented framework, however, to simplify the notation, the time dependence of $p_{\boldsymbol{Y} \mid \boldsymbol{X}}$ will be omitted. Some popular examples are additive Gaussian or multiplicative lognormal noise, but the presented method is not restricted to them.

The following derivation of the time evolution of the smoothed PDF is based on [HPZ $\left.{ }^{+} 16\right]$. The conditional PMF $\mathbb{P}\left(\boldsymbol{X}(t)=\boldsymbol{x} \mid \boldsymbol{Y}^{(1)}=\hat{\boldsymbol{y}}^{(1)}, \ldots, \boldsymbol{Y}^{(j)}=\hat{\boldsymbol{y}}^{(j)}\right)$ for $j=\max \left\{k \in \mathbb{N} \mid t_{k}<t\right\}$ can be obtained by solving the CME while incorporating the observations using the Bayes rule [ $\left.\mathrm{HPZ}^{+} 16\right]$, i.e., it satisfies the unconditional CME

$$
\begin{equation*}
\frac{\mathrm{d} p_{t}(\boldsymbol{x})}{\mathrm{d} t}=\sum_{m=1}^{M}\left\{\alpha_{m}\left(\boldsymbol{x}-\boldsymbol{\nu}^{(m)}\right) p_{t}\left(\boldsymbol{x}-\boldsymbol{\nu}^{(m)}\right)-\alpha_{m}(\boldsymbol{x}) p_{t}(\boldsymbol{x})\right\}, \tag{5.47a}
\end{equation*}
$$

together with the reset conditions

$$
\begin{equation*}
p_{t_{j}}(\boldsymbol{x})=\frac{1}{Z_{j}} p_{t_{j}^{-}}(\boldsymbol{x}) p_{\boldsymbol{Y} \mid \boldsymbol{X}}\left(\boldsymbol{y}^{(j)} \mid \boldsymbol{x}\right), \quad Z_{j}=\sum_{\boldsymbol{x}} p_{t_{j}^{-}}(\boldsymbol{x}) p_{\boldsymbol{Y} \mid \boldsymbol{X}}\left(\boldsymbol{y}^{(j)} \mid \boldsymbol{x}\right), \tag{5.47b}
\end{equation*}
$$

where $p_{t_{j}^{-}}(\boldsymbol{x})=\lim _{t \rightarrow t_{j}, t<t_{j}} p_{t}(\boldsymbol{x})$ is the PMF before the observation is taken into account. As shown in [ $\left.\mathrm{HPZ}^{+} 16\right]$, the PMF $\tilde{p}_{t}(\boldsymbol{x})=\mathbb{P}\left(\boldsymbol{X}(t)=\boldsymbol{x} \mid \boldsymbol{Y}^{(1)}=\hat{\boldsymbol{y}}^{(1)}, \ldots, \boldsymbol{Y}^{\left(N_{\mathrm{o}}\right)}=\hat{\boldsymbol{y}}^{\left(N_{0}\right)}\right)$ of the smoothed distribution, for which all the measurements are taken into account, has the form

$$
\begin{equation*}
\tilde{p}_{t}(\boldsymbol{x})=p_{t}(\boldsymbol{x}) \beta_{t}(\boldsymbol{x}), \tag{5.48}
\end{equation*}
$$

where $\beta_{t}(\boldsymbol{x})$ satisfies the equation

$$
\begin{equation*}
\frac{\mathrm{d} \beta_{t}(\boldsymbol{x})}{\mathrm{d} t}=\sum_{m=1}^{M}\left\{\alpha_{m}(\boldsymbol{x}) \beta_{t}(\boldsymbol{x})-\alpha_{m}(\boldsymbol{x}) \beta_{t}\left(\boldsymbol{x}+\boldsymbol{\nu}^{(m)}\right)\right\} \tag{5.49a}
\end{equation*}
$$

with the terminal value $\beta(\boldsymbol{x})_{t_{N_{o}}}=1$ and reset conditions

$$
\begin{equation*}
\beta_{t_{j}^{-}}(\boldsymbol{x})=\frac{1}{Z_{j}} p_{t_{j}}(\boldsymbol{x}) p_{\boldsymbol{Y} \mid \boldsymbol{X}}\left(\boldsymbol{y}^{(j)} \mid \boldsymbol{x}\right) . \tag{5.50}
\end{equation*}
$$

Equation (5.49a), also called the backward master equation, is just a CME with the generator $-\mathbf{A}^{\top}$. Its solution can be interpreted as the density of the joint observation RVs following after the time point $t$

$$
\begin{equation*}
\beta_{t}(\boldsymbol{x}) \propto p_{\boldsymbol{Y}(\geqslant j) \mid \boldsymbol{X}(t)}\left(\hat{\boldsymbol{y}}^{(j)}, \ldots, \hat{\boldsymbol{y}}^{\left(N_{0}\right)} \mid \boldsymbol{X}(t)=\boldsymbol{x}\right), \tag{5.51}
\end{equation*}
$$

where $j=\min \left\{k \in \mathbb{N} \mid t_{k}>t\right\}$. The main result of $\left[\mathrm{HPZ}^{+} 16\right]$ is the derivation of an equation for the PMF $\tilde{p}_{t}(\boldsymbol{x})$ which shall satisfy

$$
\begin{equation*}
\frac{\mathrm{d} \tilde{p}_{t}(\boldsymbol{x})}{\mathrm{d} t}=\sum_{m=1}^{M}\left\{\tilde{\alpha}_{m}\left(\boldsymbol{x}-\boldsymbol{\nu}^{(m)}, t\right) \tilde{p}_{t}\left(\boldsymbol{x}-\boldsymbol{\nu}^{(m)}\right)-\tilde{\alpha}(\boldsymbol{x}, t) \tilde{p}_{t}(\boldsymbol{x})\right\}, \tag{5.52}
\end{equation*}
$$

where the propensities are time dependent and have the form

$$
\begin{equation*}
\tilde{\alpha}_{m}(\boldsymbol{x}, t)=\alpha_{m}(\boldsymbol{x}) \frac{\beta\left(\boldsymbol{x}+\boldsymbol{\nu}^{(m)}, t\right)}{\beta(\boldsymbol{x}, t)} . \tag{5.53}
\end{equation*}
$$

On a discrete-time level, we deal with a HMM where the hidden states are the $\operatorname{RVs}\left\{\boldsymbol{X}\left(t_{j}\right)\right\}_{j=1}^{N_{o}}$. One wellknown method to compute the posterior marginal distributions of all hidden states of a HMM is the forwardbackward algorithm, also referred to as belief propagation in a HMM [LJ09]. Having a TT solver for the CME and fast multilinear algebra routines, all operations can be performed in the low-rank format (see Algorithm 8). The forward message, representing the solution $p_{t_{j}}=\mathbb{P}\left(\boldsymbol{X}\left(t_{j}\right)=\boldsymbol{x} \mid \boldsymbol{Y}^{(1)}=\hat{\boldsymbol{y}}^{(1)}, \ldots, \boldsymbol{Y}^{(j)}=\hat{\boldsymbol{y}}^{(j)}\right)$ of the CME (5.47a), is denoted by the tensor $\mathbf{a}^{(j)} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$. The CME is solved on the interval $\left[t_{j}, t_{j+1}\right)$ to obtain a prediction $\mathbf{a}^{(j \rightarrow j+1)}$. Using the observation model, the tensor $\mathbf{p}^{\text {obs }} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$, $\mathrm{p}_{i}^{\text {obs }}=p_{\boldsymbol{Y} \mid \boldsymbol{X}}\left(\hat{\boldsymbol{y}}^{(j)} \mid \boldsymbol{x}(\boldsymbol{i})\right)$ is assembled by using the TT cross-approximation or, in some cases, by directly constructing a TT representation. The latter, for example, is applicable when the observation model can be factorized into univariate PDFs. In this case, $\mathbf{p}^{\text {obs }}$ is a rank-1 tensor. The IC (reset condition) is calculated as the elementwise multiplication $\mathbf{a}^{(j+1)}=\mathbf{p}^{\text {obs }} \odot \mathbf{a}^{(j \rightarrow j+1)}$. In case of the backward pass, the message represented by the tensor $\mathbf{b}^{(j)}$ corresponds to $\beta(\boldsymbol{x})_{t_{j}}$, and is propagated by solving the CME with the transposed operator $\mathbf{A}^{\top}$, starting from the IC $\mathbf{b}^{(j+1)} \odot \mathbf{p}^{\text {obs }}$ to obtain $\mathbf{b}^{(j+1 \rightarrow j)}$. Having all forward and backward messages, the smoothing posterior is obtained by multiplying the messages together, such that $p_{\boldsymbol{X}\left(t_{j}\right) \mid \boldsymbol{Y}\left(\leqslant N_{o}\right)}\left(\boldsymbol{x}(i) \mid \hat{\boldsymbol{y}}^{(1)}, \ldots, \boldsymbol{y}^{\left(N_{0}\right)}\right)=Z^{-1} \mathrm{a}_{i}^{(j)} \mathrm{b}_{i}^{(j)}, Z=\mathbf{a} \cdot \mathbf{b}$. The advantage of using the basis expansion over the time domain is that the smoothing PMF can be calculated at any time point between the observations.

```
Algorithm 8 Forward-backward algorithm for trajectory estimation.
    Input: Sample \(\left\{\hat{\boldsymbol{y}}^{(j)}\right\}_{j=0}^{N_{o}}\), initial PMF \(\mathbf{p}^{(0)}\)
    \(\mathbf{a}^{(0)} \leftarrow \mathbf{p}^{(0)}\)
    for \(j=1, \ldots, N_{\mathrm{o}}\) do
        Solve the CME with the IC \(\mathbf{a}^{(j-1)}\) to obtain \(\mathbf{a}^{(j-1 \rightarrow j)}\).
        Compute \(\mathbf{p}^{\text {obs }}\) for \(\hat{\boldsymbol{y}}^{(j)}\) in the TT format.
        \(\mathbf{a}^{(j)} \leftarrow \mathbf{p}_{i}^{\text {obs }} \odot \mathbf{a}^{(j-1 \rightarrow j)}\)
    \(\mathbf{b}^{\left(N_{\text {obs }}\right)} \leftarrow \mathbf{1}\)
    for \(j=N_{\text {obs }}-1, \ldots, 0\) do
        Compute \(\mathbf{p}^{\text {obs }}\) for \(\hat{\boldsymbol{y}}^{(j+1)}\) in the TT format.
        Solve the CME with the generator \(\mathbf{A}^{\top}\) and IC \(Z^{-1} \mathbf{b}^{(j+1)} \odot \mathbf{p}^{\text {obs }}\) to obtain \(\mathbf{b}^{(j+1 \rightarrow j)}\).
        \(\mathbf{b}^{(j)} \leftarrow \mathbf{p}^{\text {obs }} \odot \mathbf{b}^{(j+1 \rightarrow j)}\)
    for \(j=0, \ldots, N_{\text {obs }}\) do
        \(\mathbf{p}^{(j)} \leftarrow Z^{-1} \mathbf{a}^{(j)} \odot \mathbf{b}^{(j)}\)
    Output: \(\mathbf{p}^{(j)}\) for \(j=0, \ldots, N_{\text {obs }}\)
```


### 5.4.2. Bayesian parameter inference in the TT format

The second Bayesian inference task considered in this chapter, is parameter identification from a trajectory observation. Compared to Section 5.4.1, where a realization of a fully known system is considered, in this section, the observation sample $\left\{\boldsymbol{y}^{(j)}\right\}_{j=1}^{N_{0}}$ is considered to be a realization of a parameter dependent jump process $\boldsymbol{X}(t, \hat{\boldsymbol{\theta}})$, where $\hat{\boldsymbol{\theta}}$ contains the parameters governing the system. The evolution of the PMF corresponding to the parameter dependent jump process is given by the parameter dependent CME. The parameter is considered as a $\mathrm{RV} \boldsymbol{\vartheta}$ and finding $\hat{\boldsymbol{\theta}}$ is transformed to an inference task: approximate the conditional PDF $p_{\vartheta \mid \boldsymbol{Y}\left(\leqslant N_{0}\right)}$ given a prior distribution over the parameter space $p_{\vartheta}$ and the observations. The assumptions on the observation model $p_{\boldsymbol{Y} \mid \boldsymbol{X}}$ are identical to the ones from the previous section. The parameter inference task can be cast into the previously defined filtering framework by considering the joint $\left\{\left(\boldsymbol{X}^{(j)}, \boldsymbol{\vartheta}^{(j)}\right)\right\}_{j=1}^{N_{\mathrm{o}}}$ as latent RVs in the HMM [IWL+ 21$]$. In the time-continuous case, this corresponds to the filtering of an augmented process $\{\mathbf{X}(t), \boldsymbol{\vartheta}(t)\}_{t \geqslant 0}$, where the posterior $p_{\vartheta \mid \boldsymbol{Y}\left(\leqslant N_{0}\right)}$ is obtained by marginalizing the state at $t=t_{N_{\mathrm{o}}}$. No backward pass is needed in this case.

The method is presented in Algorithm 9. The prediction step is obtained by marginalization and using the Markov property

$$
\begin{gather*}
p_{\boldsymbol{X}^{(j)}, \boldsymbol{\vartheta}^{(j)} \mid \boldsymbol{Y}^{(<j)}}\left(\boldsymbol{x}^{(j)}, \boldsymbol{\theta}^{(j)} \mid \boldsymbol{y}^{(0)}, \ldots, \boldsymbol{y}^{(j-1)}\right)=\sum_{\boldsymbol{x}^{(j-1)}} \int_{\Xi}\left(p_{j \mid j-1}\left(\boldsymbol{x}^{(j)}, \boldsymbol{\theta}^{(j)} \mid \boldsymbol{x}^{(j-1)}, \boldsymbol{\theta}^{(j-1)}\right)\right. \\
\left.p_{\boldsymbol{X}^{(j)}, \boldsymbol{\vartheta}^{(j)} \mid \boldsymbol{Y}^{(\leqslant j)}}\left(\boldsymbol{x}^{(j-1)}, \boldsymbol{\theta}^{(j-1)} \mid \boldsymbol{y}^{(1)}, \ldots, \boldsymbol{y}^{(j-1)}\right)\right) \mathrm{d} \boldsymbol{\theta}^{(j-1)}, \tag{5.54}
\end{gather*}
$$

where the conditional PDF $p_{j \mid j-1}$ is given as the solution of the parameter dependent CME in the interval $\left[t_{j-1}, t_{j}\right)$. Marginalization implies summation and integration over the state $j-1$, which is computationally inefficient. Alternatively, the prediction step can be performed by solving the parameter dependent CME with the IC $p_{\boldsymbol{X}^{(j)}, \boldsymbol{\vartheta}^{(j)} \mid \boldsymbol{Y}^{(\leqslant j)}}\left(\boldsymbol{x}^{(j-1)}, \boldsymbol{\theta}^{(j-1)} \mid \hat{\boldsymbol{y}}^{(1)}, \ldots, \hat{\boldsymbol{y}}^{(j-1)}\right)$. On the discrete level, the posterior at step $j$ is represented by the tensor $\mathbf{p}^{(j)} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d} \times \ell_{1} \times \cdots \times \ell_{n_{p}}}$, such that

$$
\begin{equation*}
p_{\boldsymbol{X}^{(j)}, \boldsymbol{\vartheta}^{(j)} \mid \boldsymbol{Y}}(\leqslant j)\left(\boldsymbol{x}^{(j)}(\boldsymbol{i}), \boldsymbol{\theta}^{(j)} \mid \hat{\boldsymbol{y}}^{(1)}, \ldots, \hat{\boldsymbol{y}}^{(j)}\right)=\sum_{\boldsymbol{l}} \mathrm{p}_{\boldsymbol{i} \boldsymbol{l}}^{(j)} L_{\boldsymbol{l}}\left(\boldsymbol{\theta}^{(j)}\right), \quad j=1, \ldots, N_{\mathrm{o}} \tag{5.55}
\end{equation*}
$$

where $\mathbf{p}^{(j)}$ is stored in the TT format. The TT-CME solver with the IC $\mathbf{p}^{(j)}$ is applied in order the get the DoF tensor $\mathbf{p}^{(j \rightarrow j+1)}$ of the PDF $p_{\boldsymbol{X}^{(j)}, \vartheta^{(j)} \mid \boldsymbol{Y}}{ }^{(<j)}$. The update step

$$
\begin{gather*}
p_{\boldsymbol{X}^{(j)}, \boldsymbol{\theta}^{(j)} \mid \boldsymbol{\boldsymbol { Y } ^ { ( \leqslant j ) }}}\left(\boldsymbol{x}^{(j)}, \boldsymbol{\theta}^{(j)} \mid \hat{\boldsymbol{y}}^{(1)}, \ldots, \hat{\boldsymbol{y}}^{(j)}\right)=\frac{1}{Z} p_{\boldsymbol{Y} \mid \boldsymbol{X}}\left(\boldsymbol{y}^{(j)} \mid \boldsymbol{x}^{(j)}\right) \\
p_{\boldsymbol{X}^{(j)}, \boldsymbol{\vartheta}^{(j)} \mid \boldsymbol{Y}(<j)}\left(\boldsymbol{x}^{(j)}, \boldsymbol{\theta}^{(j)} \mid \hat{\boldsymbol{y}}^{(1)}, \ldots, \hat{\boldsymbol{y}}^{(j-1)}\right), \tag{5.56}
\end{gather*}
$$

is accomplished in the tensor format as

$$
\begin{equation*}
\mathbf{p}^{(j+1)}=Z^{-1}\left(\mathbf{p}^{\mathrm{obs}} \otimes \mathbf{1}_{\ell}\right) \odot \mathbf{p}^{(j \rightarrow j+1)}, \quad Z=\mathbf{p}^{(j+1)} \cdot\left(\mathbf{1}_{n} \otimes \mathbf{w}_{l}\right), \tag{5.57}
\end{equation*}
$$

where $\mathbf{1}_{\ell} \in \mathbb{R}^{\ell_{1} \times \cdots \times \ell_{n_{p}}}$ and $\mathbf{1}_{n} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$ are 1-tensors of appropriate sizes and $\mathbf{w} \in \mathbb{R}^{\ell_{1} \times \cdots \times \ell_{n_{p}}}$ is a rank-1 tensor containing the weights that result from integrating the parameter-space basis. Since the process is iterative, the tensor $\mathbf{p}^{(0)}$ has to be specified. Given the DoFs of the prior $p_{\vartheta}$ and the initial PMF $\mathbf{p}(0)$, the initial tensor is $\mathbf{p}^{(0)} \leftarrow \mathbf{p}^{(0)} \odot \mathbf{p}^{\text {prior }}$.

After the last observation is used, the marginalization of the state

$$
\begin{equation*}
p_{\boldsymbol{\vartheta} \mid \boldsymbol{Y}\left(\leqslant N_{0}\right)}\left(\boldsymbol{\theta} \mid \hat{\boldsymbol{y}}^{(1)} \ldots, \hat{\boldsymbol{y}}^{(j)}\right)=\sum_{\boldsymbol{x}} p_{\boldsymbol{X}^{\left(n_{0}\right)}, \boldsymbol{\vartheta}^{\left(n_{0}\right) \mid} \mid \boldsymbol{Y}\left(\leqslant N_{0}\right)}\left(\boldsymbol{x}, \boldsymbol{\theta} \mid \hat{\boldsymbol{y}}^{(1)} \ldots, \hat{\boldsymbol{y}}^{(j)}\right), \tag{5.58}
\end{equation*}
$$

is computed on the multilinear algebra level as $\mathbf{p}^{\text {post }}=\sum_{i} \mathbf{p}_{i:}^{\left(N_{o}\right)}$.

```
Algorithm 9 Parameter identification in the TT-CME framework.
    Input: Sample \(\left\{\hat{\boldsymbol{y}}^{(j)}\right\}_{j=0}^{N_{o}}\), initial PMF \(\mathbf{p}(0)\), prior over the parameter space \(\mathbf{p}^{\text {prior }}\)
    \(\mathbf{p}^{(0)} \leftarrow \mathbf{p}^{(0)} \odot \mathbf{p}^{\text {prior }}\)
    for \(j=1, \ldots, N_{\mathrm{o}}\) do
        Solve the CME with \(\mathbf{p}^{(j-1)}\) as initial condition to obtain the solution \(\mathbf{p}^{(j-1 \rightarrow j)}\).
        Compute \(\mathbf{p}^{\text {obs }}\) for \(\hat{\boldsymbol{y}}^{(j)}\) in TT.
        \(\mathbf{p}^{(j+1)}=Z^{-1}\left(\mathbf{p}^{\mathrm{obs}} \otimes \mathbf{1}_{\ell}\right) \odot \mathbf{p}^{(j \rightarrow j+1)}\) for \(Z=\mathbf{p}^{(j+1)} \cdot\left(\mathbf{1}_{n} \otimes \mathbf{w}_{l}\right)\).
    \(\mathbf{p}^{\text {post }} \leftarrow \sum_{i} \mathbf{p}_{i:}^{\left(N_{0}\right)}\)
    Output: \(p^{\text {post }}\)
```


### 5.5. Numerical Experiments

In the rest of the chapter, numerical investigations are performed to showcase the performance of the presented TT-CME framework. First, a convergence study is performed to assess the correctness of the solver for a simple gene expression model. A more complicated model is also investigated, namely, the so-called SEIR model [Het00]. Second, the state filtering is exemplified on the SEIR model. The remaining three examples address the parameter identification task in the TT format. All presented results have been obtained with a standard workstation. The memory requirements are low enough to fit on every modern laptop or workstation. The framework has been implemented in the tt -cme ${ }^{1}$ Python package. For the multilinear algebraic operations in the TT format, the torchtt ${ }^{2}$ package is used.

[^1]| Reaction | $\alpha_{m}(\boldsymbol{x})$ | Rates $c_{i}$ | Description |
| :---: | :--- | :--- | :--- |
| mRNA $\rightarrow \varnothing$ | $c_{1} x_{1}$ | 0.002 | mRNA degradation |
| mRNA $\rightarrow$ mRNA + Protein | $c_{2} x_{1}$ | 0.015 | Translation |
| $\varnothing \rightarrow$ mRNA | $c_{3}$ | 0.1 | Transcription |
| Protein $\rightarrow \varnothing$ | $c_{4} x_{2}$ | 0.01 | Protein degradation |

Table 5.1.: Reactions of the simple gene expression model.

### 5.5.1. Validation of the TT-based CME solver

## Two-dimensional simple gene expression model

We first perform a convergence study to validate the TT-CME solver. The simple gene expression model is used [ $\left.\mathrm{ALL}^{+} 02\right]$. Since the model is only 2 d , an accurate reference solution can be easily obtained by conventional ODE solvers. In Table 5.1, the four reactions involving the two species are given, i.e., messenger ribonucleic acid (mRNA) and protein. The IC is $p_{0}(\boldsymbol{x})=\delta_{x_{1}}^{2} \delta_{x_{2}}^{4}$, i.e., $\boldsymbol{x}^{(0)}=(2,4)^{\top}$ with probability 1 . The relevant simulation interval is [ 0,1024 ] time units, which is split into 8 subintervals of length 128 time units. In the following, several solver settings are varied as part of the convergence study. As a metric, the maximum relative error between TT-CME solution and the reference is computed:

$$
\begin{equation*}
\epsilon_{\max }=\frac{\max _{\boldsymbol{x}}\left|p_{t_{\text {end }}}^{(\text {ref })}(\boldsymbol{x})-p_{t_{\text {end }}}(\boldsymbol{x})\right|}{\max _{\boldsymbol{x}}\left|p_{t_{\text {end }}}(\boldsymbol{x})\right|}, \tag{5.59}
\end{equation*}
$$

where $t_{\text {end }}=1024$ and $p_{t_{\text {end }}}^{(\text {ref })}(\boldsymbol{x})$ is the reference solution computed by integrating the ODE in the full format over a very fine grid.

The first numerical experiment addressed the dependency of the maximum relative error on the dimension $n_{T}$ of the basis expansion (5.22), which is used for the time dependency. The relative residual of the AMEn solver was fixed to $10^{-13}$ during this test and no rank truncation was done. In Figure 5.1, the results are shown for three different choices of time integration schemes: Chebyshev polynomial basis and the classical finite-difference schemes such as implicit Euler and Crank-Nicolson. As expected from the theory, the convergence of the classical schemes is $\mathcal{O}\left(n_{T}^{-1}\right)$ for the implicit Euler and $\mathcal{O}\left(n_{T}^{-2}\right)$ for Crank-Nicolson [But16]. The convergence of the Chebyshev method is also the one expected from the theory, namely exponential [Tre00]. However, the Chebyshev polynomial method reaches stagnation after $n_{T}=8$. This bottleneck is caused by the choice of the relative residual of the iterative TT solver.

A further investigation is performed to address the effect of the basis dimension and the relative residual of the AMEn solver $\epsilon$. To this end, the simulation is run for $\left(\epsilon, n_{T}\right) \in\left\{10^{-1}, 10^{-2}, \ldots, 10^{-12}\right\} \times\{2,3, \ldots, 8\}$ and the results are displayed in Figure 5.2. The stagnation of $\epsilon_{\max }$ due to the relative residual $\epsilon$ can be clearly observed in the plot. Therefore, a balance between the $n_{T}$ and the relative residual has to be found and the computational cost has to be taken into consideration as well.

## Four-dimensional SEIR model

In this section, a more complicated model is studied. For the simple gene expression model previously introduced, the reference solution was easily computed using a conventional ODE solver. A more complicated model is investigated in this section, namely the so-called SEIR model. The SEIR model is a 4-dimensional virus spreading model [Het00] for which the standard ODE solvers applied on full tensors result in a high computational cost. The individuals of the virus spreading model are separated into four distinct categories (species):


Figure 5.1.: Convergence of the TT-solver with respect to the dimension of the time basis.


Figure 5.2.: Error versus solver accuracy for different sizes of the basis.

1. Susceptible ( $S$ ), i.e., healthy individuals who are prone to getting infected.
2. Exposed ( $E$ ), i.e., individuals exposed to the virus, but cannot yet spread the virus.
3. Infected ( $I$ ), i.e., individuals who carry the virus and are contagious.
4. Recovered ( $R$ ), i.e., healthy individuals that are immune to the virus.

In Table 5.2, the 7 reactions between the 4 categories of individuals are presented. For the numerical solution, the state space truncation is $\boldsymbol{n}=\left(n_{1}, n_{2}, n_{3}, n_{4}\right)=(128,128,64,64)$ and the IC is $\boldsymbol{x}(0)=(50,4,0,0)^{\top}$ with probability 1. A fixed subinterval length of 0.5 and a basis dimension of $n_{T}=8$ are chosen in order to solve the CME in the time interval $[0,8]$. The reference solution is computed by numerically solving the CME without the TT-decomposition for a very fine time grid.

Building the CME generator in the TT format for the given state truncation results in a TT rank of $\boldsymbol{r}=(1,5,6,3,1)$, which accounts for $\approx 2.3 \mathrm{MB}$ of storage. As a comparison, the same tensor operator in

| Reaction | $\alpha_{m}(\boldsymbol{x})$ | Rate $c_{i}$ | Description |
| :---: | :--- | :--- | :--- |
| $S+I \rightarrow E+I$ | $c_{1} x_{1} x_{3}$ | 0.1 | Susceptible meets infected and becomes exposed |
| $E \rightarrow I$ | $c_{2} x_{2}$ | 0.5 | Exposed is infected and contagious |
| $I \rightarrow S$ | $c_{3} x_{3}$ | 1.0 | Infected recovers without immunity |
| $S \rightarrow \varnothing$ | $c_{4} x_{1}$ | 0.01 | Susceptible dies |
| $E \rightarrow \varnothing$ | $c_{5} x_{2}$ | 0.01 | Exposed dies |
| $I \rightarrow R$ | $c_{6} x_{3}$ | 0.01 | Infected recovers with immunity |
| $\varnothing \rightarrow S$ | $c_{7}$ | 0.4 | New susceptible is born |

Table 5.2.: Reactions, propensities, and reaction rates of the SEIR model.
full format would require $\approx 2.1 \mathrm{~GB}$, even if a sparse format is used. The TT representation needs in this case only $0.11 \%$ of the storage required to store all the nonzero elements of the full generator. Using the QTT format cuts the storage requirements to around 38 KB , thus resulting in a further decrease compared to the TT format. The QTT also speeds up the time domain solver, with the solution being obtained in approximately 3 min , while the solution in the TT format requires 4.4 min . The reference solution obtained with a conventional ODE integrator is computed in approximately 4 hours.

In order to illustrate the evolution of the PMF, several solution snapshots of the marginal EI distribution are shown in Figure 5.3. The pointwise error between the TT based solution and the reference is displayed in Figure 5.3f. The maximum and mean errors at the end of the simulation time $t_{\text {end }}=8$ are

$$
\begin{aligned}
\epsilon_{\max } & =\frac{\max _{\boldsymbol{x}}\left|p_{t_{\mathrm{end}}}^{(\mathrm{ref})}(\boldsymbol{x})-p_{t_{\mathrm{end}}}(\boldsymbol{x})\right|}{\max _{\boldsymbol{x}} \mid p_{t_{\mathrm{end}}^{(\mathrm{ref})}}^{(\boldsymbol{x}) \mid}=2.9 \cdot 10^{-5}} \\
\epsilon_{\text {mean }} & =\frac{\frac{1}{N^{4}} \sum_{\boldsymbol{x}}\left|p_{t_{\mathrm{end}}}^{(\mathrm{ref})}(\boldsymbol{x})-p_{t_{\mathrm{end}}}(\boldsymbol{x})\right|}{\max _{\boldsymbol{x}}\left|p_{t_{\mathrm{end}}}^{(\mathrm{ref})}(\boldsymbol{x})\right|}=2.539 \cdot 10^{-9}
\end{aligned}
$$

The rank for representing the solution in the TT format at $t=t_{\text {end }}$ is $\boldsymbol{r}=(1,46,106,14,1)$, which accounts for 3.32 MB of storage ( 1.89 MB for QTT), that is, only $1.23 \%$ ( $0.70 \%$ for QTT) of the storage needed for storing the full PMF. During the TT-CME time stepping, the largest tensor stored for the basis expansion over the time domain took only $4.4 \mathrm{MB}(2.5 \mathrm{MB}$ for QTT). For this example, the TT-CME solver proves to be a considerably more efficient alternative compared to standard solvers.

The ordering $S, E, I, R$ has been chosen based on the interactions between the species. Reordering the species has been shown to have an effect on the TT ranks of the CME operator and the solution. This issue has been addressed in [GKMS17]. The species that are highly correlated have to be close to each other in the train, otherwise the rank of the cores in between must carry the information. This is problematic since it increases the rank and thus the computational expense.

### 5.5.2. Filtering and smoothing

We now apply the state filtering and smoothing algorithm (Algorithm 8) presented in Section 5.4.1 on the SEIR model from Section 5.5.1. Using the SSA [Gil76], a realization of the system is computed for the time interval $[0,10]$. From the reference trajectory, we choose $N_{\mathrm{o}}=33$ equidistant observations with $\Delta t=0.3125$ (see the blue solid line in Figure 5.4). Lognormal noise is then added to the observations with variance 0.1 for $S, E$, and $I$, and 0.05 for $R$. In Figure 5.4 , the trajectory for $S, E$ and $I$ is plotted (blue


Figure 5.3.: The time dependent Exposed-Infected (EI) marginal PMF for $t \in\{0,2,4,6,8\}$. In 5.3 f , we compute the pointwise absolute error between the TT solution and the reference obtained by integrating the CME over a fine time grid. Figures adapted from [IWL+ 21$]$.
solid line) together with the noisy observations (marked with the black $\times$ symbol). The noise model in this case represented as a tensor is

$$
\begin{equation*}
\mathrm{p}_{i}^{\mathrm{obs}}(\boldsymbol{y})=\prod_{k=1}^{d} \frac{1}{y_{k} \sigma_{k} \sqrt{2 \pi}} \exp \left(-\frac{1}{2} \frac{\left(\log y_{k}-\log \left(x_{k}\left(i_{k}\right)+1\right)\right)^{2}}{\sigma_{k}^{2}}\right), \tag{5.60}
\end{equation*}
$$

where $\boldsymbol{y}$ is the observation and $\sigma_{k}, k=1,2,3,4$ are the corresponding variances. As it can be seen the $\mathbf{p}^{\text {obs }}$ is a rank- 1 tensor. If reshaped to QTT, the TT rank still remains low (maximum rank 8 and mean rank less than 2 for a truncation of $\epsilon=10^{-12}$ ). The state truncation is $\boldsymbol{n}=(128,128,64,32)$ and the Chebyshev differentiation scheme is used for the timestepping.

The runtime of the experiment is 10 minutes for the forward pass and 13 minutes for the backward pass (the relative residual of the AMEn solver is set to $10^{-6}$ ). Both TT and QTT are investigated and it has been again shown that the QTT outperforms the TT in terms of computational cost (both space and time). With respect to the storage requirements, storing the PMFs in the QTT format reduces the memory usage to approximately $\approx 105 \mathrm{MB}$ for the forward propagating messages and 130 MB for the backward propagating messages, which is an advantage since both type of messages have to be saved for the smoothing. Having the time dependent PMF $\mathbb{P}\left(\boldsymbol{X}(t)=\boldsymbol{x} \mid \boldsymbol{Y}^{(1)}=\hat{\boldsymbol{y}}^{(1)}, \ldots, \boldsymbol{Y}^{\left(N_{0}\right)}=\hat{\boldsymbol{y}}^{\left(N_{0}\right)}\right)$ of the smooth distribution, we compute the first two moments in order to quantify the obtained reconstruction of the state. In Figure 5.4, the red discontinuous line is the expected value and the standard deviation is represented by the gray envelope. The moments are efficiently computed in the TT format since they are obtained using scalar product with rank-1 tensors.

For this example, applying the reset conditions in order to incorporate the observations leads to an improvement of the overall error. Moreover, the TT ranks also decreases after the reset condition is imposed. This behavior is illustrated in Figure 5.5, where the maximum TT rank of the train is represented over the simulation time. A decrease of up to 3 times is observed.

### 5.5.3. Bayesian parameter inference

## Simple gene expression model

Algorithm 9 is now applied in order to identify the four reaction rates $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}, \theta_{3}, \theta_{4}\right)=\left(c_{1}, c_{4}, c_{3}, c_{4}\right)$ of the simple gene expression model described by the reactions in Table 5.4. Using the SSA, a realization is drawn for the time interval $[0,1024]$. From the reference trajectory, $N_{\mathrm{o}}=64$ equidistant observations are chosen, with $\delta t=4$ time units. Gaussian noise with the standard deviation $\sigma=0.5$ is added, with the noise model represented as the rank-1 tensor

$$
\begin{equation*}
\mathrm{p}_{i}^{\mathrm{obs}}(\boldsymbol{y})=\prod_{k=1}^{2} \frac{1}{\sigma \sqrt{2 \pi}} \exp \left(-\frac{1}{2} \frac{\left(y_{k}-x_{k}\left(i_{k}\right)\right)^{2}}{\sigma^{2}}\right) \tag{5.61}
\end{equation*}
$$

where $\boldsymbol{y}$ is the observation. Regarding the prior, the parameters are considered to be independent Gamma distributed. Since the model is computationally affordable even for the classical solvers, the Metropo-lis-Hastings (MH) algorithm [BGJM11] is used to draw a sample of size $5 \cdot 10^{5}$ from the posterior. To this end, the CME was solved for different parameter realizations using the built-in Python ODE solver. The runtime of the MH is $\approx 1.5$ days, which is orders of magnitude slower than the TT based solver, as will be shown later.

To discretize the parameter space, we use tensor product quadratic B-splines with uniform knots of equal size, i.e., $\ell=(64,64,6,4,64)$. The parameters are truncated to $\theta_{i} \in\left[0,6 c_{i}\right], i=1, \ldots, 4$. Regarding the time discretization, the Chebyshev scheme is used with $n_{T}=8$ and a maximum subinterval size of 0.5 time


Figure 5.4.: Forward-backward algorithm applied on the SEIR model with $N_{0}$ time-discrete observations. The ground truth is the solid blue line, while the noisy observations are marked with the " $\times$ " symbol. The expected value of the posterior is represented by the red dashed line and the corresponding standard deviation by the gray envelope. Figure adapted from [IWL+21].


Figure 5.5.: TT ranks of the forward propagating messages (represented by the triangle markers).
units. For a state truncation of $\boldsymbol{n}=(64,64)$, the QTT format is used to run the parameter inference. The total runtime is $\approx 21 \mathrm{~min}$ and the 6 d tensor of mode size 64 representing the joint over the state-parameter space requires $\approx 9.2 \mathrm{MB}$ of storage. If the same tensor is stored in the full format, it would require more than 500 GB . An even better compression is attained for the CME generator, requiring only $\approx 128 \mathrm{~KB}$ of storage. The 4 d posterior cannot be directly visualized and therefore marginals $p_{\Theta_{j}, \Theta_{i}}, i, j=1, \ldots, 4$, are computed and graphically represented in Figure 5.6. As a comparison, 1d and 2d histograms are also represented for a visual verification, where the exact parameters are marked by the red dashed lines. A visual match can be observed between the two methods. Posterior moments such as the expected value and the covariance are also computed:

$$
\begin{aligned}
\mathbb{E}(\boldsymbol{\vartheta}) & =(0.001925,0.01512,0.09988,0.01058), \\
\operatorname{Cov}(\boldsymbol{\vartheta}, \boldsymbol{\vartheta}) & =\left(\begin{array}{cccc}
1.0351 \cdot 10^{-6} & -1.4000 \cdot 10^{-8} & 1.0560 \cdot 10^{-5} & 2.2160 \cdot 10^{-10} \\
-1.4000 \cdot 10^{-8} & 8.6669 \cdot 10^{-6} & -2.5506 \cdot 10^{-7} & 4.9247 \cdot 10^{-6} \\
1.0560 \cdot 10^{-5} & -2.5506 \cdot 10^{-7} & 5.4189 \cdot 10^{-4} & 1.7087 \cdot 10^{-8} \\
2.2160 \cdot 10^{-10} & 4.9247 \cdot 10^{-6} & 1.7087 \cdot 10^{-8} & 7.6244 \cdot 10^{-6}
\end{array}\right) .
\end{aligned}
$$

The mean and covariance of the MH sample are:

$$
\begin{aligned}
& \boldsymbol{\mu}_{\boldsymbol{\theta}}=(0.001922,0.01507,0.09992,0.01052), \\
& \boldsymbol{C}_{\boldsymbol{\theta}}=\left(\begin{array}{cccc}
9.9755 \cdot 10^{-7} & -1.6217 \cdot 10^{-8} & 9.7124 \cdot 10^{-6} & 3.7631 \cdot 10^{-9} \\
-1.6217 \cdot 10^{-8} & 8.4986 \cdot 10^{-6} & -8.3867 \cdot 10^{-8} & 4.8476 \cdot 10^{-6} \\
9.7124 \cdot 10^{-6} & -8.3867 \cdot 10^{-8} & 5.2334 \cdot 10^{-4} & 1.0908 \cdot 10^{-7} \\
3.7631 \cdot 10^{-9} & 4.8476 \cdot 10^{-6} & 1.0908 \cdot 10^{-7} & 7.5183 \cdot 10^{-6}
\end{array}\right) .
\end{aligned}
$$

As seen in the structure of the covariance and the 2d marginals, the second and fourth parameters are positively correlated. When looking at Table 5.4, the second and the fourth reactions govern the creation and the destruction of the proteins. An increase in the protein creation rate is therefore "cancelled" by an increase in the degradation rate.

A hyperparameter study is done to investigate the impact of several solver settings on the quality of the solution. The references in this case are the MH solution and a solution computed with a fine grid TT-CME solver with $\epsilon=10^{-7}, \ell=64, n_{T}=16$. As a first study, we investigate how the relative residual $\epsilon$ affects inference by performing a sweep $\epsilon \in\left\{10^{-3}, 10^{-4}, 10^{-5}, 10^{-6}\right\}$. In Table 5.3, the results are reported in terms of relative error of the mean, runtime and storage requirement. When comparing to the MCMC


Figure 5.6.: Simple gene expression model: marginalized posterior PDFs over the parameter space. The black regions correspond to high density of the PDF and the green contour lines represent the 2 d histograms obtained from the MCMC. The exact parameters are marked with the red dashed lines. In the case of the 1d marginals on the main diagonal, the prior is also represented (green dashed line). Figure adapted from [IWL $\left.{ }^{+} 21\right]$.
based method, the stagnation of the error is achieved for $\epsilon=10^{-4}$ and smaller. This is not the case when comparing to the fine grid solution. On the other side, a lower relative residual leads to higher computational costs in terms of runtime and storage.

Additional tests regarding the dimension of the univariate bases were conducted. A sweep $\ell \in\{16,32,64\}$ is performed to assess how the refinement of the B-splines affects the accuracy. For the case $\ell=16$, the tensor product basis is unable to properly represent the joint due to oscillations. This is caused by the small posterior variance compared to the knot spacing. However, for the prior, no approximation problems appear. Refining the basis to $\ell=32$ leads to a smoother approximation of the posterior, since the resolution of the

| $\epsilon$ | Error w.r.t. MH | Error w.r.t. fine grid | Runtime [min] | Storage [MB] |
| :--- | :--- | :--- | :--- | :--- |
| $10^{-3}$ | $3.656 \times 10^{-3}$ | $2.678 \times 10^{-3}$ | 7 | 0.76 |
| $10^{-4}$ | $2.284 \times 10^{-3}$ | $1.429 \times 10^{-3}$ | 10 | 2.93 |
| $10^{-5}$ | $3.530 \times 10^{-3}$ | $1.338 \times 10^{-4}$ | 21 | 7.37 |
| $10^{-6}$ | $3.620 \times 10^{-3}$ | $4.301 \times 10^{-5}$ | 54 | 14.75 |

Table 5.3.: Simple gene expression model: TT-CME solver performance for different values of the relative residual $\epsilon$.
basis is sufficient to accommodate the narrow posterior. The conclusion of the study is that the accuracy of the AMEn solver is the limiting factor when performing inference tasks. It has also been noticed that a relative residual of $\epsilon=10^{-5}$ is a satisfactory trade off between accuracy and solver runtime.

## Gene expression model with feedback

A more complicated model is the 3-stage gene expression model with feedback loop [SS08]. The 4 species are: a gene in activated form $(G)$, a gene in inactivated form $\left(G^{*}\right)$, mRNA, and protein. The species are involved in 6 reactions, presented in Table 5.4. Similarly to the previous sections, the SSA is used to generate a reference trajectory for the nominal reaction rates given in Table 5.4. $N_{\mathrm{o}}=45$ equidistant observations are considered and Gaussian noise is added (see Figure 5.7).

| Reaction | $\alpha_{m}(\boldsymbol{x})$ | Rate $c_{i}$ |
| :---: | :--- | :--- |
| $G \rightarrow G+M$ | $c_{1} x_{1}$ | 4.0 |
| $M \rightarrow M+P$ | $c_{2} x_{2}$ | 10.0 |
| $M \rightarrow \varnothing$ | $c_{3} x_{2}$ | 1.0 |
| $G+P \rightarrow G^{*}$ | $c_{4} x_{1} x_{3}$ | 0.2 |
| $G^{*} \rightarrow G+P$ | $c_{5} x_{4}$ | 0.6 |
| $P \rightarrow \varnothing$ | $c_{6} x_{3}$ | 1.0 |

Table 5.4.: Reactions of the 3 stage gene expression model.


Figure 5.7.: 3 stage gene expression model: 45 noisy observations (marked with the " $\times$ " symbol) used for inferring the parameters and the reference trajectory. Figure adapted from [IWL+21].


Figure 5.8.: 3 stage gene expression model: marginalized posterior PDFs over the parameter space. The black regions correspond to high density of the PDF and the green contour lines represent the 2 d histograms obtained from the MCMC. The exact parameters are marked with the red dashed lines. In the case of the 1d marginals on the main diagonal, the prior is also represented (green dashed line). Figure adapted from [IWL+21].

Only the first 5 parameters are identified, i.e., $\boldsymbol{\theta}=\left(c_{1}, c_{2}, c_{3}, c_{4}, c_{5}\right)$, and the parameter space is restricted to $\Xi=\times_{i=1}^{5}\left[0,5 c_{i}\right]$. The prior distributions over the parameter space are chosen to be independent Gamma and are truncated within the parameter range. The parameter dependence is approximated using a tensor
product basis of univariate quadratic B-splines with dimension 64. The tolerance of the TT-solver is set to $10^{-5}$ as a relative residual.

Using the parameter identification algorithm presented in Section 5.4.2, an approximation of the posterior is computed. For the parameter dependence a tensor product of quadratic B-splines of dimensions $\ell=(64,64,64,64,64)$ is chosen and the relative residual of the AMEn solver is set to $10^{-5}$. The marginalized PDFs are reported in Figure 5.8 together with the histograms obtained from the MCMC. On the main diagonal, the one-dimensional marginals $p_{\vartheta_{k} \mid \boldsymbol{Y}\left(\leqslant N_{0}\right)}, k \in\{1,5\}$ are plotted (blue solid lines) together with the histogram and the prior (green dashed line). The non-diagonal plots represent the two-dimensional marginals $p_{\vartheta_{k}, \vartheta_{l} \mid \boldsymbol{Y}\left(\leqslant N_{0}\right)}, k, l \in\{1,5\}, k \neq l$, together with the histogram (green contour lines). A visual match between the 2 methods can be observed. The expected value and the variance of the obtained posterior are

$$
\begin{aligned}
\mathbb{E}(\boldsymbol{\vartheta}) & =(4.0237,9.1566,1.8336,0.2369,1.0655), \\
\operatorname{Cov}(\boldsymbol{\vartheta}, \boldsymbol{\vartheta}) & =\left(\begin{array}{ccccc}
9.4956 \cdot 10^{-1} & -7.9391 \cdot 10^{-2} & 1.3203 \cdot 10^{-1} & 2.2193 \cdot 10^{-3} & -1.3762 \cdot 10^{-3} \\
-7.9391 \cdot 10^{-2} & 1.5116 & -8.1799 \cdot 10^{-3} & -8.8107 \cdot 10^{-4} & -5.6806 \cdot 10^{-4} \\
1.3203 \cdot 10^{-1} & -8.1799 \cdot 10^{-3} & 1.6569 \cdot 10^{-1} & -8.1715 \cdot 10^{-4} & 9.2572 \cdot 10^{-4} \\
2.2193 \cdot 10^{-3} & -8.8107 \cdot 10^{-4} & -8.1715 \cdot 10^{-4} & 5.1425 \cdot 10^{-3} & 4.8380 \cdot 10^{-3} \\
-1.3762 \cdot 10^{-3} & -5.6806 \cdot 10^{-4} & 9.2572 \cdot 10^{-4} & 4.8380 \cdot 10^{-3} & 1.1611 \cdot 10^{-1}
\end{array}\right) .
\end{aligned}
$$

The mean and variance of the MCMC parameter sample are

$$
\begin{aligned}
\boldsymbol{\mu}_{\boldsymbol{\theta}} & =(4.0503,9.1995,1.8443,0.2379,1.0680), \\
\boldsymbol{C}_{\boldsymbol{\theta}} & =\left(\begin{array}{ccccc}
9.7501 \cdot 10^{-1} & -7.5935 \cdot 10^{-2} & 1.4018 \cdot 10^{-1} & 3.2855 \cdot 10^{-3} & -6.5464 \cdot 10^{-5} \\
-7.5935 \cdot 10^{-2} & 1.5294 & 4.2049 \cdot 10^{-3} & -1.7015 \cdot 10^{-3} & -7.1941 \cdot 10^{-3} \\
1.4018 \cdot 10^{-1} & 4.2049 \cdot 10^{-3} & 1.7003 \cdot 10^{-1} & -3.8162 \cdot 10^{-4} & 1.4135 \cdot 10^{-3} \\
3.2855 \cdot 10^{-3} & -1.7015 \cdot 10^{-3} & -3.8162 \cdot 10^{-4} & 5.1862 \cdot 10^{-3} & 5.1926 \cdot 10^{-3} \\
-6.5464 \cdot 10^{-5} & -7.1941 \cdot 10^{-3} & 1.4135 \cdot 10^{-3} & 5.1926 \cdot 10^{-3} & 1.2025 \cdot 10^{-1}
\end{array}\right) .
\end{aligned}
$$

When compared, the relative error between the TT-CME solution and the MCMC is $10^{-3}$ for the mean and $10^{-2}$ for the variance, being limited by the small MCMC sample size. Regarding the runtime, the TT-CME solver needs 50 min . As a comparison, the MCMC simulation took approximately 2.5 days to complete for a sample size equal to $5 \cdot 10^{5}$. Regarding storage needs, storing a TT representation of the parameter dependent generator (inverse of the mass multiplied with the stiffness) requires approximately 11 MB . When using the QTT format, only approximately 0.2 MB are needed. As in the previous cases, the memory consumption for the TT format can be reduced if sparse tensors are used for storing the cores. During the parameter identification, storing the joint over the states and the parameters required at most 10 MB for a $4 \times 32 \times 128 \times 4 \times 64 \times 64 \times 64 \times 64 \times 64$ tensor.

## SEIQR model

The final example considered in this chapter is the 5-dimensional SEIQR virus spreading model, containing one additional species compared to the SEIR model: quarantined ( Q ). The quarantined individuals carry the virus but are not able to spread it further. They also benefit from a maximum survival rate. The 9 reactions are described in Table 5.5. Only the first four parameters are considered as uncertain, i.e., $\boldsymbol{\theta}=\left(c_{1}, c_{2}, c_{3}, c_{4}\right)$. The $N_{\mathrm{o}}=45$ observations are represented in Figure 5.9 along with the reference trajectory. A lognormal noise model is assumed for the species Susceptible, Exposed and Infected, while Quarantined and Recovered are exactly observed.

| Reaction | $\alpha_{m}(\boldsymbol{x})$ | Rate $c_{i}$ | Description |
| :---: | :--- | :--- | :--- |
| $S+I \rightarrow E+I$ | $c_{1} x_{1} x_{3}$ | 0.04 | Susceptible meets infected and becomes exposed |
| $E \rightarrow I$ | $c_{2} x_{2}$ | 0.4 | Exposed becomes infected |
| $I \rightarrow Q$ | $c_{3} x_{3}$ | 0.4 | Infected becomes quarantined |
| $I \rightarrow \varnothing$ | $c_{4} x_{3}$ | 0.004 | Infected individual dies |
| $I \rightarrow R$ | $c_{5} x_{3}$ | 0.12 | Infected recovers with immunity |
| $Q \rightarrow R$ | $c_{6} x_{4}$ | 0.8765 | Quarantined recovers with immunity |
| $I \rightarrow S$ | $c_{7} x_{3}$ | 0.01 | Infected recovers without immunity |
| $Q \rightarrow S$ | $c_{8} x_{4}$ | 0.01 | Quarantined recovers without immunity |
| $\varnothing \rightarrow S$ | $c_{9}$ | 0.01 | New susceptible individual |

Table 5.5.: Reactions of the SEIQR model.

The solution is obtained using the TT-CME solver in approximately 42 min for a relative accuracy of $\epsilon=10^{-5}$ and tensor product quadratic B-splines for the parameter dependence. The posterior is stored using $\approx 30 \mathrm{MB}$ in the QTT format for a state truncation of $\boldsymbol{n}=(128,64,64,32,32)$, while the CME generator uses a mere 200 KB . The solution in the full format on the other side needs $\approx 4.2 \mathrm{~GB}$ for a single parameter.

The posterior marginals are shown in Figure 5.10. For this example, a MCMC reference is computationally unfeasible due to the long simulation time for the single parameter case. The posterior variance is lower than the prior, indicating a larger confidence in estimating the parameters. The expected value and the covariance matrix are:

$$
\mathbb{E}(\boldsymbol{\vartheta})=\left(\begin{array}{llll}
0.03640125 & 0.37381211 & 0.47709099 & 0.00400664 \tag{5.62}
\end{array}\right),
$$

$$
\operatorname{Cov}(\boldsymbol{\vartheta}, \boldsymbol{\vartheta})=\left(\begin{array}{cccc}
1.7127 \cdot 10^{-5} & 2.0241 \cdot 10^{-6} & 7.9286 \cdot 10^{-6} & 2.0921 \cdot 10^{-8}  \tag{5.63}\\
2.0241 \cdot 10^{-6} & 2.9069 \cdot 10^{-3} & -7.5025 \cdot 10^{-6} & 1.7820 \cdot 10^{-7} \\
7.9286 \cdot 10^{-6} & -7.5025 \cdot 10^{-6} & 9.4759 \cdot 10^{-3} & -1.1212 \cdot 10^{-7} \\
2.0921 \cdot 10^{-8} & 1.7820 \cdot 10^{-7} & -1.1212 \cdot 10^{-7} & 4.0046 \cdot 10^{-7}
\end{array}\right) .
$$

If the posterior variance becomes lower, the uniformly distributed knots of the B-splines are no longer able to properly capture the steep increase of the PDF. In order to avoid the oscillations, the size of the basis is set to $\ell=(64,64,64,64)$. Refining the basis, changing the position of the knots or adaptively truncating the parameter space are some possible solutions to improve the solver. A variance based criterion can be used to control the adaptivity.


Figure 5.9.: SEIQR model: 45 noisy observations (marked with the " $\times$ " symbol) used for inferring the parameters and the reference trajectory. Figure adapted from [IWL+21].


Figure 5.10.: SEIQR model: marginalized posterior PDFs over the parameter space. The black regions correspond to high density of the PDF. The exact parameters are marked with the red dashed lines. In the case of the 1d marginals on the main diagonal, the prior is also represented (green dashed line). Figure adapted from [IWL+21].

## 6. Tensor-Train Isogeometric Analysis

The focus of this chapter is on the development of surrogate models for parameter dependent systems governed by BVPs. The input parameters are assumed to be variable and to affect the geometry of the model, the material relation or the force term. Once the surrogate model is constructed, tasks such as optimization, control, uncertainty quantification or solving inverse problems can be easily performed by considering the surrogate as a black box model and applying the methods to it. The presented method to compute the surrogate is however white box.

The method of choice for discretizing the PDE is the IGA FEM. Introduced by Tom Hughes in 2005 [HCB05], the main idea of IGA is to represent the geometry using B-spline or NURBS parametrizations and to approximate the solution in the reference domain (the definition domain of the parametrization). The combination of the FEM with geometry description techniques based on computer-aided design (CAD) allows for the exact representation of complex geometries [CHB09, NABR15]. Moreover, compared to ordinary FEM, a reduced number of DoFs is needed for obtaining a similar accuracy [DVBSV14]. The main advantage exploited in this work is the tensor product structure of the reference domain, which makes storing the DoFs in tensor format a natural choice. Due to the mentioned advantages, the IGA has been successfully used to solve BVPs in a variety of fields such as structural analysis [WWS13, CRBH06, MAB ${ }^{+} 15$, Rea06, SKBW10], electromagnetic field simulation [BCdF ${ }^{+}$20, BSV10, DKSW19a, DKSW19b, SBdFS20], and fluid mechanics [ABKF11, BH08, GPC19, HAB11, LBJ19, WWX ${ }^{+}$17]. A main disadvantage of IGA is the computationally expensive assembly of the discrete Galerkin operators for the 3-dimensional case [HCB05]. This disadvantage is critical when IGA solvers are used for variable design parameters. This is the case in the fields of shape optimization [FSV15, MGS21, WWXP18, PBC ${ }^{+}$15], UQ [GACS19, ZS19] or shape morphing [ZGAS22].

To address this problem, we propose a white box IGA solver for parameter dependent BVPs. The parameters can be either geometry design variables or they can affect the material coefficients. The parameter dependence is resolved by interpolating the solution over a tensor-product collocation grid. The space where the solution lives is therefore extended using the tensor product. On the linear algebra level, the DoFs as well as the discrete operators are represented using the tensor formulation presented in the previous chapters. The parameters introduce additional dimensions of the DoF tensor. Exploiting the tensor product structure $\left[\mathrm{ABC}^{+} 15\right]$ of the bilinear forms arising from the IGA discretization allows us to directly construct the operators as well as the right-hand side in the TT format [ILDG22]. The multilinear solver presented in Section 3.2.4 is employed to obtain the solution DoFs in the TT-format as well. The obtained surrogate can be treated as a black box function handle to solve inverse problems using conventional techniques such as MCMC [BGJM11], computing the mode and moments of the posterior or directly approximating the posterior [ $\mathrm{IWL}^{+} 21, \mathrm{FLU}^{+} 20$ ].

The content presented in this chapter is based on our work [ILDG22] and is structured as follows: the first section introduces the model problem as well as the assumptions made. The following section presents the discretization of the geometry using B-splines and NURBS. In the third section, the discretization of the solution space as well as the parameter dependence is explained. In Section 6.4, the construction of all discrete operators in the TT format is described. Numerical experiments are performed and discussed in Section 6.5 to validate and showcase the performance of the method. First a convergence test is performed
on an example problem. The second test assesses the efficiency of the suggested TT-IGA solver for a case where the number of parameters is increased. Two more examples are presented where an inverse problem is solved using the surrogate constructed by the TT-IGA method.

### 6.1. Problem statement

Let $D(\boldsymbol{\theta}) \subset \mathbb{R}^{d}, d \in\{2,3\}$ be a domain (in following also referred to as the physical domain) depending on the parameter vector $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{N_{\mathrm{p}}}\right) \in \Xi$ for a bounded box-domain $\Xi=\Xi_{1} \times \cdots \times \Xi_{N_{\mathrm{p}}} \subset \mathbb{R}^{N_{\mathrm{p}}}\left(\Xi_{k}\right.$ are intervals). In order to use the IGA framework, some restrictions on the choice of the domain are made. It is assumed that the physical domain is given as the image of an injective map (also called parametrization) $G:[0,1]^{d} \times \Xi \rightarrow \mathbb{R}^{d}:$

$$
\begin{equation*}
D(\boldsymbol{\theta})=\operatorname{Im}\left\{G(\boldsymbol{y}, \boldsymbol{\theta}): \boldsymbol{y} \in(0,1)^{d}\right\}, \quad \forall \boldsymbol{\theta} \in \Xi . \tag{6.1}
\end{equation*}
$$

An example is shown in Figure 6.1, where a Cartesian mesh in the reference domain is deformed using a parameter dependent parametrization. In a more general setup, the domain can be represented using several parametrizations such that their images construct a fully connected set and overlap only on the boundary (multipatch approach). In this work, however, only a single patch is considered. Moreover, the following assumptions on the map $G$ are made:

1. For every parameter $\boldsymbol{\theta} \in \Xi$, the restriction $G(\cdot, \boldsymbol{\theta}):[0,1]^{d} \rightarrow \mathbb{R}^{d}$ is Lipschitz continuous.
2. For every point $\boldsymbol{y} \in(0,1)^{d}$, the function $G(\boldsymbol{y}, \cdot)$ is assumed to be sufficiently smooth for polynomial interpolation.

On the parameter dependent domain, we consider the following Helmholtz BVP for the scalar field $u: D(\boldsymbol{\theta}) \times \Xi \rightarrow \mathbb{R}$ :

$$
\begin{align*}
-\nabla \cdot(\kappa(\cdot, \boldsymbol{\theta}) \nabla u(\cdot, \boldsymbol{\theta}))+\rho u(\cdot, \boldsymbol{\theta})=f(\cdot, \boldsymbol{\theta}), & \text { in } D(\boldsymbol{\theta}),  \tag{6.2a}\\
u(\cdot, \boldsymbol{\theta})=g(\cdot, \boldsymbol{\theta}), & \text { on } \Gamma_{\mathrm{D}}(\boldsymbol{\theta}),  \tag{6.2b}\\
\kappa(\cdot, \boldsymbol{\theta}) \partial_{\boldsymbol{\nu}} u(\cdot, \boldsymbol{\theta})=0, & \text { on } \Gamma_{\mathrm{N}}(\boldsymbol{\theta}), \tag{6.2c}
\end{align*}
$$

where $\rho \in \mathbb{R}$ and $\Gamma_{\mathrm{D}}(\boldsymbol{\theta}), \Gamma_{\mathrm{N}}(\boldsymbol{\theta})$ are the Dirichlet and Neumann boundaries of $D(\boldsymbol{\theta})$, respectively and $\partial_{\nu}$ is the normal derivative. Regarding the coefficient function $\kappa \in L^{\infty}(D(\boldsymbol{\theta}))$, it is assumed to be uniformly bounded from below for every $\boldsymbol{\theta} \in \Xi$. For the right-hand side, we have $f(\cdot, \boldsymbol{\theta}) \in L^{2}(D(\boldsymbol{\theta})), \forall \boldsymbol{\theta} \in \Xi$. Under these assumptions, the problem is well-posed for every parameter $\boldsymbol{\theta} \in \Xi$ with the solution $u(\cdot, \boldsymbol{\theta}) \in H^{1}(D(\boldsymbol{\theta}))$ [Ste07].

The main focus of the work consists in parameter dependent geometry deformations, however, the BVP as presented in (6.2) allows for certain parameters from the vector to affect the coefficient function (parameters that govern the material laws for example).

### 6.2. Geometry parametrizations using B-splines and NURBS

Spline based representations are the core of most CAD tools due to their numerical stability as well as the ability to model a large variety of shapes [HCB05, CHB09]. Moreover, creating and manipulating shapes represented by B-splines and NURBS is a very intuitive process for humans. This section introduces both B-spline and NURBS representations for the computational domain $D(\boldsymbol{\theta})$.


Figure 6.1.: Image of the Cartesian mesh through the mapping $G(\boldsymbol{y}, \theta)=\left(y_{1},\left(y_{2}-0.5\right)\left(1+\theta \sin \pi y_{1}\right)\right)^{\top}$. The deformations for $G(\cdot, 0.5)$ and $G(\cdot,-0.5)$ are plotted.

As already stated in the previous section, the computational domain is chosen as the image of a map $G(\cdot, \boldsymbol{\theta}):[0,1]^{d} \rightarrow \mathbb{R}^{d}, d \in\{2,3\}$. Moreover, a parametric dependence of the maps and therefore of the computational domain is assumed. Since the map is defined on a hypercube, also called reference domain in the following, it is natural to represent the components of the map $G=\left(G_{1}, \ldots, G_{d}\right)$ with functions from the tensor product space of univariate B-splines bases $\mathcal{S}\left(\boldsymbol{\zeta}^{(1)}, p_{1}\right) \otimes \cdots \otimes \mathcal{S}\left(\boldsymbol{\zeta}^{(d)}, p_{d}\right)$ with knot vectors $\boldsymbol{\zeta}^{(\mathbf{1})}, \ldots, \boldsymbol{\zeta}^{(d)}$ and degrees $p_{1}, \ldots, p_{d}$, such that

$$
\begin{equation*}
G_{s}(\boldsymbol{y}, \boldsymbol{\theta})=\sum_{k} \mathrm{p}_{s k}(\boldsymbol{\theta}) b_{k}(\boldsymbol{y}), \quad s \in\{1, \ldots, d\} \tag{6.3}
\end{equation*}
$$

where the entries of the parameter dependent tensor $\mathbf{p}(\boldsymbol{\theta}) \in \mathbb{R}^{d \times n_{1} \times \cdots \times n_{d}}, n_{k}=\operatorname{dim}\left(\mathcal{S}\left(\boldsymbol{\zeta}^{(k)}, p_{k}\right)\right)$, are called control points. Detailed information on how to obtain the control points from a given parametrization will be presented in Section 6.4.1. If $d^{\prime}<d$ univariate B-splines bases are used to construct the tensor product space $\mathcal{S}\left(\boldsymbol{\zeta}^{(1)}, p_{1}\right) \otimes \cdots \otimes \mathcal{S}\left(\boldsymbol{\zeta}^{\left(\boldsymbol{d}^{\prime}\right)}, p_{d}^{\prime}\right)$, the parametrization returns lower dimensional manifolds embedded in $\mathbb{R}^{d}$. For example, $d^{\prime}=1$ for parametrized curves and $d^{\prime}=2$ for surfaces in $\mathbb{R}^{3}$. As later shown in Section 6.5.4, increasing the multiplicity of certain knots allows for the relaxation of the parametrization's continuity at certain points (edges can be handled).

The second representation used in this work, NURBS, represent a generalization of the B-splines.
Definition 6.2.1 (NURBS basis functions). Let $\left\{b_{k, p}\right\}_{k=1}^{n}$ be a B-spline basis function of dimension $n$ and degree $p$ and $\boldsymbol{w} \in \mathbb{R}^{n}$ a vector of positive values called the weights. The NURBS basis functions are defined as

$$
\begin{equation*}
N_{k, p}(y)=\frac{w_{k} b_{k, p}(y)}{\sum_{i=1}^{n} w_{i} b_{i, p}(y)} . \tag{6.4}
\end{equation*}
$$

Using the defined NURBS basis functions, one can define NURBS curves as

$$
\begin{equation*}
F_{s}(y)=\sum_{k} \mathbf{p}_{s k} N_{k, p}(y), \tag{6.5}
\end{equation*}
$$

where $\mathbf{p}$ are the control points. In Figure 6.2, an example is illustrated for different degrees of the B-spline basis as well as for increased knot multiplicity.
In the case of B-splines, the extension to the multidimensional case has been done by means of tensor product. In the case of NURBS, we first choose the multivariate basis $b_{\boldsymbol{k}, \boldsymbol{p}}(\boldsymbol{y})=b_{k_{1}, p_{1}}\left(y_{1}\right) \cdots b_{k_{d}, p_{d}}\left(y_{d}\right)$ as the tensor product of $d$ univariate B-splines of dimensions $\boldsymbol{n}=\left(n_{1}, \ldots, n_{d}\right)$ and degrees $\boldsymbol{p}=\left(p_{1}, \ldots, p_{d}\right)$. Secondly, the weights are represented as a $d$-dimensional tensor $\boldsymbol{w} \in \mathbb{R}^{n_{1} \times \cdots \times n_{d}}$. The multivariate NURBS functions are given by

$$
\begin{equation*}
N_{\boldsymbol{k}, \boldsymbol{p}}(\boldsymbol{y})=\frac{\mathrm{w}_{\boldsymbol{k}} b_{\boldsymbol{k}, \boldsymbol{p}}(\boldsymbol{y})}{\sum_{i} \mathrm{w}_{i} b_{i, p}(\boldsymbol{y})} . \tag{6.6}
\end{equation*}
$$

Using the multivariate NURBS, surfaces and volumes can be parametrized over a mesh of control points. These points are not necessarily part of the domain. In case of a domain $D(\boldsymbol{\theta}) \subset \mathbb{R}^{d}, d \in\{2,3\}$, the NURBS representation is

$$
\begin{equation*}
G_{s}(\boldsymbol{y})=\frac{\sum_{k} \mathrm{p}_{s k} \mathrm{w}_{k} b_{k, p}(\boldsymbol{y})}{\sum_{i} \mathrm{w}_{i} b_{i, p}(\boldsymbol{y})}, \tag{6.7}
\end{equation*}
$$

where $\mathbf{p} \in \mathbb{R}^{d \times n_{1} \times n_{2} \times n_{3}}$ and the multiindex $\boldsymbol{p}$ representing the degree of the involved B-spline bases is dropped to simplify the notation. The parameter dependence of the domain is captured in the control points and in the weights. In case of NURBS, the differentiability of the parametrization can be relaxed by also repeating the control points. This is illustrated in Figure 6.2c, where repeating the control point $(1,1)$ returns a curve that is continuous but not differentiable for $y=0.5$.


Figure 6.2.: Controlling the smoothness of a curve parametrization by choosing the degree of the basis as well as repeating control points (in the last figure the control point $(1,1)$ is repeated).

### 6.3. Discretization of the problem

In the following, the discretization of the parameter dependent solution of the BVP (6.2) is formalized. A Galerkin projection is used to discretize the bilinear forms. For the parameter dependence, the semidiscrete solution is collocated on a tensor product grid.

### 6.3.1. Galerkin discretization via IGA

The weak formulation of the problem presented in Section 6.1 is used. Converting the bilinear form over the infinite dimensional Sobolev spaces is done in the context of FEM using the Galerkin method [ $\mathrm{M}^{+} 03$ ]. For a fixed parameter, the solution lives in the appropriate Sobolev space, in our case $H^{1}(D(\boldsymbol{\theta}))$. In the IGA, the discrete trial and test spaces are chosen as the span of the B-spline basis composed with the inverse of the geometry mapping [HCB05]

$$
\begin{equation*}
\mathcal{V}_{h, \boldsymbol{\theta}}=\operatorname{span}\left\{b_{\boldsymbol{k}} \circ G^{-1}(\cdot, \boldsymbol{\theta}): k_{1}=1, \ldots, n_{1}, k_{2}=1, \ldots, n_{2}, k_{3}=1, \ldots, n_{3}\right\}, \tag{6.8}
\end{equation*}
$$

where $G^{-1}(\cdot, \boldsymbol{\theta}): D(\boldsymbol{\theta}) \rightarrow[0,1]^{d}$ denotes the inverse map for a fixed parameter $\boldsymbol{\theta} \in \Xi$ and the index $h$ is used to mark the discrete spaces. The candidate solutions are therefore expressed using the basis expansion

$$
\begin{equation*}
u(\boldsymbol{x}, \boldsymbol{\theta})=\sum_{\boldsymbol{k}} \mathrm{u}_{\boldsymbol{k}}(\boldsymbol{\theta}) b_{\boldsymbol{k}} \circ G^{-1}(\boldsymbol{x}, \boldsymbol{\theta}), \quad \boldsymbol{x} \in D(\boldsymbol{\theta}), \tag{6.9}
\end{equation*}
$$

where the parameter dependent tensor $\mathbf{u}(\boldsymbol{\theta}) \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ represents the DoFs. Introducing the solution ansatz and testing with the basis from (6.8) returns the following discrete counterparts of the continuous operators:

$$
\begin{gather*}
\mathrm{f}_{\boldsymbol{m}}(\boldsymbol{\theta})=l_{\boldsymbol{\theta}}\left(\phi_{\boldsymbol{m}}(\cdot, \boldsymbol{\theta})\right)=\int_{D(\boldsymbol{\theta})} \phi_{\boldsymbol{m}}(\boldsymbol{x}, \boldsymbol{\theta}) f(\boldsymbol{x}, \boldsymbol{\theta}) \mathrm{d} \boldsymbol{x},  \tag{6.10}\\
\mathrm{M}_{\boldsymbol{m}, \boldsymbol{k}}(\boldsymbol{\theta})=a_{\boldsymbol{\theta}}^{\mathrm{M}}\left(\phi_{\boldsymbol{m}}(\cdot, \boldsymbol{\theta}), \phi_{\boldsymbol{k}}(\cdot, \boldsymbol{\theta})\right)=\int_{D(\boldsymbol{\theta})} \phi_{\boldsymbol{m}}(\boldsymbol{x}, \boldsymbol{\theta}) \phi_{\boldsymbol{k}}(\boldsymbol{x}, \boldsymbol{\theta}) \mathrm{d} \boldsymbol{x},  \tag{6.11}\\
\mathrm{~S}_{\boldsymbol{m}, \boldsymbol{k}}(\boldsymbol{\theta})=a_{\boldsymbol{\theta}}^{\mathrm{S}}\left(u_{\boldsymbol{m}}(\cdot, \boldsymbol{\theta}), v_{\boldsymbol{k}}(\cdot, \boldsymbol{\theta})\right)=\int_{D(\boldsymbol{\theta})} \kappa(\boldsymbol{x}, \boldsymbol{\theta}) \nabla u_{\boldsymbol{m}}(\boldsymbol{x}, \boldsymbol{\theta}) \cdot \nabla v_{\boldsymbol{k}}(\boldsymbol{x}, \boldsymbol{\theta}) \mathrm{d} \boldsymbol{x}, \tag{6.12}
\end{gather*}
$$

where $\phi_{\boldsymbol{i}}=b_{\boldsymbol{i}} \circ G^{-1}(\cdot, \boldsymbol{\theta})$. By applying the substitution theorem for integrals, the integration can be performed over the reference cube and the information about the geometry parametrization is included in the metric tensor. For the presented bilinear forms and the right-hand side this leads to

$$
\begin{gather*}
\mathrm{f}_{\boldsymbol{m}}(\boldsymbol{\theta})=\int_{[0,1]^{3}} b_{\boldsymbol{m}}(\boldsymbol{y}) f(G(\boldsymbol{y}, \boldsymbol{\theta})) D(\boldsymbol{y}, \boldsymbol{\theta}) \mathrm{d} \boldsymbol{y}, \quad \omega(\boldsymbol{y}, \boldsymbol{\theta})=\left|\operatorname{det} D_{y} G(\boldsymbol{y}, \boldsymbol{\theta})\right|,  \tag{6.13}\\
\mathrm{M}_{m, k}(\boldsymbol{\theta})=\int_{[0,1]^{3}} b_{m}(\boldsymbol{y}) b_{\boldsymbol{k}}(\boldsymbol{y}) \omega(\boldsymbol{y}, \boldsymbol{\theta}) \mathrm{d} \boldsymbol{y},  \tag{6.14}\\
\mathrm{~S}_{m, \boldsymbol{k}}(\boldsymbol{\theta})=\int_{[0,1]^{3}} \nabla b_{\boldsymbol{m}}(\boldsymbol{y})^{\top} K(\boldsymbol{y}, \boldsymbol{\theta}) \nabla b_{k}(\boldsymbol{y}) \hat{\kappa}(\boldsymbol{y}, \boldsymbol{\theta}) \mathrm{d} \boldsymbol{y},  \tag{6.15}\\
\boldsymbol{K}(\boldsymbol{y}, \boldsymbol{\theta})=D_{y} G(\boldsymbol{y}, \boldsymbol{\theta})^{-\top} D_{y} G(\boldsymbol{y}, \boldsymbol{\theta})^{-1} \omega(\boldsymbol{y}, \boldsymbol{\theta}),
\end{gather*}
$$

where $D_{y} G(\boldsymbol{y}, \boldsymbol{\theta}) \in \mathbb{R}^{d \times d}$ is the Jacobian of the geometry mapping $G$ with respect to the reference coordinates and $\hat{\kappa}(\boldsymbol{y}, \boldsymbol{\theta})=\kappa(G(\boldsymbol{y}, \boldsymbol{\theta}), \boldsymbol{\theta})$ is the coefficient function represented in the reference domain. Solving the BVP on the parameter dependent domain $D(\boldsymbol{\theta})$ is therefore equivalent to solving a BVP on the reference cube $[0,1]^{d}$ for a solution with modified coefficients. The solution on the reference domain, denoted in the following as $\hat{u}(\cdot, \boldsymbol{\theta})$, belongs to the Sobolev space $H^{1}\left([0,1]^{3}\right)$ and is approximated using a


Figure 6.3.: Representation of a basis function in the reference domain as well as the physical domain.
function from $\mathcal{S}(\boldsymbol{\zeta}, p)$, given as

$$
\begin{equation*}
\hat{u}(\boldsymbol{y}, \boldsymbol{\theta}) \approx \sum_{\boldsymbol{k}} \mathrm{u}_{\boldsymbol{k}}(\boldsymbol{\theta}) b_{\boldsymbol{k}}(\boldsymbol{y}) . \tag{6.16}
\end{equation*}
$$

In Figure 6.3, a quadratic bivariate B-spline basis function is represented in the reference domain and in the physical domain as an example.

## Basis refinement

In (6.8), the chosen basis coincides with the B-spline basis used for the geometry parametrization. However, for practical cases, the basis used to represent the solution should be larger (in terms of the dimension of the univariate bases) than the one used for the parametrization. This can be the case for NURBS parametrizations, where the basis used for representing the geometry is usually coarse.

To this end, the basis used for approximating the solution must be extended. One strategy, called $h$ refinement [HCB05], implies enlarging the knot vectors of the univariate bases. Let $\otimes_{k=1}^{d} \mathcal{S}\left(\boldsymbol{\zeta}^{(k)}, p_{k}\right)$, $k \in\{2,3\}$ be the discrete B -spline space used for the geometry. A finer space for approximating the solution can be obtained by performing knot insertion. Uniform refinement implies adding the knots $\left(\zeta_{i+1}^{(k)}+\zeta_{i}^{(k)}\right) / 2$, $\forall k, i$ if $\zeta_{i+1}^{(k)}>\zeta_{i}^{(k)}$.

Increasing the multiplicity of a knot $\zeta_{i}^{(k)}$ results in relaxing the continuity of basis $\left\{b_{i}^{(k)}\right\}$ at $\zeta_{i}^{(k)}$. This can be especially useful when considering jumps in the coefficient function $\kappa$ from (6.2). We restrict ourselves to the case where the material coefficient represented in the reference domain $\hat{\kappa}$ is smooth over Cartesian partitions of the reference domain $[0,1]^{d}$, i.e., there exist $d$ vectors $\boldsymbol{\eta}^{(k)} \subset[0,1]$ with elements in ascending order and containing 0,1 as first and last element such that

$$
\begin{equation*}
\kappa(G(\boldsymbol{y}, \boldsymbol{\theta}), \boldsymbol{\theta}) \text { is smooth over } \boldsymbol{y} \in\left(\eta_{i_{1}}^{(1)}, \eta_{i_{1}+1}^{(1)}\right) \times \cdots \times\left(\eta_{i_{d}}^{(d)}, \eta_{i_{d}+1}^{(d)}\right), \forall i, \boldsymbol{\theta}, \tag{6.17}
\end{equation*}
$$



Figure 6.4.: The function $\kappa$ is not continuous at the interface between the yellow region and the remaining physical domain. In the reference domain, this region is given by $[0,0.5] \times[0,0.5] \times[0,0.5]$. The corresponding B-spline basis must contain the value $0.5 d$-times in the knot vector.
where the indices $i_{k}$ loop over all the intervals of consecutive points constructed using the vectors $\eta$. The discontinuity of $\hat{\kappa}$ along the boundaries of the Cartesian partitions implies a lack of smoothness for the solution along those surfaces. In order to accommodate for the lack of the solution's smoothness, the points that define the Cartesian partition must be part of the knot vectors $\boldsymbol{\eta}^{(k)} \subset \boldsymbol{\zeta}^{(k)}, \forall k$ and their multiplicity has to be equal to the degree of the basis.

A relevant example is provided in Figure 6.4. The Cartesian reference subdomain $[0,0.5] \times[0,0.5] \times[0,0.5]$, which is marked with yellow in Figure 6.4(a), is mapped through a B-spline-based parametrization to the corresponding physical domain marked with yellow in Figure 6.4(b). In this particular case, the value 0.5 must be in the knot vector of the univariate B-spline bases with the appropriate multiplicity in order to accommodate the solution.

### 6.3.2. Parameter space discretization

In the previous section, the semidiscrete problem was introduced. The goal of the work is to give a surrogate model of the parameter dependent solution, i.e., an approximation of the solution over the joint physical-parameter domain that can be efficiently evaluated. One common way is to perform a polynomial approximation over the parameter space. In this work, a tensor product polynomial approximation is used since we want to take advantage of applying low-rank tensor decomposition methods. Alternative approaches include sparse polynomial spaces for approximation [ABW22, BCM17, BCDM17] or piecewise polynomial approximations [CDFS13, HKT05, Ric85]. Furthermore, the discrete system is obtained using a collocation based method [BNT07, CCNT16], as compared to stochastic Galerkin methods [GS91, EMM20, KS11, BTZ04].

The first step is collocating the geometry parametrization on a tensor product grid of parameters. For a $B$-spline geometry we have

$$
\begin{equation*}
\Theta=\left\{\theta_{i_{1}}^{\mathrm{C}, 1}\right\}_{i_{1}=1}^{\ell_{1}} \times\left\{\theta_{i_{2}}^{\mathrm{C}, 2}\right\}_{i_{2}=1}^{\ell_{2}} \times \cdots \times\left\{\theta_{i_{N_{\mathrm{p}}}}^{\mathrm{C}, N_{\mathrm{p}}}\right\}_{i_{N_{\mathrm{p}}}=1}^{\ell_{N_{\mathrm{p}}}} \subset \Xi, \tag{6.18}
\end{equation*}
$$

where the superscript " C " is used to denote the collocation points. In this work, the univariate grids consist of Gauss-Legendre nodes, however, other collocation points can be chosen as well, e.g., Chebyshev nodes. The geometry parametrization collocated on the grid $\Theta$ is modified to

$$
\begin{equation*}
G_{s}\left(\boldsymbol{y}, \boldsymbol{\theta}_{\boldsymbol{i}}\right) \approx \sum_{\boldsymbol{k}} \mathrm{p}_{s k}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right) b_{\boldsymbol{k}}(\boldsymbol{y})=\sum_{k} \mathrm{p}_{s k i} b_{k}(\boldsymbol{y}), \tag{6.19}
\end{equation*}
$$

for $\boldsymbol{\theta}_{\boldsymbol{i}}=\left(\theta_{i_{1}}^{\mathrm{C}, 1}, \ldots, \theta_{i_{N_{\mathrm{p}}}}^{\mathrm{C}, N_{\mathrm{p}}}\right)$. The DoFs are now a $\left(1+3+N_{\mathrm{p}}\right)$-dimensional tensor $\mathbf{p} \in \mathbb{R}^{3 \times n_{1} \times n_{2} \times n_{3} \times \ell_{1} \times \cdots \times \ell_{N_{\mathrm{p}}}}$, where the last $N_{\mathrm{p}}$ modes correspond to the parameter space. That is, if we take a point $\boldsymbol{\theta}_{\boldsymbol{i}} \in \Theta$, the corresponding control points are the slice $\mathbf{p}_{: i}$. In case of a NURBS parametrization, the dimensionality of the weights tensor must be accordingly increased, such that

$$
\begin{equation*}
G_{s}\left(\boldsymbol{y}, \boldsymbol{\theta}_{i}\right) \approx \frac{\sum_{k} \mathrm{p}_{s k} \mathrm{w}_{k}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right) b_{k}(\boldsymbol{y})}{\sum_{l} \mathrm{w}_{l}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right) b_{l}(\boldsymbol{y})}=\frac{\sum_{k} \mathrm{p}_{s k i} \mathrm{w}_{k i} b_{k}(\boldsymbol{y})}{\sum_{l} \mathrm{w}_{l i} b_{l}(\boldsymbol{y})} . \tag{6.20}
\end{equation*}
$$

The discretized geometry mapping can be evaluated between the points from $\Theta$ using interpolation. In case of a B-spline parametrization, the interpolation is given as

$$
\begin{equation*}
G_{s}(\boldsymbol{y}, \boldsymbol{\theta}) \approx \sum_{\boldsymbol{k}, \boldsymbol{i}} \mathrm{p}_{s k i} b_{\boldsymbol{k}}(\boldsymbol{y}) L_{i_{1}}^{(1)}\left(\theta_{1}\right) \cdots L_{i_{N_{\mathrm{p}}}}^{\left(N_{\mathrm{p}}\right)}\left(\theta_{N_{\mathrm{p}}}\right)=\sum_{\boldsymbol{k}, i} \mathrm{p}_{s \boldsymbol{k} i} b_{\boldsymbol{k}}(\boldsymbol{y}) L_{i}(\boldsymbol{\theta}), \tag{6.21}
\end{equation*}
$$

where $\left\{P_{i_{k}}^{(k)}\right\}_{i_{k}=1}^{\ell_{k}}$ are Lagrange polynomials corresponding to the collocation points.
The parameter dependent solution formally belongs to the space $L^{2}(\Xi, G, 1)$ defined as

$$
\begin{equation*}
L^{2}(\Xi, G, \alpha)=\left\{u(\cdot, \cdot): u(\cdot, \boldsymbol{\theta}) \in H^{\alpha}(D(\boldsymbol{\theta})), \forall \boldsymbol{\theta} \in \Xi \text { and }\|u\|_{L^{2}(\Xi, G, \alpha)}^{2}<\infty\right\}, \quad \alpha \in \mathbb{Z}, \tag{6.22}
\end{equation*}
$$

with the corresponding norm

$$
\begin{equation*}
\|u\|_{L^{2}(\Xi, G, \alpha)}^{2}=\int_{\Xi}\|u\|_{H^{\alpha}(D(\boldsymbol{\theta}))}^{2} \mathrm{~d} \boldsymbol{\theta} . \tag{6.23}
\end{equation*}
$$

Since in the IGA we search for the solution represented in the reference domain, the discretization of $\hat{u}(\boldsymbol{y}, \boldsymbol{\theta})$ is chosen from a finite dimensional subspace of the tensor product space $H^{1}\left([0,1]^{d}\right) \otimes L^{2}(\Xi), d \in\{1,2\}$. The discrete subspace is chosen as the tensor product space $\mathcal{V}_{\zeta, \ell}=\mathcal{S}(\zeta, p) \otimes \mathcal{P}_{\ell}$, where $\mathcal{P}_{\ell}=\mathcal{P}_{\ell_{1}} \otimes \cdots \otimes \mathcal{P}_{\ell_{N_{p}}}$. The dimension of this space is $n_{1} n_{2} n_{3} \ell_{1} \cdots \ell_{N_{p}}$ and the basis representation for the solution $\hat{u}$ is used, such that

$$
\begin{equation*}
\hat{u}(\boldsymbol{y}, \boldsymbol{\theta}) \approx \hat{u}_{n, \ell}(\boldsymbol{y}, \boldsymbol{\theta})=\sum_{k, i} u_{k i} b_{k}(\boldsymbol{y}) L_{i}(\boldsymbol{\theta}), \tag{6.24}
\end{equation*}
$$

where $\mathbf{u} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3} \times \ell_{1} \times \cdots \times \ell_{N_{\mathrm{p}}}}$ are the DoFs. The following holds for every collocation point $\boldsymbol{\theta}_{\boldsymbol{i}} \in \Theta$

$$
\begin{equation*}
u\left(\boldsymbol{x}(\boldsymbol{y}), \boldsymbol{\theta}_{\boldsymbol{i}}\right)=\hat{u}\left(\boldsymbol{y}, \boldsymbol{\theta}_{i}\right) \approx \sum_{k} \mathrm{u}_{k i} b_{k}(\boldsymbol{y}) . \tag{6.25}
\end{equation*}
$$

Due to the interpolating property of the chosen representation, the fully-discretized solution can be recovered by solving $\ell_{1} \ell_{2} \cdots \ell_{N_{\mathrm{p}}}$ multilinear systems

$$
\begin{equation*}
\mathbf{D}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right) \mathbf{u}_{: i}=\mathbf{f}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right), \quad \forall \boldsymbol{i} \in \underset{k=1}{{\underset{\mathrm{~N}}{\mathrm{p}}}^{X}}\left\{1, \ldots, \ell_{k}\right\}, \tag{6.26}
\end{equation*}
$$

where $\mathbf{f} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ is the parameter dependent right-hand side and $\mathbf{D}(\boldsymbol{\theta}) \in \mathbb{R}^{\left(n_{1} \times n_{2} \times n_{3}\right) \times\left(n_{1} \times n_{2} \times n_{3}\right)}$ is the discrete operator obtained from the Galerkin discretization and enforcing the boundary conditions. It contains the previously defined mass and stiffness terms (depending on the problem to be solved). The $\prod_{k} \ell_{k}$ systems from (6.26) can be cast to an extended system $\mathbf{D u}=\mathbf{f}$ that can be solved to obtain the DoF tensor $\mathbf{u} \in \mathbb{R}^{\left(n_{1} \times n_{2} \times n_{3}\right) \times\left(\ell_{1} \times \cdots \times \ell_{N_{\mathrm{p}}}\right)}$ using one single solver call. The tensor operators are in this case

$$
\begin{gather*}
\mathrm{D}_{\boldsymbol{m i}, \boldsymbol{k} \boldsymbol{q}}=\delta_{\boldsymbol{i}}^{\boldsymbol{q}} \mathrm{D}_{\boldsymbol{m}, \boldsymbol{k}}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right), \quad \mathbf{D} \in \mathbb{R}^{\left(n_{1} \times n_{2} \times n_{3} \times \ell_{1} \times \cdots \times \ell_{N_{\mathrm{p}}}\right) \times\left(n_{1} \times n_{2} \times n_{3} \times \ell_{1} \times \cdots \times \ell_{N_{\mathrm{p}}}\right)},  \tag{6.27}\\
\mathrm{f}_{\boldsymbol{m} \boldsymbol{i}}=\mathrm{f}_{\boldsymbol{m}}\left(\boldsymbol{\theta}_{\boldsymbol{i}}\right), \quad \mathbf{f} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3} \times \ell_{1} \times \cdots \times \ell_{N_{\mathrm{p}}}} . \tag{6.28}
\end{gather*}
$$

Under certain assumptions regarding the geometry map, the determinant of the Jacobian $\omega(\boldsymbol{y}, \boldsymbol{\theta})$ and the coefficient $\kappa(\boldsymbol{x}, \boldsymbol{\theta})$, an a priori error estimate for the elliptic case $\rho=0$ is shown in [CCNT16]. The proof uses the existence of a map between the reference domain and the physical domain. In case of the IGA, this map is the B-spline or the NURBS representation. The information of the domain deformation is therefore included in a density term in the integrals arising from Galerkin FEM discretization. This way, the problem is reduced to the one studied in [BNT07], where the dependence on random right-hand side and coefficients is studied.

Estimating the error between the actual solution and the approximation can be split in the error arising from the IGA-FEM discretization and the error introduced by the parameter space discretization. The first error term concerning the IGA-FEM is denoted with $\epsilon_{\mathrm{IGA}}(h, p)$ and it decreases with $\mathcal{O}\left(h^{(p+1)}\right)$, where $p$ is the degree of the B-splines used (assumed to have the same degree) and $h$ is the maximum grid step [DVBSV14]. For the error due to the parameter space discretization, the following estimate holds: $\epsilon_{\Xi} \leqslant C \sum_{k} e^{-\alpha_{k} \ell_{k}}$ for positive $\alpha_{k}$ and $C>0$ [BNT07, CCNT16]. Combining the two together, we obtain the error estimate in the norm defined in (6.23)

$$
\begin{equation*}
\left\|\hat{u}-\hat{u}_{\boldsymbol{n}, \ell}\right\|_{L^{2}(\Xi, G, 1)} \leqslant \epsilon_{\mathrm{IGA}}(h, p)+\epsilon_{\Xi}(\ell) . \tag{6.29}
\end{equation*}
$$

### 6.4. TT IGA

In the previous sections, the IGA discretization for the parameter dependent BVP has been presented. One disadvantage of IGA FEM is the computational complexity of assembling the discrete operators. The number of nonzero elements in the mass and stiffness matrices is $\mathcal{O}\left(n^{d} p^{d}\right)$, where $d$ is the number of dimensions, $n$ is the maximum size of the univariate B-spline bases and $p$ is the maximum degree of the B-splines. If we also consider the additional dimensions due to the parameter dependence, the computational complexity for storing the solution and the operator worsens even further. Several methods have been proposed to make the assembly step efficient, ranging from optimal quadrature rules [HRS10b, $\mathrm{ACH}^{+} 12, \mathrm{RP} 12$ ], to using lookup tables [MJ15] and taking advantage of the tensor product structure of the solution space [ $\mathrm{ABC}^{+} 15$, Hof18, MJKL17].

In this section, we present a framework to directly assemble all tensor-operators (stiffness $\mathbf{S}$, mass $\mathbf{M}$ ), as well as the right-hand side, in order to obtain a multilinear system in the TT format for the fully discretized solution. Having all tensors in the TT format, the multilinear solver is used to obtain a TT approximation of the parameter dependent solution $u$. For the entire section, the case $d=3$ is chosen. For the case $d=2$, the derivations are analogous.

### 6.4.1. Geometry interpolation

As later required for constructing the discrete operators in the TT format, a low-rank representation of the control points (and weights) from the representations (6.19) and (6.20) is needed. As a first step,
the B -spline interpolation of the geometry map $G(\boldsymbol{y}, \boldsymbol{\theta})$ is considered. A popular technique for B -spline interpolation is to use the Greville abscissae [Joh05]. The Greville abscissae of a B-spline basis $\left\{b_{i}\right\}_{i}$ of degree $p$ and with the knot vector $\zeta$ are defined as the average of $p$ consecutive knots

$$
\begin{equation*}
y_{i}^{\mathrm{G}}=\frac{\zeta_{i+1}+\cdots+\zeta_{i+p+1}}{p}, \quad i=1, \ldots, n, \tag{6.30}
\end{equation*}
$$

where $n$ is the dimension of the B-spline basis. One property of the Greville abscissae is that the matrix $\boldsymbol{B}^{(\mathrm{G})}$ with the entries $B_{i j}^{(\mathrm{G})}=b_{i}\left(y_{j}^{(\mathrm{G})}\right)$ is invertible [Joh05]. This implies that evaluating a function over the Greville grid is sufficient to build a B-spline interpolation of it. For the multidimensional case, a Cartesian product between the individual Greville points of the B-spline bases and the parameter grid $\Theta$ is constructed and the three components of the map $G$ are evaluated, resulting in the tensor

$$
\begin{equation*}
\mathrm{g}_{s m i}=G_{s}\left(y_{m_{1}}^{\mathrm{G}, 1}, y_{m_{2}}^{\mathrm{G}, 2}, y_{m_{3}}^{\mathrm{G}, 3}, \theta_{i_{1}}^{\mathrm{C}, 1}, \ldots, \theta_{i_{N_{\mathrm{p}}}}^{\mathrm{C}, N_{\mathrm{p}}}\right), \tag{6.31}
\end{equation*}
$$

where $\left\{y_{m_{1}}^{\mathrm{G}, 1}\right\}_{m_{1}},\left\{y_{m_{2}}^{\mathrm{G}, 2}\right\}_{m_{2}},\left\{y_{m_{3}}^{\mathrm{G}, 3}\right\}_{m_{3}}$ are the Greville abscissae for the univariate B-spline bases. In general, a TT representation of $\mathbf{g} \in \mathbb{R}^{3 \times n_{1} \times n_{2} \times n_{3} \times \ell_{1} \times \cdots \times \ell_{N_{p}}}$ cannot be given in closed form and therefore the crossapproximation method [OT10] must be used. By enforcing the B-spline representation to coincide with the given geometry parametrization on the joint Greville-parameter grid, the following multilinear system is obtained for the control points:

$$
\begin{equation*}
\mathbf{B p}_{s::}=\mathbf{g}_{s::}, \quad \mathbf{B}=\boldsymbol{B}^{(\mathrm{G}, 1)} \otimes \boldsymbol{B}^{(\mathrm{G}, 2)} \otimes \boldsymbol{B}^{(\mathrm{G}, 3)} \otimes \mathbf{I}_{\ell} . \tag{6.32}
\end{equation*}
$$

The tensor operator B has the TT-rank $\boldsymbol{r}=\mathbf{1}$, thus allowing for a fast computation of the system's solution in the TT format, due to the fact that the inverse $\mathbf{B}^{-1}$ can be computed easily.

When using the NURBS representation of the geometry, the control points as well as the weights are usually constructed by CAD tools. However, in certain cases, adding parameter dependency to control points and to the weights is of interest for performing optimization tasks or in the field of uncertainty quantification [GACS19]. The setup considered in this work starts from a known dependence of the control points $\mathrm{p}_{k j}(\boldsymbol{\theta})$ and the weights $\mathrm{w}_{\boldsymbol{j}}(\boldsymbol{\theta})$ w.r.t. the parameters. In this case, the user must provide the trajectory of the individual control points within the parameter space $\Xi$ as a function handle. The TT representation of the collocated control points and weights can be computed using the cross approximation in the TT format, such that

$$
\begin{aligned}
\mathrm{p}_{k j i} & =\mathrm{p}_{k j}\left(\boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right), \\
\mathrm{w}_{\boldsymbol{j} \boldsymbol{i}} & =\mathrm{w}_{\boldsymbol{j}}\left(\boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right) .
\end{aligned}
$$

If a geometry is already given in NURBS format, a B-spline representation can be easily obtained by evaluating the NURBS parametrization in the TT format to obtain the tensor $\mathbf{g}$.

Independent of the geometry representation, a function $f(\cdot, \boldsymbol{\theta}) \in H^{1}(D(\boldsymbol{\theta}))$ can be interpolated to obtain its representation $\hat{f}$ in the reference domain $[0,1]^{3} \times \Xi$ by solving the system

$$
\begin{equation*}
\sum_{n, q} \mathrm{~B}_{m i, n q} \mathrm{f}_{n q}=f\left(\mathrm{~g}_{m i}^{1}, \mathrm{~g}_{m i}^{2}, \mathrm{~g}_{m i}^{3}, \theta_{i}^{\mathrm{C}}\right), \tag{6.33}
\end{equation*}
$$

where the TT representation of the right-hand side can be done using the cross approximation for nontrivial examples.

### 6.4.2. Discrete operators

One of the main results of this chapter is the construction of the IGA operators directly in the TT format. In this section, the TT representation of the operators is given. For all discrete operators, the integration over the reference domain $[0,1]^{3}$ is achieved by constructing a tensor-product grid of univariate quadrature points

$$
\begin{equation*}
\left\{y_{i_{1}}^{\mathrm{Q}, 1}\right\}_{i_{1}} \times\left\{y_{i_{2}}^{\mathrm{Q}, 2}\right\}_{i_{2}} \times\left\{y_{i_{3}}^{\mathrm{Q}, 3}\right\}_{i_{3}} \tag{6.34}
\end{equation*}
$$

together with the corresponding quadrature weights $\mathrm{w}_{\boldsymbol{i}}=w_{i_{1}}^{(1)} w_{i_{2}}^{(2)} w_{i_{3}}^{(3)}$. Since the B-spline bases are piecewise polynomials, the univariate quadrature grids are chosen as a concatenation of Gauss-Legendre quadrature points for the intervals defined by consecutive knots. In this case, they allow for exact polynomial integration in between the knots of the basis.

Let us first consider the integral in the mass tensor operator

$$
\begin{equation*}
\mathrm{M}_{\boldsymbol{m i}, \boldsymbol{l} \boldsymbol{q}}=\delta_{\boldsymbol{q}}^{\boldsymbol{i}} \int_{U} \omega\left(\boldsymbol{y}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right) b_{\boldsymbol{m}}(\boldsymbol{y}) b_{\boldsymbol{l}}(\boldsymbol{y}) \mathrm{d} \boldsymbol{y} \approx \delta_{\boldsymbol{q}}^{\boldsymbol{i}} \sum_{\boldsymbol{j}} \mathrm{w}_{\boldsymbol{j}} \mathrm{O}_{\boldsymbol{j} \boldsymbol{i}} b_{m_{1}}\left(y_{j_{1}}^{\mathrm{Q}, 1}\right) \cdots b_{m_{3}}\left(y_{j_{3}}^{\mathrm{Q}, 3}\right) b_{l_{1}}\left(y_{j_{1}}^{\mathrm{Q}, 1}\right) \cdots b_{l_{3}}\left(y_{j_{3}}^{\mathrm{Q}, 3}\right) \tag{6.35}
\end{equation*}
$$

where the tensor o contains the value of the function $\omega$ defined in formula (6.14), evaluated on the Cartesian product between the quadrature grid and the collocation grid, that is

$$
\begin{equation*}
\mathrm{o}_{\boldsymbol{j} i}=\omega\left(y_{j_{1}}^{\mathrm{Q}, 1}, y_{j_{2}}^{\mathrm{Q}, 2}, y_{j_{3}}^{\mathrm{Q}, 3}, \boldsymbol{\theta}_{i}^{\mathrm{C}}\right) . \tag{6.36}
\end{equation*}
$$

In the following, the tensor $\mathbf{o}$ is assumed to have a TT representation with TT cores $\left\{\mathbf{g}^{(\mathbf{o}, k)}\right\}_{k=1}^{3+N_{\mathrm{p}}}$. It will be later shown how to obtain this representation. The discrete mass operator can be written in this case as

$$
\begin{equation*}
\mathrm{M}_{\boldsymbol{m i}, \boldsymbol{l} \boldsymbol{q}} \approx \delta_{\boldsymbol{q}}^{\boldsymbol{i}} \sum_{\boldsymbol{j}} \mathrm{w}_{\boldsymbol{j}} \sum_{\boldsymbol{s}}\left(\prod_{k=1}^{3} \mathrm{~g}_{s_{k-1} j_{k} s_{k}}^{(\mathbf{o}, k)} \prod_{k=4}^{3+N_{\mathrm{p}}} \mathrm{~g}_{s_{k-1} i_{k-3} s_{k}}^{(\mathbf{o}, k)}\right) b_{m_{1}}\left(y_{j_{1}}^{\mathrm{Q}, 1}\right) \cdots b_{m_{3}}\left(y_{j_{3}}^{\mathrm{Q}, 3}\right) b_{l_{1}}\left(y_{j_{1}}^{\mathrm{Q}, 1}\right) \cdots b_{l_{3}}\left(y_{j_{3}}^{\mathrm{Q}, 3}\right), \tag{6.37}
\end{equation*}
$$

where $s$ is used for summing along the ranks of $\mathbf{o}$. Expressing the $\mathbf{w}$ and the Kroneker-delta as rank-1 tensors and rearranging the terms yields

$$
\begin{equation*}
\mathrm{M}_{\boldsymbol{m i}, \boldsymbol{l} \boldsymbol{q}} \approx \sum_{\boldsymbol{s}} \prod_{k=1}^{3} \underbrace{\left(\sum_{j_{k}} \mathrm{~g}_{s_{k-1} j_{k} s_{k}}^{(\mathbf{o}, k)} w_{j_{k}}^{(k)} b_{m_{k}}\left(y_{j_{k}}^{\mathrm{Q}, k}\right) b_{l_{k}}\left(y_{j_{k}}^{\mathrm{Q}, k}\right)\right)}_{\mathbf{g}^{(\mathrm{M}, k)}, \leqslant 3}(\prod_{k=4}^{3+N_{\mathrm{p}}} \underbrace{\mathrm{~g}_{s_{k-1} i_{k-3} s_{k}}^{(\mathbf{o}, k)} \delta_{i_{k-3}}^{q_{k-3}}}_{\mathbf{g}^{(\mathbf{M}, k), k>3}}) \tag{6.38}
\end{equation*}
$$

where $\left\{\mathbf{g}^{(\mathbf{M}, k)}\right\}_{k=1}^{3+N_{\mathrm{p}}}$ can be identified as the TT cores of the mass operator. The stiffness tensor-matrix can be constructed in the TT format in a similar way, such that

$$
\begin{align*}
\mathrm{S}_{\boldsymbol{m} i, \boldsymbol{l} \boldsymbol{q}} & =\delta_{\boldsymbol{q}}^{\boldsymbol{i}} \int_{[0,1]^{3}} \nabla b_{\boldsymbol{m}}(\boldsymbol{y})^{\top} \boldsymbol{K}\left(\boldsymbol{y}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right) \nabla b_{\boldsymbol{l}}(\boldsymbol{y}) \hat{\kappa}\left(\boldsymbol{y}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right) \mathrm{d} \boldsymbol{y} \\
& \approx \delta_{\boldsymbol{q}}^{\boldsymbol{i}} \sum_{\alpha, \beta=1}^{3} \sum_{\boldsymbol{j}} \mathrm{w}_{\boldsymbol{j}} \partial_{y_{\alpha}} b_{\boldsymbol{m}}\left(y_{j_{1}}^{\mathrm{Q}, 1}, y_{j_{2}}^{\mathrm{Q}, 2}, y_{j_{3}}^{\mathrm{Q}, 3}\right) \partial_{y_{\beta}} b_{\boldsymbol{l}}\left(y_{j_{1}}^{\mathrm{Q}, 1}, y_{j_{2}}^{\mathrm{Q}, 2}, y_{j_{3}}^{\mathrm{Q}, 3}\right) \mathrm{k}_{\boldsymbol{j} \boldsymbol{i}}^{(\alpha, \beta)} \hat{\mathrm{k}}_{\boldsymbol{j} \boldsymbol{i}}, \tag{6.39}
\end{align*}
$$

where ${ }_{j i}^{(\alpha, \beta)}=K_{\alpha \beta}\left(y_{j_{1}}^{\mathrm{Q}, 1}, y_{j_{2}}^{\mathrm{Q}, 2}, y_{j_{3}}^{\mathrm{Q}, 3}, \theta_{i_{1}}^{\mathrm{C}, 1}, \ldots, \theta_{i_{N_{\mathrm{p}}}}^{\mathrm{C}, N_{\mathrm{p}}}\right), \hat{\mathrm{k}}_{j i}=\hat{\kappa}\left(y_{j_{1}}^{\mathrm{Q}, 1}, y_{j_{2}}^{\mathrm{Q}, 2}, y_{j_{3}}^{\mathrm{Q}, 3}, \theta_{i_{1}}^{\mathrm{C}, 1},, \ldots, \theta_{i_{N_{\mathrm{p}}}}^{\mathrm{C}, N_{\mathrm{p}}}\right)$ and $\partial_{y_{\alpha}}$ is the partial derivative with respect to $y_{\alpha}$. For the first tensor $\mathbf{k}$, we assume for now that it has a low rank TT
representation which will be given in detail in the following section. The construction of the latter tensor can be done directly in the TT format by either decomposing the full tensor (if computationally tractable) or using the TT cross approximation method [DS19]. The stiffness can be expressed as the sum of 9 tensor operators:

$$
\begin{equation*}
\mathrm{S}_{m i, l \boldsymbol{l}}=\sum_{\alpha, \beta=1}^{3} \mathrm{~S}_{m i, l q}^{(\alpha, \beta)}, \tag{6.40}
\end{equation*}
$$

where the TT representations can be obtained similarly to the mass operator for $k \in 1,2,3$

$$
\mathrm{g}_{s_{k-1} m_{k} l_{k} s_{k}}^{\left(\mathrm{S}^{(\alpha, \beta)},{ }^{(\alpha)}\right.}= \begin{cases}\sum_{j_{k}} w_{j_{k}}^{(k)} b_{m_{k}}^{\prime}\left(y_{j_{k}}^{\mathrm{Q}, k}\right) b_{l_{k}}^{\prime}\left(y_{j_{k}}^{\mathrm{Q}, k}\right) \mathbf{g}_{s_{k-1} j_{k} s_{k}}^{\left(\mathbf{k}^{(\alpha, \beta)} \hat{\mathbf{k}}, k\right)}, & k=\alpha, k=\beta,  \tag{6.41}\\ \sum_{j_{k}} w_{j_{k}}^{(k)} b_{m_{k}}^{\prime}\left(y_{j_{k}}^{\mathrm{Q}, k}\right) b_{l_{k}}\left(y_{j_{k}}^{\mathrm{Q}, k}\right) \mathrm{g}_{s_{k-1} j_{k} s_{k}}^{\left(\mathbf{k}^{(\alpha, \beta)}, \hat{k}\right)}, & k=\alpha, k \neq \beta, \\ \sum_{j_{k}} w_{j_{k}}^{(k)} b_{m_{k}}\left(y_{j_{k}}^{\mathrm{Q}, k}\right) b_{l_{k}}^{\prime}\left(y_{j_{k}}^{\mathrm{Q}, k}\right) \mathbf{g}_{s_{k-1} j_{k} s_{k}}^{\left(\mathbf{k}^{(\alpha, \beta)} \hat{\mathbf{k}}, k\right)}, & k \neq \alpha, k=\beta, \\ \sum_{j_{k}} w_{j_{k}}^{(k)} b_{m_{k}}\left(y_{j_{k}}^{\mathrm{Q}, k}\right) b_{l_{k}}\left(y_{j_{k}}^{\mathrm{Q}, k}\right) \mathbf{g}_{s_{k-1} j_{k} s_{k}}^{\left(\mathbf{k}^{(\alpha, \beta)}, k\right)}, & k \neq \alpha, k \neq \beta,\end{cases}
$$

and for $k>3$

$$
\begin{equation*}
\mathbf{g}_{s_{k-1} m_{k} l_{k} s_{k}}^{(\alpha, \beta), k)}=\mathbf{g}_{s_{k-1} i_{k-3} s_{k}}^{\left(\mathbf{k}^{(\alpha, \beta)} \hat{\mathbf{k}}, k\right)} \delta_{i_{k-3}}^{q_{k-3}}, \tag{6.42}
\end{equation*}
$$

where $\mathbf{g}^{\left(\mathbf{k}^{(\alpha, \beta)} \hat{\mathbf{k}}, k\right)}$ are the TT cores of the product $\mathbf{k}^{(\alpha, \beta)} \hat{\mathbf{k}}$. Due to the summation over the indices $\alpha, \beta$, the assembly complexity of the stiffness is higher than for the mass tensor, due to the fact that additional rounding operations must be performed. Moreover, as will be shown in the following section, the construction of the tensor $\mathbf{k}$ requires elementwise inversion and thus no analytical rank bound can be derived. During the construction process, it can be seen that the 4 d cores of the operators have band diagonal structure. We therefore employ this property in order to decrease the complexity of the additions and rounding operations.

### 6.4.3. Construction of the metric tensors

The computation of the TT representations from the previous section is independent of the choice of the discretization (NURBS or B-splines). The parametrization information is included in the tensors $\mathbf{o}$ and $\mathbf{k}$. If the control points of the geometry discretization are given in the TT format as described in Section 6.4.1, then the tensor o can also be represented in the TT format as well, such that

$$
\begin{equation*}
\mathrm{o}_{\boldsymbol{j} i}=\omega\left(y_{j_{1}}^{\mathrm{Q}, 1}, y_{j_{2}}^{\mathrm{Q}, 2}, y_{j_{3}}^{\mathrm{Q}, 3}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right)=\sum_{\text {perm. } \sigma} \operatorname{sgn}(\sigma) \prod_{s=1}^{3}\left(D_{\boldsymbol{y}} G\left(\boldsymbol{y}_{\boldsymbol{j}}^{\mathrm{Q}}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right)\right)_{s \sigma(s)}=\sum_{\text {perm. } \sigma} \operatorname{sgn}(\sigma) \prod_{s=1}^{3} \frac{\partial G_{s}\left(\boldsymbol{y}_{\boldsymbol{j}}^{\mathrm{Q}}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right)}{\partial y_{\sigma(s)}}, \tag{6.43}
\end{equation*}
$$

where $\sigma(s)$ are permutations of the tuple $(1,2,3)$ and $D_{\boldsymbol{y}}$ is the Jacobian matrix. In this case, $G$ is represented as a linear combination of B-spline shape functions, the tensor o has the form

$$
\begin{equation*}
\mathrm{o}_{\boldsymbol{j} i}=\sum_{\text {perm. } \sigma} \operatorname{sgn}(\sigma) \prod_{s=1}^{3}\left(\left(\partial_{\sigma(s)} \mathbf{B}\right) \mathbf{p}_{s: i}\right)_{\boldsymbol{j}}, \tag{6.44}
\end{equation*}
$$

where $\left(\partial_{\sigma(s)} \mathbf{B}\right)_{j, i}=\partial y_{\sigma(s)} b_{i}\left(y_{j_{1}}^{\mathrm{Q}, 1}, y_{j_{2}, 2}^{\mathrm{Q},}, y_{j_{3}}^{\mathrm{Q}, 3}\right)$ are the components of a rank-1 TT-operator. The TT rank of the tensor is in this case bounded by $6 r^{3}$, where $r$ is the maximum rank of the geometry parametrization. In practice, however, a lower TT rank is observed for common domains.

In case of a NURBS parametrization defined by the control points $\mathbf{p}$ and the weights $\mathbf{w}$, the geometry mapping has the form

$$
\begin{equation*}
G_{s}\left(\boldsymbol{y}_{j}^{\mathrm{Q}}, \boldsymbol{\theta}_{i}^{\mathrm{C}}\right)=\sum_{m} \mathrm{p}_{s m i} \frac{\mathrm{w}_{\boldsymbol{m} i} b_{m_{1}}^{(1)}\left(y_{j_{1}}^{\mathrm{Q}, 1}\right) b_{m_{2}}^{(2)}\left(y_{j_{2}}^{\mathrm{Q}, 2}\right) b_{m_{3}}^{(3)}\left(y_{j_{3}}^{\mathrm{Q}, 3}\right)}{\sum_{l} \mathrm{w}_{\boldsymbol{l}} b_{l_{1}}^{(1)}\left(y_{j_{1}}^{\mathrm{Q}, 1}\right) b_{l_{2}}^{(2)}\left(y_{j_{2}}^{\mathrm{Q}, 2}\right) b_{l_{3}}^{(3)}\left(y_{j_{3}}^{\mathrm{Q}, 3}\right)}=\frac{\mathrm{a}_{s j i}}{\mathrm{~d}_{\boldsymbol{j} i}}, \tag{6.45}
\end{equation*}
$$

with the tensors a and $\mathbf{d}$ defined as

$$
\begin{align*}
& \mathbf{a}=(\mathbf{p} \odot(\mathbf{1} \otimes \mathbf{w})) \times_{2} \boldsymbol{B}^{(1)} \times_{3} \boldsymbol{B}^{(3)} \times_{4} \boldsymbol{B}^{(3)},  \tag{6.46}\\
& \mathbf{d}=\mathbf{w} \times{ }_{1} \boldsymbol{B}^{(1)} \times_{2} \boldsymbol{B}^{(3)} \times_{3} \boldsymbol{B}^{(3)}, \tag{6.47}
\end{align*}
$$

where $B_{\alpha \beta}^{(k)}=b_{\beta}^{(k)}\left(y_{\alpha}^{\mathrm{Q}, k}\right), \mathbf{1} \in \mathbb{R}^{3}$, is the one vector and $\times_{k}$ is the n -mode product. By applying the chain rule on $G_{s}$, the required derivatives for building the tensor $\mathbf{o}$ are given by

$$
\begin{equation*}
\frac{\partial G_{s}\left(\boldsymbol{y}_{\boldsymbol{j}}^{\mathrm{Q}}, \boldsymbol{\theta}_{\boldsymbol{i}}\right)}{\partial y_{k}}=\frac{\left(\partial_{y_{k}} \mathrm{a}\right)_{s j i} \mathrm{~d}_{j i}-\mathrm{a}_{s j i}\left(\partial_{y_{k}} \mathrm{~d}\right)_{\boldsymbol{j} i}}{\mathrm{~d}_{\boldsymbol{j} i}^{2}}, \tag{6.48}
\end{equation*}
$$

where $\partial_{y_{k}} \mathbf{a}$ and $\partial_{y_{k}} \mathbf{d}$ denote the tensors obtained by applying the derivative to the $k$-th basis. In order to obtain a TT representation for this case, the elementwise inversion of the tensor $\mathbf{d}$ has to be performed in the TT format. If the weights are a rank- 1 tensor, this process is trivial, since the elementwise inverse is also a rank- 1 tensor. Otherwise, the AMEn algorithm has to be used to perform this operation.

One further point is the construction of the tensor $\mathbf{k}$ from (6.39). The tensors are obtained by evaluating the metric matrix over the joint quadrature-collocation grid

$$
\begin{equation*}
\boldsymbol{K}\left(\boldsymbol{y}_{\boldsymbol{j}}^{\mathrm{Q}}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right)=D_{\boldsymbol{y}} G\left(\boldsymbol{y}_{\boldsymbol{j}}^{\mathrm{Q}}, \boldsymbol{\theta}_{\boldsymbol{i}}\right)^{-\top} D_{\boldsymbol{y}} G\left(\boldsymbol{y}_{\boldsymbol{j}}^{\mathrm{Q}}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right)^{-1} \omega\left(\boldsymbol{y}_{\boldsymbol{j}}^{\mathrm{Q}}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right) . \tag{6.49}
\end{equation*}
$$

Using Cramer's rule [SSSS93] for $3 \times 3$ matrices, the inverse can be written in terms of the cofactor matrix and the determinant

$$
\begin{equation*}
D_{\boldsymbol{y}} G\left(\boldsymbol{y}_{\boldsymbol{j}}^{\mathrm{Q}}, \boldsymbol{\theta}_{\boldsymbol{i}}^{\mathrm{C}}\right)^{-\top}=\frac{\left(\mathrm{h}_{j i}^{(\alpha, \beta)}\right)_{\alpha, \beta=1}^{3}}{\mathrm{o}_{\boldsymbol{j} i}} \tag{6.50}
\end{equation*}
$$

Multiplying the transpose of the inverse with the inverse yields in this case the following expression for the tensor

$$
\begin{equation*}
\mathrm{k}_{j i}^{(\alpha, \beta)}=\frac{\mathrm{h}_{j i}^{(\alpha, 1)} \mathrm{h}_{j i}^{(\beta, 1)}+\mathrm{h}_{j i}^{(\alpha, 2)} \mathrm{h}_{j i}^{(\beta, 2)}+\mathrm{h}_{j i}^{(\alpha, 3)} \mathrm{h}_{j i}^{(\beta, 3)}}{\mathrm{o}_{j i}} . \tag{6.51}
\end{equation*}
$$

If the elements of the Jacobian are represented as tensors in the TT format, computing the low-rank representation of $\mathbf{k}^{(\alpha, \beta)}$ requires multiplications and elementwise inversions, where again the AMEn algorithm can be used. Having discussed the construction of the tensors $\mathbf{o}$ and $\mathbf{k}$, the detailed procedure to construct the stiffness in the TT format is presented in Algorithm 10.

```
Algorithm 10 Construction of the stiffness operator in the TT format (for both \(d=2\) and \(d=3\) ).
```

    Input: Univariate B -spline bases \(\left\{b_{i}^{(k)}\right\}_{i}, k=1, \ldots, d\), TT representation of the control points
    \(\left\{\mathbf{g}^{(\mathbf{p}, k)}\right\}_{k=1}^{4+N_{p}}\) (and weights for the NURBS case), tensor product collocation grid for the parameter
    space \(\Theta=\left\{\theta_{i_{1}}^{\mathrm{C}, 1}\right\}_{i_{1}=1}^{\ell_{1}} \times\left\{\theta_{i_{2}}^{\mathrm{C}, 2}\right\}_{i_{2}=1}^{\ell_{2}} \times \cdots \times\left\{\theta_{i_{N_{\mathrm{p}}}}^{\mathrm{C}, N_{\mathrm{p}}}\right\}_{i_{N_{\mathrm{p}}}=1}^{\ell_{N_{\mathrm{p}}}}\), coefficient function \(\hat{\kappa}\), rounding accuracy \(\epsilon\).
    Construct the quadrature grid \(\left\{\theta_{i_{1}}^{\mathrm{Q}, 1}\right\}_{i_{1}} \times \cdots \times\left\{\theta_{i_{N_{\mathrm{p}}}}^{\mathrm{C}, N_{\mathrm{p}}}\right\}_{i_{d}}\) tailored to the B-splines.
    Compute \(\mathbf{h}^{(\alpha, \beta)}, \alpha, \beta=1, \ldots, d\) in the TT format.
    Use cross approximation to evaluate \(\hat{\mathbf{k}}\).
    Compute \(\mathbf{o}\) in the TT format according to (6.43).
    Initialize \(\mathbf{S} \leftarrow 0\) in the TT format.
    for \(\alpha=1, \ldots, d\) do
        for \(\beta=1, \ldots, d\) do
        Perform the elementwise division from (6.51) in the TT format.
        Multiply \(\mathbf{k}\) and \(\hat{\mathbf{k}}\) in the TT format.
        for \(k=1, \ldots, d\) do
            Assemble \(\mathbf{g}^{\left(\mathbf{S}^{(\alpha, \beta)}, k\right)}\) using (6.41).
        for \(k=d+1, \ldots, d+N_{p}\) do
            Assemble \(\mathbf{g}^{\left(\mathbf{S}^{(\alpha, \beta)}, k\right)}\) using (6.42).
        Perform \(\mathbf{S} \leftarrow \mathbf{S}+\mathbf{S}^{(\alpha, \beta)}\) in the TT format.
        Round \(\mathbf{S}\) with relative accuracy \(\epsilon\).
    Output: The TT representation of the stiffness \(\left\{\mathbf{g}^{(\mathbf{S}, k)}\right\}_{k=1}^{d+N_{p}}\).
    
### 6.4.4. Enforcing the boundary conditions

In the presented framework, we consider that the image of a face of the reference hypercube is either a Dirichlet or a Neumann boundary for every $\boldsymbol{\theta} \in \Xi$. The boundary conditions are applied by enforcing the values of the DoFs that contribute to the approximation along the boundary. For a B-spline as presented in Appendix A, the only basis elements that are nonzero at the interval boundaries are the first and the last. For a univariate basis of size $n$, the discrete projection operator $\boldsymbol{M}=\operatorname{diag}(0,1, \ldots, 1,0)$ is defined in order to enforce the DoFs corresponding to the boundaries to be 0 . If however only the coefficient of the first (or the last) basis has to be set to 0 , the diagonal matrix has the form $\operatorname{diag}(0,1, \ldots, 1)$ ( $\operatorname{diag}(1, \ldots, 1,0)$ for the last basis). If no restriction on the DoFs is required, the projection is the identity matrix.

When enforcing the boundary conditions on the BVP (6.2), the operator is constructed using the Kronecker product as

$$
\begin{equation*}
\mathbf{P}^{\mathrm{in}}=\boldsymbol{M}^{(1)} \otimes \cdots \otimes \boldsymbol{M}^{(d)} \otimes \boldsymbol{I}_{\boldsymbol{\ell}}, \tag{6.52}
\end{equation*}
$$

where the matrices $\boldsymbol{M}^{(k)}$ are defined as

$$
\boldsymbol{M}^{(k)}= \begin{cases}\operatorname{diag}(0,1, \ldots, 1,0), & \text { Dirichlet BC for both facets } y_{k}=0 \text { and } y_{k}=1  \tag{6.53}\\ \operatorname{diag}(0,1, \ldots, 1), & \text { Dirichlet BC for the facet } y_{k}=0, \text { Neumann BC for the facet } y_{k}=1, \\ \operatorname{diag}(1, \ldots, 1,0), & \text { Neumann BC for the facet } y_{k}=0, \text { Dirichlet BC for the facet } y_{k}=1, \\ \operatorname{diag}(1, \ldots, 1), & \text { Neumann BC for both facets } y_{k}=0 \text { and } y_{k}=1\end{cases}
$$

Its complement $\mathbf{P}^{b d}$ only selects the DoFs that only affect the Dirichlet boundaries:

$$
\begin{equation*}
\mathbf{P}^{\mathrm{bd}}=\mathbf{I}-\mathbf{P}^{\mathrm{in}} \tag{6.54}
\end{equation*}
$$

With the discrete projection operators, the BVP (6.2) can be written as the system

$$
\begin{equation*}
\left(\mathbf{P}^{\text {in }}(\mathbf{S}+\rho \mathbf{M})+\alpha \mathbf{P}^{\mathrm{bd}}\right) \mathbf{u}=\mathbf{P}^{\mathrm{in}} \mathbf{f}+\alpha \mathbf{P}^{\mathrm{bd}} \mathbf{f}^{\mathrm{D}}, \tag{6.55}
\end{equation*}
$$

where $\alpha \neq 0$ is a constant. The tensor $\mathbf{f}^{\mathrm{D}}$ approximates the prescribed Dirichlet conditions along the boundaries $\Gamma_{D}(\boldsymbol{\theta})$, such that

$$
\begin{equation*}
g(\boldsymbol{x}, \boldsymbol{\theta}) \approx \sum_{\boldsymbol{k}} \mathrm{f}_{\boldsymbol{k} i}^{\mathrm{D}} b_{\boldsymbol{k}}\left(G^{-1}(\boldsymbol{x}, \boldsymbol{\theta})\right), \quad \forall \boldsymbol{\theta} \in \Xi, \boldsymbol{x} \in \Gamma_{D}(\boldsymbol{\theta}) \tag{6.56}
\end{equation*}
$$

The choice of the constant $\alpha$ is arbitrary, however, it affects the condition number of the final tensor-operator and the convergence of the iterative solver. The choice of the constant in this work is $\alpha=1 / n$, where $n$ is the maximum size of the univariate B-spline bases. For a more detailed derivation of imposing the boundary conditions as well as the interface conditions between several IGA patches we refer to [LMMT14].

### 6.4.5. Quantized tensor train decomposition

One way to speed up the computations in the TT format is to use the QTT format presented in Section 3.2.3. In many cases, the prior reshaping of the tensors increase the efficiency of the linear algebra operations (especially for the AMEn solver) [Kho11, KO10, IWL ${ }^{+}$21]. Therefore, the QTT format is used during the construction of the stiffness tensor-operator (especially for the elementwise inversion of $\mathbf{0}$ ). Since the choice of the univariate bases is not always a power of 2, the reshaping is performed using the prime factorization of the modes. Additionally, the QTT format is also used when solving the multilinear system (6.28).

### 6.5. Numerical experiments

In the rest of the chapter, numerical investigations are performed to showcase the performance of the presented TT-IGA framework. The proposed method is also compared against other well established methods (FEM). First, a convergence study is performed to assess the correctness of the solver. Next, the efficiency of the TT solver as well as the operator construction is studied for an increasing number of parameters. The remaining examples address solving inverse problems with the help of a surrogate model obtained from the TT-IGA solver. One example is a section of a quadrupole model (2d magnetostatic problem) and the second example is a waveguide structure (3d scalar Helmholtz equation). The third test case concerns a parameter dependent material jump within the computational domain. All presented results are run on a standard workstation. The presented framework is implemented in the Python programming language in the form of the Python package tt-iga ${ }^{1}$. For the multilinear algebra operations in the TT format, the Python package torchtt ${ }^{2}$ is used. Both packages have been developed by the author.

### 6.5.1. Convergence study

The first numerical test is a convergence study to assess the behavior of the error while refining the discretization. Along with the error of the TT-IGA solution, the computational cost is also investigated in

[^2]

Figure 6.5.: Deformed cylinder (parametrization is given in (6.57)). Figures adapted from [ILDG22].
terms of storage needs, solver runtime and assembly time for the system operators. For this study, the computational domain is a cylinder which is deformed by varying a single parameter. In Figure 6.5, the initial and the fully deformed geometry are shown. The geometry is given by the parametrization

$$
G(\boldsymbol{y}, \theta)=\left(\begin{array}{c}
\left(2 y_{1}-1\right) \sqrt{1-\frac{\left(2 y_{2}-1\right)^{2}}{2}}\left(\frac{1-\cos \left(\left(2 y_{3}-1\right) \pi\right)}{2} \theta+1\right)  \tag{6.57}\\
\left(2 y_{2}-1\right) \sqrt{1-\frac{\left(2 y_{1}-1\right)^{2}}{2}}\left(\frac{1-\cos \left(\left(2 y_{3}-1\right) \pi\right)}{2} \theta+1\right) \\
2 y_{3}-1
\end{array}\right), \quad y_{1}, y_{2}, y_{3}, \theta \in[0,1]
$$

Using the method of manufactured solutions, the following Laplace BVP problem is solved over the parameter dependent domain $D(\boldsymbol{\theta})$ :

$$
\begin{align*}
\Delta u(\boldsymbol{x}, \theta) & =0, & & \boldsymbol{x} \in D(\theta)  \tag{6.58a}\\
u(\boldsymbol{x}, \theta) & =\cos \left(3 x_{1}\right) \cos \left(4 x_{2}\right) \exp \left(-5 x_{3}\right), & & \boldsymbol{x} \in \partial D(\theta), \tag{6.58b}
\end{align*}
$$

with the analytical solution represented in the physical domain $u(\boldsymbol{x}, \theta)=\cos \left(3 x_{1}\right) \cos \left(4 x_{2}\right) \exp \left(-5 x_{3}\right)$. The geometry approximation is done using B-splines which are chosen to be identical (same degree and same knots) for all 3 dimensions with the degree $p$ and the size $n$, such that $\boldsymbol{n}=(n, n, n)$.

The first part of the study concerns the convergence with respect to refining the B-spline bases while keeping the size of the collocation grid fixed to $\ell=8$. In this case, the expected convergence order for the $L^{2}$ error is $\mathcal{O}\left(n^{-(p+1)}\right)$. In Figure 6.6a, the convergence of the TT-IGA solver is shown for gradually refined B -spline bases for $p \in\{1,2,3\}$ (linear, quadratic, cubic). For verification, the $\mathcal{O}\left(n^{-(p+1)}\right)$ lines are also plotted. In the Figures 6.6 b and 6.6 c , the QTT format is compared against the TT format and the conventional GMRES solver. To this end, only quadratic B-splines are used, however, the results are however similar for linear and cubic B-splines. As seen in Figure 6.6b, the runtime of the AMEn solver scales better (similar to $\mathcal{O}\left(n^{2}\right)$ ) with the size of the basis, compared to using the GMRES for the linear system. Even though the system matrix is stored in sparse format, the computational complexity of GMRES solver equals the complexity of storing the solution in the full format $\left(\mathcal{O}\left(n^{3}\right)\right)$. Despite scaling worse than the AMEn, the GMRES is faster for small values of $n$. As a note, the GMRES solver is used for resolving one single parameter, while the TT-IGA solver offers the solution for $\ell=8$ parameters at once. Regarding the

(a) Convergence study for $p \in\{1,2,3\}$ and $n \in$ $\{8,16,32,64,128\}$.


(b) Comparison between the AMEn and GMRES solvers in terms of runtime for increasing $n$.

(c) Storage requirements for the solution for increasing $n(p=2)$.

Figure 6.6.: Performance of the TT-IGA solver in terms of convergence, runtime (solver as well as stiffness assembler) and memory consumption for a fixed parameter grid ( $\ell=8$ ). Figures adapted from [ILDG22].
choice between the TT and the QTT format, it has been observed that both have a similar increase in the complexity. However, the TT is slightly faster for this example. In both cases, it has been observed that the TT-rank stagnates after a certain $n$. With respect to memory consumption, both TT and QTT achieve a very good compression ratio, however, the QTT format uses less memory for storing the TT-cores after the dimension of the univariate bases exceeds $n=60$. As already mentioned in this chapter, the assembly of


Figure 6.7.: Convergence of the solution for increasing values of $\ell$. Figures adapted from [ILDG22].
the mass and stiffness operators is a computationally expensive process in IGA-FEM. Even iterating through all the DoF in order to populate the matrix has the complexity $\mathcal{O}\left(n^{3}\right)$. The TT-IGA assembly routine is benchmarked against the naive integration as shown in Figure 6.6d. In this case, the proposed low-rank method is orders of magnitude faster with a better asymptotic complexity $\mathcal{O}\left(n^{2}\right)$ compared to $\mathcal{O}\left(n^{3}\right)$ for the classical assembler). Note that the results for the TT based method are for the entire parameter grid while the conventional assembler is used for only one parameter realization.

In the error estimate from (6.29), the error of the parameter space discretization is also accounted for. In the rest of the section, the convergence of the parameter dependent solution with respect to the size $\ell$ of the collocation grid is investigated. In Figure 6.7a, the exponential decrease of the error is observed for an increasing $\ell$ for fixed cubic B-spline basis of $n=128$. Since the global error is bounded by both the IGA and the parameter space discretization, it can be seen that the IGA discretization becomes the limiting factor for $\ell \geqslant 7$. This behavior is also shown in Figure 6.7b, where the B-splines are refined for several values of $\ell$.

### 6.5.2. Performance of the TT-IGA method for multiple parameter dependencies

In the previous test case, the geometry was controlled using only one parameter. One natural question that comes into mind is, how does the solver perform for an increasing number of geometry parameters. We use a quarter of a C-shape domain with the inner radius $r_{\text {in }}=1.5$ and a parameter dependent outer radius

$$
\begin{equation*}
r_{\text {out }}(\alpha, \boldsymbol{\theta})=2+\sum_{k=1}^{N_{\mathrm{p}}} \theta_{k} b_{k}^{(\text {out })}(\alpha), \quad \theta_{k} \in[-0.0 .5,0.05], \tag{6.59}
\end{equation*}
$$

where $\alpha \in(0,1)$ is a scaled angular span, $N_{\mathrm{p}}$ is the number of parameters and $\left\{b_{k}^{\text {(out) }}\right\}_{k=1}^{N_{\mathrm{p}}}$ is a B-spline basis. An illustration of the geometry for several parameter realizations is given in Figure 6.8a. The

(a) The geometry for several parameter combinations in the case $N_{\mathrm{p}}=8$.


(b) Solution in the $\boldsymbol{y} \in(0,1) \times(0,1) \times\{0.5\}$ plane. The color red corresponds to the maximum value (in this case 1 ) and the color blue corresponds to the smallest value (in this case 0 ).

Figure 6.8.: Quarter of a C-shaped domain perturbed outer radius $r_{\text {out }}(\alpha, \boldsymbol{\theta})$ (both figures are adapted from [ILDG22]).
parametrization of the C-shape quarter with perturbed outer radius is given by

$$
G(\boldsymbol{y}, \boldsymbol{\theta})=\left(\begin{array}{c}
\left(y_{1}\left(r_{\text {out }}\left(y_{2}, \boldsymbol{\theta}\right)-r_{\text {in }}\right)+r_{\text {in }}\right) \cos \left(y_{2} \pi / 4\right)  \tag{6.60}\\
\left(y_{1}\left(r_{\text {out }}\left(y_{2}, \boldsymbol{\theta}\right)-r_{\text {in }}\right)+r_{\text {in }}\right) \sin \left(y_{2} \pi / 4\right) \\
y_{3}
\end{array}\right), \quad \boldsymbol{y} \in[0,1]^{3} .
$$

In the domain $D(\boldsymbol{\theta})$, the following Laplace equation is solved

$$
\begin{align*}
\Delta u(\cdot, \boldsymbol{\theta}) & =0, & & \text { in } D(\boldsymbol{\theta}),  \tag{6.61}\\
\partial_{\boldsymbol{\nu}} u & =0, & & \text { on } \Gamma_{\mathrm{N}}(\boldsymbol{\theta}),  \tag{6.62}\\
u & =1, & & \text { on } \Gamma_{\mathrm{D}^{+}},  \tag{6.63}\\
u & =0, & & \text { on } \Gamma_{\mathrm{D}^{-}}, \tag{6.64}
\end{align*}
$$

where the Dirichlet conditions are imposed along the inner radius $\Gamma_{\mathrm{D}^{-}}=\left\{G(\boldsymbol{y}, \boldsymbol{\theta}): y_{1}=0\right\}$ and the perturbed outer radius $\Gamma_{\mathrm{D}^{+}}=\left\{G(\boldsymbol{y}, \boldsymbol{\theta}): y_{1}=1\right\}$, while the normal derivative is along the remaining part of the boundary $\Gamma_{\mathrm{N}}=\partial D(\boldsymbol{\theta}) \cap\left\{G(\boldsymbol{y}, \boldsymbol{\theta}): 0<y_{1}<1\right\}$. In Figure 6.8b the solution in the plane corresponding to $\boldsymbol{y} \in(0,1) \times(0,1) \times\{0.5\}$ is plotted for a randomly chosen parameter and $N_{\mathrm{p}}=8$. The geometry is represented using quadratic B-splines of fixed size $\boldsymbol{n}=(40,20,80)$. The discretization of the parameter space is done using a tensor product of identically sized grids of size $\ell_{k}=\ell=8, k=1, \ldots, N_{\mathrm{p}}$.

The BVP is solved for an increasing number of parameters $N_{\mathrm{p}} \in\{2,3 \ldots, 10\}$. In order to obtain the best performance in terms of computational time and memory consumption, the QTT format is used for the construction of the stiffness tensor-operator. The resulting stiffness is however stored in the TT format. The results are shown in Table 6.1. The AMEn solver is applied to the system in the TT format and the storage requirements are reported without the use of quantization. In addition to the runtime on the central processing unit (CPU), the AMEn solver is also run on the graphics processing unit (GPU) ${ }^{1}$, with an increase in speed of about 11 times. The error compared to a reference solution is checked as well, to ensure that it does not explode with the growing number of parameters.

[^3]| $N_{\text {p }}$ | Assembly time [s] | AMEn solver runtime [s] |  | Operator storage [MB] | Solution storage [MB] |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CPU | GPU |  |  |
| 2 | 15.55 | 1.62 | 0.75 | 14.06 | 0.20 |
| 3 | 22.79 | 4.59 | 1.40 | 31.75 | 0.46 |
| 4 | 37.30 | 10.24 | 2.05 | 50.21 | 0.86 |
| 5 | 57.85 | 27.40 | 3.92 | 73.52 | 1.41 |
| 6 | 83.42 | 54.05 | 5.91 | 94.42 | 2.12 |
| 7 | 122.92 | 106.88 | 10.79 | 133.41 | 2.80 |
| 8 | 175.25 | 188.73 | 20.85 | 164.40 | 4.23 |
| 9 | 255.85 | 340.97 | 32.50 | 199.05 | 4.97 |
| 10 | 406.98 | 549.64 | 49.14 | 245.35 | 7.14 |

Table 6.1.: Computational complexity (runtime as well as storage) for an increasing number of the parameters $N_{\mathrm{p}}$. The stiffness assembly time and the solver runtime are reported separately. Table data is adapted from [ILDG22].

As seen from the table, the time complexity of the TT-IGA has a slightly exponential behavior, however, the base is smaller than 2 ( $\sim 1.6^{N_{\mathrm{p}}}$ for the stiffness assembly and $\sim 1.7^{N_{\mathrm{p}}}$ for the solver). The linear complexity with respect to the number of dimensions is not observed because the ranks also depend on the number of parameters. Despite this fact, the TT-IGA solver remains a very efficient approach for dealing with a moderate number of parameters. The quadratic growth of the storage requirement with respect to the mode size is observed for the tensor operators. They require two orders of magnitude more space than the solution of the problem. One way to reduce this is to take advantage of the sparse structure of the TT cores.

### 6.5.3. Quadrupole section

The model considered in this section is a quadrupole accelerator magnet [DGGI ${ }^{+} 20$ ]. The model is 2 d and the geometry can be found in Figure 6.9. Due to geometry and excitation symmetry, only $1 / 8$-th of the cross-section is considered (red contour in Figure 6.9). A surrogate model of the BVP is computed in order to be used to solve an inverse problem. The 4 geometry parameters are inferred from field observations in the air gap. The section is divided into two parts: computing the surrogate model (forward problem) and approximating the posterior PDF (inverse problem).

## Forward problem

The detailed sketch of the geometry is presented is Figure 6.10a. The computational domain is divided into three subdomains, each corresponding to one of the three different material regions: air, iron and copper. Parametric deformations of the subdomains are also considered (represented in Figure 6.10b):

- Parameter $\theta_{1}$ corresponds to the radius of the iron yoke's interior surface.
- Parameter $\theta_{2}$ corresponds to the position along the $x_{1}$-axis of the left boundary of the copper region.
- Parameter $\theta_{3}$ corresponds to the position along the $x_{1}$-axis of the right boundary of the copper region.
- Parameter $\theta_{4}$ corresponds to the height of the copper region.


Figure 6.9.: Cross-section of the quadrupole accelerator magnet. Figure from [DGGI+20].

For each parameter, the following bounds are defined: $\theta_{k} \in[-0.75,0.75] \mathrm{mm}, k \in\{1,2,3,4\}$.
The geometry is represented using a single NURBS patch and the parameter dependence only affects the interior control points, while the image of the parametrization is the same for every parameter realization. The exact geometry description (control points, weights and B-spline basis) is presented in detail in Appendix C. The NURBS parametrization is chosen such that the different material regions correspond to Cartesian subpartitions in the reference domain for every parameter realization $\boldsymbol{\theta} \in \Xi$. The copper subdomain, for example, is given as the image of $[0.4,0.6] \times[0,0.5]$, while the air gap is the image of $[0,0.4] \times[0,0.3]$. The B-spline basis is chosen to allow for $C^{0}$ continuity across the interfaces between the subdomains.

Dealing with a magnetostatic problem, the governing equations are the laws of Gauß and Ampère

$$
\begin{array}{r}
\nabla \cdot \boldsymbol{B}=\mathbf{0}, \\
\nabla \times \boldsymbol{H}=\boldsymbol{J}, \tag{6.66}
\end{array}
$$

where $\boldsymbol{B}$ is the magnetic flux density, $\boldsymbol{H}$ is the magnetic field strength, $\boldsymbol{J}$ is the current density, $\nabla \times$ is the curl operator and $\nabla$ - is the divergence operator. The material relation is assumed to be linear, i.e., $\boldsymbol{H}(\boldsymbol{x})=\nu(\boldsymbol{x}) \boldsymbol{B}(\boldsymbol{x})$, but dependent on the spatial position. In order to derive a single PDE, the magnetic vector potential formulation $\boldsymbol{B}=\nabla \times \boldsymbol{A}$ is used to obtain the curl-curl equation

$$
\begin{equation*}
\nabla \times(\nu \nabla \times \boldsymbol{A})=\boldsymbol{J} . \tag{6.67}
\end{equation*}
$$

A further simplification is obtained when considering that the problem is 2 d . In order to fully describe the solution in the $x_{1} x_{2}$-plane, only the third component of the magnetic vector potential is considered, such


Figure 6.10.: Computational domain of the 2d quadrupole model: nominal geometry and the subdomain boundaries for different parameter realizations (red contours).
that $\boldsymbol{A}=\left(0,0, A_{3}\right)$. The curl-curl equation is therefore reduced to the BVP

$$
\begin{align*}
-\nabla \cdot\left(\mu(\cdot, \boldsymbol{\theta})^{-1} \nabla A_{3}(\cdot, \boldsymbol{\theta})\right)=J_{3}(\cdot, \boldsymbol{\theta}), & \text { in } D,  \tag{6.68}\\
A_{3}=0, & \text { on } \Gamma_{D},  \tag{6.69}\\
\mu(\cdot, \boldsymbol{\theta})^{-1} \partial_{\boldsymbol{\nu}} A_{3}=0, & \text { on } \Gamma_{N}, \tag{6.70}
\end{align*}
$$

where $\Gamma_{D}$ and $\Gamma_{N}$ are the Dirichlet and Neumann boundaries of the domain, respectively (see Figure 6.10a). They are motivated by the symmetry of the model as well as by the fact that the permeability of the iron is high enough such that the field exiting the outer boundary can be neglected. The total current flowing through the copper region is set to be $I=1080 \mathrm{~A}$ ( 24 turns and a current of 45 A per turn). Due to the choice of the parametrization, the current density has the following expression in the reference domain:

$$
\hat{J}(\boldsymbol{y}, \boldsymbol{\theta})= \begin{cases}\frac{I}{S(\boldsymbol{\theta})}, & 0.4<y_{1}<0.6 \text { and } 0<y_{2}<0.5  \tag{6.71}\\ 0, & \text { otherwise },\end{cases}
$$

where $S(\boldsymbol{\theta})$ is the surface of the copper region. The permeability is similarly expressed in the reference domain as

$$
\hat{\mu}(\boldsymbol{y}, \boldsymbol{\theta})= \begin{cases}\mu_{0}, & 0.4<y_{1}<0.6 \text { and } 0<y_{2}<0.5 \text { or } 0<y_{1}<0.4 \text { and } 0<y_{2}<0.3  \tag{6.72}\\ \mu_{0} \mu_{r}, & \text { otherwise },\end{cases}
$$

where $\mu_{0}$ is the vacuum permeability and $\mu_{r}=1500$ is the relative permeability.
The TT-IGA solver is applied on the parameter dependent BVP. Quadratic B-spline bases with the size $\boldsymbol{n}=(64,64,64)$ are chosen for the IGA discretization and $\ell=8$ collocation points per dimension for the parameter space discretization. Constructing the stiffness TT operator up to a relative accuracy of $\epsilon=10^{-10}$ in the Frobenius norm yields the TT rank $\boldsymbol{r}=(1,92,86,61,26,7,1)$ which corresponds to $\approx 268 \mathrm{MB}$ of storage. The assembly time for the extended stiffness tensor operator is approximately 50 s , compared to 1.5 s needed for a FEM mesh of comparable size for one parameter realization. The AMEn solver is run with a relative residual accuracy of $\epsilon=10^{-6}$. The solution is plotted for $\boldsymbol{\theta}=\mathbf{0}$ in Figure 6.11. The rank of the


Figure 6.11.: Quadrupole section: solution for $\boldsymbol{\theta}=(0,0,0,0)$. The contour lines of $A_{3}$ are plotted.
obtained solution is $\boldsymbol{r}=(1,63,141,123,54,8,1)$ and corresponds to $\approx 6.53 \mathrm{MB}$ of storage. As a comparison, storing a solution as a full tensor for a fixed geometry only requires $\approx 0.032 \mathrm{MB}$. The relatively increased storage requirement for the 2 d problem is caused by the bad choice of the geometry parametrization. The naive choice of the control points leads to high distortions across the domain. Optimization techniques similar to the ones presented in [PC19, JM17b] can be applied to obtain a better IGA parametrization of the domain. The parameter dependent solution obtained from the TT-IGA is validated against a fine grid FEM solution in terms of accuracy for multiple parameter combinations.

## Inverse problem

For the inverse problem, we assume that the observed quantity is the $A_{3}$ component of the magnetic vector potential. The number of observations is $N_{\mathrm{o}}=9$ and they are equidistantly spread along the line $x_{1} \in[0,16] \mathrm{mm}, x_{2}=0 \mathrm{~mm}$. The observations are generated from a high-fidelity FEM simulation for $\hat{\boldsymbol{\theta}}=\mathbf{0}$ and polluted with Gaussian additive noise. In the Bayesian setup, the vector $\boldsymbol{z} \in \mathbb{R}^{N_{0}}$ containing the observations as well as the parameter vector $\boldsymbol{\theta}$ are modeled as random variables $\boldsymbol{Z}$ and $\boldsymbol{\vartheta}$, respectively. The additive Gaussian noise model is translated into the following likelihood function

$$
\begin{equation*}
p_{\boldsymbol{Z} \mid \vartheta=\boldsymbol{\theta}}(\boldsymbol{z}) \propto \exp \left(-\frac{1}{2 \sigma_{\mathrm{n}}^{2}} \sum_{k=1}^{N_{\mathrm{o}}}\left(z_{k}-A_{3}\left(\boldsymbol{x}^{(k)}, \boldsymbol{\theta}\right)\right)^{2}\right), \tag{6.73}
\end{equation*}
$$

where $\sigma_{\mathrm{n}}=5 \cdot 10^{-6}$ is the noise standard deviation and $\boldsymbol{x}^{(k)}$ are the positions where the field is observed. Due to the choice of the parametrization $G$, the positions of the points $\boldsymbol{x}^{(k)}$ in the reference domain depend on the parameter $\boldsymbol{\theta}$. The dependence is however linear and no inversion of the map $G$ is necessary
to evaluate the TT-IGA solution. Regarding the prior distribution, the parameters are considered to be independent and identically distributed beta RVs with $\alpha=\beta=4$. Note that the definition domain of the beta PDF has to be scaled to the parameter range.

The posterior

$$
\begin{equation*}
p_{\boldsymbol{\vartheta} \mid \boldsymbol{Z}=\boldsymbol{z}}(\boldsymbol{\theta}) \propto p_{\boldsymbol{Z} \mid \boldsymbol{\vartheta}=\boldsymbol{\theta}}(\boldsymbol{z}) p_{\vartheta}(\boldsymbol{\theta}), \tag{6.74}
\end{equation*}
$$

is in this case interpolated using a tensor product quadratic B-spline basis defined over the domain $\Xi$ with the size ( $50,25,25,25$ ). The result is shown in Figure 6.12, where the 2d and 1d marginals of the joint posterior PDF is represented. Furthermore, the first and second order moments of the posterior are computed using numerical integration, which are given as

$$
\begin{align*}
\mathbb{E}(\boldsymbol{\vartheta}) & =\left(-5.2097 \cdot 10^{-6},-1.1709 \cdot 10^{-6},-5.2202 \cdot 10^{-9}, 7.3047 \cdot 10^{-9}\right) \mathrm{m},  \tag{6.75}\\
\operatorname{Cov}(\boldsymbol{\vartheta}, \boldsymbol{\vartheta}) & =\left(\begin{array}{cccc}
1.6124 \cdot 10^{-9} & 5.7094 \cdot 10^{-10} & -8.6323 \cdot 10^{-11} & -1.1170 \cdot 10^{-10} \\
5.7094 \cdot 10^{-10} & 5.1130 \cdot 10^{-8} & 6.8685 \cdot 10^{-13} & 6.8260 \cdot 10^{-13} \\
-8.6323 \cdot 10^{-11} & 6.8685 \cdot 10^{-13} & 5.1138 \cdot 10^{-8} & -1.2719 \cdot 10^{-13} \\
-1.1170 \cdot 10^{-10} & 6.8260 \cdot 10^{-13} & -1.2719 \cdot 10^{-13} & 5.1138 \cdot 10^{-8}
\end{array}\right) \mathrm{m}^{2} . \tag{6.76}
\end{align*}
$$

As it can be observed, the posterior only offers significant information about the parameter $\theta_{1}$, which corresponds to the radius of the yoke. This parameter has a higher influence on the predicted measurements since it directly affects the distribution of the field along the horizontal line. The remaining parameters govern the surface of the current excitation and have a small contribution to the predicted measurements. As seen from the diagonal dominant structure of the covariance matrix, the parameters are statistically independent of each other.

### 6.5.4. Helmholtz equation within a waveguide structure

In this test case, a 3d model is studied. Similarly to the previous case, the surrogate model is built and then used to solve an inverse problem.

## Forward problem

The geometry in this case is a 3d waveguide structure (see Figure 6.13a). The section is rectangular with the height $h=0.5$ and the width variable width $w \in[2,3]$. The volume is created by translating the cross-section along a curve. In Figure 6.13a, the coordinates of some relevant points (blue dots) are given. The three points correspond in the reference domain to the points $y_{1}=0, y_{2}=1, y_{3} \in$ $\{0,0.25,0.5,0.75,1\}$. The computational domain depends on three parameters: $\theta_{1} \in[-0.2,0.2]$ which affects the radius of the circular section and $\theta_{2}, \theta_{3} \in[-0.3,0.3]$ which determines the height of the inverted truncated pyramid part. In Figure 6.13b, the geometry is represented for several parameter realizations $\boldsymbol{\theta} \in\{-0.2,0.2\} \times\{-0.3,0.3\} \times\{-0.3,0.3\}$. The parameter dependent geometry map that describes the domain is approximated using a $B$-spline representation similar to the one given in (6.3).

Within the presented computational domain $D(\boldsymbol{\theta})$, the following scalar Helmholtz BVP is solved:

$$
\begin{align*}
\Delta u(\cdot, \boldsymbol{\theta})+\rho u(\cdot, \boldsymbol{\theta})=0, & \text { in } D(\boldsymbol{\theta}),  \tag{6.77a}\\
u(\cdot, \boldsymbol{\theta})=g(\cdot), & \text { on } \partial D(\boldsymbol{\theta}) \cap\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}=-3\right\},  \tag{6.77b}\\
u(\cdot, \boldsymbol{\theta})=0, & \text { on } \partial D(\boldsymbol{\theta}) \backslash\left\{\left(x_{1}, x_{2}, x_{3}\right): x_{3}=-3\right\}, \tag{6.77c}
\end{align*}
$$



Figure 6.12.: Quadrupole section: posterior PDF for the inverse problem. Marginalization is performed to obtain the graphical representation. On the main diagonal, the prior (green dashed line) is plotted together with the posterior (blue solid line). The red vertical lines represent the ground truth $\hat{\boldsymbol{\theta}}=\mathbf{0}$.
where the boundary condition $g\left(x_{1}, x_{2}\right)=\cos \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right)$ is imposed at the plane $x_{3}=-3$, the zero Dirichlet boundary condition is imposed on the remaining part of the boundary $\partial D(\boldsymbol{\theta}) \cap\left\{\left(x_{1}, x_{2}, x_{3}\right)\right.$ : $\left.x_{3}=-3\right\}$ and $\rho=49$. The solution is plotted in Figure 6.14 for $\theta_{1}=\theta_{2}=\theta_{3}=0$.

The BVP is discretized using tensor product of uniform quadratic B-splines of dimension $\boldsymbol{n}=(64,64,128)$ for the spatial dimensions and a tensor product of Chebyshev nodes of size $\boldsymbol{\ell}=(8,8,8)$ for the parameter space. Due to the low rank structure of the parameter dependent geometry, the system operators (stiffness and mass) are constructed in $\approx 2 \mathrm{~s}$ for a relative accuracy of $\epsilon=10^{-12}$ and $\epsilon=10^{-10}$ for the mass and stiffness, respectively. The TT rank of the stiffness tensor operator is $\boldsymbol{r}^{\mathbf{S}}=(1,5,21,12,6,8,1)$, which corresponds to only approximately 35 MB of storage space. The solution is obtained using the AMEn solver

(a) The geometry of the waveguide. The cross-section is rectangular with height $h=0.5$ and width ranging from 2 to 3 . The positions of the blue points is also displayed as well as their parameter dependence. Red markers represent the position of the observations for the inverse problem.

(b) Waveguide geometry for different parameter combinations $\boldsymbol{\theta} \in\{-0.2,0.2\} \times\{-0.3,0.3\} \times\{-0.3,0.3\}$.

Figure 6.13.: Geometry of the waveguide structure with rectangular section.
for a relative accuracy of the residual of $\epsilon=10^{-7}$. To verify the correctness of the TT-IGA solver, the solution is compared against a FEM solver for some parameter realizations. The GMRES solver used by the FEM solver suffers from the lack of preconditioning. The AMEn solver on the other hand benefits from the preconditioning of the local subsystems. The TT-IGA solver is again faster than the conventional FEM solver for a similar discretization level. Regarding the low rank approximation of the parameter dependent solution, its TT rank is $r^{\mathbf{u}}=(1,64,81,81,66,10,1)$, corresponding to around 9 MB . As a comparison, storing the full tensor of shape $(64,64,128)$ corresponding to a fixed parameter requires $\approx 4 \mathrm{MB}$.

## Inverse problem

Similar to the previous test case, an inverse problem is solved using the surrogate model of the solution of (6.77). The observed quantity is the solution $u$ at a discrete number of points. The observations are generated using a FEM simulation and correspond to the parameter $\hat{\boldsymbol{\theta}}=\mathbf{0}$. The $z_{k}=u\left(\boldsymbol{x}^{(k)}, \hat{\boldsymbol{\theta}}\right)+\varepsilon_{k}$ where $\varepsilon_{k}$ is a sequence of i.i.d. Gaussian RVs with mean 0 and variance $\sigma_{\mathrm{n}}^{2}$. The likelihood in this case is

$$
\begin{equation*}
p_{\boldsymbol{Z} \mid \boldsymbol{\vartheta}=\boldsymbol{\theta}}(\boldsymbol{z}) \propto \exp \left(-\frac{1}{2 \sigma_{\mathrm{n}}^{2}} \sum_{k=1}^{N_{0}}\left(z_{k}-u\left(\boldsymbol{x}^{(k)}, \boldsymbol{\theta}\right)\right)^{2}\right) \tag{6.78}
\end{equation*}
$$

where $\boldsymbol{x}^{(k)}$ are the positions in the physical domain where the field is observed (represented with the red markers in Figure 6.13a). Compared to the previous case, the points $\boldsymbol{x}^{(k)}$ correspond to the same points in the reference domain for every parameter combination.


Figure 6.14.: Waveguide problem: the solution for $\theta_{1}=\theta_{2}=\theta_{3}=0$ and $\boldsymbol{y} \in[0,1] \times\{0.5\} \times[0,1]$.

Using the surrogate model, the posterior

$$
\begin{equation*}
p_{\boldsymbol{\vartheta} \mid Z=\boldsymbol{z}}(\boldsymbol{\theta}) \propto p_{\boldsymbol{Z} \mid \boldsymbol{\vartheta}=\boldsymbol{\theta}}(\boldsymbol{z}) p_{\boldsymbol{\vartheta}}(\boldsymbol{\theta}) \tag{6.79}
\end{equation*}
$$

is interpolated using a tensor product quadratic B-spline basis of size $\boldsymbol{n}=(64,64,64)$. The prior of each parameter is a Gamma distributed with $\alpha=\beta=5$ (scaled to the parameter space $\Xi$ ). The results for $\sigma_{\mathrm{n}}=0.02$ are showed in Figure 6.15, where the individual parameters are marginalized to obtain a graphical representation of the posterior. Furthermore, the first and second order moments of the posterior are computed using numerical integration:

$$
\begin{align*}
\mathbb{E}(\boldsymbol{\vartheta}) & =(0.0067,-0.0337,-0.0031),  \tag{6.80}\\
\operatorname{Cov}(\boldsymbol{\vartheta}, \boldsymbol{\vartheta}) & =\left(\begin{array}{ccc}
4.4079 \cdot 10^{-5} & 7.6069 \cdot 10^{-5} & -4.8618 \cdot 10^{-5} \\
7.6069 \cdot 10^{-5} & 5.5687 \cdot 10^{-3} & 5.8178 \cdot 10^{-4} \\
-4.8618 \cdot 10^{-5} & 5.8178 \cdot 10^{-4} & 9.6319 \cdot 10^{-3}
\end{array}\right) . \tag{6.81}
\end{align*}
$$

The parameter that is identified with the highest confidence is $\theta_{1}$, since the variance of its posterior is orders of magnitude lower compared to the variance of the prior. The reason for this is that the first parameter has the largest impact on the length of the waveguide structure and causes the highest variation of the field at the given observation points. Between the second and third parameter, a correlation is observed. This is motivated by the fact that the height of the truncated pyramid part of the waveguide plays a more significant role than its position.


Figure 6.15.: Waveguide structure with rectangular section: posterior PDF for the inverse problem. Marginalization is performed to obtain the graphical representation. On the main diagonal, the prior (green dashed line) is plotted together with the posterior (blue solid line). The red vertical lines represent the ground truth $\hat{\boldsymbol{\theta}}=\mathbf{0}$.

## 7. Conclusion and Outlook

The final chapter of this thesis consists of an overview and some concluding remarks. Furthermore, several possible continuations of the work are suggested.

### 7.1. Conclusion

In this work, we addressed the construction of surrogate models using the TT format. Two white-box surrogate modeling methods were presented: TT-CME and TT-IGA. Despite the applications coming from different fields, the idea remains the same: add additional dimensions to the DoF tensor to accommodate the parameter dependence. An extended system is then built for recovering the DoF tensor. In both cases, all relevant tensor operators and the right-hand side are directly computed in the TT format using TT cores manipulation and multilinear algebra operations. The AMEn solver is then used to directly obtain the solution DoFs in the TT format. Despite being prohibitive when dealing with full tensors, the idea of increasing the dimensionality can be beneficial in the TT format since the dependence between the parameters can be captured by interactions between the cores. This effect is the so-called "blessing of dimensionality" [Kho12].

The TT-CME has been proven to be a viable alternative to the conventional methods. A general method for constructing the CME generator directly in the TT format was presented. The time dependency is resolved by basis expansion over the time interval. Thus, an additional dimension is added to the involved tensors. When adding parameters, the dimensionality is increased even further in order to obtain an approximation over the joint state-parameter-time domain. The extended system is then obtained using Galerkin projection. The accuracy and efficiency of the solver is then assessed in the numerical results section. Bayesian inference tasks such as filtering, smoothing and parameter identification are conducted using the presented framework, thanks to the fast and efficient linear algebra operations in TT. By using the TT-CME solver, a drastic improvement in the storage requirements as well as the computational time is obtained. In some cases, storing the full solution would exceed the memory available on conventional workstations, while the TT solver is able to run on a normal laptop computer.

For the TT-IGA solver, the main difficulty consists in constructing the TT representation of the discretized weak formulation. The proposed construction method has a lower computational complexity compared to conventional assemblers. As shown in the numerical findings, the standard IGA assembly techniques are slower than the proposed TT based method for the combined physical and parameter space. The AMEn solver is also faster and more memory efficient than the conventional GMRES solver. The first two numerical experiments validate the solver and investigate its behavior for an increasing number of parameters, while the remaining two examples address the usage of surrogates for solving synthetic inverse problems. Due to the fast evaluations of the surrogate model, the TT cross approximation method can be used to interpolate the posterior PDF.

Compared to black-box surrogate modeling techniques, the specialized TT based solvers offer a significant improvement in the computational time. It is no longer bounded by the number of model calls needed for constructing the training set. In some cases, building a TT surrogate is faster than using conventional solvers for a single parameter realization. Moreover, the low-rank representations of the parameter dependent
solution are also efficient during the post-processing step. Numerical integration, pointwise evaluation, differentiation can be easily done on the surrogate model.

### 7.2. Outlook

The following extensions and improvements, which have not been addressed in this work, are considered to be important for future research works:

- The TT-CME solver presented in Chapter 5 assumes a fixed basis to represent the parameter dependency for all filtering steps. As already stated in the results section, the posterior PDF over the parameter space shrinks and the relevant part becomes concentrated in a small region of the initial truncated parameter space. As a result, a uniform distribution of the knots of the B-splines does not offer a high enough resolution. Further research should be conducted for performing adaptive basis refinement or to adaptively adjust the knots of the B-splines depending on where the information is concentrated.
- In Chapter 6, the geometry was defined by either interpolating a given parametrization or by providing the control points of the NURBS representation. Since the choice of the geometry parametrization affects the TT rank of the control points and therefore the rank of the discrete tensor operators, we are interested in finding the best parametrization in order to minimize the computational burden of the TT solver. The image of the improved parametrization must still remain the same physical domain. Several metrics have been proposed to quantify the goodness of a parametrization [PCT20]. The method introduced in [JM17a] should be extended to constructing efficient TT-representations of domains starting from the (parameter dependent) boundary patches [PCT20]. This has been addressed in [PC19] for fixed geometries and using the CPD format.
- One possible extension of the TT-IGA solver is to address nonlinear problems. This, for example, is of great interest for the quadrupole magnet analyzed in Section 6.5.3. In classical FEM, the most common approach when dealing with nonlinear PDEs is to apply the Newton solver on the nonlinear system derived from the weak formulation [Wri08]. This requires a reconstruction of the discrete operators at every step. This procedure can be also extended to the IGA [CHB09, DZW ${ }^{+} 20$, WWS13]. In order to integrate this in the TT based solver, the construction of the discrete operators, especially the stiffness operator, has to be adapted to account for nonlinearities.
- The emerging field of quantum computing has gained a lot of attention over the past few years. Development of linear solvers for quantum computers $\left[\mathrm{PPM}^{+} 22\right]$ motivate the idea of developing quantum algorithms for solving PDEs. A further continuation of the work is to investigate the possibility of implementing the presented TT based solvers on quantum computing systems.
- The main application of the proposed surrogate modeling techniques is solving inverse problems. However, the white-box solvers are not limited to this application. A further continuation is to diversify the use cases to other fields such as forward UQ, design optimization, or control problems.


## A. B-spline bases

Of relevance for this work, especially for the IGA solver but also for representing the parameter dependence of the CME solution are the B-spline bases. In this section, we define the B-spline basis, and we will give some of their important properties relevant to this thesis.

Definition A.0.1 (B-spline shape functions). Let $\zeta=\left[\zeta_{1}, \ldots, \zeta_{n+p+1}\right]$ with $\zeta_{k} \leqslant \zeta_{k+1}, \zeta_{1}=\cdots=\zeta_{p+1}=0$, and $\zeta_{n+1}=\cdots=\zeta_{n+p+1}=1$, be a knot vector, where $n$ denotes the space dimension and $p$ the polynomial degree. Then, the B-spline functions $\left\{b_{k, p}\right\}_{k=1}^{n}$ of degree $p$ are defined via the Cox-de Boor recursion formula [PT96]

$$
\begin{gather*}
b_{k, p}(x)=\frac{x-\zeta_{k}}{\zeta_{k+1}-\zeta_{k}} b_{k, p-1}(x)+\frac{\zeta_{k+p+1}-x}{\zeta_{k+p+1}-\zeta_{k+1}} b_{k+1, p-1}(x), \quad p>0,  \tag{A.1}\\
b_{k, 0}(x)= \begin{cases}1, & x \in\left[\zeta_{k}, \zeta_{k+1}\right), \\
0, & \text { otherwise }\end{cases} \tag{A.2}
\end{gather*}
$$

where the convention $0 / 0=0$ is used. Furthermore, we introduce the space $\mathcal{S}(\boldsymbol{\zeta}, p)=\operatorname{span}\left\{b_{k, p}: k=\right.$ $1, \ldots, n\}$.

The main properties relevant in this work are [PT96] :

1. The B-spline functions are piecewise polynomials of degree $p$ between the knots.
2. The space $\mathcal{S}(\boldsymbol{\zeta}, p)$ has the dimension $n$.
3. If a knot $\zeta_{k} \in(0,1)$ has the multiplicity $m_{k}$ (its value appears $m_{k}$ times), then the B -splines are at most $p-m_{k}$ continuously differentiable at the point $\zeta_{k}\left(p-m_{k}=0\right.$ just continuity holds at $\zeta_{k}$ ). See Figure A.1c for one example.
4. The compact support of the $k$-th basis is $\left(\zeta_{k}, \zeta_{k+p+1}\right)$.
5. The derivatives of the B-splines are again piecewise polynomials and can be expressed as

$$
\begin{equation*}
\frac{\mathrm{d} b_{k, p}(x)}{\mathrm{d} x}=\frac{p}{\zeta_{k+1}-\zeta_{k}} b_{k, p-1}(x)-\frac{p}{\zeta_{k+p+1}-\zeta_{k+1}} b_{k+1, p-1}(x), \quad p>0 \tag{A.3}
\end{equation*}
$$

with the same convention for the division by 0 . In Figure A. 2 b , the B-spline basis functions for $p=2$ and $\boldsymbol{\zeta}=\left(0,0,0, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}, 1,1,1\right)$ is plotted along with their derivatives.


Figure A.1.: Different B-spline bases for $p=1, p=2$, and $p=2$ with increased multiplicity for the knot $1 / 2$ (only the compact support is represented).


Figure A.2.: The quadratic B-spline basis for the knots $\boldsymbol{\zeta}=\left(0,0,0, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}, 1,1,1\right)$ and the first order derivatives (only the compact support is represented).

## B. Metric coefficients

In Section 6.4.3, the tensors $\mathbf{h}^{(\alpha, \beta)}$ were used compute the metric coefficients for the stiffness integral. By defining the tensors

$$
\begin{equation*}
\mathrm{g}_{i j}^{(\alpha, \beta)}=\frac{\partial G_{\alpha}\left(\boldsymbol{y}_{j}^{\mathrm{Q}}, \boldsymbol{\theta}_{\boldsymbol{i}}\right)}{\partial y_{\beta}}, \quad \alpha, \beta \in\{1, \ldots, d\}, \tag{B.1}
\end{equation*}
$$

the tensors $\mathbf{h}^{(\alpha, \beta)}$ are calculated as it follows for the case $d=3$ :

$$
\begin{gather*}
\left(\begin{array}{lll}
\mathbf{h}^{(1,1)} & \mathbf{h}^{(1,2)} & \mathbf{h}^{(1,3)} \\
\mathbf{h}^{(2,1)} & \mathbf{h}^{(2,2)} & \mathbf{h}^{(2,3)} \\
\mathbf{h}^{(3,1)} & \mathbf{h}^{(3,2)} & \mathbf{h}^{(3,3)}
\end{array}\right)= \\
\left(\begin{array}{lll}
\mathbf{g}^{(2,2)} \odot \mathbf{g}^{(3,3)}-\mathbf{g}^{(2,3)} \odot \mathbf{g}^{(3,2)} & \mathbf{g}^{(1,3)} \odot \mathbf{g}^{(3,2)}-\mathbf{g}^{(1,2)} \odot \mathbf{g}^{(3,3)} & \mathbf{g}^{(1,2)} \odot \mathbf{g}^{(2,3)}-\mathbf{g}^{(1,3)} \odot \mathbf{g}^{(2,2)} \\
\mathbf{g}^{(2,3)} \odot \mathbf{g}^{(3,1)}-\mathbf{g}^{(2,1)} \odot \mathbf{g}^{(3,3)} & \mathbf{g}^{(1,1)} \odot \mathbf{g}^{(3,3)}-\mathbf{g}^{(1,3)} \odot \mathbf{g}^{(3,1)} & \mathbf{g}^{(1,3)} \odot \mathbf{g}^{(2,1)}-\mathbf{g}^{(1,1)} \odot \mathbf{g}^{(2,3)} \\
\mathbf{g}^{(2,1)} \odot \mathbf{g}^{(3,2)}-\mathbf{g}^{(2,2)} \odot \mathbf{g}^{(3,1)} & \mathbf{g}^{(1,2)} \odot \mathbf{g}^{(3,1)}-\mathbf{g}^{(1,1)} \odot \mathbf{g}^{(3,2)} & \mathbf{g}^{(1,1)} \odot \mathbf{g}^{(2,2)}-\mathbf{g}^{(1,2)} \odot \mathbf{g}^{(2,1)}
\end{array}\right) . \tag{B.2}
\end{gather*}
$$

If $d=2$, the tensors are given as

$$
\left(\begin{array}{ll}
\mathbf{h}^{(1,1)} & \mathbf{h}^{(1,2)}  \tag{B.3}\\
\mathbf{h}^{(2,1)} & \mathbf{h}^{(2,2)}
\end{array}\right)=\left(\begin{array}{cc}
\mathbf{g}^{(2,2)} & -\mathbf{g}^{(1,2)} \\
-\mathbf{g}^{(2,1)} & \mathbf{g}^{(1,1)}
\end{array}\right) .
$$

## C. Quadrupole magnet model

In this part, the geometry of the quadrupole magnet is described in detail. First, the following geometry constants are defined:

- $D_{\mathrm{o}}=72 \mathrm{~mm}$,
- $D_{\mathrm{i}}=51 \mathrm{~mm}$,
- $h_{\mathrm{i}}=12 \mathrm{~mm}$,
- $b_{\mathrm{i}}=3 \mathrm{~mm}$,
- $D_{\mathrm{c}}=35 \mathrm{~mm}$,
- $h_{\mathrm{c}}=6 \mathrm{~mm}$,
- $r_{i}=20 \mathrm{~mm}$,
- $r_{\mathrm{a}}=18 \mathrm{~mm}$,
- $b_{\mathrm{c}}=h_{\mathrm{i}}-h_{\mathrm{c}}$.

In addition to the defined constants, the following functions are introduced:

- $r_{\mathrm{O}}\left(D_{\mathrm{c}}, h_{\mathrm{c}}, r_{\mathrm{i}}\right)=\frac{D_{\mathrm{c}} D_{\mathrm{c}}+h_{\mathrm{c}} h_{\mathrm{c}}-r_{\mathrm{r}} r_{\mathrm{i}}}{D_{\mathrm{c}} \sqrt{(2)}+h_{\mathrm{c}} \sqrt{(2)}-2 r_{\mathrm{i}}}$ represents the radius of the circular section.
- The control point controlling the circle arch has the following coordinates $C_{x}$ and $C_{y}$ given explicitly as

$$
\left(\begin{array}{cc}
\frac{r_{0}\left(D_{\mathrm{c}}, h_{\mathrm{c}}, r_{\mathrm{i}}\right)-r_{\mathrm{i}}}{\sqrt{(2)}} & \frac{r_{0}\left(D_{\mathrm{c}}, h_{\mathrm{c}}, r_{\mathrm{i}}\right)-r_{\mathrm{i}}}{\sqrt{(2)}}  \tag{C.1}\\
\frac{r_{0}\left(D_{\mathrm{c}}, h_{\mathrm{c}}, r_{\mathrm{i}}\right)}{\sqrt{2}}-D_{\mathrm{c}} & \frac{r_{0}\left(D_{\mathrm{c}}, h_{\mathrm{c}}, r_{\mathrm{i}}\right)}{\sqrt{2}}-h_{\mathrm{c}}
\end{array}\right)\binom{C_{x}\left(D_{\mathrm{c}}, h_{\mathrm{c}}, r_{\mathrm{i}}\right)}{C_{y}\left(D_{\mathrm{c}}, h_{\mathrm{c}}, r_{\mathrm{i}}\right)}=\binom{\frac{r_{0}\left(D_{\mathrm{c}}, h_{\mathrm{c}}, r_{\mathrm{r}}\right)-r_{\mathrm{i}}}{} \frac{2 r_{\mathrm{i}}}{\sqrt{2}}}{\frac{r_{\mathrm{o}}\left(D_{\mathrm{c}}, h_{\mathrm{c}}, \sqrt{\mathrm{i}}^{(2)}\right)}{\sqrt{2}\left(r_{\mathrm{i}}\right.}\left(D_{\mathrm{c}}-h_{\mathrm{c}}\right)}
$$

The parameter dependent weights are:

$$
\mathbf{w}_{i_{1} i_{2}}= \begin{cases}\sin \left(\frac{\pi-\arcsin \left(\frac{h_{\mathrm{c}}-r_{0}\left(D_{\mathrm{c}}+\theta_{2}, h_{c}, r_{i}+\theta_{1}\right) / \sqrt{(2)}}{r_{0}\left(D_{\mathrm{C}}+\theta_{2}, h_{c}, c_{c} r_{i} \theta_{1} \theta_{1}-r_{1}-r_{1} \theta_{1}\right.}\right)+\frac{3 \pi}{4}}{2}\right) & , i_{1}=2, i_{2}=3 \\ 1 & , \text { otherwise }\end{cases}
$$

Finally, the following B-spline space is used:

$$
\mathcal{S}\left((0,0,0,0.4,0.4,0.6,0.6,1,1,1)^{\top}, 2\right) \otimes \mathcal{S}\left((0,0,0.15,0.3,0.5,1,1)^{\top}, 1\right) .
$$

The parameter dependent control points (also illustrated in Figure C. 1 for $\boldsymbol{\theta}=(0,0,0,0)$ ) are given by:

$$
\mathbf{p}_{: 14}(\boldsymbol{\theta})=\binom{\frac{0.75 r_{i}+0.25 D_{0}}{\sqrt{2}}}{\frac{0.75 r_{i}+0.25 D_{0}}{\sqrt{2}}} \quad \mathbf{p}_{: 15}(\boldsymbol{\theta})=\binom{\frac{D_{0}}{\sqrt{(2)}}}{\frac{D_{0}}{\sqrt{(2)}}}
$$

$$
\mathbf{p}_{: 24}(\boldsymbol{\theta})=\binom{\frac{1}{2}\left(\frac{0.75 r_{\mathrm{i}}+0.25 D_{\mathrm{o}}}{\sqrt{2}}+D_{\mathrm{c}}+b_{\mathrm{c}}\right)}{\frac{1}{2}\left(\frac{0.75 r_{\mathrm{i}}+0.25 D_{\mathrm{o}}}{\sqrt{2}}+h_{\mathrm{i}}\right)} \quad \mathbf{p}_{\mathrm{e}}^{25}(\boldsymbol{\theta})=\binom{\frac{D_{\mathrm{o}}}{\sqrt{(2)}}\left(1-\frac{D_{\mathrm{c}}}{2 D_{\mathrm{o}}}\right)+D_{\mathrm{o}} \frac{D_{\mathrm{c}}}{2 D_{\mathrm{o}}}}{\frac{D_{\mathrm{o}}}{\sqrt{(2)}}\left(1-\frac{D_{\mathrm{c}}}{2 D_{\mathrm{o}}}\right)+D_{\mathrm{o}} \tan (\pi / 8) \frac{D_{\mathrm{c}}}{2 D_{\mathrm{o}}}}
$$

$$
\mathbf{p}_{: 34}(\boldsymbol{\theta})=\binom{D_{\mathrm{c}}+b_{\mathrm{c}}}{h_{\mathrm{i}}+\theta_{4}}
$$

$$
\mathbf{p}_{: 35}(\boldsymbol{\theta})=\binom{\frac{D_{\mathrm{o}}}{\sqrt{(2)}}\left(1-\frac{D_{\mathrm{c}}}{D_{\mathrm{o}}}\right)+D_{0} \frac{D_{\mathrm{c}}}{D_{\mathrm{o}}}}{\frac{D_{\mathrm{o}}}{\sqrt{(2)}}\left(1-\frac{D_{\mathrm{c}}}{D_{\mathrm{o}}}\right)+D_{\mathrm{o}} \tan (\pi / 8) \frac{D_{\mathrm{c}}}{D_{\mathrm{o}}}}
$$

$$
\mathbf{p}_{: 44}(\boldsymbol{\theta})=\left(\frac{D_{\mathrm{c}}+b_{c}+D_{\mathrm{i}}-b_{\mathrm{i}}}{2} h_{\mathrm{i}}+\theta_{4},\right.
$$

$$
\mathbf{p}_{: 45}(\boldsymbol{\theta})=\binom{\frac{D_{\mathrm{o}}}{\sqrt{(2)}}\left(1-\frac{D_{\mathrm{i}}+D_{\mathrm{o}}}{2 D_{\mathrm{o}}}\right)+D_{\mathrm{o}} \frac{D_{\mathrm{i}}+D_{\mathrm{c}}}{2 D_{\mathrm{o}}}}{\frac{D_{\mathrm{o}}}{\sqrt{(2)}}\left(1-\frac{D_{\mathrm{i}}++_{\mathrm{o}}}{2 D_{\mathrm{o}}}\right)+D_{\mathrm{o}} \tan \pi / 8 \frac{D_{\mathrm{i}}+D_{\mathrm{o}}}{2 D_{\mathrm{c}}}}
$$

$$
\mathbf{p}_{: 54}(\boldsymbol{\theta})=\binom{D_{\mathrm{i}}-b_{\mathrm{i}}}{h_{\mathrm{i}}+\theta_{4}}
$$

$$
\mathbf{p}_{: 55}(\boldsymbol{\theta})=\binom{\frac{D_{\mathrm{o}}}{\sqrt{(2)}}\left(1-\frac{D_{\mathrm{i}}}{D_{\mathrm{o}}}\right)+D_{\mathrm{o}} \frac{D_{\mathrm{i}}}{D_{\mathrm{o}}}}{\frac{D_{\mathrm{o}}}{\sqrt{(2)}}\left(1-\frac{D_{\mathrm{i}}}{D_{\mathrm{o}}}\right)+D_{\mathrm{o}} \tan (\pi / 8) \frac{D_{\mathrm{i}}}{D_{\mathrm{o}}}}
$$

$$
\mathbf{p}_{: 64}(\boldsymbol{\theta})=\binom{\frac{D_{\mathrm{i}}+D_{\mathrm{o}}}{2}}{h_{\mathrm{i}}}
$$

$$
\mathbf{p}_{: 65}(\boldsymbol{\theta})=\binom{\frac{D_{\mathrm{o}}}{\sqrt{2}}\left(1-\frac{D_{\mathrm{i}}+D_{\mathrm{o}}}{2 D_{\mathrm{o}}}\right)+D_{\mathrm{o}} \frac{D_{\mathrm{i}}+D_{\mathrm{o}}}{2 D_{\mathrm{o}}}}{\frac{D_{\mathrm{o}}}{\sqrt{(2)}}\left(1-\frac{D_{\mathrm{i}}++_{\mathrm{o}}}{2 D_{\mathrm{o}}}\right)+D_{\mathrm{o}} \tan (\pi / 8) \frac{\left(D_{\mathrm{i}}+D_{\mathrm{o}}\right)}{2 D_{\mathrm{o}}}}
$$

$$
\mathbf{p}_{: 74}(\boldsymbol{\theta})=\binom{D_{\mathrm{o}}}{h_{\mathrm{i}}}
$$

$$
\mathbf{p}_{: 75}(\boldsymbol{\theta})=\binom{D_{\mathrm{o}}}{D_{\mathrm{o}} \tan (\pi / 8)}
$$

$$
\begin{aligned}
& \mathbf{p}_{: 11}(\boldsymbol{\theta})=\binom{0}{0} \quad \mathbf{p}_{: 12}(\boldsymbol{\theta})=\binom{\frac{r_{i}+\theta_{1}}{2 \sqrt{2}}}{\frac{r_{i}+\theta_{1}}{2 \sqrt{2}}} \quad \mathbf{p}_{: 13}(\boldsymbol{\theta})=\binom{\frac{r_{i}+\theta_{1}}{\sqrt{2}}}{\frac{r_{i}+\theta_{1}}{\sqrt{2}}} \\
& \mathbf{p}_{: 21}(\boldsymbol{\theta})=\binom{\frac{D_{\mathrm{c}}+\theta_{2}}{2}}{0} \quad \mathbf{p}_{: 22}(\boldsymbol{\theta})=\binom{\frac{C_{x}\left(r_{i}, D_{\mathrm{c}}, h_{\mathrm{c}}\right)+D_{\mathrm{c}}}{2}}{\frac{C_{y}\left(r_{i}, D_{\mathrm{c}}, h_{\mathrm{c}}\right)}{2}} \\
& \mathbf{p}_{: 23}(\boldsymbol{\theta})=\binom{C_{x}\left(r_{\mathrm{i}}+\theta_{1}, D_{\mathrm{c}}+\theta_{2}, h_{\mathrm{c}}\right)}{C_{x}\left(r_{\mathrm{i}}+\theta_{1}, D_{\mathrm{c}}+\theta_{2}, h_{\mathrm{c}}\right)} \\
& \mathbf{p}_{: 31}(\boldsymbol{\theta})=\binom{D_{\mathrm{c}}+\theta_{2}}{0} \quad \mathbf{p}_{: 32}(\boldsymbol{\theta})=\binom{D_{\mathrm{c}}+\theta_{2}}{\frac{h_{\mathrm{c}}}{2}} \quad \mathbf{p}_{: 33}(\boldsymbol{\theta})=\binom{D_{\mathrm{c}}+\theta_{2}}{h_{\mathrm{c}}}
\end{aligned}
$$

$$
\begin{aligned}
& \mathbf{p}_{: 51}(\boldsymbol{\theta})=\binom{D_{\mathrm{i}}+\theta_{3}}{0} \quad \mathbf{p}_{: 52}(\boldsymbol{\theta})=\binom{D_{\mathrm{i}}+\theta_{3}}{\frac{h_{\mathrm{h}}-\mathrm{b}_{\mathrm{i}}}{2}} \quad \mathbf{p}_{: 53}(\boldsymbol{\theta})=\binom{D_{\mathrm{i}}+\theta_{3}}{h_{\mathrm{i}}-b_{\mathrm{i}}} \\
& \mathbf{p}_{: 61}(\boldsymbol{\theta})=\binom{\frac{D_{0}+D_{\mathrm{i}}}{2}}{0} \quad \mathbf{p}_{: 62}(\boldsymbol{\theta})=\binom{\frac{D_{0}+D_{\mathrm{i}}}{{ }^{2}}}{\frac{h_{\mathrm{i}}-b_{\mathrm{i}}}{2}} \quad \mathbf{p}_{: 63}(\boldsymbol{\theta})=\binom{\frac{D_{0}+D_{\mathrm{i}}}{2}}{h_{\mathrm{i}}-b_{\mathrm{i}}} \\
& \mathbf{p}_{: 71}(\boldsymbol{\theta})=\binom{D_{\mathrm{o}}}{0} \quad \mathbf{p}_{: 72}(\boldsymbol{\theta})=\binom{D_{\mathrm{o}}}{\frac{h_{\mathrm{i}} b_{\mathrm{i}}}{2}} \\
& \mathbf{p}_{\text {:73 }}(\boldsymbol{\theta})=\binom{D_{\mathrm{o}}}{h_{\mathrm{i}}-b_{\mathrm{i}}}
\end{aligned}
$$



Figure C.1.: The control points (blue dots) of the quadrupole magnet model for $\boldsymbol{\theta}=(0,0,0,0)$. The control point mesh is represented with gray lines and the indices of the control points $\mathbf{p}_{: i_{1} i_{2}}$ are marked as $\left(i_{1}, i_{2}\right)$.
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- Simulation of chemical reaction networks: https://github.com/ion-g-ion/tt-cme
- TT enhanced IGA solver: https://github.com/ion-g-ion/tt-iga
- Physics-informed (isogeometric) neural networks: https://github.com/ion-g-ion/PINNs
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