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Kurzzusammenfassung

Kurzzusammenfassung

Automatisiertes Fahren erfordert eine zuverlässige Umgebungswahrnehmung zur Gewährleistung
der Sicherheit. Eine häufige Wahrnehmungsaufgabe ist die 3D-Objekterkennung, die darauf
abzielt, den Ort und die Eigenschaften dynamischer Objekte wahrzunehmen. Die Bewertung
der Objekterkennung stützt sich typischerweise auf Datensätze. Obwohl diese Datensätze Bew-
ertungsmetriken bereitstellen, gelingt es ihnen nicht, die Erkennungsergebnisse mit Sicherheit-
saspekten wie Unfällen zu verknüpfen. Daher fehlen klare Anforderungen an die Objekterkennung,
welche die Sicherheit der Fahraufgabe berücksichtigen.

Dementsprechend ist das Ziel dieser Arbeit, Anforderungen für die 3D-Objekterkennung zu
identifizieren, welche die Sicherheit berücksichtigen. Darüber hinaus ist es wünschenswert,
interpretierbare Anforderungen zu erhalten. Daher wird die übergeordnete Forschungsfrage
bezüglich der Anforderungen für sichere Objekterkennung dekomponiert. Anforderungen für die
drei interpretierbaren Aspekte der Klassifizierung, Relevanz und Attribute von Objekten werden
separat behandelt. Schließlich besteht das letzte Ziel darin, eine Methode zur Bewertung und
Validierung der verschiedenen Anforderungen für jeden dieser Aspekte bereitzustellen.

Die Gesamtmethodik dieser Arbeit identifiziert zunächst gemeinsame Prinzipien, die das über-
geordnete Ziel der Anforderungen für Sicherheit spezifizieren. Die vier Prinzipien sind Inter-
pretierbarkeit, rechtliche Anforderungen, Sicherheitsanforderungen und die menschliche Baseline.
Durch die Anwendung dieser Prinzipien ist es möglich, unterschiedlicheMethoden für die Aspekte
Klassifizierung, Relevanz und Attribute zu entwickeln. In dieser Arbeit werden die erforder-
lichen Objektkategorien, Kriterien für die Relevanz und Anforderungen für Attribute erfolgreich
identifiziert. Darüber hinaus wird eine neuartige Validierungsmethode vorgestellt, die auf einer
Prädiktion von Trajektorien unter Verwendung eines tiefen neuronalen Netzwerks basiert. Die An-
wendung dieser Validierungsmethode auf die in dieser Arbeit vorgeschlagenen Anforderungen ist
erfolgreich und unterstützt somit die Ergebnisse. Verbleibende Einschränkungen der vorgeschla-
genen Methodik bezüglich verfügbarer Daten und Algorithmen werden identifiziert und diskutiert.
Darüber hinaus werden die Auswirkungen der neuen Anforderungen auf Datensätze, Algorithmen
und Sensoraufbauten für die 3D-Objekterkennung berücksichtigt.

Die Gesamtmethodik präsentiert einen zweiteiligen Ansatz zur Anforderungsdefinition. Zunächst
werden interpretierbare Anforderungen auf der Grundlage einer Sicherheitsargumentation ent-
wickelt. Diese werden dann durch die unabhängige Validierungsmethode untermauert. Die
Ergebnisse liefern somit die erforderlichen Anforderungen, um Objekterkennungen im Kontext
der Sicherheit für die Aufgabe des automatisierten Fahrens zu testen und zu validieren. Der Autor
hofft, dass die Anforderungen die explizite Bewertung und Verbesserung der Sicherheit für die
zukünftige Objekterkennung fördern.
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Abstract

Abstract

Automated driving (AD) requires reliable environment perception to ensure safety. One common
perception task is 3D object detection, which aims at perceiving location and attributes of dynamic
objects. The evaluation of object detection typically relies on datasets. While these datasets
provide evaluation metrics, they fail to connect detection results to safety outcomes such as
accidents. Therefore, there is a lack of clear requirements for object detection which consider the
safety of the driving task.

Accordingly, the objective of this work is to identify requirements for 3D object detection which
consider safety. Furthermore, it is desirable to obtain requirements which are interpretable. There-
fore, the overall research question regarding requirements for safe object detection is decomposed.
Requirements for the three interpretable aspects of classification, relevance and attributes of
objects are treated separately. Finally, the last objective is to provide a method to evaluate and
validate the different requirements for each of these aspects.

The methodology of this work first identifies common principles which further specify the overall
objective of requirements for safety. The four principles are interpretability, legal requirements,
safety requirements and the human baseline. Applying these principles allows developing different
methods for the aspects classification, relevance and attributes, respectively. In this work, the
required object categories, criteria for relevance and attribute requirements are successfully
identified. In addition, a novel validation method based on a motion prediction leveraging a deep
neural network is presented. Applying this validation method to the requirements proposed in this
work is successful, thus supporting the results. Remaining limitations of the proposedmethodology
including the available data and algorithms are identified and discussed. Furthermore, the
implications of the novel requirements on datasets, algorithms and sensor setups for 3D object
detection are considered.

The overall methodology presents a two-pronged approach to requirement definition. Firstly,
simple and interpretable requirements are developed based on a safety argumentation. These
requirements are then additionally substantiated by the validation method, which relies upon
a deep neural network. The results thus provide the requirements, which are required to test
and validate object detectors in the context of safety for the task of AD. The author hopes that
the requirements encourage the explicit evaluation and improvement of safety for future object
detection.

XIII



1 Introduction

1 Introduction

This chapter serves as an introduction by first providing the motivation of this work. Subsequently,
the objectives and the scope are specified. Next, the research questions (RQs) pursued in this
work are introduced. Finally, the structure of the remaining document is presented.

1.1 Motivation

The topic of AD has recently been receiving considerable interest.1 Potential benefits of this
technology include improvements with regards to safety, accessibility and efficiency.2 As de-
manded by an Ethics Commission appointed by the German Federal Minister of Transport and
Digital Infrastructure, introducing such a technology should be accompanied by an improvement
in safety.3 However, validating the safety of an AD system remains challenging, especially with
regards to the validation effort.4

One task required to ensure the safety of an AD system is a reliable environment perception. In
typical modular AD system architectures, the perception component is separated from the path
planning.5 Testing such a modular AD system with respect to its internal structure improves the
understanding of performance bounds.6 Furthermore, testing a perception component separately
offers potential reductions of the overall testing effort for AD systems.5 Therefore, it is beneficial
to test the perception component separately.

Perception components typically incorporate deep neural networks (DNNs), which have shown
large success for different perception tasks.7 These machine learning (ML) methods use datasets
to provide samples for training. Furthermore, data is also used to verify compliance with re-
quirements.8 Therefore, different public perception datasets9,10,11,12 have emerged as common

1 Kang, Y. et al.: Test Your Self-Driving Algorithm (2019), p. 171-172.
2 Bagloee, S. A. et al.: Autonomous vehicles (2016), p. 284.
3 Ethics Comission: Automated and Connected Driving: Report (2017), p. 10.
4 Junietz, P. et al.: Criticality Metric for Safety Validation (2018), p. 493-495.
5 Amersbach, C. T.: Functional Decomposition Approach (2020), p. 41-44.
6 Thorn, E. et al.: A Framework for Automated Driving System Testable Cases and Scenarios (2018), p. 64-65.
7 Feng, D. et al.: Deep Multi-Modal Object Detection and Semantic Segmentation (2020), p. 3.
8 Ashmore, R. et al.: Assuring the Machine Learning Lifecycle (2022), p. 3-4.
9 Deng, J. et al.: ImageNet: A large-scale hierarchical image database (2009).
10 Everingham, M. et al.: The Pascal Visual Object Classes (VOC) Challenge (2010).
11 Lin, T.-Y. et al.: Microsoft COCO: Common Objects in Context (2014)
12 Geiger, A. et al.: Are we ready for Autonomous Driving? (2012).
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benchmarks. These benchmarks provide the required data as well as the opportunity to evaluate
and compare different perception algorithms under equal conditions. Datasets are important for
research on perception, because they define the task objectives and the requirements.13

Since ML methods may fail due to underspecification of the task,14 it is important to sufficiently
specify perception requirements with regards to safety. Common safety evaluations of AD typically
rely on failure rates such as accident rates.15,16,17 Safety is hereby exclusively quantified in terms
of observable behavioral outcomes of the entire AD system. However, perception components
are not directly connected to behavioral outputs of the system which can be evaluated in this
manner. This means that common requirements for AD safety are not applicable to perception
components. Conversely, the field of perception relies on distinct evaluation procedures which
insufficiently consider the context of driving. For instance, the current dataset perception metrics
insufficiently consider legal and safety requirements for the driving task.18 In addition, common
perception metrics lack interpretability.19,20 To better incorporate safety, proposals have been made
to evaluate perception functions together with the downstream planner.21 However, this approach
fails to leverage the aforementioned benefits of separate perception testing and is not interpretable.
Furthermore, all available evaluation methods fail to specify requirements including thresholds
which define sufficient performance. While the human baseline may provide a reference for such
a threshold, human perception performance is currently unclear22.

Overall, safety requirements are necessary and directly evaluating safety for perception is likely
beneficial. Nevertheless, there is a lack of perception requirements which consider the safety in
driving context.

1.2 Objectives and Scope

Having provided the overall motivation, the objective and scope of this work are first specified on
a high level in this section. Further specification of the scope in the form of RQs is provided in
the subsequent section 1.3.

13 Lin, T.-Y. et al.: Microsoft COCO: Common Objects in Context (2014), p. 742.
14 D’Amour, A. et al.: Underspecification Presents Challenges (2022), p. 30-31.
15 Junietz, P. et al.: Macroscopic Safety Requirements (2019), p. 3-4.
16 Kalra, N.; Paddock, S. M.: Driving to Safety (2016), p. 191.
17 Liu, P. et al.: How Safe Is Safe Enough for Self-Driving Vehicles? (2019), p. 317.
18 Volk, G. et al.: A Comprehensive Safety Metric (2020), p. 1-2.
19 Oksuz, K. et al.: One Metric to Measure them All (2020), p. 9446.
20 Luiten, J. et al.: HOTA: A Higher Order Metric for Evaluating Multi-object Tracking (2021), p. 566.
21 Philion, J.; Fidler, S.: Lift, Splat, Shoot (2020).
22 Qi, C. R. et al.: Offboard 3D Object Detection (2021), p. 6135.
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Based on the motivation, the objective of this work is to determine perception requirements with
respect to the safety of the driving task. This work targets perception for the whole of the AD task.
This means that the results are intended for use in vehicles with higher levels of AD at level 4
and above according to SAE23. Therefore, no limitations regarding the operational design domain
are assumed. A requirement is considered to be specified if both a metric and a threshold for
acceptable performance are defined. Furthermore, it is desirable to elicit requirements which are
interpretable24,25 and generalize to different scenarios and downstream planners. Finally, the last
objective is to provide a method which can validate the perception requirements.

In order to reduce the complexity of this work, some limitations on the scope are introduced.
Since this work considers perception, safety is mainly considered in terms of the safety of the
intended functionality (SOTIF)26 rather than in terms of functional safety27. Other limitations
pertain to the high-level architecture of the AD system as well as to the perception task. A modular
sense-plan-act architecture is assumed, since independently testable modules offer the potential
of reducing the testing effort. The sense component includes both the sensor as well as the
perception pipeline.28 In order to leverage this potential and improve generalization, no specific
downstream planner implementation is assumed. This assumption also acknowledges the fact that
the final implementation of the downstream task may not be available. The task of environment
perception may include different tasks such as semantic segmentation or object detection.29 This
work focuses on the task of 3D object detection in the context of collision avoidance. One reason
is the direct connection of collisions with dynamic objects to the objective of safety for the driving
task. Another reason is the fact that an object list is a common interface between a perception and
a planner.30

1.3 Research Questions

After describing the objective as well as the general scope, it is possible to formulate the RQs of
this work. The RQs further specify the overall scope and provide the structure for the remainder of
this document. An overview of the structure is provided in the subsequent section after introducing
the RQs in this section.

23 On-Road Automated Driving (ORAD) committee: Taxonomy and Definitions (30.04.2021), p. 30-34.
24 Oksuz, K. et al.: One Metric to Measure them All (2020), p. 9446.
25 Ivanovic, B.; Pavone, M.: Injecting Planning-Awareness (2022), p. 822-823.
26 ISO/TC 22/SC 32: ISO/PAS 21448 SOTIF (06/2022), p. vi.
27 ISO/TC 22/SC 32: ISO 26262-1 Functional Safety (12/2018).
28 Amersbach, C. T.: Functional Decomposition Approach (2020), p. 41-48.
29 Feng, D. et al.: Deep Multi-Modal Object Detection and Semantic Segmentation (2020), p. 2.
30 Hoss, M. et al.: A Review of Testing Object-Based Environment Perception (2022), p. 229.
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First, the overall RQ encompassing the entirety of this work is presented. Considering the objective
and the scope of this work, the overall RQ regarding safety is:

RQ: Is it possible to specify requirements for 3D object detection which consider the safety of
the driving task without fully specifying a downstream planning module?

This overall RQ contains different aspects pertaining to the task of object detection. To understand
detection performance, interpretable components are desirable.31 Therefore, the overall RQ is
decomposed into different RQs numbered from one to four. Each RQ is derived from the overall
RQ to further specify it and independently treats one distinct aspect. A visual overview of the
structure including the different RQs is provided in Fig. 1-1 in the next section. The decomposition
of the overall RQ into the four questions is presented in the following.

Object detection aims to distinguish a selected set of classes from the background.32 Therefore, the
first question when considering object detection is which classes are to be identified. Accordingly,
the following RQ regarding classification is raised:

RQ1: Is it possible to systematically identify categories which must be distinguished to safely
perform the driving task?

The next question after specifying the object categories is which instances of these classes require
detection. This is the question of object relevance, equivalent to defining which objects are
included in the ground truth (GT) for a detection dataset. While most datasets use arbitrary
heuristics for object relevance,33,34 a more structured approach is desirable. At the same time,
reliable information on the ego intention or the road environment may not be available to the
object detection component. Therefore, the corresponding RQ regarding relevance is:

RQ2: Is it possible to systematically identify objects relevant for detection based only on
information contained in the object list while considering the safety in driving context?

The aspects of classification and relevance only consider which objects must be identified. How-
ever, the detection quality of the relevant objects remains unspecified. Therefore, the next questions
are what physical quantities of these objects require detection and what the required detection
quality is. As stated in the objectives, a requirement is specified if metrics including a threshold
are identified while considering the safety of the driving task. Accordingly, the corresponding
RQ regarding attributes is:

RQ3: Is it possible to define requirements for the detected object attributes considering the
safety of the driving task?

31 Oksuz, K. et al.: One Metric to Measure them All (2020), p. 9446.
32 Wu, X. et al.: Recent Advances in Deep Learning for Object Detection (2019), p. 43.
33 Caesar, H. et al.: nuScenes (2020), p. 11621.
34 Sun, P. et al.: Scalability in Perception (2020), p. 2447.
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While various definitions of detection metrics are available in literature, the validation of metrics
and requirements remains an open question. However, the evaluation and safety validation of any
detection requirements presented in this work is necessary. Accordingly, the final RQ regarding
validation is:

RQ4: How can detection requirements be validated with respect to the safety of the driving
task?

1.4 Structure of the Document

With this, the RQs considered in this work are specified. The RQs provide the framework which
structures later chapters of this document. An illustration of the relation of the different RQs and
the corresponding document structure is provided in Fig. 1-1. In the visualization, each RQ is
abbreviated with a single descriptive term which is also used for later section and chapter titles.
The next chapter 2 discusses basics which relate to all of the RQs and in particular the overall
RQ. This is followed by related work which is associated more specifically with each of the four
RQs raised in this work. The overall methodology of this work to answer all RQs including the
overall RQ is presented in chapter 4. This chapter also provides further information regarding
the structure of the subsequent chapters. Finally, chapter 9 provides a discussion in which the
answers to all RQs are provided.

Basics

Overall RQ: Safety

RQ2: RelevanceRQ1: Classification RQ3: Attributes RQ4: Validation Chap 1

Chap 2

Related Work

RQ2: RelevanceRQ1: Classification RQ3: Attributes RQ4: Validation
Chap 3

Overall Methodology Chap 4-8

Discussion Chap 9

Figure 1-1: Overview of the structure of the RQs and the chapters in this work.
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2 Basics

This chapter introduces the background and the basic concepts which are relevant to all RQs, in
particular the overall RQ regarding safety. All concepts presented here are already established
within literature and serve as basis for the following chapters. Previous work which relates more
specifically to the individual RQs 1-4 of this work is presented in chapter 3. First, some general
considerations on AD functions are introduced. This is followed by different strategies for testing
AD functions. Finally, typical evaluation procedures specifically for perception are discussed.

2.1 Automated Driving Functions

This section presents general considerations regarding AD functions. Firstly, high-level architec-
tures which have previously been applied to the driving task are covered. Next, the role of ML as
well as resulting implications are discussed.

2.1.1 Architecture

For the task of AD, two categories of system architectures are typically distinguished. The
first consists of end-to-end systems, which directly map sensory input to outputs or trajectories.
The second category are modular designs consisting of modules with distinct interfaces.35 The
typical high-level modular architecture is sense-plan-act, which is extended by multiple more
complex architectures.36 As previously indicated, the scope of this work is limited to modular
sense-plan-act architectures.

An advantage of modular structures is the possibility of evaluating the internal structure of
the system. This means that the understanding is improved during testing when compared to
black box systems.37 However, this necessitates deriving particular criteria for each module
from the general safety goals.38 A modular architecture is also considered to be more robust
in addition to the improved interpretability.39 However, this is also influenced by the choice
of the intermediate representation between perception and planning. Finding such a suitable
intermediate representation is still an open problem.40 Therefore, various representations are

35 Le Mero, L. et al.: Survey on Imitation Learning Techniques (2022), p. 14128.
36 Amersbach, C. T.: Functional Decomposition Approach (2020), p. 41-44.
37 Thorn, E. et al.: A Framework for Automated Driving System Testable Cases and Scenarios (2018), p. 64-65.
38 Klamann, B. et al.: Defining Pass-/Fail-Criteria for Particular Tests (2019), p. 169-174.
39 Bansal, M. et al.: ChauffeurNet (2018), p. 5.
40 Hu, Y. et al.: Scenario-Transferable Semantic Graph Reasoning (2022), p. 23212.
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found in literature.41 Only the task of 3D object detection which outputs a 3D object list as
intermediate representation is considered in this work.

End-to-end architectures are credited with higher computation efficiency compared with modular
designs.42a On the other hand, end-to-end architectures typically leverage highly abstract implicitly
learned internal representations.43 However, the work “Lift, Splat, Shoot” shows that end-to-end
learning is also applicable to interpretable representations.44 Nevertheless, these approaches may
lack transferability,45 especially when combined with the common practice of training agents in
simulations46. These factors constitute challenges when applying end-to-end to safety critical
tasks such as AD.42b

2.1.2 Machine Learning

The state of the art regarding different tasks such as perception and prediction is achieved through
the application of DNNs.47 Applying a neural network (NN) allows approximating an arbitrary
unknown function.48 NNs and more specifically DNNs rely on data to specify samples for the
desired output. These samples are used to train ML components and verify that they meet
requirements.49 To apply these methods, sufficient data including labels for the desired output are
required. An advantage of these methods is that they are applicable to tasks such as perception,
where it is difficult to specify how to obtain this desired output.

While DNNs have been applied for different tasks of AD, application to perception is especially
common. Benchmark performance for general purpose visual perception such as Common Objects
in Context (COCO) and Pascal Visual Object Classes is currently reached by DNNs.50 Here,
DNNs outperform traditional methods by a large margin.51 NNs are successfully applied to a
growing number of perception tasks52 including benchmarks in the context of AD47.

41 Ilievski, M. et al.: Design Space of Behaviour Planning for Autonomous Driving (2019), p. 2-3.
42 Le Mero, L. et al.: Survey on Imitation Learning Techniques (2022), a: p. 14128, b: p. 14145.
43 Hu, Y. et al.: Scenario-Transferable Semantic Graph Reasoning (2022), p. 23214.
44 Philion, J.; Fidler, S.: Lift, Splat, Shoot (2020), p. 5-7.
45 Srikanth, S. et al.: INFER: INtermediate representations for FuturE pRediction (2019), p. 943.
46 Moghadam, M.; Elkaim, G. H.: A Hierarchical Architecture (2019), p. 2.
47 Huang, Y.; Chen, Y.: Autonomous Driving with Deep Learning (2020), p. 221-222.
48 Mehrabi, M. et al.: Bounds on the Approximation Power (2018), p. 1.
49 Ashmore, R. et al.: Assuring the Machine Learning Lifecycle (2022), p. 3-4.
50 Feng, D. et al.: Deep Multi-Modal Object Detection and Semantic Segmentation (2020), p. 1241-1343.
51 Wu, C. et al.: A hierarchical loss (2019), p. 2.
52 Houben, S. et al.: Inspect, Understand, Overcome (2022), p. 5.
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Another task in AD is the prediction of trajectories of other traffic participants. While physics-
based methods without ML are available, they are generally limited to simple cases. Therefore,
recent methods incorporate ML and in particular deep learning to handle complex situations
including interactions to achieve state of the art performance.53,54

For the task of planning, DNNs are applied less frequently. Contrary to perception, attempts have
been made to formalize the planning task such as with the Responsibility-Sensitive Safety (RSS)
model.55 Nevertheless, deep learning is also increasingly applied to the task of planning. Here,
the focus is primarily on imitation learning where human expert demonstrations are learned from
large scale datasets.42a

However, despite their performance, DNNs display model-immanent insufficiencies regarding
safety.56a One of the concerns is their lack of interpretability.57 Another major concern is the
fact that DNNs exhibit a lack of robustness towards perturbations in the input.56b,57b, 58 This issue
has been conceptualized as underspecification due to the complexity of the task which is only
specified by samples.59,60 These shortcomings of DNNs emphasize the importance of thorough
safety evaluation driven by clear perception requirements.

2.2 Testing Automated Driving Functions

This section covers basics regarding the testing of complete AD functions. Testing approaches
specifically for perception components are discussed separately in section 2.3. Firstly, some
general considerations regarding safety are introduced. This is followed by different testing
approaches for AD.

2.2.1 Safety

This section considers the topic of safety. Applicable regulations as well as definitions relevant to
the topic are discussed.

The ISO 26262 considers the topic of functional safety of electrical and electronic systems within
road vehicles. It covers systematic as well as random hardware failures and their consequences. A

53 Huang, Y. et al.: A Survey on Trajectory-Prediction Methods for Autonomous Driving (2022), p. 652-663.
54 nuScenes: nuScenes prediction task: Leaderboard (2020).
55 Shalev-Shwartz, S. et al.: On a Formal Model of Safe and Scalable Self-driving Cars (2017), p. 1.
56 Houben, S. et al.: Inspect, Understand, Overcome (2022), a: p. 5., b: p. 6.
57 Willers, O. et al.: Safety Concerns and Mitigation Approaches (2020), a: p. 339, b: p. 341.
58 Gopinath, D. et al.: Property Inference for Deep Neural Networks (2019), p. 797.
59 Spanfelner, B. et al.: Challenges in applying the ISO 26262 for driver assistance systems (2012), p. 10-11.
60 D’Amour, A. et al.: Underspecification Presents Challenges (2022), p. 30-31.
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failure is hereby defined as termination of the intended behavior.61a According to ISO 26262, safety
is defined as the absence of unreasonable risk. Unreasonable is defined as being unacceptable
according to societal moral concepts.61b Here, risk is a combination of the likelihood of occurrence
and the severity of a harm. Harm refers to injury or the damage to the health of people.61c If a
system possesses additional means to perform a required function beyond what is sufficient, the
system is redundant.61c

Another complementary standard is the ISO/PAS 21448 which considers the SOTIF. The SOTIF
considers systems free from faults as per ISO 26262. However, further hazards may originate
from the intended functionality or performance limitations. Reasons may include the lack of
situation comprehension or insufficient robustness.62a The ISO/PAS 21448 is applied where
situational awareness is critical to safety, including complex processing algorithms for sensor
data. It is applicable to automation levels of 1-5 according to SAE, thus including fully automated
driving.62b,63 However, a functional description including the intended functionality, the system
design and performance targets are required.62c

2.2.2 Safety Requirements

This section covers existing approaches in literature to specify the safety requirements for the
driving task.

The most common approach is to consider the risk of accidents. Some works focus on fatality
rates64,65 while other works consider accidents of different severity66,67a. Typically, these works
consider the human performance for the respective accident type as a baseline.68,65 It has however
been argued that contribution of the vehicles should also be assessed to account for rule violations
or dangerous behavior by other traffic participants.69 Furthermore, risk acceptance also has a
subjective element based on factors such as controllability, personal benefit or whether the risk is
natural or synthetic.64 In addition, a survey shows that the acceptable risk may even be surpassed
by prevalent technology such as human driven vehicles.67b

61 ISO/TC 22/SC 32: ISO 26262-1 Functional Safety (12/2018), a: p. vi-14, b: p. 21-26, c: p. 15-21.
62 ISO/TC 22/SC 32: ISO/PAS 21448 SOTIF (06/2022), a: p. vi, b: p. 1, c: p.21-22.
63 On-Road Automated Driving (ORAD) committee: Taxonomy and Definitions (30.04.2021).
64 Junietz, P. et al.: Macroscopic Safety Requirements (2019), p. 3-4.
65 Kalra, N.; Paddock, S. M.: Driving to Safety (2016), p. 191.
66 Junietz, P. et al.: Evaluation of Different Approaches to Address Safety Validation (2018), p. 493.
67 Liu, P. et al.: How Safe Is Safe Enough for Self-Driving Vehicles? (2019), a: p. 317, b: p. 319-322.
68 PEGASUS Project: PEGASUS Method: An Overview (2019), p. 5.
69 Victor, T. et al.: Safety Performance of the Waymo System (2023), p. 10.
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Other works define conditions beside accidents which are considered to be unsafe. Off-road
driving has been penalized in the loss function of planners70 and in planning benchmarks71.
The planning benchmark nuPlan also penalizes traffic rule violations and encourages human
similarity.71

Overall, the focus of safety requirements generally lies on the behavioral level. These behaviors
are easily observed and evaluated as output of the vehicle. However, behavioral requirements are
not directly applicable on intermediate interfaces of modular architectures as are prevalent in AD.

2.2.3 Testing Approaches

Verification and validation are intended to provide an argumentation that the risk is below an
acceptable level.72 Even for clearly specified requirements such as fatality rates, this proof is
challenging. This section gives an overview over the approaches most prevalent in literature.

The first is the distance based approach, also referred to as real world testing. Here, the system is
deployed and the safety is observed using the frequency of accidents.66 The macroscopic safety
requirements as accident rates can be directly applied as reference.73 However, the statistical
proof of decreased fatality rates requires distances in the order of billions of kilometers and is
therefore considered infeasible.74a,75 An alternative is extreme value theory which extrapolates
to rare accident events based on more frequent critical events. However, obtaining generally
applicable surrogate metrics to define critical events remains a challenge.74a

Another method is the function based testing, where different system functions and their require-
ments are specified and then tested. However, a general description of the AD functionality is
considered infeasible.76

One approach to overcome the difficulty of functional description is to decompose the behavior
into scenarios.76 The testing of the scenario can be performed in different environments including
simulation.73b The reaction of the system to a repeatable predefined scenario is then assessed.
However, the parameter space for the task of AD is large and no link to distance is available.74b

Currently, the state of the art is to use random real world data, where coverage is difficult
to achieve.77 In addition, an argumentation for interpolation between two scenarios and for

70 Bansal, M. et al.: ChauffeurNet (2018), p. 8-12.
71 Caesar, H. et al.: nuPlan: A closed-loop ML-based planning benchmark (2021), p. 4.
72 ISO/TC 22/SC 32: ISO 26262-1 Functional Safety (12/2018), p. 10.
73 Amersbach, C. T.: Functional Decomposition Approach (2020), a: p. 9-10, b: p. 14-20., c: p. 45, d: p. 97-98.
74 Junietz, P. et al.: Evaluation of Different Approaches to Address Safety Validation (2018), a: p. 493, b: p. 494.
75 Kalra, N.; Paddock, S. M.: Driving to Safety (2016), p. 191.
76 Riedmaier, S. et al.: Survey on Scenario-Based Safety Assessment (2020), p. 87458-87472.
77 Schwalbe, G. et al.: Structuring the Safety Argumentation for Perception (2020), p. 392.
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extrapolation to novel scenarios is generally required. Previous work coauthored by the author
has shown that for DNN based components, such an interpolation may not be applicable.78

Another approach is silent testing, where simulated driving functions are compared to real
driver trajectories in a real vehicle.79,80 Similar approaches have also been applied by automotive
companies.81 However, one disadvantage of this approach is the lack of consideration of interactive
behavior.76

To conclude, the testing of AD functions remains challenging even for well specified requirements.
While different approaches are currently considered, no generally accepted procedure for safety
validation is available.

2.2.4 Modular Decomposition

In this section, the approach of modular decomposition is introduced. This methodology is
applicable for system design and testing.

Modular decomposition is the idea of decomposing the system under test (SUT) into functional
layers. Each of these functional layers provides standardized interfaces which are evaluated
separately at testing time.73c Previous work has shown that particular tests for each module as well
as less complex subsystems promise a reduction potential of test cases by an order of one or two
magnitudes.73d It should be noted that typical AD architectures consist of sense-plan-act modules.
Therefore, the scope of this work was also limited to such architectures. For these architectures,
the modular decomposition approach for testing is directly applicable.

2.3 Common Perception Evaluation

The approaches for testing the safety of AD functions generally rely on requirements specified
on behavioral level. However, testing a perception module separately requires particular tests on
the perception interface. Since safety requirements on a behavioral level are inapplicable, other
approaches have become the de-facto standard in perception testing. This section first outlines
different perception tasks, followed by perception datasets as well as common evaluation metrics.

78 Mori, K. T. et al.: The Inadequacy of Discrete Scenarios (2022), p. 118240-118241.
79 Wachenfeld, W.; Winner, H.: Virtual Assessment of Automation in Field Operation (2015), p. 2-4.
80 Wang, C.; Winner, H.: Overcoming Challenges of Validation (2019), p. 2640-2641.
81 Tesla: Upgrading Autopilot: Seeing the World in Radar (2016).
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2.3.1 Perception Tasks

In this section, different perception tasks including alternatives to object detection are introduced.
Each task provides distinct objectives and representations.

One task typically considered for the image domain is the classification task. The objective is
to determine the presence or absence of an object82, commonly including a confidence score for
compatibility with evaluation metrics83. The 2D object detection task aims to predict both the class
and location of objects with a bounding box in image space.82 Similarly, the task can be formulated
to detect 3D objects in a scene. In this case, objects are typically represented as 3D cuboid with
class, location, size, rotation and potentially velocity.84 While object detection focuses on object
classes, semantic segmentation aims at pixel wise annotation for stuff classes.85 Other variants
include the instance segmentation with a pixel-wise mask per instance or panoptic segmentation
which provides both a class and instance ID per pixel.86 This task has been extended to 3D by
performing semantic and panoptic segmentation on 3D sensor data.87a Another alternative is
the online prediction of a semantic map in a birds-eye view (BEV) perspective.88,89 In any of
these variants, segmentation emphasizes global context and scene understanding.85 The previous
tasks are typically evaluated per frame without considering temporal dynamics. Therefore,
the alternative task of multi object tracking associates detections in a sequence either in 2D
image space or in 3D space.90,91,87b Overall, the object list is currently the common interface
between perception and planning. Tracked objects are more common than untracked object lists.92

Considering this fact as well as the scope of this work, the following sections mainly focus on 3D
object detection.

2.3.2 3D Object Detection Datasets

For ML components including DNN, data is used for training as well as evaluation.93 Therefore,
publicly available datasets are important since they often determine the objectives for research.94

82 Wu, C. et al.: A hierarchical loss (2019), p. 1-2.
83 Everingham, M. et al.: The Pascal Visual Object Classes (VOC) Challenge (2010), p. 305.
84 Mao, J. et al.: 3D Object Detection for Autonomous Driving (2023), p. 1910.
85 Caesar, H. et al.: COCO-Stuff (2018), p. 1209.
86 Kirillov, A. et al.: Panoptic Segmentation (2019), p. 9396-9397.
87 Fong, W. K. et al.: Panoptic nuScenes (2022), a: p. 3795, b: p. 3798.
88 Pan, B. et al.: Cross-view Semantic Segmentation (2020), p. 4876.
89 Hendy, N. et al.: FISHING Net (2020), p. 1-2.
90 Weng, X. et al.: 3D Multi-Object Tracking (2020), p. 10360.
91 Caesar, H. et al.: nuScenes (2020), p. 11623.
92 Hoss, M. et al.: A Review of Testing Object-Based Environment Perception (2022), p. 229.
93 Ashmore, R. et al.: Assuring the Machine Learning Lifecycle (2022), p. 3-4.
94 Lin, T.-Y. et al.: Microsoft COCO: Common Objects in Context (2014), p. 742.
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This section provides a brief overview of 3D object detection datasets while the detailed implica-
tions are discussed in later sections. Popular datasets such as KITTI95, nuScenes96 and Waymo
Open97 are discussed with respect to their general similarities.

One aspect that these datasets share is the data collection procedure. Early image based datasets
such as Pascal VOC or ImageNet typically used images collected over the internet.98,99 This
approach is no longer applicable for the automotive domain. For multimodal data as is typically
acquired in the automotive domain, additional effort for sensor integration and calibration is
required.96a Therefore, such datasets rely on test drives using vehicles equipped with designated
sensor setups. The sensor setups are typically described without further argumentation for the
selected placement. Many datasets utilize at least one 360° lidar mounted on the vehicle roof
which is supplemented with additional cameras. Nevertheless, the setups differ with regards to
sensor modalities, number of sensors, field of view and resolution.95a, 96a, 97b, 100,101,102,103,104,105,106

Surveying the available information from safety reports of companies holding permits for au-
tonomous vehicle testing in California 107 shows similar trends 108,109,110. Overall, sensor setups
show variations which are difficult to evaluate due to a lack of established evaluation procedures.
Existing evaluation protocols are only applicable for given GT and sensor data which presupposes
a fixed sensor setup.

Once the real world data is collected, the tasks and objectives are defined. Firstly, representative or
interesting scenes are selected to limit the labeling effort.95a, 96a,111 For the selected scenes, datasets
typically provide labels for multiple different perception tasks. These different tasks such as 3D
object detection and tracking typically coexist and are solved and evaluated separately.96b, 97a In any
case, the dataset arbitrarily defines the classes considered relevant for the respective task. For the
object detection task, only the selected classes are considered objects, while all other objects are

95 Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), a: p. 3355-3357.
96 Caesar, H. et al.: nuScenes (2020), a: p. 11620-11621, b: p. 1622-1623.
97 Sun, P. et al.: Scalability in Perception (2020), a: p. 2447-2448, b: p. 2444-2445.
98 Everingham, M. et al.: The Pascal Visual Object Classes (VOC) Challenge (2010), p. 305.
99 Deng, J. et al.: ImageNet: A large-scale hierarchical image database (2009), p. 251.
100Geyer, J. et al.: A2D2: Audi Autonomous Driving Dataset (2020), p. 3-4.
101Patil, A. et al.: The H3D Dataset (2019), p. 9254-9255.
102Chang, M. et al.: Argoverse (2019), p. 8742-8743.
103Pham, Q.-H. et al.: A 3D Dataset (2020), p. 2269.
104Sun, P. et al.: Scalability in Perception (2020), p. 2444-2445.
105Mao, J. et al.: One Million Scenes for Autonomous Driving: ONCE Dataset (2021), p. 4.
106ApolloAuto: apollo (2021).
107State of California Department of Motor Vehicles: Autonomous Vehicle Testing Permit Holders (2022).
108General Motors: Self Driving Safety Report (2018), p. 7.
109nuro: Delivering Safety (2021), p. 9-10.
110Waymo LLC: Waymo Safety Report (2020), p. 14.
111Cordts, M. et al.: The Cityscapes Dataset (2016), p. 3214.
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considered background.112 Therefore, current datasets exhibit ambiguous class definitions113,114

as well as inconsistent or conflicting taxonomies between different datasets.115,116 In addition, not
all objects belonging to these classes are considered relevant. To facilitate labeling and perception,
heuristics are applied to determine which objects of the selected classes are included in the GT.
For instance, nuScenes demands the presence of sensor detection points for object annotation117

while the Waymo Open Dataset limits the annotation range118a. Overall, datasets exhibit various
arbitrary design choices in their specification of the perception task.

Once the tasks and objectives are clarified, the GT labels are created. For image data, datasets
such as ImageNet and COCO relied on labeling with crowdsourcing and additional measures
to ensure label quality.119,120 Datasets for 3D tasks in the automotive domain such as KITTI or
nuScenes generally rely on expert annotators.117, 121 The Waymo Open dataset additionally relies
on labeling tools to support the human annotators.118b It has however been noted that the human
performance for the 3D detection task is unclear.122

Overall, existing object detectors heavily rely on public datasets for training and evaluation.
However, these datasets include many arbitrary design choices during their creation.

2.3.3 Common Object Detection Metrics

When a dataset is published, it typically includes evaluation metrics which establish a benchmark
ranking. This section provides a brief overview over the distinct metrics of the object detection and
tracking task. The overview begins with general detection and tracking metrics before focusing
on the context of driving. Finally, the aspect of redundancy in perception is considered.

Evaluating tracked or untracked object lists requires matching the perceived objects with the
ground truth objects. The matching defines positive and negative samples according to a distance
metric using arbitrary thresholds.123 The most common metric for object detection is the average
precision (AP) metric124 which originated from 2D object detection. AP uses the bounding box

112Wu, C. et al.: A hierarchical loss (2019), p. 5.
113Zendel, O. et al.: WildDash - Creating Hazard-Aware Benchmarks (2018), p. 411-412.
114Huang, X. et al.: The ApolloScape Open Dataset (2020), p. 5.
115Lambert, J. et al.: MSeg: A Composite Dataset (2020), p. 2877.
116Bevandic, P. et al.: Multi-domain semantic segmentation with overlapping labels (2022), p. 2422.
117Caesar, H. et al.: nuScenes (2020), p. 11620-11621.
118Sun, P. et al.: Scalability in Perception (2020), a: p. 2447, b: p. 2446.
119Deng, J. et al.: ImageNet: A large-scale hierarchical image database (2009), p. 251-252.
120Lin, T.-Y. et al.: Microsoft COCO: Common Objects in Context (2014), p. 745-748.
121Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), p. 3358.
122Qi, C. R. et al.: Offboard 3D Object Detection (2021), p. 6135.
123Hoss, M. et al.: A Review of Testing Object-Based Environment Perception (2022), p. 229.
124Oksuz, K. et al.: One Metric to Measure them All (2020), p. 4.
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overlap calculated as intersection over union (IoU) for matching. For these samples, the average
over an interpolated precision/recall curve is calculated.125 The AP is most often applied per class
and then averaged across all classes to yield the mean average precision (mAP).126

For the tracking task, the evaluation additionally includes the unique identification over time.
Here, the most common metric is the multi object tracking accuracy (MOTA) introduced by
the CLEAR multi object tracking (MOT) metrics.127 This metric sums false negatives (FNs),
false positives (FPs) and ID mismatches and normalizes them with the number of GT objects.128

Proposed modifications include the average multi object tracking accuracy which integrates the
MOTA across multiple recall values while the scaled multi object tracking accuracy scales the
MOTA with the recall. Combining the two approaches yields the scaled average multi object
tracking accuracy (sAMOTA).129 Another alternative is proposed by the higher order tracking
accuracy metric which re-weights different interpretable error components.130

In addition to matching based metrics, it is also possible to consider true positive metrics which
evaluate the accuracy of the localization for matched objects. Localization accuracy can be
indirectly included in AP by averaging over multiple IoU thresholds as introduced by the COCO
dataset.131 However, the localization can also be explicitly considered by evaluating metrics such
as multi object tracking precision, which assesses the precision of the localization.128. Overall, 2D
detection metrics consider average performance mostly in terms of average location offsets.

When surveying detection metrics in driving context, the general tendency is to adopt metrics from
2D with little modification. The KITTI dataset follows the Pascal AP132 which is also adopted by
the A*3D dataset133 Other datasets have proposed different modifications. nuScenes proposes to
match objects by center distance and to omit recall and precision values below 10% to minimize
the impact of noise.134 Waymo Open weighs the true positives (TPs) according to the heading
score to emphasize the importance of heading. Additionally, the matching relies upon global
optimization instead of greedy matching.135 The ONCE dataset modifies the matching procedure
fromKITTI by using class specific IoU thresholds and including the orientation in the matching.136

Detection and tracking typically exist as independent tasks on driving datasets. Argoverse directly

125Everingham, M. et al.: The Pascal Visual Object Classes (VOC) Challenge (2010), p. 313-314.
126Liu, Y. et al.: 1st Place Solutions for OpenImage2019 (2020), p. 271.
127Luo, W. et al.: Multiple Object Tracking: A Literature Review (2021), p. 11.
128Bernardin, K.; Stiefelhagen, R.: Evaluating Multiple Object Tracking Performance (2008).
129Weng, X. et al.: 3D Multi-Object Tracking (2020), p. 10362-10363.
130Luiten, J. et al.: HOTA: A Higher Order Metric for Evaluating Multi-object Tracking (2021), p. 548-556.
131COCO Consortium: COCO Common Objects in Context: Detection Evaluation (2015).
132Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), p. 3358.
133Pham, Q.-H. et al.: A 3D Dataset (2020), p. 2271.
134Caesar, H. et al.: nuScenes (2020), p. 11622.
135Sun, P. et al.: Scalability in Perception (2020), p. 2447.
136Mao, J. et al.: One Million Scenes for Autonomous Driving: ONCE Dataset (2021), p. 21.
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adopts the CLEAR metrics such as MOTA137 for tracking while nuScenes additionally relies on
its adaptation sAMOTA138. Some datasets further adopt true positive metrics for orientation139a or
various attributes138b. In addition to the arbitrary design choices in the dataset creation, evaluation
metrics may introduce further arbitrary design choices when specifying the perception task. For
instance, KITTI only considers objects above a certain height when projected to the image plane
for evaluation.139b Alternatively, the nuScenes138 dataset has distance thresholds specific to each
class.140 Overall, detection performance is fundamentally conceptualized in terms of average
location offsets. Accordingly, there is a lack of clear requirements for object detection.

Another aspect besides the object detection performance under normal operating conditions
is the response to hardware failures. If alternative means to fulfill detection requirements are
present even for a sensor hardware failure, a system is considered to be redundant.141 However, in
the absence of clear detection requirements, the concept of redundancy remains underspecified.
Previous works therefore evaluate the robustness of detection performance under artificial sensor
failures such as sensor dropout or misalignment.142a,143,144,145 Existing lidar and lidar-camera
detectors exhibit low performance in these test cases, particularly for simulated lidar failures.142b

However, correlation of failures which may occur due to common mode and common cause
failures146 is not considered. Therefore, redundancy of different detectors, sensors and modalities
remains insufficiently understood.

Overall, typical perception metrics evaluate the average performance without specifying require-
ments including thresholds. Safety aspects relating to the driving task or to potential sensor failures
are insufficiently considered.147,148 Furthermore, many commonmetrics provide aggregated scores
which lack interpretability.

137Chang, M. et al.: Argoverse (2019), p. 8745.
138Caesar, H. et al.: nuScenes (2020), a: p. 11623., b: p. 11622.
139Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), a: p. 3358, b: p. 3360.
140nuScenes: nuScenes prediction task: Leaderboard (2020).
141ISO/TC 22/SC 32: ISO 26262-1 Functional Safety (12/2018), p. 20.
142Yu, K. et al.: Benchmarking the Robustness (2023), a: p. 3191-3193, b: p. 3193-3195.
143Philion, J. et al.: Learning to Evaluate Perception (2020), p. 203-205.
144Bai, X. et al.: TransFusion (2022), p. 1086-1087.
145Mohta, A. et al.: Investigating the Effect of Sensor Modalities (2021), p. 1-4.
146Stapelberg, R. F.: Handbook of Reliability (2009), p. 621-623.
147Volk, G. et al.: A Comprehensive Safety Metric (2020), p. 1-2.
148Willers, O. et al.: Safety Concerns and Mitigation Approaches (2020), p. 342.
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3 Related Work

After introducing basics mainly relating to the overall RQ of safety in the previous chapter, this
chapter introduces literature which relates more closely to the specific RQs 1-4. The content is
distinct from the previous chapter in that these works cannot yet be considered established and
are not part of standard evaluation procedures. As already indicated in section 1.3, each of the
RQs 1-4 relates to one of the aspects of classification, relevance, attributes and validation. Each
section in this chapter discusses one of these aspects for the context of perception with focus on
object detection in AD. Finally, a brief summary of the state of the art is provided.

3.1 Classification

As shown in previous sections, object detection aims to distinguish the predefined set of classes
from the background149 and provide a likelihood for the predicted classes150,151a. As indicated
previously, common metrics explicitly consider the class for matching during the evaluation.151b

Therefore, the correct category is a prerequisite for correct matching.149 Thus, the predefined
categories and their correct prediction are effectively treated as equally important as detecting
the existence of an object. Due to their large impact on the evaluation procedure, different
classification schemes and metrics are elaborated in this section. This content of this section is
taken from a prior publication152 coauthored by the author with little modification.

3.1.1 Dataset Categories

This section jointly considers different classification-relevant tasks and datasets with focus on the
automotive domain.

Large-scale datasets which are popular for the task of classification153,154 may include as many
as thousands of image categories. For other perception tasks, the number of classes is typically
smaller by orders of magnitude. For instance, the 2D object detection task only reaches a maximum

149Wu, X. et al.: Recent Advances in Deep Learning for Object Detection (2019), p. 5.
150Zhou, X. et al.: Probabilistic two-stage detection (2021), p. 3.
151Everingham, M. et al.: The Pascal Visual Object Classes (VOC) Challenge (2010), a: p. 306, b: p. 313.
152Mori, K. T. et al.: Systematic Classification Requirements (2023) © 2023 IEEE.
153Deng, J. et al.: ImageNet: A large-scale hierarchical image database (2009), p. 248-249.
154Kuznetsova, A. et al.: The Open Images Dataset V4 (2020), p. 1958-1960.
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of 600 classes provided by the Open Images Dataset155. Other datasets for the same task156,157

number fewer categories.

Specifically within the context of driving, the nuScenes dataset with 23 classes158 and Argoverse 2
with 30 classes159 provide the highest number of classes for object detection. This applies both to
2D160,161 and to 3D detection within driving datasets158,162,163,164,165a,166. Semantic segmentation
annotations typically provide a higher number of categories, ranging between 24-66.161b,167,168,169

In some cases, additional tasks are annotated and separately evaluated. Examples include recog-
nition of semantic maps158a,165b, driveable area170,171 or lane markings161b,168. The discrepancy
between object detection and semantic segmentation categories results from the stuff categories
which do not possess object properties.172,173 Overall, the class definitions show ambiguities and
inconsistencies.168,174 Therefore, no generally accepted class structure is available.

3.1.2 Existing Class Structures

Dataset classes are typically presented as flat taxonomies without further structure. Similar
flat taxonomies are proposed by works unifying classification taxonomies across domains for
compatibility with standard training procedures.175,176,177

155Kuznetsova, A. et al.: The Open Images Dataset V4 (2020), p. 1958-1960.
156Everingham, M. et al.: The Pascal Visual Object Classes (VOC) Challenge (2010), p. 305.
157Lin, T.-Y. et al.: Microsoft COCO: Common Objects in Context (2014), p. 746.
158Caesar, H. et al.: nuScenes (2020), p. 11621.
159Wilson, B. et al.: Argoverse 2 (2021), p. 4.
160Geyer, J. et al.: A2D2: Audi Autonomous Driving Dataset (2020), p. 6-7.
161Yu, F. et al.: BDD100K: A Diverse Driving Dataset (2020), a: p. 2635, b: p.2636.
162Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), p. 3357.
163Sun, P. et al.: Scalability in Perception (2020), p. 2447.
164Chang, M. et al.: Argoverse (2019), p. 8744.
165Houston, J. et al.: One Thousand and One Hours (2020), a: p. 5, b: p. 6.
166Mao, J. et al.: One Million Scenes for Autonomous Driving: ONCE Dataset (2021), p. 5.
167Cordts, M. et al.: The Cityscapes Dataset (2016), p. 3214-3215.
168Huang, X. et al.: The ApolloScape Open Dataset (2020), p. 2706-2708.
169Neuhold, G. et al.: The Mapillary Vistas Dataset (2017), p. 5002-5003.
170Pan, B. et al.: Cross-view Semantic Segmentation (2020), p. 4867.
171Hendy, N. et al.: FISHING Net (2020), p. 1-2.
172Caesar, H. et al.: COCO-Stuff (2018), p. 1210.
173Kirillov, A. et al.: Panoptic Segmentation (2019), p. 9396-9397.
174Zendel, O. et al.: WildDash - Creating Hazard-Aware Benchmarks (2018), p. 411-412.
175Zendel, O. et al.: Unifying Panoptic Segmentation for Autonomous Driving (2022), p. 21353.
176Lambert, J. et al.: MSeg: A Composite Dataset (2020), p. 2878.
177Bevandic, P. et al.: Multi-domain semantic segmentation with overlapping labels (2022), p. 2424-2425.
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However, some approaches to structure dataset categories have been proposed within literature.
A semantically expressive formal specification of concepts including entities and their relations
is given by a so called ontology.178 Previous works on datasets179,180,181a or unified taxonomies
across multiple datasets182 implicitly define such an ontology. However, they generally do not
address the concept of ontologies explicitly and fail to provide an argumentation for the selected
semantic hierarchy.

Some works also consider ontologies in a more explicit manner. A prominent example is the
ImageNet dataset for image classification. This dataset creates a semantic structure based on
an ontology into which the images are integrated.183 The ontology is provided by the external
source WordNet which structures concepts including synonyms and semantic relations as a lexical
dataset.184 YOLO9000 also relies on ImageNet to scale up the object detector to a higher number
of classes.185 In the context of driving, ontologies have been applied to create and structure
scenarios in scenario based testing approaches for AD.178,186 However, the focus in these works
lies on behavioral aspects rather than the classification of the perception component.

3.1.3 Classification Metrics

As indicated in the previous section, datasets typically do not consider the structure of classes.
Accordingly, a similar trend of neglecting class structure is observed in typical evaluation met-
rics.187 One exception is the OpenImages dataset, which explicitly considers the hierarchy for its
AP calculation by aggregating leaf nodes for higher level categories.181b The ImageNet dataset
originally proposed a hierarchical error based on the height of the lowest shared node. However,
Top-5 accuracy was preferred for practical use since different metrics show high agreement.188

A different type of evaluation is given by loss functions which are used at training time to optimize
the neural networks. Cross-entropy loss is the standard loss typically used for classification tasks.
Similar to prevalent classification metrics, this loss neglects the structure between classes.187

However, some previous works make proposals to incorporate class structure into loss functions.

178Klueck, F. et al.: Using Ontologies for Test Suites Generation (2018), p. 120.
179Cordts, M. et al.: The Cityscapes Dataset (2016), p. 3214-3215.
180Lin, T.-Y. et al.: Microsoft COCO: Common Objects in Context (2014), p. 746.
181Kuznetsova, A. et al.: The Open Images Dataset V4 (2020), a: p. 1959-1960, b: p. 1974.
182Meletis, P.; Dubbelman, G.: Training on Multiple Heterogeneous Datasets (2018), p. 1046-1047.
183Deng, J. et al.: ImageNet: A large-scale hierarchical image database (2009), p. 248-249.
184Miller, G. A.: WordNet: a lexical database for English (1995), p. 39.
185Redmon, J.; Farhadi, A.: YOLO9000: Better, Faster, Stronger (2017), p. 6522-6524.
186Bagschik, G. et al.: Ontology based Scene Creation (2018), p. 1814-1819.
187Wu, C. et al.: A hierarchical loss (2019), p. 1.
188Russakovsky, O. et al.: ImageNet Large Scale Visual Recognition Challenge (2015), p. 225.
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One idea is to incorporate the similarity of classes.189 Other proposals consider the consequences
of misclassifications by considering semantic structure190a or the impact on collision safety191.

Overall, these metrics assume a hierarchical class structure for evaluation. Class similarity is
conceptualized with respect to this hierarchy. Variants include using a distance in the structure190b

or the depth of the lowest shared node192. It has been noted that loss functions which consider the
class structure poss difficulties for the optimization.190c In addition, existing approaches tend to
focus on semantic similarity. However, aspects such as regulations and considerations regarding
safety in the context of traffic are neglected.

3.2 Relevance

After considering the target classes, it is necessary to determine which objects of these classes are
relevant for the perception task. Considering object relevance for the perception safety evaluation
is necessary.193 As shown in section 2.3.3, relevance is only implicitly considered by datasets by
inclusion in the GT using heuristics. This section provides a detailed overview of more explicit
conceptualizations of relevance. Approaches are categorized into those relying on heuristics,
those relying on formal specifications of the driving task and approaches incorporating a specific
downstream task implementation. In addition, the two related topics of criticality metrics and
relevance in vision are discussed. The author coauthored two prior publications on relevance194,195

which include a literature overview. The content of this section is therefore taken from these prior
publications with minor modifications.

3.2.1 Heuristics

Heuristics are mainly used in cases where relevance is only implicitly considered. Typically,
simple arbitrary criteria are used to exclude certain objects.

One example already mentioned in previous sections are datasets for perception testing. Some
datasets restrict the annotated objects to objects within specific distance196 or to objects visible
in lidar or radar197. In either case, the heuristic determines if an object is included into the GT

189Kobs, K. et al.: SimLoss: Class Similarities in Cross Entropy (2020), p. 431-439.
190Wu, C. et al.: A hierarchical loss (2019), a: p. 3-4, b: p. 1-4, c: p. 5
191Liu, X.-F. et al.: Reinforced Wasserstein Training (2020), p.12563-12564.
192Russakovsky, O. et al.: ImageNet Large Scale Visual Recognition Challenge (2015), p. 225.
193Volk, G. et al.: A Comprehensive Safety Metric (2020), p. 3-4.
194Mori, K. et al.: Conservative Estimation of Perception Relevance (2023) © 2023 IEEE.
195Storms, K. et al.: SURE-Val: Safe Urban Relevance Extension and Validation (2023).
196Sun, P. et al.: Scalability in Perception (2020), p. 2447.
197Caesar, H. et al.: nuScenes (2020), p. 11621.
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object list. In other cases, heuristics are applied at evaluation time by the perception metrics.198

Dataset metrics use simple criteria such as the object distance199. The KITTI dataset uses criteria
based on visibility in camera images by considering the object height in the camera image as well
as occlusion.200

A different application of simple heuristics is provided by the downstream path planning task.
While the processing within the network remains a blackbox, it is possible to analyze the network
inputs. Neural planners typically limit the objects input to the network to reduce computational
effort. Any object not contained in the input is thus implicitly declared irrelevant. The filtering
criteria applied depend on the type of input ingested by the planner. Convolutional networks
which receive a BEV grid as input are restricted to a rectangular region with predefined dimen-
sions.201,202,203 Similar ideas are found in context of simulation to test AD functions.204 Other
planners which receive object lists directly restrict the number of objects.205,206 Similar considera-
tions are applied for the motion prediction task where the number of objects is limited.207,208,209

3.2.2 Formal Specification

Formal approaches specify the potential behaviors and behavioral requirements to explicitly
derive relevant objects. Two common approaches to incorporate behavioral safety into relevance
are reachability and formal planners.198 The concept of reachability analysis considers physical
limitations such as kinematic constraints to define potentially unsafe states regarding an object.210

Objects are then considered relevant depending on whether an unsafe state is possible or not
within a specified time horizon.211 Another application of a similar concept distinguishes potential
and imminent collision objects for purposes of perception evaluation.212 However, it is not
clear how to define a suitable time horizon. Formal planners leverage explicit specification of
planning behavior. One work utilizes the RSS model, a formal planner from prior work, for this

198Hoss, M. et al.: A Review of Testing Object-Based Environment Perception (2022), p. 233.
199nuScenes: nuScenes Detection Task: Leaderboard (2020).
200Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), p. 3360.
201Bansal, M. et al.: ChauffeurNet (2018), p. 4, 12.
202Sadat, A. et al.: Perceive, Predict, and Plan (2020), p. 6-9.
203Philion, J.; Fidler, S.: Lift, Splat, Shoot (2020), p. 198-199.
204Hallerbach, S. et al.: Simulation-Based Identification of Critical Scenarios (2018), p. 97-98.
205Xu, Z. et al.: Zero-shot Deep Reinforcement Learning Driving (2018), p. 2867.
206Cho, K. et al.: Deep Predictive Autonomous Driving (2019), p. 2077-2078.
207Ettinger, S. M. et al.: The Waymo Open Motion Dataset (2021), p. 9712.
208Houston, J. et al.: One Thousand and One Hours (2020), p. 7-8.
209Vázquez, J. L. et al.: Deep Interactive Motion Prediction and Planning (2022), p. 8.
210Althoff, M.: Reachability Analysis and its Application (2010), p. 123-124.
211Topan, S. et al.: Interaction-Dynamics-Aware Perception Zones (2022), p. 1201-1206.
212Bansal, A. et al.: Risk Ranked Recall (2021), p. 2-3.
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purpose.213 Another option is to newly derive behavioral requirements for the specific driving
context considered.214,215 However, the current approaches have limitations to their applicability.
The first is that commonly, stopping is considered to be valid behavior214,216,217 which may not
always be the case. Other works require information regarding the ego intention or the static road
environment.214,215 However, the planned ego trajectory may not be known when evaluating a
perception function. In addition, information regarding roads obtained from maps or perception
functions may either be unavailable or unreliable.

3.2.3 Downstream Task Implementation

In order to avoid manual specification of relevance, Planning Kullback-Leibler Divergence
(PKL)218 and following work219,220 propose to leverage neural planners. These works directly use
a specific implementation of the downstream planning task to evaluate the upstream detection.
Therefore, the effects of perturbations in the detection results on the downstream task can directly
be observed.218a,219a,220a Relevance is accordingly conceptualized as the magnitude of the observed
effect on the downstream task implementation.??a

In this case, validity is only ensured for the specific implementation used for the planner.220b

Additionally, ensuring the validity of the planner itself remains difficult.221 Furthermore, results
are not interpretable due to the black box nature of neural planners. It should be noted that
formal relevance criteria and downstream implementation based criteria generally reach different
conclusions. Currently, these approaches lack a unified approach with the ability to reconcile
these different paradigms. Therefore, some additional concepts which relate to the concept of
relevance are discussed in the following subsections.

3.2.4 Criticality Metrics

One domain which is conceptually situated between heuristics and formal planning specification
is the field of criticality metrics. These metrics provide surrogate measures for driving safety
when attempting validation.222 Overviews across different criticality metrics and their respective

213Volk, G. et al.: A Comprehensive Safety Metric (2020), p. 3-4.
214Schönemann, V. et al.: Scenario-Based Functional Safety (2019), p. 345-349.
215Philipp, R. et al.: Systematization of Relevant Road Users (2022) p. 2-6.
216Topan, S. et al.: Interaction-Dynamics-Aware Perception Zones (2022), p. 1201-1206.
217Bansal, A. et al.: Risk Ranked Recall (2021), p. 2-3.
218Philion, J. et al.: Learning to Evaluate Perception (2020), a: p. 14054-14058.
219Henze, F. et al.: Admissible Uncertainty Bounds for Planning Algorithms (2021), a: p. 3129-3130.
220Philipp, R. et al.: Accuracy Requirements for Environmental Perception (2021), a: p. 131-133, b: p. 141-142.
221Mao, J. et al.: 3D Object Detection for Autonomous Driving (2023), p. 1914.
222Junietz, P. et al.: Criticality Metric for Safety Validation (2018), p. 60-65.
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attributes are already available in literature223,224 and are thus not reiterated here. However, it can
be noted that various criticality metrics are available. Many of these metrics are only applicable
to specific driving scenarios since they depend on driving context. Overall, there are no generally
accepted metrics or thresholds to distinguish critical objects.

3.2.5 Relevance in Vision

Within the domain of computer vision in images, explicit concepts of relevance are available.
Typically, relevance is either considered as saliency or as eye fixation.

Saliency attempts to distinguish important objects or regions of an image. Often, this task is
specified as a segmentation task.225a Difficulties occur when attempting to annotate the ground
truth information. Here, the subjective element of the task leads to variance between different
human annotators. To mitigate these issues, it is possible to use multiple human annotations. The
results can then be unified using voting schemes or images with substantial disagreement may
be discarded.226,227 When evaluating driving scenes, discarding scenes with disagreement is not
applicable.

Fixation or gaze prediction is a different task where eye fixations are regarded to be a useful
proxy for visual attention. Therefore, fixations provide information regarding the information
content of image regions.225b,228a However, studies show that viewing conditions such as the
difference in passive viewing and actively driving can impact the resulting fixations.228b Additional
complications arise from the fact that gaze is also influenced by the intention of the driver.229

Furthermore, humans are capable of interpreting their peripheral vision even without fixations.
Exclusive focus on eye fixations may therefore wrongfully neglect roadside objects.230 Fixation is
also limited to a human field of view. Occluded objects, objects outside the field of view and 3D
space are insufficiently considered.

223Mahmud, S. S. et al.: Application of proximal surrogate indicators (2017).
224Westhofen, L. et al.: Criticality Metrics for Automated Driving (2023).
225Ullah, I. et al.: A brief survey of visual saliency detection (2020), a: p. 34606, b: p. 34608.
226Zhang, Y. et al.: Key Issues of Salient Object Datasets (2020), p. 118-121.
227Li, G.; Yu, Y.: Visual Saliency Based on Multiscale Deep Features (2015), p. 5.
228Chapman, P.; Underwood, G.: Visual Search of Driving Situations (1998), a: p. 951, b: p. 952.
229Makrigiorgos, A. et al.: Human Visual Attention Prediction (2019), p. 3-6.
230Palazzi, A. et al.: Predicting the Driver’s Focus of Attention (2018), p. 1724.
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3.3 Attributes

The previous sections focused on classification and relevance which relate to the existence of
objects. For this section, it is assumed that the relevant classes and objects have already been
identified. The requirements for different attributes of the relevant objects are considered in the fol-
lowing. Only metrics and requirements which attempt to incorporate safety aspects into detection
are considered for this section. This section is mostly taken from a prior publication coauthored
by the author.231 As for the relevance topic, heuristics and downstream task implementations are
applicable.

3.3.1 Heuristics

One possibility when attempting to incorporate safety into perception evaluation is to rely upon
manually designed heuristics. Temporal aspects relating to safety include evaluation of the
perception time232 or additionally evaluating the time between two detections belonging to the
same object233. Proximity to collision can also be incorporated by relying on a criticality metric
such as time to collision (TTC). Such approaches have been used to re-weight common perception
metrics234 or to visually compare results for different subsets of objects235. Another aspect is the
association of GT and detected objects which requires defining an association threshold. Proposals
from literature include utilizing egocentric distance236 or longitudinal and lateral distance relative
to the ego vehicle237.

Most metrics essentially maintain the same evaluation procedure as standard AP metrics. The
focus lies upon re-weighting previous metric scores. However, requirements which define clear
thresholds are either absent or arbitrary.

3.3.2 Downstream Task Implementation

Similar as with the topic of object relevance, it has been proposed to directly consider a specific
implementation of a downstream planner. The PKL metric is applicable to different types of
detection errors, where the severity of an error is judged by the impact on a planner.238 Since its

231Mori, K. T.; Peters, S.: SHARD (2023).
232Volk, G. et al.: A Comprehensive Safety Metric (2020), p. 5.
233Caesar, H. et al.: nuScenes (2020). p. 11623.
234Wolf, M. et al.: Safety-Aware Metric for People Detection (2021), b: p. 2760.
235Lyssenko, M. et al.: Towards Safety-Aware Pedestrian Detection (2022), p. 297-299.
236Bansal, A. et al.: Verifiable Obstacle Detection (2022), p. 64-69.
237Deng, B. et al.: Revisiting 3D Object Detection From an Egocentric Perspective (2021), p.4-5.
238Philion, J. et al.: Learning to Evaluate Perception (2020), p. 14053-14055.
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introduction, it has also been included into the popular nuScenes detection benchmark.239 Other
works apply similar ideas of perturbing inputs to a planner. In this case, the sensitivity regarding
these perturbations is analyzed.240,241 A further variant is provided by deriving perturbations
which still produce acceptable planning behavior. However, this approach is limited to a single
scenario.242a

The downsides of this approach remain identical to the discussion regarding relevance. Firstly, the
planner and its specific implementation must be available, which may not always be the case.243

The objectives of the planning task are ambiguous, further increasing the difficulty of the task.244

In addition, the validity of the approach is restricted to the specific planner which is applied.242b

Furthermore, current approaches fail to provide generally applicable thresholds for perception.

3.4 Validation

In this section, possibilities of verifying and validating perception metrics are discussed to the
degree in which they are present in literature. First, the lack of generally accepted validation meth-
ods is discussed. This is followed by a discussion of available and related validation approaches
referring to either human performance or the downstream driving task.

3.4.1 Lack of Validation

Typical perception datasets do not consider the validity of the metrics applied.245,246,247 Other
datasets provide a discussion of the attributes of the metrics.248,249 However, only the ability of
the metrics to produce a ranking is validated249, while the safety of the driving task is not.

239nuScenes: nuScenes Detection Task: Leaderboard (2020).
240Zhao, H. et al.: Suraksha: A Quantitative AV Safety Evaluation Framework (2021), p. 35-38.
241Henze, F. et al.: Admissible Uncertainty Bounds for Planning Algorithms (2021), p. 3129-3130.
242Philipp, R. et al.: Accuracy Requirements for Environmental Perception (2021), a: p. 131-133, b: p. 141-142.
243Wolf, M. et al.: Safety-Aware Metric for People Detection (2021), p. 2760.
244Guo, Y. et al.: CS-R-FCN: Cross-supervised Learning for Large-Scale Object Detection (2020), p. 2.
245Geiger, A. et al.: Are we ready for Autonomous Driving? (2012).
246Sun, P. et al.: Scalability in Perception (2020).
247Wilson, B. et al.: Argoverse 2 (2021).
248Mao, J. et al.: One Million Scenes for Autonomous Driving: ONCE Dataset (2021), p. 21.
249Caesar, H. et al.: nuScenes (2020), p. 11624.
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Other works rely on plausibilization of results without attempting validation. A common approach
is to visualize results for exemplary scenarios,250,251,252 sometimes explicitly designed simple sce-
narios for verification253. Further arguments consider spatial proximity and object velocity,254a,255

thereby appealing to the intuition of the reader. Other ideas include the comparison with existing
perception metrics.254a

Overall, it is observed that perception metrics generally lack validation. Furthermore, there are
no generally accepted methods to validate perception metrics. The following sections describe
related ideas which may assist future validation.

3.4.2 Human Performance

In driving context, the current baseline for driving performance is provided by human drivers.
Therefore, the human driving performance has been referenced as the requirement for AD functions
in the PEGASUS project which considers the safety assurance process.256 Similar approaches are
found when considering requirements for accident rates to assess the safety of the AD system.257,258

In the case of current datasets, the presence of human labels defining a perfect performance
means that the human baseline is also implicitly present. However, the human performance for
3D recognition is currently unclear259 since it is unknown how well different humans agree. In
addition, dataset annotation occurs in an offline setting removed from the driving task or time
constraints and includes lidar sensor data. Therefore, it is doubtful if this setting is suitable to
quantify the human perception performance.

Human evaluation has previously also been used to compare different perception metrics. For
this purpose, human subjects were asked to indicate their preference for a detection results in
cases where to different metrics disagree.254b,260 While this allows showing a preference of human
subjects for either metric, it is unclear what level of agreement is required to consider one metric
more valid than the other. In addition, this evaluation only allows for comparison and does not
necessarily indicate that either of the metrics is valid.

250Topan, S. et al.: Interaction-Dynamics-Aware Perception Zones (2022), p. 1208-1209.
251Volk, G. et al.: A Comprehensive Safety Metric (2020), p. 6-7.
252Philipp, R. et al.: Systematization of Relevant Road Users (2022), p. 6-7.
253Ivanovic, B.; Pavone, M.: Injecting Planning-Awareness (2022), p. 824-825.
254Philion, J. et al.: Learning to Evaluate Perception (2020), a: p. 14055-14057, b: p. 14057-14058.
255Deng, B. et al.: Revisiting 3D Object Detection From an Egocentric Perspective (2021), p. 1-4.
256PEGASUS Project: PEGASUS Method: An Overview (2019), p. 5.
257Junietz, P. et al.: Macroscopic Safety Requirements (2019), p. 3-4.
258Liu, P. et al.: How Safe Is Safe Enough for Self-Driving Vehicles? (2019), p. 317.
259Qi, C. R. et al.: Offboard 3D Object Detection (2021), p. 6135.
260Luiten, J. et al.: HOTA: A Higher Order Metric for Evaluating Multi-object Tracking (2021), p. 573-575.
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3.4.3 Downstream Planner

As shown in previous sections, it is possible to use an implementation of a downstream planner
for perception evaluation purposes. Some works define permissible perception error bounds by
considering deviations in planned trajectories upon error injection.261,262,263 In these cases the
downstream planner is assumed to be valid. Other works directly consider the correlation with
safety goals such as likelihood of accidents in a simulation.264,265 While this approach directly
uses safety goals to assess the planner, validity of the simulation is merely assumed.

However, the possibility of errors in the planner poses a problem in validating metrics relying
on a downstream planner.266 In addition, the utilization of a single specific planner limits the
generality and the practical applicability of the approach.267

3.5 Summary

So far, the state of the art regarding different aspects of this work has been discussed separately.
The objective in this section is to provide a concise summary over all aspects.

As shown in previous sections, the state of the art for perception evaluation is mostly defined by
benchmarks provided by datasets. These datasets are typically dominated by arbitrary design
choices or heuristics. This includes the selection of categories, the instances included in the
ground truth as well as the metrics for object detection. Most notably, these datasets show a lack
of consideration with regards to legal and safety requirements of the driving task. Furthermore,
metrics typically evaluate performance without providing explicit requirements including thresh-
olds. These issues with arbitrary heuristics and lack of requirements also extend to other metrics
which have been proposed to better incorporate safety aspects.

However, some previous works also use more well-founded approaches to incorporate safety
aspects of the driving task. These approaches can be broadly categorized in two classes. The first
class of approaches relies on an argumentation while the second class leverages an implementation
of a downstream task. Approaches belonging to the former category are based on an argumentation
or formal specification. However, such approaches are currently only available for the topic object
relevance. While different relevance approaches are available, they typically require information
which may not be reliable or available in practice. Additionally, simple assumptions such as

261Henze, F. et al.: Admissible Uncertainty Bounds for Planning Algorithms (2021), p. 3129-3130.
262Philipp, R. et al.: Accuracy Requirements for Environmental Perception (2021), p. 131-133.
263Zhao, H. et al.: Suraksha: A Quantitative AV Safety Evaluation Framework (2021), p. 35-38.
264Jha, S. et al.: Watch Out for the Safety-Threatening Actors (2022), p. 6-9.
265Piazzoni, A. et al.: Modeling Perception Errors (2020), p. 3497-3499.
266Mao, J. et al.: One Million Scenes for Autonomous Driving: ONCE Dataset (2021), p. 1914.
267Ivanovic, B.; Pavone, M.: Injecting Planning-Awareness (2022), p. 823.
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stopping always being considered valid behavior neglect the context dependency of behavioral
requirements. Generally, argumentation based approaches require additional validation regarding
the safety and context of the driving task. However, no generally accepted validation methods for
perception metrics are available.

The alternative class of approaches proposes the application of a downstream neural planner
implementation. In this case, perception requirements are indirectly defined by considering the
downstream impact. These approaches have previously been applied to object relevance as well as
to define detection metrics. One advantage is that planning based approaches directly incorporate
the driving task. However, these approaches suffer from a lack of interpretability and require
availability of the downstream planner. Additionally, they too suffer from a lack of validity and
available validation methods. Firstly, the results are specific to a single implementation of a
planner and therefore lack generality. Furthermore, neural planners themselves lack validity.

Overall, the consideration of perception requirements with respect to safety in driving context is
lacking. Firstly, no structured approaches to define the classification requirements are identified.
For relevance and object detection metrics, some approaches exist. However, they generally fail to
provide clear requirements including thresholds. Furthermore, the two complimentary approaches
of providing an argumentation and leveraging a downstream planner coexist. Due to differences
in methods and conclusions, no reconciliation of the two approaches is available thus far. In
addition, it remains an open question how to validate such perception requirements.
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4 Methodology

Having established the deficiencies of existing approaches, this chapter provides a broad overview
of the methodology of this work. Firstly, the overall methodology applied in this work is presented.
This is followed by a description of the common principles which are introduced as part of the
overall methodology.

4.1 Overall Methodology

This section outlines the overall methodology of this work. A visual overview of the overall
structure of the methodology and this document is provided in Fig. 4-1.

The upper part of the image contains the RQs which were already introduced in section 1.3. There,
the overall RQ considering safety requirements for detection was decomposed into four different
RQs. Each RQ pertains to one of the aspects of classification, relevance, attributes or validation.
These distinct aspects continue to serve as general structure for the remainder of this work.

Overall RQ: Safety

Overall Methodology

Discussion

Common Principles

RQ1: Classification RQ2: Relevance RQ3: Attributes RQ4: Validation

Methodology

Results

RQ2: RelevanceRQ1: Classification RQ3: Attributes RQ4: Validation Chap 1

Chap 4

Chap 9

Chap 8Chap 6 Chap 7Chap 5

Figure 4-1: Overview of the structure of this work.

As shown in later sections, each of the aspects requires a distinct method. However, the presence of
the overall RQ makes it possible to derive a set of common principles. These common principles
apply to all RQs and are introduced in the following section. This is followed by four chapters
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which each separately treat one of the RQs 1-4. Within each of these chapters, the corresponding
objectives, assumptions and the method are specified. Subsequently, results from applying the
method are provided. While these results each present a proposal on how to answer the respective
RQs, providing a final answer to the RQs is left for the discussion. This discussion is presented in
the later chapter 9 to jointly consider all results including the validation. Finally, the overall RQ
is discussed after discussing the other four RQs.

4.2 Common Principles

As introduced in the previous section, the different methods for each RQ all adhere to common
principles resulting from the overall RQ. These common principles are therefore derived and
presented in the following. The principles provide the basis which guides the methods developed
in subsequent sections. Interpretability, legal and safety requirements as well as the human
baseline are considered.

4.2.1 Interpretability

One requirement for both the methodology as well as the resulting criteria is interpretability. Inter-
pretability is desirable since it offers insights into the SUT as well as its performance bounds.268,269

Interpretable error types have been previously suggested270 and applied for evaluation271 or plau-
sibilization272 in literature.

Interpretability is considered in this work regarding two aspects. Firstly, the perception com-
ponent is evaluated on the interface separately from the other components of the modular AD
system. This defined system structure improves system understanding with respect to performance
limitations.273 In addition, intermediate representations have been shown to positively impact
driving performance and transfer.274 Evaluating the interface in a modular manner means that no
specific downstream planner implementation is assumed to be available.

268Oksuz, K. et al.: One Metric to Measure them All (2020), p. 9446.
269Ivanovic, B.; Pavone, M.: Injecting Planning-Awareness (2022), p. 822-823.
270Shalev-Shwartz, S. et al.: On a Formal Model of Safe and Scalable Self-driving Cars (2017), p. 35-36.
271Caesar, H. et al.: nuScenes (2020), p. 11622-11623.
272Philion, J.; Fidler, S.: Lift, Splat, Shoot (2020), p.14056-14057.
273Thorn, E. et al.: A Framework for Automated Driving System Testable Cases and Scenarios (2018), p. 64-65.
274Zhou, X. et al.: Probabilistic two-stage detection (2021), p. 1-2.
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The other aspect of interpretability concerns the structure of the requirements. In this work,
interpretability is already reflected in the decomposition of the overall RQ into interpretable
components. Similarly, interpretability also applies to the RQ regarding attributes. Later sections
will show that it is possible to derive interpretable requirements for different attributes. This
is one important reason why this work rejects neural planner based metrics. Besides their lack
of validity, neural planners combine different error components in a black box manner. The
alternative approach of providing interpretable requirements is likely to improve acceptance by
the public as well as regulatory institutions.

4.2.2 Legal Requirements

One source of requirements is provided by applicable regulations or legal texts. Legal requirements
apply to any AD system and must be satisfied to safely fulfill the driving task. Currently, the
regulation for the type-approval of AD systems by the European Commission demands that the
system complies with traffic rules in the country of operation.275 The German regulation for the
type-approval of vehicles with AD function also demands the compliance with existing legal
requirements.276 Similar concepts are also reflected in further proposals for regulations specifically
for artificial intelligence277 and for the safety approval of AD278. While these proposals are are
not yet in effect, they too demand compliance with existing legal regulations.277a,278a

For the purpose of this work, it is therefore assumed that legal texts such as current road regulations
are present and applicable to AD. It is further assumed that these regulations are formulated in
natural language as it is presently the case. More specifically, this work relies upon the German
road regulations StVO279 as exemplary legal text. This regulation is used whenever applying an
abstract method to a concrete example.

The benefit of legal requirements is the fact that they provide definitive requirements which any
AD system must satisfy. However, these requirements are typically not sufficiently specific for the
purpose of this work. Existing road regulations mainly specify behavioral requirements such as
yielding aimed at human drivers. Therefore, they lack specificity with regards to uncertainties and
perception. In conclusion, legal requirements in themselves are insufficient to specify perception
requirements as intended by this work. Accordingly, additional interpretation and specification
are required for their application.

275European Commission: Implementing Regulation (EU) 2022/1426 (05.07.2022), p. 11
276Bundesministerium der Justiz: AFGBV (24.06.2022), p. 13
277European Commission: Artificial Intelligence Act (2021), a: p. 3.
278European Commission: Annexes to Regulation (EU) 2019/2144 (2022) a: p. 6
279Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013).
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4.2.3 Safety Requirements

When further specifying and interpreting legal requirements, additional guiding principles are
required. Both the regulations for type approval of AD systems on European and on German
national level demand compliance with safety standards regarding functional safety and the SO-
TIF.280,281 Similarly, proposals for future regulations for road vehicles282, artificial intelligence283

and AD systems284 also demand conformity with safety regulations. Therefore, safety regulations
and particularly the SOTIF285 with its direct relation to perception are considered throughout the
process of eliciting object detection requirements.

As with legal requirements, safety requirements also focus on observable outcomes in terms of
behavior. This means that applying safety to the detection output is not straightforward. Rather,
consideration of the downstream planning task is required. Therefore, safety is considered by
connecting detection errors to safety outcomes of the driving task.

For instance, overestimating the distance to an object may cause an accident, while this may
not be the case for distance underestimation. Thus, different types of detection errors may lead
to different safety outcomes.286 The risk of negative safety outcomes is considered in terms of
severity and probability of harm in accordance with the ISO 26262287. Additionally, uncertainty
is present regarding various aspects. Examples include future trajectories of other objects, the
implementation of the downstream planner and the thresholds of the perception requirements.
In any case, these uncertainties are addressed by using conservative estimates. This means that
worst-case assumptions with respect to safety outcomes are used in presence of uncertainty.

The object list represents the interface between the object detection and the planning modules.
However, any requirements imposed upon this interface reflects a compromise between these two
modules. While higher accuracy will benefit planning, this makes the detection more difficult.
Conversely, lower accuracy may simplify the detection task while simultaneously increasing the
difficulty of the planning task. Since safety principles only consider behavioral outcomes, they
are insufficient to derive this compromise.

280European Commission: Implementing Regulation (EU) 2022/1426 (05.07.2022), p. 14,36.
281Bundesministerium der Justiz: AFGBV (24.06.2022) p. 17.
282ISO/TC22/SC32/WG14: ISO PAS 8800 Road Vehicles (2021).
283European Commission: Artificial Intelligence Act (2021)
284European Commission: Annexes to Regulation (EU) 2019/2144 (2022)
285ISO/TC 22/SC 32: ISO/PAS 21448 SOTIF (06/2022).
286Bansal, A. et al.: Verifiable Obstacle Detection (2022), p. 63-64.
287ISO/TC 22/SC 32: ISO 26262-1 Functional Safety (12/2018), p. 15-24.
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4.2.4 Human Baseline

In order to quantitatively specify requirements as compromise for the detection and the planning,
an additional guiding principle is required. Existing road regulations presuppose human drivers.
While perception requirements are not explicitly specified, the human baseline is implicitly
considered acceptable. Therefore, the human detection performance is applied as final principle.

As shown in section 3.4.2, the human performance has previously been applied to acceptable
accident rates, dataset labels and for plausibilization of metrics. Choosing human baselines for
both perception and planning separately is likely not the only possible solution. However, it
represents one interpretable and quantifiable option. Therefore, this work attempts to supplement
legal and safety requirements with explicit quantification of human perception performance. The
same performance is then used as requirement for the perception component to define thresholds
specifying sufficient performance.
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5 Classification

Having outlined the overall method, this chapter as well as the following chapters each presents
one research question. This chapter considers RQ 1.3 pertaining to the required categories:

Is it possible to systematically identify categories which must be identified to safely perform the
driving task?

The content of this chapter was previously published by the author288 and is adapted here with
minimal modification. First, the objectives regarding the classification structure and the corre-
sponding method are discussed. This is followed by a detailed description of each of the three
steps of the proposed method and its application. Finally, a conclusion of the chapter is presented.
A full discussion of the results is postponed until chapter 9 to include validation results.

5.1 Objectives

This section discusses the objectives for eliciting classification requirements for detection. The
method should satisfy the common principles of interpretability, legal requirements, safety and
the human baseline.

In order to achieve interpretability, the categories are structured. When considering the task of
object detection, the first question is which categories to consider as objects. Within this work,
WordNet289 is leveraged to define objects. If the word “object” is among the inherited hypernyms
in WordNet, a category is considered to be an object. To ensure a structured approach, the concept
of an ontology is applied. An ontology demands an acyclic graph290 which is also the approach
followed by ImageNet291. Therefore, the objective is formulated as constructing a hierarchical
tree structure containing all required categories as nodes.

288Mori, K. T. et al.: Systematic Classification Requirements (2023) © 2023 IEEE.
289Miller, G. A.: WordNet: a lexical database for English (1995).
290Klueck, F. et al.: Using Ontologies for Test Suites Generation (2018), p. 120.
291Deng, J. et al.: ImageNet: A large-scale hierarchical image database (2009), p. 248-249.
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5.2 Method

Having clarified the objective, the next sections successively expand a tree structure in three steps.
Each step corresponds to one of legal requirements, safety requirements and the human baseline
for perception as laid down in the common principles. Additional categories or nodes are added
to the structure by each step. The terms “categories” and “nodes” are used interchangeably in the
following.

The legal categories are added according to the behavioral requirements stated in regulations. If
one object has different requirements than another, the two categories must be distinguished. An
example is distinguishing traffic participants where yielding may be required from wild animals.
The safety requirements are necessary to distinguish between different types of collisions. As
example, a collision between a moose or a bird may entail different safety outcomes despite no
regulatory distinction being present. Finally, the aforementioned categories may not distinguish
perceptually dissimilar objects occupying the same category. To improve interpretability while
considering human perception, additional categories are added.

5.2.1 Legal Structure

Since this section requires precise terminology to derive category names, an English translation292

is used in addition to the German StVO293. It should be noted that this is an exemplary regulation
while the method is applicable to any human readable regulatory text. For this exemplary
application of the method, the ego vehicle is assumed to have no special rights. In addition it is
assumed to weigh less than 2.8 tonnes, since additional restrictions apply for heavier vehicles.293a

The method for the legal structure consists of three steps. First, all objects and their respective
requirements are extracted from the legal text. Next, the object categories are derived. Finally,
these categories are structured hierarchically.

Extracting Requirements

Previous work in literature has already applied the general concept of deriving an ontology from
traffic laws.294 The behavior-semantic scenery description is another related method which consid-
ers behavioral requirements relating to the static scenario.295 However, both works only consider
a limited scope mostly emphasizing the static scenery. This work differs from these approaches
in the objective of a hierarchical structure including all objects which require classification.

292Böttcher, L.: Road Traffic Regulations (2018).
293Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013), a: p. 66.
294Bagschik, G. et al.: Ontology based Scene Creation (2018), p. 1816-1817.
295Glatzki, F. et al.: Behavioral Attributes for a Behavior-Semantic Scenery Description (2021), p. 669-670.
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Figure 5-1: Example for process of grouping behavioral requirements by object categories. Uppercase letters are
introduced as shorthand for visualization in Fig. 5-2.298

As first step, all behavioral requirements which potentially apply to the ego vehicle are extracted
from the text. Some of these requirements depend on preconditions relating to the situational
context. Since these preconditions include other objects and their categories, they are also recorded.
This also includes requirements pertaining to the internal behavior of the ego vehicle, which
considers the internal states of the system296. A notable example is if attention is required in a
specific situation. Some requirements are not explicitly stated, but implicitly included in the text.
Examples here include collision avoidance or perceiving specific objects. Other requirements
only apply to specific relations between objects or states or attributes which change over time.
However, these are neglected here since only object categories are considered. Any category
mentioned in combination with a relation or an attribute simply receives the implicit requirement
of perceiving it. An example for spatial relations are queues of vehicles or how lanes are arranged.
Frequently referenced attributes include traffic light signals or flashing lights.

The process is visualized for an example in Fig. 5-1. The original requirement is that “At pedestrian
crossings, vehicles [...] must allow pedestrians [...] to cross the carriageway”297. This requirement
is decomposed into its components relating to different object categories. The carriageway
provides an example of an implicit requirement to perceive an object. Adherence to the behavioral
requirement is only possible if the carriageway is perceived. However, no further behavioral
requirements apply to the carriageway itself. As a result, a list of object categories is obtained.
Each object category is associated with a potentially non-unique set of behavioral requirements.

296Nolte, M. et al.: Towards a skill- and ability-based development process (2017), p. 3.
297Böttcher, L.: Road Traffic Regulations (2018), Sec.26 (1).
298Mori, K. T. et al.: Systematic Classification Requirements (2023) Fig. 1 © 2023 IEEE.

36



5 Classification

Extracting Categories

The list of categories identified thus far is not limited to legal aspects. Firstly, it contains categories
such as vehicles and buses which overlap. Secondly, some categories may even have identical
behavioral requirements. This section is however only concerned with objects which require
distinction from a legal perspective.

To resolve these ambiguities, two steps are applied. Firstly, categories which are a subcategory
of other categories are identified using the hyponyms in WordNet299. Any behavioral require-
ment which applies to the higher level category is also appended to the respective subcategories.
Secondly, any categories possessing the same legal requirements are merged. This yields cate-
gories which are represented by a unique set of behavioral requirements. In many cases, a set
of requirements only applies to a single or few object categories. To simplify notation in these
cases, the name of the respective object categories is used to identify a node instead of the lengthy
requirements.

Structuring Categories

Once the categories have been obtained, the objective is to structure them hierarchically as
visualized for an example in Fig. 5-2. Each of the nodes visualizes a set of requirements, each
of which is abbreviated by a single uppercase letter. The root node is given by an empty set {},
which is a subset of all other sets of requirements. Practically speaking, this indicates any objects
for which no behavioral requirements exist.

Starting from this node, new nodes are added iteratively based on the requirements. The process
begins with the sets containing the lowest number of requirements. Accordingly, the second node
added to Fig. 5-2 is the orange node with one requirement {A}. This is followed by the two yellow
nodes {A,B} and {B,C} which each have two requirements. For each new set, all subsets already
present in the tree are identified. These subsets represent potential parent node candidates. Since
{B,C} only has one subset {} as potential candidate, it is directly added to this node. The node
{A,B} has the two potential parent node candidates {} and {A}. Among these candidates, those
candidates whose requirements are subsets of other candidates are removed. In the example, this
means that {} is removed as parent node candidate since it is a subset of {A}. This corresponds to
choosing the lowest level in the hierarchy or the most specific subclass. The procedure described
thus far is sufficient to add all colored nodes in Fig. 5-2 to the structure.

However, it is also possible that multiple candidates are still present at this stage. An example is
provided by the white node {A,B,C}. In this case, both {A,B} and {B,C} remain as parent node
candidates. To resolve the ambiguity, the severity of infractions is considered. For this purpose,
the intersections between the new node and each parent node candidate are obtained. For the
example, the intersections are {A,B} and {B,C}, respectively. Next, the penalty as listed in the

299Miller, G. A.: WordNet: a lexical database for English (1995).
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{}

{A}

{A, C, D} {B, C, D} {A, B, C}

{B, C}

{A, B}

Figure 5-2: Example for iteratively adding nodes to structure. Stronger saturation and lower brightness of the colors
indicate nodes added earlier.301

penalty catalogue regulation (BKatV)300 for failing to meet a requirement is identified. For each
set of behavioral requirements, the most severe penalty is considered. Finally, the new node is
added to the parent node with the most severe penalty. This approach considers the importance of
requirements based on the severity of infractions. Assuming that infringing upon {C} is penalized
more severely than infringing upon {A}, this means that the node {A,B,C} is added to {B,C}.

5.2.2 Safety Structure

This section considers the aspect of safety in addition to the previously defined legal categories.
Here, collision risk is considered with respect to collision severity 302 and likelihood 303,304 as
defined in the ISO 26262305. Both aspects are used to further subdivide the categories already
present from the legal structure if applicable.

Collision Severity

Road regulations only demand that collisions be avoided without providing a distinction of
different collision types.306 However, the severity can be judged similarly to the previous section
by considering infractions. The penalties for noncompliance with laws are stated in the penalty

300Bundesministerium für Justiz und Verbraucherschutz: Bußgeldkatalog-Verordnung (14.03.2013).
301Modified from Mori, K. T. et al.: Systematic Classification Requirements (2023), Fig. 2 © 2023 IEEE.
302Volk, G. et al.: A Comprehensive Safety Metric (2020), p. 4.
303Nilsson, G.: Traffic Safety Dimensions (2004), p. 61-67.
304Lefèvre, S. et al.: A survey on motion prediction and risk assessment (2014), p. 11.
305ISO/TC 22/SC 32: ISO 26262-1 Functional Safety (12/2018), p. 15-24.
306Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013), p. 1.
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catalogue regulation307 in accordance with other legal texts308,309. Surveying the documents shows
an increasing penalty from simple infractions over hindering other traffic participants to causing
damage to property. More severe penalties occur if negligence leads to bodily harm. German law
considers such a case to be a criminal offence.310 Similar ideas of distinguishing property damage
from various degrees of injury are found in road safety reports from Germany311 as well as the
United Kingdom312. This justifies distinguishing different outcomes of accidents in this work.

Accidents with injuries occur less frequently for cars than for other road users.312 One reason is the
fact that the occupants are protected by larger crush zones.313 Less protected traffic participants
including pedestrians, cyclists and motorcylists312 are often summarized as vulnerable road
users (VRUs)314. When considering AD, injury may also occur for occupants of the vehicle.
Therefore, a distinction of accident severity is also required for other obstacles besides traffic
participants. Different types of static objects show different severities in the case of run-off-
roadway accidents.315 Similar considerations apply for the severity of accidents with different
animal species.316 However, predicting the exact severity of an accident is difficult under real-world
settings including perception uncertainties. The difficulties in modeling risk is also acknowledged
in prior work which incorporates ethical considerations into trajectory planning.317

Therefore, this work only provides a coarse distinction between static obstacles. Here, harmful
objects are distinguished without a strict formal approach based on their rigidity and size. In
addition, VRU are distinguished from other road users as in existing literature.

Collision Likelihood

One factor known to influence the likelihood of an accident318 as well as the severity319,320 is
the velocity. While the possible range of velocity is influenced by the class321, the velocity is a
distinct and dynamic property. Therefore, the velocity is not considered for the categorization.
Furthermore, the accident likelihood is influenced by various types of unexpected behaviors.

307Bundesministerium für Justiz und Verbraucherschutz: Bußgeldkatalog-Verordnung (14.03.2013).
308Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013).
309Bundesministerium für Justiz und Verbraucherschutz: Straßenverkehrsgesetz: StVG (05.03.2003).
310Bundesministerium für Justiz und Verbraucherschutz: Strafgesetzbuch: StGB (13.11.1998), p. 118.
311Statistisches Bundesamt: Verkehr: Verkehrsunfälle April (2022), p. 3-4.
312Department of Transport: Reported road causalties Great Britain (2021).
313Richards, D. C.: Relationship between Speed and Risk of Fatal Injury (2010), p. 26.
314Volk, G. et al.: A Comprehensive Safety Metric (2020), p. 4.
315Lee, J.; Mannering, F.: Analysis of roadside accident frequency (1999), p. 60.
316Huijser, M. P. et al.: Wildlife-Vehicle Collision Reduction Study: Report to Congress (2008), p. 4-5.
317Geisslinger, M. et al.: An ethical trajectory planning algorithm (2023), p. 140-141.
318Nilsson, G.: Traffic Safety Dimensions (2004), p. 61-67.
319Han, Y. et al.: Effects of vehicle impact velocity (2012), p. 508, 516.
320Richards, D. C.: Relationship between Speed and Risk of Fatal Injury (2010), p. 24-25.
321Dietmayer, K.: Predicting of Machine Perception for Automated Driving (2016), p. 409-413.
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These may relate to simply unexpected behaviors as well as infractions.322 In addition, some
objects are capable of sudden changes in direction or speed of their movement. These classes
pose inherent difficulties for behavior prediction.323

This work considers the potentially erratic movements of animals both as road users and as
obstacles. Especially for malicious behavior of other objects, an accident may be unavoidable.324

Therefore, collision likelihood is considered secondary to collision severity. Accordingly, severity
is placed higher in the hierarchy.

5.2.3 Human Perception Structure

As defined in the common principles, this section attempts to improve interpretability and consider
the human baseline. Therefore, the previously defined categories are supplemented with categories
considering human perception.

The first obvious choice for additional categories are those categories explicitly mentioned within
the legal text325. This refers to the categories which were initially omitted when eliciting the
legal requirements. Nevertheless, these perceptual categories are now reinserted since they are
more interpretable than sets of requirements. While the behavioral requirements are explicitly
stated, the safety categorization is coarsely estimated. It should be noted that including perceptual
categories may lead to the presence of overlapping categories such as taxis and cars.

Another addition following the categories found in legal texts are dataset classes. This work
includes datasets for the two tasks of object detection326,327,328,329,330 and semantic segmentation328,

329,331,332 for the context of driving. The categories are generally selected by the benchmarks
based on aspects related to perception. Examples include the frequency of occurrence333, diversity,
coverage329a and visual similarity334. To associate the categories with the correct nodes in the
hierarchy, the synonyms and hypernyms from WordNet335 are leveraged once more.

322Lefèvre, S. et al.: A survey on motion prediction and risk assessment (2014), p. 11.
323Ahmed, S. et al.: Pedestrian and Cyclist Detection and Intent Estimation (2019), p. 21.
324Shalev-Shwartz, S. et al.: On a Formal Model of Safe and Scalable Self-driving Cars (2017), p. 6.
325Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013).
326Sun, P. et al.: Scalability in Perception (2020).
327Geiger, A. et al.: Are we ready for Autonomous Driving? (2012).
328Geyer, J. et al.: A2D2: Audi Autonomous Driving Dataset (2020).
329Yu, F. et al.: BDD100K: A Diverse Driving Dataset (2020), a: p. 2636.
330Caesar, H. et al.: nuScenes (2020).
331Huang, X. et al.: The ApolloScape Open Dataset (2020).
332Neuhold, G. et al.: The Mapillary Vistas Dataset (2017).
333Cordts, M. et al.: The Cityscapes Dataset (2016), p. 3214-3215.
334Ertler, C. et al.: The Mapillary Traffic Sign Dataset (2020), p. 4-5.
335Miller, G. A.: WordNet: a lexical database for English (1995).
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5.3 Results

This section shows the results obtained from the application of themethod presented in the previous
section. The resulting hierarchical classification structure is shown in Fig. 5-3 and Fig. 5-4. The
structure is split at the “avoid collision” node for better visibility.

5.3.1 Legal Structure

The yellow and orange nodes in Fig. 5-3 and Fig. 5-4 represent nodes obtained from considering
legal requirements. Overall, 39 categories are obtained in this manner. These categories are
distributed across seven levels in the hierarchy if the category “no regulation” is included. Note
that neglecting the green category “6 VRU” in Fig. 5-4 means that the yellow categories from
level 8 move up to level 7 for purpose of counting the levels of the hierarchy.

By design, each node represents a unique set of legal requirements which apply to the object
category. For instance, the yellow node “4 Stopping prohibited” indicates areas where stopping is
prohibited which also implies the requirement that these areas must be perceived. Category names
indicating specific objects such as “bus” are also used in the hierarchy. However, these are merely
introduced for notational convenience and still refer to the unique set of requirements which apply
to the respective category. Collision relevant categories and non collision relevant objects each
comprise approximately half of the categories. Examples for non collision relevant categories
include locations while collision relevant objects include both static and dynamic objects. Orange
nodes for the categories “traffic signs/markings” and “traffic installations” indicate incomplete
sections. However, it should be noted that these subcategories are well specified and documented in
the road regulations.336 Therefore, adding these categories to the proposed structure is considered
straightforward. Furthermore, the recognition of traffic signs is generally considered as a separate
task which is solved with dedicated systems.337,338,339 In addition, the distinction of different
traffic signs is not directly related to the task of collision avoidance which is emphasized in this
work. Therefore, the subcategories of the incomplete sections are not further considered in this
work for the sake of brevity.

336Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013), p. 38-81.
337Ertler, C. et al.: The Mapillary Traffic Sign Dataset (2020), p. 8-9.
338Chen, J. et al.: A real-time and high-precision method for small traffic-signs recognition (2022), p. 2233-2234.
339Karthika, R.; Parameswaran, L.: Traffic Sign Recognition from Road Scenes (2022), p. 351-354.
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5.3.2 Safety Structure

Including safety considerations adds six nodes to the classification structure, increasing the
number of categories to 45. The categories from the safety structure are depicted as green nodes
in Fig. 5-4. The limited number of new categories owes to the fact that many differences are
already considered by the legal structure.

Nevertheless, considering safety provides a contribution to the overall structure. Firstly, obsta-
cles are coarsely distinguished based on the possibility of an injury in the event of a collision.
Additionally, erratic movements of animals are considered. Animals may occur as road users or
vehicles in the case of riders or animal drawn carriages. In addition, wild animals are treated as
obstacles and are distinguished accordingly. Due to inclusion of the “6 VRU” category, the depth
of the hierarchy increases to eight levels.

Figure 5-3: Classification hierarchy for non collision relevant categories which is continued for collision relevant
objects in Fig. 5-4. 340

340Modified from: Mori, K. T. et al.: Systematic Classification Requirements (2023), Fig. 3 © 2023 IEEE.
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5.3.3 Human Perception Structure

Blue nodes in Fig. 5-3 and Fig. 5-4 indicate categories originating from considering interpretability
and the human baseline for perception. Dark blue categories such as “17 Tunnel” indicate
categories which are adopted from the legal text. Nodes depicted in light blue such as “13
Vegetation” are categories which are taken from datasets.

Figure 5-4: Classification hierarchy for collision relevant objects. Continuation of the classification hierarchy for
collision relevant categories from Fig. 5-3. Note that the vehicle categories were moved to the right for visualization

purposes. Therefore, their visualized horizontal position does not directly correspond to their depth in the
hierarchy.341

The legal text contributes 55 additional categories. Among these categories, 16 are not collision
relevant while 39 are collision relevant. This indicates that road regulations emphasize collision
relevant objects, in particular road users. Datasets contribute another 25 categories which are not
mentioned in road regulations, resulting in 80 categories based on human perception. Adding
these categories to the structure increases the overall number of categories to 125. The fact that
datasets provide additional complementary categories to road regulations underlines the utility of
including these dataset categories. However, it also shows that existing perception datasets are
concerned with many classes which are not included in road regulations. This particularly applies

341Modified from: Mori, K. T. et al.: Systematic Classification Requirements (2023), Fig. 4 © 2023 IEEE.
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to the static collision relevant objects, where datasets add the most categories. Of the additional
dataset classes, five relate to segmentation and 20 relate to detection. This indicates that while
categories which are part of the object detection are more frequent, some classes do require the
task of segmentation. Eight of the dataset categories belong to the non collision relevant objects,
while 17 more categories are collision relevant. This shows that datasets and road regulations put
a similar emphasis on collision relevant objects.

5.4 Conclusion

In this chapter, a method to answer the RQ1 regarding classification was proposed. It was
demonstrated that it is indeed possible to systematically identify categories and structure them in
a hierarchical manner. The common principle of interpretability is reflected within the method
itself by providing a structured approach. The remaining common principles of legal and safety
requirements as well as the human baseline were explicitly considered in the three steps of the
method.

By applying road regulations and the behavioral requirements contained therein, 39 categories
with behavioral requirements were obtained. The application of safety requirements yielded
additional six categories. Finally, the application of the human perception baseline yielded
another 55 categories which also improved the interpretability. In each of the steps, collision
relevant objects comprised more than half of the categories. The final 125 categories were
structured hierarchically across nine levels. It is observed that the legal and safety categories at
higher levels in the hierarchy show little agreement with dataset categories. However, the latter
were grouped in accordance with the higher level categories. A full discussion of the classification
results along with the corresponding RQ1 is provided in section 9.3.1. This allows considering
the validation results presented in chapter 8 in the discussion.
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6 Relevance

This chapter considers RQ 1.3 pertaining to the relevance of objects:

Is it possible to systematically identify objects relevant for detection based only on information
contained in the object list while considering the safety in driving context?

Two previous publications coauthored by the author342,343 already included the contents of this
chapter which are therefore presented with little modification. The content also appears in the
work by Storms344 created concurrently with this work. Firstly, an abstract method to derive
relevance is defined. This method is then applied to urban traffic and the corresponding results
are presented. Finally, a conclusion of the relevance chapter is provided. The discussion of these
results is postponed until section 9.3.2 to allow a joint discussion including the validation results
presented in chapter 8.

6.1 Abstract Method

This section outlines the abstract method applied to the definition of relevance. An overview is
provided in Fig. 6-1.

Relevance is first conceptually defined in order to proceed. Literature distinguishes different
related terms among which situational relevance or utility is considered in this work. Utility is

Figure 6-1: Overview of the proposed relevance method with its key outputs.342a

342Mori, K. et al.: Conservative Estimation of Perception Relevance (2023), a: Fig. 1 © 2023 IEEE.
343Storms, K. et al.: SURE-Val: Safe Urban Relevance Extension and Validation (2023).
344Storms, K.: Context Aware Data Reduction (2023).
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only clearly defined if a specific task is provided.345 For simplicity, this work continues to refer to
this concept with the term relevance. Based on this conceptual understanding, the definition of
the task is required. This includes a partial specification of the system and the use case to which
it is applied. To ensure interpretability and simplicity, the use case is decomposed into functional
scenarios. Considering the uncertainties yields the outer bounds of relevance for each functional
scenario.

6.1.1 Partial System Specification

Since relevance depends on the task and system, a partial system specification is required for the
specification of relevance. Note that the objective is to avoid fully specifying the downstream
planner. Accordingly, the system specification is limited to high-level aspects regarding system
requirements and capabilities.

System Requirements

While the downstream planner is not fully specified, it is assumed that any valid planner fulfills
certain requirements. Similar to the detection task, the common principles of legal and safety
requirements also apply to the planner.

Firstly, the planner must provide actions which conform to legal requirements:

REQ1: The actions must adhere to applicable legal restrictions.

In addition, the action can only be performed if it can be executed by the downstream act module.
Physical limitations provide a definitive bound for the possible trajectories.

REQ2: The actions must adhere to physical limitations.

These requirements so far only apply to the planning task and not for detection. Establishing the
connection between these behavioral requirements and the relevance for detection is discussed in
section 6.1.3.

System Capabilities

Having defined the high-level system requirements, a definition of the system capabilities is
required. The underlying assumption is that any valid planner provides information regarding
these high-level capabilities. The planner therefore provides guarantees upon its abilities, which
can be relied upon during perception testing. In this work, the system latency and acceleration
limits are considered.

The effects of latency on the system is depicted in Fig. 6-2. It is assumed that an event occurs
at an initial point in time denoted by t0. This event is first perceived by the system, followed by

345Cosijn, E.; Ingwersen, P.: Dimensions of relevance (2000), p. 537-540.
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latency
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responding to event

Figure 6-2: Initially, the ego behavior is unspecified with respect to a sudden event. An adequate response to the
sudden event is only guaranteed after the latency.346

planning a new trajectory. Until the actuators actually execute the new trajectory as event response,
a certain amount of time passes. This time is the system latency or the reaction time which is
denoted as tr. For any system, this latency is larger than zero. Therefore, it is unreasonable to
demand that a response to an event already occurs during the reaction time. Instead, the system
is expected to provide a guarantee on the latency after which a correct response to an event is
provided. This latency must be considered by the trajectory planning in order to ensure that
sufficient time is available for the system to react even if sudden events occur. An example is
maintaining sufficient distance to a leading vehicle in case the leading vehicle suddenly brakes.
Accordingly, this latency is a parameter which is required for the partial specification of the system
capabilities.

The available actions are mainly defined by the available accelerations of the ego vehicle. Limi-
tations on this acceleration may result from outer circumstances such as ice on the road. Other
limitations result from factors owing to the system specification such as limited power of the
engine. In order to maintain interpretability and simplicity, two accelerations are distinguished in
this work:

■ minimum guaranteed braking deceleration

■ minimum guaranteed acceleration

The guaranteed acceleration is available for longitudinal acceleration as well as for lateral acceler-
ation when steering. All accelerations are limited by the available friction on the road surface.
Additional limitations on the longitudinal acceleration typically result from the limited power of
the vehicle.347 For lateral acceleration, human preference typically provides the limiting factor.348

All parameters defined in this section are later applied within the relevance method application.

346Modified from Mori, K. et al.: Conservative Estimation of Perception Relevance (2023), Fig. 2 © 2023 IEEE.
347Bokare, P. S.; Maurya, A. K.: Acceleration-Deceleration Behaviour (2017), p. 4742.
348Bertolazzi, E. et al.: Supporting Drivers in Keeping Safe Speed and Safe Distance (2010), p. 530.

47



6 Relevance

6.1.2 Use Case specification

For the proposed relevance method, a use case is required. This use case implicitly defines the
operating environment, situations and requirements. Typical perception datasets focus on the
urban domain. Therefore, this work also applies the relevance method to the urban domain. Note
that the scope of this chapter is limited to object detection and collision avoidance. It does not
include other traffic rules which may be present in an urban environment.

6.1.3 Relevance Concept

Once both the system and the use case are specified, a concept to specify relevance is defined.
This section first provides an overview over the challenges such a concept faces. This is followed
by the proposed solution including an overview and more detailed explanations of its two steps.

Defining relevance for detection is faced with two difficulties. While high-level behavioral
requirements are specified, they currently lack specificity and awareness of situational context.
Furthermore, they relate to behavior and are thus not directly applicable to detection.

In addition, uncertainties are present in any given situation. Firstly, the future trajectories of
traffic participants including all other objects are inherently uncertain. The ego trajectory is also
uncertain from the perspective of the detection. The reason is that the ego trajectory is only
planned after obtaining the information from the detection. Additionally, uncertainties also persist
with respect to the static environment. Since only the object list is considered as interface, no
reliable information on road and lane geometry is available. This also includes information on
applicable traffic rules such as right of way. Furthermore, low-level information such as local
friction coefficients is also unavailable.

Overview

While the current behavioral requirements are still high-level, further specification is possible.
Behavioral requirements are generally dependent on the situational context of traffic. Therefore, a
use case decomposition is applied to yield interpretable functional scenarios. Each functional
scenario considers a specific driving context, for which specific behavioral requirements are
obtained. However, it is still necessary to account for uncertainties to derive relevance for each
functional scenario.

Considering uncertainties allows transferring behavioral requirements to object detection require-
ments. The reasoning is that an object requires detection if it incurs a behavioral requirement
for the ego vehicle. In this case, an object is considered relevant for detection. However, un-
certainties are present regarding the future object trajectory, the future ego trajectory and the
static environment. This means that based on these uncertainties, a range of scenarios is possible.
An object is considered relevant if a behavioral requirement for the ego may occur within this
range of possible scenarios. Therefore, uncertainties are accounted for by relying on worst-case
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assumptions. For instance, traffic rules such as right of way are not specified in the object list.
Thus, the conservative worst-case assumption is that the object of interest (OOI) has the right
of way. Accordingly, the presence of a behavioral requirement under worst case assumptions
indicates that an object is relevant for object detection.

Use Case Decomposition

The objective of the use case decomposition is to identify interpretable functional scenarios. This
allows for the subsequent specification of relevance for each scenario.

The object list provided by the detection contains multiple objects. However, this work follows
Topan et al.349 in focusing on pairwise interactions between a dynamic OOI and the ego vehicle.
One notable exception is the case where the ego vehicle enters the opposite lane to pass an object
on its own lane. This case is discussed separately in a later section. Generally, considering
pairwise interactions reduces the complexity. While additional objects may further restrict the
behavior of the OOI, ignoring these restrictions overestimates the possible behaviors of the OOI.
Therefore, the estimates are conservative and thus aligned with the common principle of safety.
The object pair consisting of the ego vehicle and the OOI is represented by a set of parameters
including attributes such as location or velocity.

Similar attempts to decompose a use case into functional scenarios are found in prior work.350,351,
352,353 This work identifies potentially applicable scenarios based on a formalized approach.
Scenarios are distinguished with equations using the parameter sets of the respective object pair at
the current point in time. As previously mentioned, uncertainties regarding the static environment
as well as future behaviors of the OOI and the ego vehicle are present. Therefore, different
scenarios such as stopping or merging may follow the same initial configuration. Thus, any
potentially applicable scenario is evaluated. Since potential scenarios are not mutually exclusive,
multiple hypothetical scenarios may be considered.

The evaluation of relevance for each of the potential scenarios is described in the following section.
After evaluating all potential scenarios, the results are aggregated to yield the final relevance
result. Within this work, a superposition approach similar to Schönemann et al.353a is applied.
If any of the hypothetical scenarios consider an object to be relevant, the object is considered
relevant.

349Topan, S. et al.: Interaction-Dynamics-Aware Perception Zones (2022), p. 1207.
350Shalev-Shwartz, S. et al.: On a Formal Model of Safe and Scalable Self-driving Cars (2017).
351PEGASUS Project: PEGASUS Method: An Overview (2019).
352Philipp, R. et al.: Systematization of Relevant Road Users (2022).
353Schönemann, V. et al.: Scenario-Based Functional Safety (2019), a: p. 347.
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Relevance for Functional Scenarios

In this section, the abstract method to define relevance for a functional scenario is outlined. The
approach is based on a formal specification of behavioral requirements using simplifications and
worst case assumptions.

The behavioral assumptions and requirements are elicited in accordance with the common prin-
ciples of legal and safety requirements. Firstly, German road regulations354 are considered to
yield behavioral requirements for the ego vehicle. These behavioral requirements are in many
cases too abstract to directly yield parametrized equations. In such cases, further specification and
interpretation is provided by worst case assumptions. For the ego vehicle, a valid response to an
event is only demanded after the system latency. During the latency of the ego vehicle, worst-case
behavior is assumed. For the OOI, adherence to behavioral requirements is not assumed. The
reason is that many objects such as children and animals may not comply with traffic rules. In
addition, the object list does not include information regarding right of way. This means that the
conservative assumption is to assume that the OOI has the right of way. Therefore, the OOI is
assumed to follow worst case behavior throughout the scenario.

To specify the behavior of the OOI and the ego vehicle, trajectories are represented as parametrized
equations. For simplicity, several assumptions are adopted from the worst time to collision
metric355. Objects including the ego vehicle are generally treated as point masses. However, their
size is accounted for by considering the points to have a radius. The action space of all objects
including the ego vehicle for the worst case assumptions is considered using Kamm’s circle. This
provides a comprehensive model which overestimates the actions available for the worst case.
Kamm’s circle considers the isotropic maximum acceleration amax. The available acceleration
is assumed to be independent of the direction.356 While additional consideration of kinematic
constraints is possible, this conservative overestimation is preferred due to its simplicity.

With these assumptions, both the behavior of the OOI and the ego vehicle are specified. This
includes worst case assumptions for the OOI and the ego during its latency. Furthermore, the
valid reaction of the ego vehicle to an event is also formalized. Given this specification, relevance
for a given functional scenario is conceptualized as follows:

All objects that potentially change the set of viable trajectories are relevant for solving
the combined planning/detection task.

With this, the concept of relevance and an abstract method to derive it are sufficiently specified.
The next section shows the application of the method for the specified system and use case.

354Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013).
355Wachenfeld, W. et al.: The worst-time-to-collision metric (2016), p. 730-731.
356Schmidt, C.: Fahrstrategien zur Unfallvermeidung (2013), p. 13-15.
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6.2 Method Application

This section provides the application of the abstract method outlined in the previous section. The
objective is to demonstrate the practical approach for the context of urban driving.

6.2.1 Use Case Decomposition

As previously described, the use case is first decomposed into different functional scenarios.
Functional scenarios are distinguished by equations which provide a formal distinction based on
object parameters. It should be noted that while the examples mostly refer to vehicles as OOI,
the results apply generally. For instance, the same scenario may describe the interaction with a
vehicle at an intersection or the interaction with a pedestrian at a pedestrian crossing.

The first question when formalizing the distinction is which coordinate system to apply. Previous
popular works such as RSS357 rely on lane-based coordinates for the scenario descriptions. Con-
trary to previous works357,358,359, lane information is assumed to be unavailable in this work which
relies solely on object lists. In absence of lane information, the remaining options are vehicle
coordinates and polar coordinates. Using vehicle coordinates with longitudinal and lateral direc-
tion is not suitable for the decomposition. Vehicle coordinates imply a linear motion assumption
or a straight road, which may not be the case. Therefore, polar coordinates are favored for the
decomposition. In addition, polar coordinates directly relate to collision safety. For a collision to
occur, the radial distance must approach zero.

A visualization is provided in Fig. 6-3 for the case that vehicle velocity and lane direction do
not coincide. In the visualization, (A) depicts a pair of objects as included in the object list
with velocities v and a distance d. The blue vehicle represents the ego vehicle while the red
vehicle represents the OOI. The second part of the image (B) demonstrates how the scenario
is transformed into polar coordinates. In polar coordinates, the radial direction denoted by the
index r is provided by the line connecting the two vehicles. The tangential direction denoted by
the index t is perpendicular to the connecting line. All distances and velocities are considered
relative to this radial and tangential direction. The angle of the ego vehicle heading with respect
to the connecting line is denoted with α. Practically speaking, this coordinate system represents a
hypothetical lane connecting both vehicles. It should be noted that the velocities do not coincide
with the direction of the hypothetical lane representing the radial direction. Simultaneously, the
object geometry is simplified by introducing the sizes s as radius for each objects. Finally, this
yields the simplified model depicted in (C). Using this model allows formalizing behaviors for
each scenario as described in section 6.2.2.

357Shalev-Shwartz, S. et al.: On a Formal Model of Safe and Scalable Self-driving Cars (2017) , p. 12.
358Philipp, R. et al.: Systematization of Relevant Road Users (2022).
359Schönemann, V. et al.: Scenario-Based Functional Safety (2019).
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Figure 6-3: Development of a simplified environment model for a radial scenario. Shown for scenario R.TA. (A)
Object information (B) simplifications through hypothetical road model (C) Simplified model.360

Before describing each scenario, the different functional scenarios are first distinguished. In polar
coordinates, the scenario distinction is based on distance, radial and tangential velocity. First,
different scenarios considering the interaction in radial direction are discussed. Next, the criteria
to distinguish different tangential scenarios are derived.

Radial Scenarios

This section discusses the distinction of different scenarios with respect to their radial interaction.
Relevant notation, the criteria to distinguish the scenarios and some simplifications used in later
section are introduced.

The formal description to distinguish functional scenarios applies the following notation which
is maintained throughout this work. Location vectors of objects are denoted as r⃗i. The index i
refers to the respective object where 1 is the ego vehicle and 2 is the OOI. If multiple indices are
present, the object is denoted by the first index. The last index indicates a state, where an index
0 denotes the initial state. Analogously, the velocities are denoted as v⃗i. The two vehicles are
connected by the distance vector d⃗ which is:

d⃗ = r⃗2 − r⃗1 (6-1)

The distinction between the scenarios is drawn according to the relative radial motion of the

360Modified from: Mori, K. et al.: Conservative Estimation of Perception Relevance (2023), Fig. 3 © 2023 IEEE.
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objects. Every scenario is indicated by a three letter abbreviation. The first letter distinguishes
tangential and radial scenarios. The first letter after the period indicates if the ego vehicle is
moving towards or away from the OOI. The second letter provides the same information for the
OOI with respect to the ego. Accordingly, the four radial scenarios are:

■ ego moving towards OOI, OOI moving away from ego (R.TA):

d⃗0 · v⃗1,0 ≥ 0 ∩ d⃗0 · v⃗2,0 ≥ 0 (6-2)

■ ego moving away from OOI, OOI moving towards ego (R.AT):

d⃗0 · v⃗1,0 ≤ 0 ∩ d⃗0 · v⃗2,0 ≤ 0 (6-3)

■ both vehicles moving towards each other (R.TT):

d⃗0 · v⃗1,0 > 0 ∩ d⃗0 · v⃗2,0 < 0 (6-4)

■ both vehicles moving away from each other (R.AA):

d⃗0 · v⃗1,0 < 0 ∩ d⃗0 · v⃗2,0 > 0 (6-5)

As will be shown in later sections, the R.TT scenario encompasses two different cases. The
regular R.TT scenario considers two objects simply moving towards each other. However, there
is an additional R.TT’ scenario which requires consideration. R.TT’ is the case where the ego
vehicle is on the opposite lane in order to pass an object on its own lane. While passing dynamic
objects is not required for urban driving, passing static objects is required to fulfill the driving
task. To distinguish this case, a three-wise interaction is required unlike for the other scenarios.
Therefore, the first index is expanded with the option 3, which denotes the static object the ego
passes. The R.TT’ scenario is applied if all following conditions are met:

■ Ego moving towards static object: (r⃗3,0 − r⃗1,0) · v⃗1,0 > 0

■ OOI moving towards static object: (r⃗3,0 − r⃗2,0) · v⃗2,0 > 0

■ OOI located behind static object: (r⃗3,0 − r⃗1,0) · (r⃗3,0 − r⃗2,0) < 0

Finally, the following simplified assumptions common to all radial scenarios are introduced. The
radial scenarios are described by a one-dimensional model as depicted in Fig. 6-3. To derive the
model, all attributes are projected onto the connecting line between the two objects. During this
projection, conservative estimates are applied. The radial distance between the ego and the OOI
is:

d = |d⃗| (6-6)
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If the road is not straight, the actual path travelled by the objects may be longer. Nevertheless,
the distance is the shortest possible path and therefore provides a conservative estimate. When
projecting the velocities, the tangential component is neglected. This is again conservative since
a tangential velocity component may prevent a potential collision.

vi,r = |v⃗i,r|=

⃓⃓⃓⃓
⃓vi⃗ · d⃗

|d⃗|

⃓⃓⃓⃓
⃓ (6-7)

The second index generally denotes the coordinate or direction, if it is present. In this case the
index r refers to the radial direction. The worst case behavior generally assumes the maximum
physically possible accelerations. When projecting to the radial direction, the available braking
acceleration is reduced. The reason is that part of the friction may be required for a tangential
acceleration. Practically speaking, this is the case if the vehicle is required to steer on a curved
road. Therefore, only a reduced braking acceleration in radial direction ai,r,b is available:

ai,r,b = cos(α) · ai,b =
vi,r
vi

· ai,b (6-8)

The last index b refers to the state of braking. Besides the braking acceleration, the guaranteed
accelerations are also projected. As previously discussed in section 6.1.1, the longitudinal and
lateral acceleration are limited by the vehicle power361 and human preference362, respectively.
Since neither guaranteed acceleration is limited by road friction, they are not reduced so that
ai,r,g = ai,g.

Tangential Scenarios

Similar to the radial case, the tangential interaction also provides different options. This section
introduces their distinction as well as the special case of passing objects.

The scenario abbreviations introduced by the radial scenarios are expanded. The X signifies that
the direction of the radial ego velocity is not relevant. Two cases of tangential interaction are
distinguished:

■ OOI moving away from ego (T.XA):

d⃗0 · v⃗2,0 ≥ 0 (6-9)

■ OOI moving towards ego (T.XT):

d⃗0 · v⃗2,0 < 0 (6-10)

361Bokare, P. S.; Maurya, A. K.: Acceleration-Deceleration Behaviour (2017), p. 4742.
362Bertolazzi, E. et al.: Supporting Drivers in Keeping Safe Speed and Safe Distance (2010), p. 530.
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Figure 6-4: Different variants of the tangential scenario T.XT for the same initial object configuration (A) Object
information (B) Potential merging scenario (C) Potential intersection scenario363

Tangential interactions do not require any further consideration if the OOI is moving away from
the ego. Due to the separate consideration of radial interactions, this does however not necessarily
mean that the object is irrelevant. T.XT is the case where the OOI is moving towards the ego
vehicle. In this case, merging or intersection scenarios are possible. An example is depicted
in Fig. 6-4. As shown in the visualization, the initial object configuration (A) is ambiguous
regarding the road layout and the resulting scenario. Examples for possible scenarios are a
merging procedure shown in (B) and an intersection scenario depicted in (C).

6.2.2 Relevance for Functional Scenarios

This section shows the application of the previously presented method to derive relevance for a
functional scenario. Each functional scenario is treated separately to derive equations to distinguish
relevant objects.

363Mori, K. et al.: Conservative Estimation of Perception Relevance (2023), Fig. 4 © 2023 IEEE.
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R.TA: Ego moving towards OOI, OOI moving away from ego

An illustrative description of the R.TA scenario is the ego following the OOI. The corresponding
behavioral requirement is explicitly stated in the road regulation StVO as follows:364

REQ2.1: The ego vehicle shall be able to brake to halt behind a vehicle in front to
avoid a collision in the event that the front car suddenly brakes.

The RSS model for formal planning similarly demands that other objects should not be hit from
behind.365 Formalizing collision avoidance in terms of the minimum distance dmin yields:

dmin > 0 (6-11)

Within the one-dimensional model, the vehicle behavior is fully specified by the radial accelera-
tion. In accordance with worst case assumptions, the OOI performs a full brake. Therefore, its
acceleration is directed towards the ego vehicle throughout the scenario. During its latency, the
ego accelerates towards the OOI as worst case. After the latency, a valid breaking reaction of the
ego with the specified a1,b is performed.

The position of either vehicle is described by the following equations for the position ri and
velocity vi. Constant acceleration is assumed, which is negative for the case of braking.

ri,r = ri,r,0 + vi,r,0 t+
1

2
ai,r,0t

2 (6-12)

vi,r = vi,r,0 + ai,r,0 t (6-13)

The first index again denotes the vehicle. The second index r refers to the radial component, while
the third index 0 refers to the initial state. For both vehicles, the corresponding radial braking
distance ri,r,b is:

ri,r,b =
v2i,r

2ai,r,b
(6-14)

With this, it is possible to describe the ego braking procedure. First, the ego accelerates during its
reaction time tr and then performs a full brake until it stops. Considering the initial acceleration
with (6-12) as well as the braking distance in (6-14) by leveraging (6-13), the final ego position
is:

r1,r,s = r1,r,0 + v1,r,0 t1,r +
1

2
a1,r,0t

2
1,r

+
(v1,r,0 + t1,ra1,r,0)

2

2a1,r,b

(6-15)

364Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013), p. 3.
365Shalev-Shwartz, S. et al.: On a Formal Model of Safe and Scalable Self-driving Cars (2017), p. 6-7.
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The minimal distance occurs when both vehicles have stopped. Subtracting (6-14) from the
braking distance of the OOI as specified in (6-12) provides the minimal distance. Furthermore,
the object sizes si are considered by subtracting them similar to Wachenfeld et al.366 The final
equation includes the worst case assumptions, the radial components and the intial requirement
from (6-11):

0 < dmin = d0 − s1 − s2 +
v22,r,0
2amax

− v1,r,0 t1,r

− 1

2
amaxt

2
1,r −

(v1,r,0 + t1,ramax)
2

2a1,r,b

(6-16)

Satisfying this condition means that even for worst case behavior, no collision occurs. Conversely,
violating this conditions means that certain ego actions are not available if a collision is to be
avoided. Therefore, if the condition is violated, the other object is relevant.

R.AT: ego moving away from OOI, OOI moving towards ego

This scenario basically represents the reversal of the situation described in the previous sec-
tion. Accordingly, this time the ego vehicle is being followed by the OOI. The corresponding
requirement obtained from the road regulation is:367

REQ2.2: other vehicles should not be unnecessarily impeded.

Impeding is a term that requires further interpretation according to the safety principle. Within this
work, impeding is considered to mean that the OOI receives additional behavioral requirements
originating from the ego vehicle.

This case is identical to the previous R.TA scenario with exchanged roles. Accordingly, the
requirement for the OOI is to avoid collisions with the ego vehicle. Two different cases are
distinguished in the following. The first is the R.AT+ scenario where the ego vehicle is already
travelling with an adequate speed. The other is the R.AT- scenario in which the ego vehicles
speed is below the desired or adequate speed.

R.AT+: ego with desired speed moving away from OOI, OOI moving towards ego

This section considers the scenario where the ego velocity is already adequately high. Under this
assumption, REQ2.2 is specified with the following sub-requirement:

REQ2.3: The ego vehicle may not restrict the actions of the following vehicle by
unnecessarily braking.

366Wachenfeld, W. et al.: The worst-time-to-collision metric (2016), p. 730-731.
367Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013), p. 1.
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The corresponding equation is obtained by directly reusing the equation from the previous section.
However, the roles of the vehicles and the corresponding indices are exchanged:

0 < dmin = d0 − s1 − s2 +
v21,r,0
2amax

− v2,r,0 t2,r

− 1

2
amaxt

2
2,r −

(v2,r,0 + t2,ramax)
2

2a2,r,b

(6-17)

Exchanging the roles means that the reaction time t2,r and the braking acceleration a2,r,b both
correspond to the OOI. The interpretation of this equation also changes slightly. In this case, it
signifies the cases where the actions available to the OOI are not restricted by a potential full
braking of the ego. Violating this equation conversely means that the actions of the OOI are
restricted by the ego. This means the ego is hindering the other object for which a valid reason is
required. Accordingly, the OOI is relevant in this case.

R.AT-: ego with less than desired speed moving away from OOI, OOI moving

towards ego

In the R.AT- scenario, the initial ego velocity is below the desired velocity. A common example
of this scenario is a lane change onto a faster lane. Therefore, the ego vehicle is required to
accelerate until it reaches a desired adequate speed of v1,r,d. From that point onward, the scenario
transitions to the R.AT+ scenario.

Before this transition to the R.AT+ scenario, the REQ2.2 is interpreted as follows:

REQ2.4: The ego vehicle may not restrict the actions of the following vehicle by
having insufficient speed.

As previously mentioned, this scenario typically occurs after a lane change. Therefore, the ego
latency is not considered here, but is instead considered at the beginning of the lane change. Thus,
the ego vehicle simply accelerates until it reaches its desired speed. During the whole scenario,
the OOI performs its maximum acceleration towards the ego vehicle.

As previously indicated, the R.AT- scenario ends with a transition to the R.AT+ scenario when
the ego vehicle reaches its desired speed. The point in time where the desired speed is reached
denoted with the index d is calculated as:

td =
v1,r,d − v1,r,0

a1,r,g
(6-18)

Generally speaking, it is difficult to ascertain a suitable desired speed. One possible option is to
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utilize the speed limit vlim. However, since speed infractions may occur, it may be more reasonable
to additionally consider the initial velocity of the other vehicle. To maintain conservativity, the
maximum of the two values is used:

v1,r,d = max

{︃
vlim, v2,0

}︃
(6-19)

It is in principle possible that the OOI accelerates beyond its initial velocity during the scenario.
However, the OOI has a higher worst case acceleration amax than the acceleration available to
the ego a1,g. Therefore, assuming an accelerating OOI fails to provide an upper boundary to the
desired speed of the ego vehicle. In addition, it appears unreasonable to demand that the ego
vehicle may not impede an OOI which is accelerating beyond both its initial velocity and the
speed limit. While further discussion and validation of such assumptions regarding behavioral
requirements is required, this work considers above equation (6-19). It should be noted that for
the later implementation, the speed limits are unknown. Therefore, the implementation instead
assumes that v1,r,d = v2,0 for practical purposes. Since the OOI accelerates faster than the ego
vehicle, the distance decreases throughout the R.AT- scenario prior to the transition to R.AT+.
The distance between the two vehicles is calculated by inserting the assumptions of worst case
behavior into (6-12) to yield:

d = d0 − s1 − s2 + (v1,r,0 − v2,r,0)t+
1

2
(a1,r,g − amax)t

2 (6-20)

The critical point in time for a collision occurs when the distance becomes minimal. Since the
distance continues to decrease until the ego reaches its desired velocity, the minimal distance
occurs at td. The corresponding velocity of the OOI at td is obtained by inserting (6-18) into
(6-13):

v2,r,d = v2,r,0 + amaxtd (6-21)

The distance between the vehicles at td is obtained by inserting (6-18) into (6-20). Then, the
scenario is described by modifying (6-17) from the R.AT+ scenario. Firstly, the initial distance
(d0−s1−s2) is substituted by the resulting distance calculated for td. The corresponding velocity
at this time is the desired velocity v1,r,d which replaces the initial ego velocity v1,r,0. Finally, the
initial velocity of the OOI v2,r,0 is substituted by (6-21). The resulting equation is:

0 < dmin = d(t = td) +
v21,r,d
2amax

− v2,r,d t2,r

− 1

2
amaxt

2
2,r −

(v2,r,d + t2,ramax)
2

2a2,r,b

(6-22)

Both the reaction time t2,r and the guaranteed braking acceleration a2,r,b correspond to the OOI.
Similar to the previous scenarios, objects which violate this requirement are relevant.
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R.TT: both vehicles moving towards each other

The R.TT scenario occurs if two objects move towards each other either in longitudinal or lateral
direction. The former case primarily occurs with vehicles driving on the other side of the road.
On the other hand, the latter case occurs during merging as well as in intersections.

One possible assumption for the case of two vehicles moving towards each other is both vehicles
reacting correctly. This assumption is explicitly introduced by RSS368. German road regulations
also implicitly contain this assumption in the demand that stopping is required within half of the
visible distance.369a However, these approaches do not align with the worst case assumptions
applied in this work. Instead, the legal requirement to avoid harming or endangering others369b

is used as basis. In cases where an accident is unavoidable, an attempt to minimize harm and
damage is required. Naturally, the ego vehicle can only minimize its own speed to reduce its
own contribution to the accident. However, no behavioral assumptions for the other vehicle are
available. The resulting requirement is:

REQ2.5: The ego vehicle shall brake to a standstill before the other vehicle collides
with it.

The worst case behavior is thus formalized as follows. The worst case is the OOI accelerating
towards the ego vehicle with the maximum physically possible acceleration. Similar to the R.TA
scenario, the ego accelerates towards the other vehicle during the latency. After the latency, it
brakes to a full stop. Since collisions require the distance to be zero, the requirement for the
minimum distance is:

dmin > 0 (6-23)

The ego braking under worst case assumptions is already formalized in (6-14). The equation for
the velocity during the latency and after the ego reaction are given by the equations:

v1,r = v1,0 + amaxt for t ≤ tr (6-24)

v1,r = v1,r,b − a1,r,b(t− tr) for t ≥ tr (6-25)

In above equation, the entry v1,r,b denotes the ego velocity when it begins braking after its
latency. The time which the ego requires for braking t1,b is derived by inserting (6-24) into (6-25).
Requiring that the ego comes to a stop v1,r = 0 and solving for the braking time yields:

t1,b = t1,r +
(v1,r,0 + t1,r amax)

a1,r,b
(6-26)

Utilizing (6-12) with negative velocity and acceleration yields the location of the OOI. Considering
the ego stopping distance (6-15), the vehicle sizes, the requirement (6-23) and inserting worst

368Shalev-Shwartz, S. et al.: On a Formal Model of Safe and Scalable Self-driving Cars (2017), p. 6-7.
369Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013), a: p. 2, b: p. 1.
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case assumptions finally yields:

0 < dmin = d0 − s1 − s2 − v1,r,0 t1,r

− 1

2
amaxt

2
1,r −

(v1,r,0 + t1,ramax)
2

2a1,r,b

− v2,r,0t1,b −
1

2
amaxt1,b

(6-27)

In this equation, velocities are considered positive if they are pointing towards the OOI. Any OOI
violating this equation is a candidate for potential collisions and therefore relevant.

R.TT’: opposing OOI while passing a static object

As previously indicated, the R.TT’ scenario considers passing a static object. This means that
a three-wise interaction between static object, ego vehicle and the OOI on the opposite lane is
required. The values 1, 2 and 3 for the first index denote the ego vehicle, the opposing OOI and
the static object, respectively. For simplicity, this scenario is only applied to OOI which are not
considered relevant according to the R.TT scenario.

To model the scenario, different interactions are considered. Firstly, the static object is required to
be sufficiently close to be relevant to the ego vehicle for passing to be realistic. Then, the opposing
vehicle is considered during the passing procedure. The passing itself is modeled as the three
phases of lateral movement onto the opposite lane, longitudinal acceleration and another lateral
movement onto its own lane. An overview over the procedure as well as variables is provided in
Fig. 6-5. The velocities of the ego vehicle and the opposing OOI are projected onto the radial

tet1,b te
t0 t0

d1,r,0
d0

s3,t

s3,r
d1,t

τ1,l τ1,a

v1,r,0

v2,r,0

1
3

2

Figure 6-5: Sequence and variables for the R.TT’ scenario.370

direction provided by the connecting line to the static object. Static objects include any objects
that narrow the road in such a manner that the ego vehicle must use the opposing lane to pass
it. This includes objects such as parked vehicles, bus stops and construction works. Especially
for the latter case, the length of the obstacle is significantly larger than the width. Therefore, the
static object is modeled with two size dimensions, s3,r in radial and s3,t in tangential direction

370Storms, K. et al.: SURE-Val: Safe Urban Relevance Extension and Validation (2023), Figure 1.
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relative to the ego vehicle. For the lateral movement, the ego vehicle travels a lateral distance of
d1,t. The different points in time t and the different time spans τ are discussed in the following.

To model the scenario, the static object is considered as OOI as a first step. The static object must
be relevant according to either R.TT or R.TA which are equivalent for static objects. Arbitrarily
selecting R.TA yields the requirement for the distance to the static object d1,r,0

0 < d1,r,min = d1,r,0 − s1 − s3,r − v1,r,0 t1,r +
1

2
amaxt

2
1,r −

(v1,r,0 + t1,ramax)
2

2a1,r,b
(6-28)

A static object violating this requirement is considered relevant. Other objects on the opposite
lane are only considered if a relevant static object is present.

If a static object is present, it is assumed the ego vehicle passes it based on worst case assumptions.
Therefore, the ego vehicle brakes during its latency. The radial and tangential direction denoted
with the indices r and t are defined with respect to the connecting line of the ego and the static
object. This results in a distance covered d1,r,b and the corresponding velocity v1,r,b:

d1,r,b = v1,r,0t1,b −
1

2
amaxt

2
1,b (6-29)

v1,r,b = v1,r,0 − amaxt1,b (6-30)

The braking maneuver terminates either when the ego vehicle comes to a full stop or at the reaction
time. The end time of this braking maneuver t1,b is therefore described as follows:

t1,b = min

{︃
t1,r ,

v1,r,0
amax

}︃
(6-31)

After the reaction time, the first lateral movement onto the opposite lane is initiated. The lateral
movement must cover half of the ego size as well as half of the static objects size for the ego to
avoid collision with the static object. It should be noted that s3,t may also include a safety margin
which is maintained to the static object when passing it.

d1,t =
s1
2
+

s3,t
2

(6-32)

During this lateral movement, the ego vehicle first steers to initiate a lateral movement. This is
followed by another steering which is a lateral deceleration so that the lateral velocity is zero again
after completing the lateral movement. Since both the lateral acceleration and lateral deceleration
are steering maneuvers, the situation is symmetrical. Therefore, the time span τ1,l required for the
lateral movement can be calculated considering only the first half of acceleration. The acceleration
procedure covers half of the overall lateral distance in half of the time required for the entire
lateral movement. Considering the fact that the initial lateral location and lateral velocity of the
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ego are zero, the corresponding equation for the lateral location is:

1

2
d1,t =

1

2
a1,g

(︃
τ1,l
2

)︃2

(6-33)

Solving this equation for the lateral movement time τ1,l yields:

τ1,l =

√︄
2(s3,t + s1)

a1,g
(6-34)

This lateral motion is followed by an acceleration with the guaranteed acceleration denoted by the
index a. Accelerating for a duration of τ1,a leads to a velocity v1,a:

v1,r,a = v1,r,b + a1,gτ1,a (6-35)

The radial distance d1,a travelled during the longitudinal acceleration is the distance required to
pass the static object. This is the sum of the length of the ego vehicle and the length of the static
object. Accordingly, the radial distance travelled is:

d1,a = s1 + ss,r = v1,r,bτ1,a +
1

2
a1,gτ

2
1,a (6-36)

Solving for the time τ1,a required to pass the static object results in the equation:

τ1,a =
−v1,r,b +

√︂
2a1,g(2s1 + 2s3,r) + v21,r,b

a1,g
(6-37)

After the the acceleration, the second lateral movement occurs. This lateral movement leads to
the end of the scenario which is denoted with the index e. The second lateral movement of the
ego vehicle requires a time span of τ1,l. This is equal to the first lateral movement due to the
symmetry of the situation. The overall radial distance d1,r,e travelled by the ego vehicle during
the passing is a sum of all individual maneuvers:

d1,r,e = d1,r,b + v1,r,bτ1,l + d1,a + v1,r,aτ1,l (6-38)

Throughout the passing scenario, the vehicle on the opposite lane acts in accordance with worst
case assumptions. Therefore, it performs a maximum acceleration towards the ego vehicle until
the end of the passing. The corresponding distance d2,r,e which is travelled, the final velocity v2,r,e
and the time te required are:

d2,r,e = v2,r,0te +
1

2
amaxt

2
e (6-39)

v2,r,e = v2,r,0 + amaxte (6-40)

te = t1,r + 2τ1,l + τ1,a (6-41)
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These equations provide the positions and velocities of both vehicles when the ego vehicle
completes the passing. At this point in time, the ego vehicle and the opposite vehicle are treated
in accordance with the R.TT scenario. However, the initial values of the R.TT scenario as utilized
in (6-43) are replaced by the values at the moment where passing is completed. The resulting
criterion is:

0 < dmin = (d0 − d1,r,e − d2,r,e)− s1 − s2 − v1,r,a t1,r

− 1

2
amaxt

2
1,r −

(v1,r,a + t1,ramax)
2

2a1,r,b
− v2,r,et1,b −

1

2
amaxt1,b

(6-42)

Violating this equation means that the opposite vehicle is relevant.

However, inserting exemplary values into this equation results in distances in the hundreds
of meters. These values surpass dataset annotation ranges by at least one order of magnitude.
Furthermore, passing an object only requires consideration if there is an ego intention to pass.
If no intention to pass a static object while entering the opposite lane is present, evaluation is
not required. However, this ego intention is unavailable on contemporary datasets. Therefore,
this scenario is neglected for the practical implementation used in the results. The results of this
section are shown for the sake of completeness within the urban domain.

R.AA: both vehicles moving away from each other

Similar to the previous scenario, this scenario describes objects moving away from each other in
either longitudinal or lateral direction. This may occur for vehicles travelling on the opposite lane
as well as for cut out maneuvers or diverging lanes.

For lateral movement such as during cut out maneuvers, the OOI may reverse its direction of
movement. In this case, braking by the ego is required. For this case, the results of the previous
section 6.2.2 are applied. Therefore, the requirement is identical to the previous result obtained
from REQ2.5. The only difference is the fact that the velocity vectors are pointing away from
each other. Accordingly, the radial velocity components in (6-43) are negative. For purpose of
completeness, the equation is restated as:

0 < dmin = d0 − s1 − s2 − v1,r,0 t1,r

− 1

2
amaxt

2
1,r −

(v1,r,0 + t1,ramax)
2

2a1,r,b

− v2,r,0t1,b −
1

2
amaxt1,b

(6-43)

Again, a violation of the requirement indicates the possibility of a collision which means the
object is relevant.
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T.XT: OOI moving towards ego

The T.XT scenario applies in cases where the ego vehicle merges in front of the OOI. As previously,
the ego vehicle is required to avoid unnecessarily impeding the other vehicle371 as stated in the
behavioral requirement REQ2.2. This situation may occur for merging on adjacent lanes as well
as for intersections.

In an intersection, two different potential maneuvers are available as depicted in Fig. 6-6. The ego
vehicle can either pass through the intersection (A) or turn to merge onto the lane upon which
the OOI is travelling (B). If the ego vehicle enters the intersection, merging onto the OOIs lane
is the worst case maneuver. The reason is that the ego vehicle is not only required to leave the
intersection, but also to accelerate to an adequate speed. A collision in the merging maneuver is
only avoided if this adequate velocity is reached sufficiently fast. Therefore, only the maneuver
(B) is considered in the following.

1

2

v1,⊥,0

v2,0

d1,⊥,b

d⊥,0

A

B

d2,⊥,b

Figure 6-6: Maneuvers in the intersection and variables in the T.XT scenario.372

Assuming the maneuver (B), the whole process is decomposed into two different cases. Firstly,
the ego vehicle may brake in order to avoid entering the intersection, thus avoiding a collision.
The option of braking is only available if there is sufficient distance between the intersection and
the ego vehicle. If entering the intersection is unavoidable, a merging maneuver is considered.
However, the location of the intersection is assumed to be unknown within this work. Therefore,
both braking and merging as potential scenario developments require consideration in order to
develop the worst case assumptions. For the coordinate system, the OOI is used to define lateral
and longitudinal direction. As shown in the following, this provides a suitable reference to define
the worst case intersections.

The description of the scenario consists of two parts. Firstly, the case where the ego vehicle
brakes before the intersection is discussed. This evaluates if a hypothetical intersection exists for

371Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013), p. 1.
372Modified from Storms, K. et al.: SURE-Val: Safe Urban Relevance Extension and Validation (2023), Fig. 2.

65



6 Relevance

which the ego can no longer avoid entering the intersection by braking. Further consideration
of merging is only required if such an intersection exists. A visualization is provided in Fig. 6-6.
The distance required by the ego vehicle to brake to a full stop is:

d1,⊥,b = v1,⊥,0t1,r +
v21,⊥,0

2a1,⊥,b

(6-44)

Since the location of the intersection is assumed to be unknown, a worst case is considered. The
worst case to determine if braking is possible is where the intersection is as close as possible to
the ego vehicle. However, the OOI is still required to be able to reach the intersection. To this
end, a lateral movement of the OOI towards the ego vehicle is assumed. Accordingly, the worst
case intersection occurs where the OOI performs its maximum acceleration in lateral direction
towards the ego vehicle. The lateral distance traveled d2,⊥ during the braking time of the ego
vehicle t1,b is:

d2,⊥,b =
1

2
amaxt

2
1,b (6-45)

t1,b = t1,r +
v1,⊥,0 + t1,ramax

a1,b
(6-46)

If the movements of both vehicles exceed the original lateral distance d⊥,0, braking no longer
avoids entering the intersection:

d⊥,0 < d1,⊥,b + d2,⊥,b = v1,⊥,0tr +
v21,⊥,0

2a1,⊥,b

+
1

2
amax

[︃
t1,r +

v1,⊥,0 + t1,ramax

a1,b

]︃2
(6-47)

Therefore, if this equation is fulfilled, further consideration of the a merging scenario within the
intersection is required.

This section describes a merging process in which the ego vehicle merges onto the lane upon
which the OOI is travelling. A visualization of the scenario is provided in Fig. 6-7. The symbols
and the notation in the image are referenced and explained throughout this section. The worst case
for this merging scenario differs from the assumptions in the previous section. In the previous
section, assumptions considered what the worst case is for a merging to happen. This section
describes the worst case merging already presupposing that a merging happens. Conservatively
overestimating the merging scenarios in this way simplifies the following formalization.

The worst case intersection for the merging procedure is provided by the current direction of
motion of the OOI. Therefore, the motion of the OOI serves as reference coordinate system
with a longitudinal and lateral component. Whenever the words “longitudinal” and “lateral” are
applied in this section, they refer to the coordinate system of the OOI. Since the OOI requires no
acceleration for lateral movement, it uses its full acceleration to accelerate towards the ego vehicle.
The ego movement is divided into two steps. First, a purely lateral movement into the intersection
is assumed. Afterwards, the ego vehicle performs a longitudinal acceleration. The conditions
for the ego vehicle to not impede the OOI before and after reaching the target speed during the
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Figure 6-7: Worst-case intersection and variables in the T.XT scenario.373

longitudinal acceleration are formalized in the R.AT- and R.AT+ scenario, respectively. This
model provides a conservative estimate since simultaneous acceleration in longitudinal and lateral
direction may shorten the duration of merging. The coordinate system is provided by two unit
vectors which are defined with respect to the direction of motion of the OOI. The first longitudinal
or parallel unit vector e⃗∥ is obtained by normalizing velocity vector of the OOI v⃗2. It consists of
the two components x∥ and y∥:

e⃗∥ =

[︄
x∥

y∥

]︄
=

v⃗2
|v⃗2|

(6-48)

The second lateral unit vector e⃗⊥ is perpendicular to the parallel unit vector. It consists of the two
components x⊥ and y⊥ which are calculated by exchanging the two vector components of the
parallel unit vector:

e⃗⊥ =

[︄
x⊥

y⊥

]︄
=

[︄
y∥

−x∥

]︄
(6-49)

The ego velocity is divided into the two velocity components in lateral direction v1,⊥ and longitu-
dinal direction v1,∥ relative to the OOI as:

v1,⊥ = v⃗1 · e⃗⊥ and v1,∥ = v⃗1 · e⃗∥ (6-50)

The lateral movement of the ego vehicle is modeled with worst case assumptions. In the case

373This image was created together with Kai Storms and also appears in his work374created concurrently.
374Storms, K.: Context Aware Data Reduction (2023).
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of the merging, the worst case occurs if the ego vehicle requires a lot of time. Therefore, the
worst case for the lateral movement is a lateral deceleration of the ego vehicle. However, a lateral
movement away from the intersection is not possible since this case is excluded by (6-47). Within
this constraint, worst case assumptions are applied within the reaction time tr. During the reaction
time, the lateral velocity and position are described by:

v1,⊥ = v1,⊥,0 + amax · t (6-51)

r1,⊥ = r1,⊥,0 + v1,⊥,0 · t+
1

2
amaxt

2 (6-52)

Since movements away from the intersection were previously excluded, the lateral velocity is
required to be negative. Limiting the lateral velocity to a maximum of v1,⊥ = 0 is achieved by
inserting the following expression in above equations:

t1,s = min

{︃
t1,r , −

v1,⊥,0

amax

}︃
(6-53)

The worst case action during the reaction time is followed by a lateral movement. A substitution
t′ = t− t1,r is applied in the following equations for brevity. The start of the lateral movement
is indicated by the index s. The point in time where the ego vehicle changes its acceleration
to begin decelerating in lateral direction is denoted by c. Decelerating is required for the ego
vehicle to stay upon the lane of the OOI. Both the lateral acceleration and the lateral deceleration
use the guaranteed acceleration a1,g. While lateral deceleration may be higher, the conservative
assumption is that lateral deceleration is achieved by steering. The velocities for both phases of
lateral movement are:

v1,⊥ = v1,⊥,s − a1,g · t′ for t′ ≤ t′c (6-54)

v1,⊥ = v1,⊥,c + a1,g · (t′ − t′c) for t′ > t′c (6-55)

During the reaction time where t′ ≤ t′c, the location of the ego vehicle is:

r1,⊥ = r1,⊥,s + v1,⊥,s · t′ −
1

2
a1,gt

′2 (6-56)

The location after the ego latency for t′ > t′c is:

r1,⊥ = r1,⊥,c + v1,⊥,c · (t′ − t′c) +
1

2
a1,g(t

′ − t′c)
2 (6-57)

Finally, the ego vehicle arrives on the the lane of the OOI after the halting time t′h and stays there.
These conditions after t′h can be formalized as follows:

v1,⊥,h = v1,⊥(t = t′h) = 0 (6-58)

r1,⊥,h = r1,⊥(t = t′h) = 0 (6-59)
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The time which is required for the lateral movement is defined through an equation system. As
first step, the two equations (6-54) and (6-55) are inserted into (6-58):

0 = v1,⊥,h = v1,⊥,s + a1,g · (t′h − 2t′c) (6-60)

Combining (6-51), (6-52), (6-57) as well as (6-59) yields:

0 = r1,⊥,s + v1,⊥,s · t′c −
1

2
a1,gt

′
c
2

+ (v1,⊥,s − a1,g · tc) · (t′h − t′c) +
1

2
a1,g(t

′
h − t′c)

2
(6-61)

Solving the two equations (6-60) and (6-61) for t′c and t′h provides the time required for the lateral
movement:

t′c =
v1,⊥,s

amax

+

√︃
r1,⊥,s

a1,⊥,g

(6-62)

t′h = t′c −
v1,⊥,s

a1,⊥,g

(6-63)

Throughout the lateral movement, the ego vehicles continues moving in longitudinal direction
with constant velocity. The lateral movement is followed by an acceleration similar to R.AT-.
However, the longitudinal velocity components from the equations for the T.XT scenario are
applied instead of the previously applied radial components. Furthermore, the time to reach the
desired velocity t′d is modified from (6-18) to include reaction time and lateral movement:

t′d = tr + t′h +
v1,∥,d − v1,∥,0

a1,∥,g
(6-64)

As for the R.AT- scenario, the desired velocity is estimated based on the initial speed of the OOI
for practical reasons so that v1,∥,d = v2,0. Inserting these changes into (6-21) and (6-20) yields

v′2,d = v2,0 + amaxt
′
d (6-65)

d(t = t′d) = r1,∥,0 − s1 − s2 + (v1,∥,0 − v2,0)t
′
d

+
1

2
(a1,∥,g − amax)t

′
d
2

(6-66)

By substituting td and v2,r,d in (6-22) with these equations, the final requirement is:

0 < dmin = d(t = t′d) +
v21,∥,d
2amax

− v′2,d tr

− 1

2
amaxt

2
r −

(v′2,d + tramax)
2

2a1,∥,g

(6-67)

An object violating this requirement may be impeded by the ego vehicle during a merging and is
therefore relevant.
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6.3 Results

In this section, the applied method from the previous section is implemented on a public dataset for
the urban domain. The results are visualized to offer interpretability and plausibilization. Firstly,
visual BEV images show exemplary results for urban scenes including applicable scenarios and
their respective relevance. Secondly, the distributions of relevant objects across distances are
analyzed.

6.3.1 Implementation

Results are presented for the popular nuScenes dataset375 which includes object list annotations.
More specifically, this work utilizes standard validation split of the nuScenes motion prediction
task. As shown in later sections, the motion prediction task offers certain advantages for the
validation of the results. The prediction task defines a subset of all annotated objects for which
trajectories are predicted. For each of these objects, the corresponding surrounding objects used
as input for the prediction are loaded. The relevance criteria of this work are then applied to these
input objects.

The equations presented in previous sections contain parameters. Practical implementation
and application of these equations requires specific parameter values. All values are selected
to be applicable to common, realistic conditions as encountered in traffic. However, finding
parameters which are applicable under all substances requires additional argumentation. The
maximum acceleration is limited by the friction available on the road surface. Following previous
work376,377, a maximum acceleration of amax = 10 m

s2
is selected. For the braking deceleration, a

previous study focusing on braking decelerations during emergency stops are applied. The braking
deceleration is chosen to be ab = 7 m

s2
in accordance with minimum decelerations obtained even

for wet road surfaces.378 For the positive longitudinal acceleration, the value differs according
to the type of vehicle as well as the velocity. Based on the results of Bokare and Maurya379,
an available acceleration of ag = 0.5 m

s2
is assumed. While lateral accelerations range between

1 − 2 m
s2
, the minimum system specification of this work models the ego vehicle with a single

parameter a1,g for both the longitudinal and lateral acceleration. Therefore, this parameter for
the guaranteed acceleration is limited by the longitudinal direction. Another parameter of the
vehicles is the reaction time. For human drivers, a common reaction time for a surprise intrusion is
approximately 1.5 s.380 For simplicity, these parameters are applied to all of the vehicles involved.

375Caesar, H. et al.: nuScenes (2020).
376Althoff, M.; Magdici, S.: Set-Based Prediction of Traffic Participants (2016), p. 197.
377Wachenfeld, W. et al.: The worst-time-to-collision metric (2016), p. 732.
378Greibe, P.: Braking distance, friction and behaviour (2007), p. 41-42.
379Bokare, P. S.; Maurya, A. K.: Acceleration-Deceleration Behaviour (2017), p. 4741-4743.
380Green, M.: How Long Does It Take to Stop? (2000), p. 213.
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6.3.2 Relevance Visualization

The relevance method is applied to all objects which are part of the nuScenes motion prediction
task. Results show exemplary visual results for the disambiguation and the relevance.

The disambiguation results show which functional scenario is applied to which objects. A
visualization of an exemplary road scene in BEV is shown in Fig. 6-8. Each color indicates a
functional scenario as distinguished by this work.

Figure 6-8: Visualization of applicable functional scenarios on nuScenes dataset. Since radial and tangential
scenarios may overlap, tangential scenarios are indicated by edge colors while radial scenarios are indicated by fill

colors of the rectangles.381

Since the traffic scene is recorded in Singapore, vehicles drive on the left side of the road. The
ego vehicle and its future trajectory are depicted in light blue. The relevance of all other objects is
evaluated with respect to this ego vehicle. Other objects are visualized as rectangles of different
color. Firstly, all objects and their future trajectories are plotted in dark gray while dynamic
objects received colored boxes. Therefore, the dark gray boxes visible in Fig. 6-8 show static
objects. As previously indicated, this work leverages the functions provided by nuScenes to load
objects surrounding the ego vehicle as input for predictions. While the results of this work are
also applicable to static objects, these functions only load the dynamic objects. For consistency
with the existing dataset pipeline as well as with the prediction results which will be shown
in later chapters, only dynamic objects are evaluated in this section. Therefore, the scenario
disambiguation is only applied to the dynamic objects displayed as colored rectangles in the
image. Each color represents a different type of functional scenario. The fill color distinguishes

381This image was created together with Kai Storms and also appears in his work382created concurrently.
382Storms, K.: Context Aware Data Reduction (2023).
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different radial scenarios while the edge color distinguishes different tangential scenarios. For
instance, the magenta fill color indicates objects for which the R.AA scenario is considered. As
shown in the image, the R.AA scenario is applied if the ego vehicle and an object move apart
even if they are not moving in exact opposite directions. Objects for which the R.TA scenario is
considered are depicted with a light green fill color. One example is the vehicle which is travelling
in front of the ego vehicle on the same lane. However, the R.TA scenario also applies to the
pedestrians visible as smaller rectangles in the lower part of the image. Similarly, orange and cyan
fill colors indicate objects for which the R.TT and the R.AT scenario are applied, respectively.
The tangential scenarios are distinguished according to the edge color of the rectangles. Objects
for which the radial velocity component is pointing away from the ego vehicle are considered
according to the T.XA scenario indicated by the red edge. The T.XT scenario indicated by the
dark green edge applies to objects for which the radial velocity component is pointing towards
the ego vehicle.

For the exemplary visualization, examples for each of the functional scenarios are shown. It
is observed that even seemingly different constellations and traffic participants may be treated
according to the same functional scenario as in the case of the R.TA scenario. In particular,
this means that not all occurrences of a scenario represent the archetypal case. For example,
pedestrians in different locations on the intersection are all evaluated according to T.XT. The
reason is that neither the class information nor the road layout included in the image are considered
for the relevance evaluation. Therefore, it is possible that the hypothetical scenarios considered
are not always practically possible on the real road geometry. However, this is expected as the
relevance method provides a conservative overestimation.

The relevance results in Fig. 6-9 show which objects are considered relevant without distinction
of different functional scenarios. As in the previous visualization, the ego vehicle is depicted in
light blue while static objects are presented as dark gray rectangles. The relevance evaluation is
once again only conducted for dynamic objects or agents which are loaded as prediction input
by the nuScenes functions. These dynamic agents are represented by the rectangles colored in
red and blue. Red rectangles represent relevant agents while blue rectangles represent irrelevant
agents. It should be noted that the distinction between static and dynamic objects is based on a
velocity calculated by a differentiation of bounding box locations. However, inaccuracies in the
location annotations of the objects may result in velocities larger than zero even for static object
categories. An example of this is also visible in the upper right part of the image. The long rows
of objects in the center of the street are static concrete barriers. One of these barriers is depicted
in red since it is considered dynamic based on an inaccurate velocity annotation. However, these
inaccuracies do not affect the results of this work since the relevance method is equally applicable
to static and dynamic objects.
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Figure 6-9: Visualizations of object relevance on an exemplary scene from nuScenes.383

Overall, it is observed that most of the agents depicted in the visualization are considered relevant.
In particular, agents in the vicinity of the ego vehicle are all considered relevant. Irrelevant
objects occur at large distances from the ego vehicle, often additionally moving away from the ego
vehicle. The fact that objects moving towards the ego vehicle and nearby objects are considered
relevant is plausible. While only few objects are considered irrelevant, this is expected due to the
conservative design of the relevance criteria.

383This image was created together with Kai Storms and also appears in his work384created concurrently.
384Storms, K.: Context Aware Data Reduction (2023).
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6.3.3 Distance Distributions

While the exemplary visual results provide some insight into the relevance criteria, this section
analyzes the whole dataset. The objective is to provide a quantitative analysis of the relevance
results. To this end, the number and distribution of relevant objects across distance are considered.

Firstly, an analysis is conducted to quantify the number of objects considered irrelevant. In
accordance with the conservative approach of this work, only 10% of objects are considered
irrelevant. This also agrees with the qualitative results presented in the previous section.

Besides the number of the relevant objects, the spatial distribution of the objects is considered
in the following. This serves to further analyze the qualitative observation from the previous
section that irrelevant objects only occur at large distances. For this purpose, the distributions
of objects over the distance from the ego vehicle are presented as ECDFs. A visual overview is
provided in Fig. 6-10. The image depicts the distance distributions of different types of objects
as different ECDFs. Each curve shows the proportion of objects below a specific distance value.
For example, the cyan curve for the objects considered relevant according to the R.AT scenario
reaches a value of approximately 50% at a distance of 25 m. This means that the median for the
distance of objects relevant according to the R.AT scenario is 25 m.

Figure 6-10: ECDFs of distances for all objects and objects which are considered relevant according to different
criteria. The distribution for a typical suggested TTC is provided as reference.385

385This image was created together with Kai Storms and also appears in his work386created concurrently.
386Storms, K.: Context Aware Data Reduction (2023).
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The distance distribution of all dynamic objects is depicted by the solid black line while the
irrelevant objects are shown by the dark blue line. It is observed that irrelevant objects mainly
occur at distances above 50 m. Furthermore, the distribution of irrelevant objects is further to the
right than for all other distributions. This means that irrelevant objects occur at larger distances
than relevant objects. Therefore, the quantitative results corroborate the qualitative observation
from the previous section. However, the distance distributions also show significant overlap in
distance between relevant and irrelevant objects. Since the applicable scenarios and the velocities
influence relevance, there is no single distance threshold that separates relevant from irrelevant
objects. The other distributions show the distances for objects considered relevant by each of
the functional scenarios. Overall, the results for different scenarios appear visually similar. All
scenarios show relevant objects across a range of distances. The highest distance values are
observed for the T.XT scenario which yields relevant objects even for distances above 100 m.

Since the distance distributions are difficult to interpret, a TTC threshold as a common criticality
metric is provided as reference. The TTC thresholds vary for different sources and scenarios,
but is generally chosen to be within 4 s.387 Accordingly, an arbitrary value of 4 s is chosen for
this work. Another ECDF for the distance values is shown as dashed black line in Fig. 6-10 for
all objects which fall within the selected TTC threshold. The dashed line is further on the left
than the other distributions, indicating that TTCs below the threshold occur at smaller distances.
Conversely, this means that the relevance results of this work consider objects to be relevant at
higher distances than when using a TTC threshold. Again, this is in line with the objective of
utilizing conservative assumptions for the relevance method of this work.

387Mahmud, S. S. et al.: Application of proximal surrogate indicators (2017), p. 155-156.
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6.4 Conclusion

This chapter showed the proposed approach to identify relevant objects for the task of object
detection. A structured method which first specified the system as well as the use case and then
derived relevance was presented.

Relevance was hereby defined based on behavioral requirements for the context of driving. Behav-
ioral requirements were obtained by considering the two common principles of legal and safety
requirements. The driving task was decomposed into different interpretable functional scenarios,
for which relevance was then derived. The relevance concept only requires the object list and a
minimum system specification. Most importantly, no information regarding intentions, future
behaviors or road geometry is required. Instead, these factors were considered as uncertainties
for which conservative estimates were provided. Applying the relevance method yielded inter-
pretable equations for each functional scenario which distinguish relevant from irrelevant objects.
Since relevance is fully specified by the common principles of interpretability, legal and safety
requirements, consideration of the human baseline was not required.

Visualizations of the results were provided for the different functional scenarios as well as for
the resulting relevance. In each case, the visualizations showed that the results appear plausible.
As expected due to the conservative relevance method, only 10% of the objects are considered
irrelevant. While irrelevant objects mainly occur at larger distances, distance alone is not a
sufficient criterion to distinguish irrelevant objects. Relevance results are more conservative than
a TTC threshold of 4 s obtained from literature387 with some scenario types yielding relevant
objects beyond 100 m. The implications of these relevance results are presented along with a full
discussion in section 9.3.2. There, a joint discussion including the validation results obtained in
chapter 8 is provided to answer the RQ2.
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7 Attributes

Once the relevant object classes and instances are identified, the question is which requirements
apply for their attributes. The corresponding research question is RQ 1.3:

Is it possible to define requirements for the detected object attributes considering the safety of the
driving task?

Most of the content in this chapter was previously included in a publication coauthored by the
author388. However, this chapter adapts and extends the previously published results. Firstly, the
overall method to derive attribute requirements is outlined. This is followed by the application of
the method for different attributes. Next, results for applying these criteria to the detection output
of popular detection baselines are presented. Finally, a conclusion of this chapter is provided. As
with previous chapters, the joint discussion is presented in chapter 9.

7.1 Method

This section outlines the approach to derive accuracy requirements for different attributes con-
sidered in the object detection task. Overall, road regulations and safety norms do not provide
specific requirements including thresholds for object detection. Therefore, the remaining common
principles of interpretability and human baseline are emphasized in this section.

In order to provide interpretable criteria, different attributes are considered separately in this work.
Attributes are limited to those commonly evaluated on perception benchmarks. While this list
may not be exhaustive, it is expected to provide a reasonable baseline which considers the driving
context. For completeness, both the object detection and the related tracking task are considered
and reconciled. For each of these attributes, the human performance is estimated. In accordance
with safety considerations, a conservative estimate of the upper bound on human performance is
provided. If there is uncertainty regarding the human performance, the highest performance is
used as requirement. This ensures that any perception system which fulfils the requirement is at
least as good as the average human. Furthermore, errors for some attributes differ with respect
to their safety consequences. For instance, underestimating a distance may not be critical while
overestimating the object distance may lead to an accident. In this case, the unsafe error direction
is prohibited while the other errors are allowed within human performance bounds. All errors
refer to L1 distances of the GT value and the value of the detection. The criteria are formulated
as simple analytic formulas which remain fully interpretable.

388Mori, K. T.; Peters, S.: SHARD (2023) © 2023 IEEE.
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7.2 Method Application

This section presents results for applying the high-level method described in the previous sec-
tion. The attributes are structured into different aspects. Firstly, the process of associating the
detections with the GT objects is outlined. Next, anything related to tracking or the temporal
aspects of the detection task is considered. This is followed by the requirements for attributes
which are considered relevant for collisions. Finally, further attributes which are not considered
collision relevant are discussed. Each aspect contains different interpretable attributes for which
requirements are developed.

7.2.1 Association

When evaluating object detection, the first step is associating detected objects with GT anno-
tations389 which is discussed in the following. Attributes relating to the association include
classification, confidence, the choice of reference point as well as the procedure and thresholds
used for the association.

The first question is if the common paradigm of location based association of objects is reasonable.
Studies on human perception mechanisms indicate that visual working memory indeed uses an
object-centric representation including various corresponding features.390 Furthermore, evidence
suggest that features are bound together by a location map.391 While errors during the combination
of features are possible,392,393 these problems in in binding features typically only occur under
specific conditions such as very brief presentations394. Therefore, the general process of associating
integrated object hypotheses is supported by the human baseline.

Once an association between detections and GT is defined, this also defines FNs and FPs.389

Assuming a pairwise matching, detected objects which correspond to a GT object are considered
a TP. On the other hand, GT objects which are not matched with a detection are considered a FN.
Conversely, a detection without corresponding GT object is a FP.395 However, the details of the
association or matching procedure require further discussion.

389Hoss, M. et al.: A Review of Testing Object-Based Environment Perception (2022), p. 229.
390Luck, S. J.; Vogel, E. K.: The capacity of visual working memory (1997), p. 279-280.
391Vul, E. et al.: The structure of illusory conjunctions (2020), p. 550-551.
392Treisman, A.; Schmidt, H.: Illusory conjunctions in the perception of objects (1982), p. 138-139.
393Bulakowski, P. F. et al.: Independent coding of object motion and position (2007), p. 815-816.
394Wolfe, J. M.; Cave, K. R.: Evidence for a Binding Problem in Human Vision (1999), p. 16.
395Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), p. 3358.
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Association and Classification

Most commonly, the association procedure is performed individually for each class.396 This
section challenges this paradigm and discusses whether the class of an object should be considered
for association.

For instance, safely avoiding obstacles requires their detection irrespective of their class. Class-
agnostic detection may therefore be better suited for obstacles.397 Human perception mechanisms
also appear to integrate various different features into object hypotheses.398 Additionally, it is
necessary to consider the fact that classes may be unknown or difficult to separate clearly.399

Similar concepts are found in different object detectors which leverage a class-agnostic objectness
property.400,401,402,403,404 Considering these factors, an association irrespective of the predicted
class is favored in this work.

Confidence

One attribute which is often contained in an object list is the confidence score. This score is
commonly provided by object detectors and also relied upon by the typical mAP metric.405

However, there is no clear analogy for confidence scores in human perception. In fact, typical
dataset annotations implicitly acknowledge this, since the human annotations do not include
confidence scores. In addition, the usage of confidence scores is inconsistent between tasks with
semantic segmentation not providing confidence.406 Rather than requiring confidence scores,
a single object list without confidence scores is assumed as detection output within this work.
Failures are considered with respect to this object list. If confidence scores are present, there are
various conceivable methods how to obtain a single object list. Following previous work,407,408

the confidence is optimized with regard to the final metric. This approach utilizes the optimal
operating point of the detector for the proposed metrics.

396Liu, L. et al.: Deep Learning for Generic Object Detection: A Survey (2020), p. 271.
397Jaiswal, A. et al.: Class-agnostic Object Detection (2021), p. 919-920.
398Vul, E. et al.: The structure of illusory conjunctions (2020), p. 550-551.
399Chan, R. et al.: SegmentMeIfYouCan (2021), p. 1-2.
400Wu, C. et al.: A hierarchical loss (2019), p. 13-14.
401Singh, B. et al.: R-FCN-3000 at 30fps: Decoupling Detection and Classification (2018), p. 1087-1088.
402Redmon, J.; Farhadi, A.: YOLOv3: An Incremental Improvement (2018), p. 1-2.
403Yin, T. et al.: Center-based 3D Object Detection and Tracking (2021), p. 11782.
404Yang, Z. et al.: IPOD: Intensive Point-based Object Detector for Point Cloud (2018), p. 3.
405Everingham, M. et al.: The Pascal Visual Object Classes (VOC) Challenge (2010), p. 313.
406Kirillov, A. et al.: Panoptic Segmentation (2019), p. 9398.
407Oksuz, K. et al.: One Metric to Measure them All (2020), p. 9452-9453.
408Guo, Y. et al.: CS-R-FCN: Cross-supervised Learning for Large-Scale Object Detection (2020), p. 1.
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Object Reference

When associating detected and GT objects, an object reference is required. The reference may
either utilize the entire bounding box representation of the object or a single reference point.

Considering the whole object as done by IoU couples location, size and orientation.409 This
coupling is undesired since it reduces interpretability. In addition, accurately estimating the size
of an object may be difficult.410 Therefore, a reference point is used as object reference in this
work. Generally, different potential reference points are available. While it is possible to use
object centers as reference points409, the minimum distance to the other vehicle is the safety
relevant attribute411. The difference between the two possible reference points is visualized for an
exemplary following scenario in Fig. 7-1.

Figure 7-1: Difference between using closest point (green) and center point (yellow/red) as reference.412

For different vehicle lengths, the center points shown in yellow and red differ. However, the
closest point depicted in green remains the same. The closest point corresponds to the available
distance during an emergency brake. Therefore, the closest point better reflects the principle of
safety as also argued in literature413 and in the previous chapter 6 relating to relevance. In addition,
objects such as humans have a geometry which is not closely approximated by a rectangular
bounding box. For a pedestrians whose arms are both stretched forward, the bounding box center
may be outside the pedestrian. In such cases, the closest point provides better interpretability than
the center of an arbitrarily defined rectangular bounding box. Using the closest point decouples
the reference point estimation from the size estimation. Unlike the center point, the closest point
is on the object surface which is visible in sensor data.414,415,416 Therefore, surface points such

409Caesar, H. et al.: nuScenes (2020), p. 11622.
410Wang, Y. et al.: Train in Germany, Test in The USA (2020), p. 11714-11715.
411Zhao, H. et al.: Suraksha: A Quantitative AV Safety Evaluation Framework (2021), p. 36.
412Mori, K. T.; Peters, S.: SHARD (2023), Fig. 1 © 2023 IEEE.
413Wachenfeld, W. et al.: The worst-time-to-collision metric (2016), p. 730-731.
414Qi, C. R. et al.: Deep Hough Voting for 3D Object Detection in Point Clouds (2019), p. 2.
415Chen, Q. et al.: Every View Counts (2020), p. 68-70.
416Wang, Y. et al.: 1st Place Solutions for Waymo Open Dataset Challenges - 2D and 3D Tracking (2020), p. 2-5.
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as object face centers417 or closest corners418 are more suitable for the localization of objects.
Accordingly, the closest point is selected as reference in this work due to its advantages regarding
interpretation, detection and safety.

Association Procedure

Within this section, the procedure of associating two object hypotheses is discussed in detail. The
questions answered are which metrics and methods to use for the association.

As previously indicated, the human analogy suggests a location based association.419 Common
datasets also use location for the association of objects.420,421,422 Therefore, this approach is also
followed in this work. Common metrics for location based association are 3D IoU as applied
by KITTI420 and center point distance as applied by nuScenes421. As argued in the section 7.2.1
regarding a reference point, IoU entangles the location and the size estimation. Therefore, the
Euclidean distance of the reference points is utilized. Note that the reference point applied in this
work is the point closest to the ego vehicle, not the center point. As presented in Fig. 7-2, the
matching is based on the closest distance d of the GT reference point to the perceived object.

Figure 7-2: Association based on circular distance threshold rM around the closest point of GT. Green objects are
potential matching candidates while red objects are beyond the matching threshold.423

417Yin, T. et al.: Center-based 3D Object Detection and Tracking (2021), p. 11782.
418Yang, B. et al.: Auto4D: Learning to Label 4D Objects (2021), p. 4.
419Vul, E. et al.: The structure of illusory conjunctions (2020), p. 550-551.
420Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), p. 3358.
421Caesar, H. et al.: nuScenes (2020), p. 11622.
422Sun, P. et al.: Scalability in Perception (2020), p. 2447.
423Mori, K. T.; Peters, S.: SHARD (2023), Fig. 2 © 2023 IEEE.
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Once the metric for association is selected, an algorithm for defining the optimal matching is
required. Optimization can either be performed by iteratively associating in a greedy manner or
by performing global optimization with bipartite matching using the Hungarian algorithm.424

Greedy optimization is applied by KITTI420 and nuScenes421 while the Waymo Open Dataset
uses the Hungarian algorithm422. Previous work observed that for tracking, the greedy algorithm
obtains better results for distance based matching. Outliers were suggested as potential reason
for this outcome.424 In order to verify this hypothesis, three matching procedures including
a modified Hungarian algorithm in addition to the greedy and the Hungarian algorithm are
implemented. The modified Hungarian algorithm is based on the observation that matching uses
a discrete association threshold. For distances larger than the threshold, optimization does not
yield meaningful matching results and is therefore detrimental. Therefore, this work proposes to
set all distances in the cost matrix which are larger than the association threshold to an equally
large value. The value is chosen to be higher than typically occurring distances to ensure that
unmatched objects incur a high cost. As shown in the results in section 7.3.2, the modified global
optimization and the greedy matching show similar performance. Both methods outperform the
standard global optimization. For simplicity, the greedy matching is applied for all other results
in this work.

Association Threshold

In addition to the metric, association also requires a maximum threshold. Generally, the border
between the criteria used for association and the localization criteria is fuzzy.425 Nevertheless,
this principle corresponds well to existing object detectors.426 In addition, treating existence and
localization separately conforms to the principle of interpretability.

Since the distinction between existence and localization is essentially arbitrary, a simple circular
distance threshold is proposed. The approach is visualized in Fig. 7-2. The threshold is chosen to
be compatible with the localization criteria of this work. Contrary to prior work, the permissible
location errors depend on the direction of the error in this work. Therefore, a circular threshold
based on the most lenient localization threshold is selected. For the purpose of this section, the
results of the later section 7.2.3 are preempted. Here, only the results are applied while details
regarding the method of obtaining these results are left for section 7.2.3. As will be shown later,
the most lenient criterion is applied for the distance d between the GT object and the ego vehicle.
The corresponding distance accuracy requirement is 0.15 · d which scales with the distance.
Accordingly, the circular threshold for the matching is chosen as ∆dM = 0.15 · d which also
scales with the distance. However, scaling with the distance introduces very strict requirements at
small distances. To avoid overly severe requirements for matching, a minimum permissible offset
is introduced. The value for this minimum permissible object is chosen as 2 m in accordance with

424Pang, Z. et al.: SimpleTrack (2023), p. 5.
425Hoss, M. et al.: A Review of Testing Object-Based Environment Perception (2022), p. 229-230.
426Zhou, X. et al.: Probabilistic two-stage detection (2021), p. 1-3.
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prior work.427,428 To summarize, the radius for matching is defined as∆dM = max(0.15 · d, 2 m),
where d is the egocentric distance of the object. A detected object is associated with a GT object
if the matching distance dM < ∆dM.

Note that both matching and localization failures are present in the final evaluation. Therefore,
their arbitrary distinction introduced here is inconsequential for the overall number of failures.

7.2.2 Tracking

The tracking task typically imposes additional requirements when compared to the detection task.
In this section, all aspects related to the task of tracking are explicitly discussed. This includes
identifier switches as well as the temporal distribution of failures.

Identifier Switches

The popular CLEAR MOT metrics429 as well as other tracking metrics430 also identify the so
called identifier switch. An identifier switch is a failure mode unique to tracking across sequences,
where a correct detection receives the wrong identifier.431 While this unique identification may
be required for surveillance tasks, it is not obvious if it is required for the task of driving.

Experiments regarding human perception show that interruptions may cause large changes to
remain unnoticed. Examples for such interruptions include saccades, blank images, mud splashes
and cuts or pans in motion pictures.432 Notably, this phenomenon occurs in real-world settings
and is not negated by attention.433 Overall, these findings demonstrate that humans are unable to
reliably perform unique identification of objects. Since humans are able to drive despite these
shortcomings, unique identification is likely not required for the driving task. Therefore, no
unique identification is required in this work and identifier switches are not evaluated.

Tracking Accuracy

Another aspect which is typically only considered for tracking is the temporal sequence of failures.
While detection typically neglects the aspect of detection times, the aspect is safety relevant for
driving.434 However, no requirements are available in literature without presupposing a given
frame rate or annotation frequency.

427Caesar, H. et al.: nuScenes (2020), p. 11622.
428Ge, R. et al.: AFDet: Anchor Free One Stage 3D Object Detection (2020), p. 6-7.
429Bernardin, K.; Stiefelhagen, R.: Evaluating Multiple Object Tracking Performance (2008), p. 2-5.
430Song, B. et al.: A Stochastic Graph Evolution Framework for Robust Multi-target Tracking (2010), p. 615.
431Yamaguchi, K. et al.: Who are you with and where are you going? (2011), p. 1345-1352.
432Simons, D. J.: Current Approaches to Change Blindness (2000), p.1-2.
433Simons, D. J.; Levin, D. T.: Failure to detect changes to people during a real-world interaction (1998), p. 646-648.
434Volk, G. et al.: A Comprehensive Safety Metric (2020), p. 3.
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Even for the tracking task, the temporal sequence is not always considered. For instance, it is ne-
glected entirely by the popular MOTA metric.435 Previous metrics conceived different alternatives
for including temporal requirements. For instance, the detection time can be considered explicitly
by using it to re-weight the perception scores.436a, 434 An alternative is directly evaluating the time
required for detection.437, 436b Another option is to implicitly consider the temporal sequence by
evaluating the completeness of a track.438 While different metrics are available, safety requires
a direct evaluation of the detection time. Therefore, detection is required within a specified
maximum detection time in this work.

The maximum detection time is specified by considering the human baseline. Perception times
are distinct from reaction times, but can be measured directly using event-related potentials. The
perception time for the recognition of the presence of different object categories is approximately
150 ms.439,440 Related tasks such as detecting a change in a geometric constellation requires
approximately 200 ms.441 The time required to perceive motion depends on the type of motion
and ranges between 160-200 ms.442 Overall, the human baseline indicates that an object may be
perceived as fast as in 150 ms.

Therefore, failures due to detection delays are permitted within the first 150 ms in this work.
This includes FNs immediately after an object appears and FPs immediately after an object
disappears. Within a track, no FN or FP failures are permitted since no equivalent is identified for
human perception. While the number of objects tracked by humans is limited443,444, this is not
considered in this work. Since it is difficult to determine which objects humans are tracking, it is
conservatively assumed all relevant objects require detection. It should also be noted that current
dataset annotation frequencies are lower than this human perception latency. This means that no
failures are permissible for the annotated frames.

7.2.3 Collision Relevant Attributes

This section considers the collision relevant attributes of an object. More specifically, localization
and velocity are each treated separately. Localization is split into the two aspects of distance to
the ego vehicle and the angular positions due to correspondence with human perception. Velocity

435Bernardin, K.; Stiefelhagen, R.: Evaluating Multiple Object Tracking Performance (2008), p. 5.
436Kim, K.-Y. et al.: Real-Time Performance Evaluation Metrics (2016), a: p. 177, b: p. 175-176.
437Caesar, H. et al.: nuScenes (2020), p. 11623.
438Li, Y. et al.: Learning to associate: HybridBoosted multi-target tracker for crowded scene (2019), p. 2958.
439Thorpe, S. et al.: Speed of processing in the human visual system (1996), p. 520.
440van Rullen, R.; Thorpe, S. J.: The time course of visual processing (2001), p. 456-459.
441Koivisto, M.; Revonsuo, A.: An ERP study of change detection (2003), p. 424-427.
442Kuba, M. et al.: Motion-onset VEPs: characteristics, methods, and diagnostic use (2007), p. 189-192.
443Pylyshyn, Z. W.; Storm, R. W.: Tracking multiple independent targets (1988), p. 182-185.
444Alvarez, G. A.; Franconeri, S. L.: How many objects can you track? (2007), p. 1-4.
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is split into radial and angular velocity due to safety considerations. Angular velocity determines
the possibility, while the radial velocity determines the timing of a collision. Note that size and
angle are not part of the collision relevant attributes due to choosing the closest point as reference.

Distance

As argued with regards to the reference point, the distance of the closest point corresponds best to
driving safety.

Distance errors are well studied in perception literature. Experiments generally utilize static setups
in open spaces, many of which are unrelated to the context of driving. Participants are paying full
attention and receive sufficient time to produce their estimates. Distance errors consist of random
and systematic error components which also depend on the distance.445 Generally, egocentric
distance between an object and the observer and exocentric distance between two objects are
distinguished. Driving generally requires egocentric distance estimation. However, the human
estimation error is similar for both egocentric and exocentric distances.446a Therefore, available
information for exocentric distance information is also incorporated in this work. Analyzing errors
for interobject distances presented by Levin and Haber446b shows that the maximum of the standard
deviation and mean errors is always > 15%. Daum and Hecht observe distance estimation errors
of > 25% distances beyond 54 m.445 Moeller et al. show the influence of the driving context for
distances under 20 m. Here, even higher relative errors of approximately 40% are observed.447

In a roadside environment, an analysis of the results by Strauss and Carnahan448 yields errors of
23%. If annotators are directly asked to label image depth from monocular image, relative errors
of > 20% are obtained.449 Overall, human distance estimations are no more accurate than 15%

relative distance error.

Conservative estimations allow underestimating the distance. Overestimating the distance is
not permissible, since this may cause accidents. Considering both the human baseline and
conservative estimates yields:

∆d = dGT − dPRED ≤ 0.15 · d (7-1)

If accidents are avoided, the distance to an object always remains larger than zero. This ensures
that the requirement never requires an error of zero.

445Daum, O. S.; Hecht, H.: Distance estimation in vista space (2009), p. 1130-1136.
446Levin, C. A.; Haber, R. N.: Perceived interobject distance (1993), a: p. 253, b: p. 259.
447Moeller, B. et al.: What a car does to your perception (2016), p. 783-785.
448Strauss, M.; Carnahan, J.: Distance Estimation Error in a Roadway Setting (2009), p. 249-253.
449Wu, Y. et al.: Size-to-depth (2018), p. 1-2.
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Angular Position

Positions can be evaluated as either lateral distances450,451 or as viewing angles. Since the human
performance is best quantified in terms of the visual angle452, visual angles are used in this work.

Results from literature indicate that the human accuracy is unaffected by different viewing
conditions including fixed gaze, fixed head and free head.453a Since the gaze and head orientation
are unknown on public dataset, the heading of the car is used in this work. Due to the negligible
effect of viewing conditions this is considered feasible. Furthermore, results are consistent across
different angular estimation methods such as numeric estimates and nonverbal measures.453b

Therefore, available data is considered regardless of the estimation method. In order to ensure
conservative estimates, the object point with the smallest visual angle is used as reference. Note
that this point may differ from the closest point used for distance estimates. This difference may
be significant especially when considering large objects. Using the smallest angle is conservative
since smaller angles are typically closer to the future ego trajectory. Accordingly, smaller visual
angles correspond to a closer proximity to potential accidents. Generally, human visual angle
estimation exhibits both systematic and random errors. Across a range of visual angles between
3◦ − 80◦, both horizontal and vertical random errors are > 5◦.453c,454

To ensure conservative estimates, the visual angle may be underestimated, but not overestimated.
Considering the human baseline, a constant permissible error of 5◦ is selected. For simplicity,
this error is applied for both azimuth and elevation regardless of the value of the angle. Fig. 7-3
provides a visual representation of the angular errors.

Ego

GT

Conservative

Non-Conservative

Figure 7-3: Angular position referencing ego heading and conservative estimates.455

450Sontges, S. et al.: Worst-case Analysis of the Time-To-React Using Reachable Sets (2018), p. 1891.
451Shalev-Shwartz, S. et al.: On a Formal Model of Safe and Scalable Self-driving Cars (2017), p. 10-11.
452Levin, C. A.; Haber, R. N.: Perceived interobject distance (1993), p. 252-253.
453Li, Z.; Durgin, F. H.: Perceived azimuth direction is exaggerated (2016), a: p. 6-7, b: p. 7, c: p. 7-15.
454Higashiyama, A.: Anisotropic perception of visual angle (1992), p. 225-226.
455Mori, K. T.; Peters, S.: SHARD (2023), Fig. 3 © 2023 IEEE.

86



7 Attributes

Radial Velocity

Radial velocity is considered based on the TTC in this work. One reason is the correspondence of
the TTC to the proximity of a collision. In addition, humans also estimate the TTC through the
expansion rate of the image rather than estimating speed.456

When considering human estimation performance, interceptive movements show high temporal
precision.457 However, this accuracy is based on continuous adjustments to the estimate rather
than an initial accurate estimate.458 Therefore, this accuracy does not transfer to the driving
context where the objective is avoiding collisions. For a following scenario, estimations inside
the moving car show errors of at least 30%.459,460 Other experiments show standard deviations
of at least 10% for TTC estimations with different velocities.461 For velocities approaching zero,
humans exhibit a threshold for perceiving looming which can be quantified as iTTClow = 0.21

s

for naturalistic conditions such as braking.462

This inverse time to collision (iTTC) is defined as 1/TTC = iTTC = v/d. The reason for
applying the iTTC is to avoid unbounded values for the TTC which occur for velocities of zero.
Since the distance never reaches zero as long as accidents are avoided, the values of the iTTC
remain bounded. For calculation of the iTTC, the distance of the GT object rather than the detected
object is used. This allows separating the velocity estimation error from the distance error. The
data from literature459,461 yields human iTTC estimation errors of > 10%. Conservative estimates
demand that the iTTC is never underestimated. This requirement is applicable for positive and
negative radial velocities. Adding the human perception threshold iTTClow to the relative errors
and including the requirement of a conservative estimate yields the permissible error:

∆iTTC ≤ 10% · iTTC + iTTClow (7-2)

Angular Velocity

The angular velocity indicates the possibility of a collision. Collisions are only possible for
sufficiently low angular velocities.

Compared to the previously discussed attributes, angular velocity estimation experiments are
generally conducted under less naturalistic conditions. Experimental setups involve estimating
velocities of gratings or points on a screen. Human performance for estimating angular velocity

456Yan, J.-J. et al.: Visual processing of the impending collision (2011), p. 2,19.
457Brenner, E.; Smeets, J. B. J.: How people achieve their amazing temporal precision in interception (2015), p. 16-17.
458Brenner, E.; Smeets, J. B. J.: Continuous visual control of interception (2011), p. 490-491.
459Cavallo, V.; Laurent, M.: Visual Information and Skill Level in Time-To-Collision Estimation (1988), p. 626.
460Kiefer, R. J. et al.: Time-to-collision judgments under realistic driving conditions (2006), p. 339-342.
461Hoffmann, E. R.; Mortimer, R. G.: Drivers’ estimates of time to collision (1994), p. 514-516.
462Markkula, G. et al.: A farewell to brake reaction times? (2016), p. 17-18.
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depends on factors such as luminance463 or velocity464. Nevertheless, errors above 5% are
observed for various settings.463,464,465,466 For angular velocities near zero, human perception
shows a threshold for motion detection at Θ̇low = 0.03◦/s for various settings.467,468

Since low angular velocities indicate collisions, underestimation is permissible while overestima-
tion is not. Considering this conservative estimate as well as the human accuracy, the permissible
error for angular velocities is:

∆Θ̇ ≤ 5% · Θ̇ + Θ̇low (7-3)

7.2.4 Non Collision Relevant Attributes

Collision avoidance is generally possible when considering the attributes discussed previously.
However, the attributes of size and orientation are typically considered by benchmarks469,470 and
may provide additional useful cues. An additional aspect is the object class which was previously
only discussed in relation to existence.

Size

Object sizes are typically considered as length, width and height of a bounding box. While size
is a relatively constant object property which may be inferred using priors471, this may lead to
degraded performance in other domains472.

Experimental conditions for size estimation are diverse and include naturalistic settings in open
spaces, monocular images and monitors with disparity available. However, the results show
general agreement across different experimental conditions. The accuracy of size estimation
does not differ significantly between different distant ranges such as 0-50 m and 50-100 m.471

This phenomenon known as size constancy is shown for distance ranges of up to 700 m and
depends on the availability of context and distance cues.473. In naturalistic driving conditions these
cues are generally available. Studies show relative errors of above 6% for screens with disparity

463Takeuchi, T.; Valois, K. K.: Velocity discrimination in scotopic vision (2000), p. 2012-2017.
464Bruyn, B.; Orban, G. A.: Human velocity and direction discrimination (1988), p. 1327.
465Chen, Y. et al.: The precision of velocity discrimination across spatial frequency (1998), p. 1330-1331.
466Haarmeier, T.; Thier, P.: Detection of speed changes during pursuit eye movements (2006), p. 345-346.
467Snowden, R. J.; Kavanagh, E.: Motion Perception in the Ageing Visual System (2006), p. 11-12.
468Murakami, I.: Correlations between fixation stability and visual motion sensitivity (2004), p. 754.
469Sun, P. et al.: Scalability in Perception (2020), p. 2447.
470Caesar, H. et al.: nuScenes (2020), p. 11622-11623.
471Haber, R. N.; Levin, C. A.: The independence of size perception and distance perception (2001), p. 1140-1141.
472Wang, Y. et al.: Train in Germany, Test in The USA (2020), p. 11715-11717.
473Zalevski, A. et al.: Size Estimation with Night Vision Goggles (2001), p. 2-4.
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Figure 7-4: Size error in perpendicular direction and projection according to orientation.

information474 and 8% for estimating indoor object size from monocular images475. In outdoor
settings, relative errors of above 5% are obtained for an unfamiliar object476. The estimation error
is generally lower for familiar objects that show little variance in size471. All aforementioned
studies consider height or size perpendicular to the line of sight of the observer. For objects in
space, results from judging aspect ratios of an L-shape on the ground show the ratio of true and
perceived aspect ratio to be < 0.8477, suggesting lower accuracy in depth direction.

To account for this fact, the permissible size error is first quantified for the perpendicular case as
∆s⊥. Summarizing the literature introduced above474,475,476 yields a human perpendicular size
error of ∆s⊥ > 5% · s. Since the accuracy in depth direction is lower477, the size error ∆s⊥ is
projected according to the orientation of the object as shown in Fig. 7-4. Exclusively evaluating
this projected error means that the permissible errors in radial direction are not bounded. However,
from section 7.2.3 it is known that human errors of 15% occur when estimating distances in
radial direction. Therefore, it is assumed that the same threshold of 15% is also applicable to
bound permissible size errors in radial direction. Accordingly, the size error is evaluated using the
projected perpendicular size error which is additionally bounded in radial direction. Conservative
estimates prohibit underestimation of size, while the permissible overestimation is:

∆s ≤ min

(︃
∆s⊥
sin(β)

, 15% · s
)︃

(7-4)

474Mckee, S. P.; Welch, L.: The precision of size constancy (1992), p. 1457.
475Wu, Y. et al.: Size-to-depth (2018), p. 2.
476Gilinsky, A. S.: The Effect of Attitude upon the Perception of Size (1955), p. 180.
477Loomis, J. M.; Philbeck, J. W.: Is the anisotropy of perceived 3-D shape invariant across scale? (1999), p. 400.
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Orientation

Orientation estimation provides useful cues in addition to motion such as distinguishing a driving
and reversing car478 or for pedestrians in standstill479. Existing requirements on datasets are
inconsistent and range between 20◦ − 45◦ depending on the class.480,481

Generally, little information about human performance is available in literature. However, a
small-scale study on amazon mechanical turk workers for human orientation estimation from
monocular images shows a standard deviation of approximately 9◦.482 Therefore, this requirement
is adopted and ±9◦ orientation error is used as requirement. Since no contrary information is
available, this requirement is extended beyond the yaw angle reported in the studies to also include
roll and pitch angle. While the practical impact of this assumption is not fully clear, it should be
noted that large roll and pitch angles are uncommon in traffic scenarios.

Class

Classification differs from the other attributes since it has been previously treated in chapter 5.
There, all required object categories are defined. Classification is evaluated as a separate attribute
according to the required object categories. However, common object detection datasets do
not offer sufficiently fine-grained annotations. Therefore, results regarding the attributes in this
section are presented using the predefined dataset classes.

7.2.5 Summary

In this section, an overview across the results obtained from the method and its application is
provided.

So far, the entire pipeline for evaluating object detection has been reviewed. The detection task is
decomposed to distinguish different interpretable aspects. For each aspect, the common principles
of conservative estimations and the human baseline are referenced. This yields a metric and a
threshold defining acceptable performance. These criteria define different types of perception
failures. All failures are designed in such a way that they typically do not occur for human
performance.

478You, R.; Kwon, J.-W.: VoNet (2016), p. 196.
479Yu, D. et al.: Continuous Pedestrian Orientation Estimation (2019), p. 1.
480Braun, M. et al.: EuroCity Persons (2019), p. 1848.
481Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), p. 3357.
482Hara, K.; Chellappa, R.: Growing Regression Tree Forests (2017), p. 306-308.
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An overall evaluation of a detection algorithm is performed simply by counting the occurrence
of failures. However, simply considering the number of occurrences neglects the number of
scenes or objects. Therefore, a normalization with the number of GT objects similar to MOTA483

is applied to enhance interpretability. Since each attributes defines clear failures separately, no
weighting between different attributes is required.

7.3 Results

In this section, results for the practical application of the criteria developed in previous sections
are shown. First, the implementation used to derive results is presented. This is followed by an
overview over the evaluation results. The effect of different matching strategies on the evaluation
is shown as first result. Subsequently, the prevalence of different failures, comparisons of different
detection algorithms and the potential of sensor fusion are each considered separately.

7.3.1 Implementation

Performing a perception evaluation requires evaluation data as well as detection algorithms.

The public nuScenes dataset484 is used as source for evaluation data. Like other datasets, nuScenes
only offers a limited annotation frequency and a limited number of classes. However, the number
of classes is higher than for other 3D object detection datasets. More specifically, the evaluation
procedure is implemented for the standard nuScenes validation split. To obtain popular detection
baselines, the mmDetection3D framework485 is leveraged. The objective in this work is to show
exemplary evaluation results for common baselines. Accordingly, the detectors PointPillars486 and
CenterPoint487 for lidar as well as the detector FCOS3D488 for camera are selected. Backbones
are selected arbitrarily since the effect on mAP is within a few percentage points. The focus
of this section is to obtain a general estimate of the detection performance on the proposed
requirements. Therefore, detailed choices of backbones are inconsequential. For PointPillars, the
SECFPN backbone is used while FCOS3D leverages a ResNet101 w/ DCN backbone. CenterPoint
is applied with a SECFPN backbone using voxels with a size of 0.1 m and with circular non-
maximum suppression. All baselines apply default settings and pretrained weights downloaded
from mmDetection3D489.

483Bernardin, K.; Stiefelhagen, R.: Evaluating Multiple Object Tracking Performance (2008), p. 2-5.
484Caesar, H. et al.: nuScenes (2020).
485MMDetection3D Contributors: MMDetection3D (2020).
486Lang, A. H. et al.: PointPillars: Fast Encoders for Object Detection from Point Clouds (2019).
487Yin, T. et al.: Center-based 3D Object Detection and Tracking (2021).
488Wang, T. et al.: FCOS3D (2021).
489MMDetection3D Contributors: MMDetection3D (2020).
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7.3.2 Matching

As previously indicated, the association procedure may apply different methods for matching. In
this section, the corresponding results are presented for the mini split of the nuScenes dataset484.

To consider matching failures, both FP and FN failures are summed up and normalized with the
number of GT objects. Results in Fig. 7-5 show the prevalence of failures for different association
procedures for different algorithms. While the performance for the different detectors differs, the
conclusions for the matching strategy are identical. First, it is verified that applying the standard
Hungarian algorithm does indeed yield higher failure rates when compared with a greedy matching
strategy. Secondly, the custom modification of the Hungarian algorithm which considers the
outliers performs similar to the greedy matching. This indicates that the outliers indeed account for
the difference, which is eliminated by modifying the cost matrix. With this custom modification,
both matching strategies perform equally. Due to its simplicity, greedy matching is applied for
the remainder of this work.

Figure 7-5: Comparison of detection performance for different matching algorithms.

7.3.3 Prevalence of Failure Types

This section focuses on the commonalities observed in different object detection baselines. For
brevity, only the results of CenterPoint487 are shown.

One noteworthy observation is that the detection results are generally not conservative. This
means that for each attribute, approximately half of the estimates exhibit a corresponding failure.
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Figure 7-6: Frequency and optimum of failures of the CenterPoint detector normalized with the number of GT
objects for collision relevant attributes. Unlike metrics based on recall and precision, lower is better.490

Considering multiple attributes, this means that almost every object shows perception failures
owing to nonconservative estimations.

However, besides conservative estimates, detection accuracy is also of practical relevance. There-
fore, accuracy is evaluated separately by neglecting failures due to lack of conservativity. Results
for different failure types of the detector are depicted in Fig. 7-6 for different confidence thresholds.
The most frequent collision relevant failures occur for association. TP failures for attributes such
as velocity and location of correctly matched objects are less frequent. However, among the
different TP failures for collision relevant attributes, velocity failures are the most frequent. Only
considering accuracy for the optimal confidence thresholds yields 0.72 collision relevant failures
per GT box on average for CenterPoint. Further failures for the non collision relevant attributes
occur as depicted in Fig. 7-7. Similar results are obtained for the other detectors with FCOS3D at
0.82 and Pointpillars at 0.76 collision relevant failures per GT object.

490Modified from Mori, K. T.; Peters, S.: SHARD (2023), Fig. 6 © 2023 IEEE.
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Figure 7-7: Failure frequency of the CenterPoint detector normalized with the number of GT objects for non
collision relevant attributes. The optimum confidence threshold is provided for the collision relevant failures.

7.3.4 Different Detectors

The general trends shown in the previous section are similar between detectors. However, this
section emphasizes the remaining differences between different detection architectures.

For this section, matching and velocity failures are considered. Both failure types are selected
since the previous section showed them to be the dominant failure types.

Different baselines consisting of two lidar detectors and one camera detector are compared in
Fig. 7-8. As indicated by the dashed lines in the image, the optimal confidence thresholds differ
between detectors. The overall distribution of failures is similar between different detectors.
Nevertheless, differences regarding the number of failures as well as their distribution over
different confidence thresholds prevail.

7.3.5 Ideal Fusion and Uncorrelated Fusion

It is commonly assumed that the fusion of different detectors and modalities improves performance.
This section explicitly tests this assumption. As in the previous section, results are presented for
matching and localization failures.

The objective in this section is to provide an upper bound for the potential of sensor fusion. In
addition, state of the art fusion architectures show high variability and are in many cases complex.
Therefore, a hypothetical ideal fusion is constructed in this section. This fusion operates on the
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Figure 7-8: Frequency and optimum of matching and localization failures for different detectors normalized with the
number of GT objects.491

two object list outputs from two detectors and constructs a single object list as output. Basically,
the assumption is that a correct output is generated if either detector is correct. Accordingly, false
negatives are only output if they are present in both input object lists. Similarly, false positives
are also only output if present in both object lists. This fusion effectively assumes knowledge of
the GT to generate results. It therefore inevitably overestimates the performance which can be
practically achieved. However, it does provide an upper performance bound.

A common factor which reduces fusion performance are potential correlations of failures. In order
to achieve the optimum redundancy, two detectors should not exhibit correlations of their failures.
Therefore, a second fusion reference is calculated under the assumption of zero correlation. If no
correlation is present, the final failure likelihood can be calculated by multiplication of the two
failure likelihoods of both detectors. This uncorrelated fusion also represents an idealized fusion.

491Modified from Mori, K. T.; Peters, S.: SHARD (2023), Fig. 7 © 2023 IEEE.
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Both fusion approaches are compared with the baseline performance in Fig. 7-9. It is observed
that the ideal fusion achieves performance improvements over the baseline. The effect is most
pronounced for the most frequent matching failures. However, the ideal fusion of three detectors
fails to yield substantial additional performance gains. For lower failures probabilities, the ideal
fusion shows higher failure likelihoods than the uncorrelated fusion.

Figure 7-9: Frequency of matching failures normalized the number of GT objects and localization failures
normalized with TP boxes of three detectors for the optimum confidence threshold compared with an ideal fusion

and with a hypothetical case with no failure correlation.492

492Modified from Mori, K. T.; Peters, S.: SHARD (2023), Fig. 8 © 2023 IEEE.
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7.4 Conclusion

This chapter presented a method to define requirements for attributes of detected objects. Based on
the common principle of interpretability, different attributes each received a separate requirement.

It was found that legal and safety requirements are insufficient to define requirements for attributes.
Therefore, this chapter relied heavily on considerations of the human detection performance.
The entire object detection evaluation pipeline was reconsidered while considering safety and
the human baseline. It was found that greedy optimization is a suitable strategy for matching.
Matching is performed using the closest point as reference without consideration of object class.
The matching threshold is a point distance which scales with the egocentric distance. While
temporal requirements of detection within 150 ms exist, no requirements for unique identification
or tracking of objects over time were identified. Therefore, the attributes are evaluated separately
and for every frame. For interpretability, the collision relevant attributes and non collision relevant
attributes are distinguished. The former include distance, angular position, radial velocity and
angular velocity while the latter include attributes such as size, orientation and class. In the case
of each attribute, suitable requirements from literature were identified.

Applying the novel requirements to existing detectors showed that conservative estimates are not
reflected in the detection results. However, even when neglecting conservativity, frequent failures
ranging from 0.72 to 0.82 failures of collision relevant attributes per GT object occurred. These
results were similar for all three object detectors studied in this chapter. Furthermore, an idealized
sensor fusion was considered to estimate an upper performance bound of fusion. Results showed
that such an idealized fusion does demonstrate potential benefits over single detectors. However,
even the idealized fusion exhibits higher failure rates than when calculating theoretical failure
rates for zero correlation.

A full discussion of the attribute results along with the corresponding RQ3 is provided in sec-
tion 9.3.3 under consideration of the validation results presented in chapter 8.
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8 Validation

So far, results were based on an argumentation and then partly plausibilized. However, the open
question remains how to validate object detection requirements. Therefore, the following RQ4 is
addressed in this chapter:

How can detection requirements be validated with respect to the safety of the driving task?

The first section presents an overview of the validation method. This is followed by an application
of the validation method to the relevance and attribute results. Finally, a conclusion of this
relevance chapter is provided. The content of this chapter was in parts published in previous
publications493,494 coauthored by the author. The content also appears in the work by Storms495

created concurrently with this work.

8.1 Method

In this section, the method for validating the detection requirements is presented. First, a prelimi-
nary discussion introduces the basis of the method. Next, an overview of the proposed validation
method is provided. Finally, this approach is formally specified.

8.1.1 Preliminaries

As noted in section 3.4, limited attention has been directed to the validation of detection metrics.
Furthermore, there is no generally accepted method available in literature.

Previous approaches for detection criteria are generally either based on an argumentation or on a
specific implementation of a downstream planner. However, previous methods fail to reconcile
these two complementary approaches. The proposed method therefore aims to combine these
approaches. Once again, the common principle of the human baseline is applied. This objective is
also present in previous planners496 as well as the planner-centric metric Planning Kullback-Leibler
Divergence (PKL)497. However, the objectives for a path planner typically include additional
requirements. Objectives regarding infractions, mission goals498 and comfort lead to ambiguous

493Storms, K. et al.: SURE-Val: Safe Urban Relevance Extension and Validation (2023).
494Mori, K. T.; Peters, S.: SHARD (2023) © 2023 IEEE.
495Storms, K.: Context Aware Data Reduction (2023).
496Bansal, M. et al.: ChauffeurNet (2018), p. 8-12.
497Philion, J.; Fidler, S.: Lift, Splat, Shoot (2020), p. 14057-14058.
498Dosovitskiy, A. et al.: CARLA: An Open Urban Driving Simulator (2017), p. 6
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planning objectives. In addition, the ambiguity in objectives also complicates the definition of
consistent evaluation metrics.499

The idea presented in this work is to adapt the method presented by PKL500 and apply it to
validate the previously developed requirements. However, one core limitation of planning based
approaches is the lack of validity of the planner itself.501 Therefore, modifications are introduced
in this work to disambiguate the objective and allow a clear performance evaluation.

8.1.2 Overview

Following the preliminary discussion, the overall concept of the validation method is presented in
this section.

In accordance with the common principle of the human baseline, the objective is to determine the
influence of perception failures on the human driving task. An ideal study of this kind may be
conducted in a driving simulator. While this approach directly studies the influence on humans, it
incurs substantial cost. Therefore, the proposed method utilizes a motion prediction algorithm to
approximate the human driving behavior instead. Formulating the objective as motion prediction
of all vehicles including the ego vehicle instead of path planning offers a number of advantages.
Firstly, motion prediction can be evaluated open-loop on recorded data in an offline manner.
Therefore, real world recordings from public datasets can be applied directly. This avoids the need
for closed-loop simulations as in previous work502,503,504, for which validity is difficult to achieve.
The prediction performance is explicitly quantified in this work and used as part of the validation.
This is in contrast to previous work500, which does not present a method to deal with potential
errors in the planner501. The issue of potential planning errors is exacerbated by the ambiguities
in the planning objectives.505 By contrast, the objective of the motion prediction is unambiguous.
Another difference to prior work is that for the proposed method, no full AD pipeline is created.
Instead, the motion prediction acts as proxy for human behavior.

The basic idea of the validation considers the fact that the pass/fail criteria define boundaries for
acceptable errors. For example, removing irrelevant objects or slightly offsetting the location
within the permitted bounds is considered acceptable. Validity with respect to the human baseline
means that the acceptable perception errors do not influence human driving behavior. The motion
prediction is used as proxy for this human behavior. Therefore, manipulating the object list
within the acceptance criteria should not influence the prediction performance. Conversely, a

499Caesar, H. et al.: nuPlan: A closed-loop ML-based planning benchmark (2021), p. 4.
500Philion, J. et al.: Learning to Evaluate Perception (2020).
501Mao, J. et al.: 3D Object Detection for Autonomous Driving (2023), p. 1914.
502Henze, F. et al.: Admissible Uncertainty Bounds for Planning Algorithms (2021), p. 3120-3130.
503Jha, S. et al.: Watch Out for the Safety-Threatening Actors (2022), p. 6-9
504Philipp, R. et al.: Accuracy Requirements for Environmental Perception (2021), p. 131-133.
505Guo, Y. et al.: The efficacy of Neural Planning Metrics (2020), p. 2.
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difference in prediction performance indicates a criterion is not valid. By subjecting the object
list to different manipulations, each criterion is validated separately.

8.1.3 Formal Specification

The previous description is high-level and thus does not provide sufficient formal specification of
the approach. Therefore, this section introduces the metrics and mathematical methods applied to
specify prediction performance and to perform comparisons.

Prediction errors are measured with the common average distance error (ADE) metric for the
top ten trajectories used by the nuScenes motion prediction benchmark506. For different inputs,
the global prediction performance is evaluated across the whole dataset. This global evaluation
avoids effects resulting from local performance issues and non-deterministic predictions. Contrary
to previous approaches locally evaluating scenarios, this procedure acknowledges the inherent
uncertainty of predicting future trajectories. The global error is represented as ECDF of local
prediction errors per object. To account for potential non-deterministic predictions, predictions
are performed multiple times for each input. Finally, the sets of ECDFs for different inputs are
compared. Accordingly, a criterion is considered valid if the global error distribution remains
unchanged. The equivalence of the error distribution is evaluated with a statistical test. The
Cramer-von Mises test for two empirical distributions507 is applied. This test yields a p-value
reflecting the confidence that both ECDFs are samples drawn from the same underlying distribution.
Notably, this confidence reflects the distribution similarity as well as the sample size. Pairwise
comparisons are performed for multiple runs with the same input as well as for different inputs.
All p-values are plotted as a box plot to obtain a visual representation. While it is possible to
introduce threshold values for p, the suitable choice for such a threshold is debated.508 Instead,
this work leverages the comparison of two GT inputs as reference for valid p-values. Therefore,
p-values for other inputs are compared with the GT-GT case instead of introducing thresholds.

8.2 Results

In this section, results for the application of the validation method are presented. Firstly, the
implementation used for the application of the validation is briefly described. Next, a verification
of the validation procedure itself is provided. This is followed by a validation of the criteria
proposed earlier in this work. However, it should be noted that the classification results of this
work are not validated. The reason is that publicly available datasets do not provide annotations
for the proposed categories.

506nuScenes: nuScenes prediction task: Leaderboard (2020).
507Anderson, T. W.: On the Distribution of the Two-Sample Cramer-von Mises Criterion (1962), p. 1148.
508Benjamin, D. J. et al.: Redefine statistical significance (2018), p. 6.
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8.2.1 Implementation

To evaluate the practical utility of the proposed method, an implementation on a public dataset is
provided.

As for previous results, the standard validation split of the nuScenes dataset509 is utilized. The
prediction network is selected from the nuScenes motion prediction leaderboard510. An algo-
rithm with a publicly available implementation is selected among the top entries at the time of
implementation. Therefore, the PGP algorithm511 with its corresponding implementation512 is
selected and applied with pretrained weights and default settings. The prediction takes inputs
from a square region of interest reaching from [-20 m, 80 m] in longitudinal and [-50 m, 50 m] in
lateral direction. Within this region, lane information, humans and vehicles are provided to the
network. This default region of interest is maintained in all experiments. All experiments are
performed ten times with the same input.

8.2.2 Verification

This section presents different results which verify the proposed validation procedure. Firstly,
experimental results are presented for global and local evaluation. This is followed by boxplots
comparing the regular input with verification inputs.

Global Versus Local Evaluation

In this section, results of comparing results locally for each object and frame as well as comparing
globally across the whole dataset are presented. Results are displayed in Fig. 8-1. The evaluation
is run for multiple runs with the same GT input. The dashed lines show pairwise comparisons
of multiple runs according to the local evaluation. Due to nondeterministic predictions of the
PGP algorithm, significant noise averaging 0.33 m is observed even for identical GT inputs.
The corresponding prediction error as used by the global evaluation is shown by the bold lines.
Prediction performance is explicitly shown by the distribution, averaging at 0.96 m. Despite the
local noise in predictions, the global error distributions are barely visually distinguishable in the
plot. This means that the global prediction error distribution is robust to noise resulting from
nondeterministic predictions.

509Caesar, H. et al.: nuScenes (2020).
510nuScenes: nuScenes prediction task: Leaderboard (2020).
511Deo, N. et al.: Multimodal Trajectory Prediction Conditioned on Lane-Graph Traversals (2022).
512nachiket92: PGP: Multimodal Trajectory Prediction Conditioned on Lane-Graph Traversals (2022).
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Figure 8-1: ECDFs of prediction errors as ADE for top ten trajectories for different inputs and noise for multiple runs
with same GT inputs.513

Verification Inputs

For the verification of the validation procedure, artificial inputs for verification purposes are
constructed. The idea is to construct inputs which are implausible and invalid to ensure that the
validation procedure uncovers them.

The first two verification inputs considers the relevance of objects. Verification is abbreviated
with “V” with an additional number to distinguish different verification inputs. The second letter
abbreviates relevance and distance as “R” and “D”, respectively. The first input denoted as VR1
simply removes all objects in a scene. This ensures that any relevant objects present in the scene
are definitely removed. However, this does not ensure that the validation is also able to uncover
subtler invalid inputs. Most importantly, removing fewer objects may be difficult to uncover for the
validation procedure. Therefore, the second verification input VR2 is constructed to selectively
remove relevant objects. For this purpose, all vehicles within 2 m from the heading axis of the
ego vehicle are removed in VR2. In this case, approximately 5% ob the objects are removed. This
value is chosen to be lower than the number of objects filtered out by the relevance criteria put
forth in this work. It should be noted that both prediction inputs still include lane information
in addition to object information. This is necessary since preliminary experiments showed the
prediction performance severely deteriorates in absence of lane information.

513Modified from: Storms, K. et al.: SURE-Val: Safe Urban Relevance Extension and Validation (2023), Fig. 3.
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Figure 8-2: ECDFs of prediction errors as ADE for top ten trajectories for different verification inputs.514

Besides manipulating the existence of objects, manipulating attributes is also studied. For this
purpose, two additional verification inputs utilize large distance errors. The third verification
input VD3 halves the distances while the fourth verification input VD4 doubles the distance. It
should be noted that increasing the distance can lead to objects being removed since they move
outside of the region of interest applied to the prediction input.

Results for the verification are displayed visually in two different ways. Firstly, the error distribu-
tions as ECDFs are shown in Fig. 8-2. Note that only one of ten runs is depicted in the graph for
better visualization. Overall, it is observed that the error distributions are visually similar. This is
true even for the condition VR1 where all other objects are removed from the input. However,
enlarging the image indicates differences between the verification inputs and the GT input. In
addition to a visual comparison, the results of the statistical tests are shown as boxplot in Fig. 8-3.

The y-axis depicting the p-values is log scaled. The leftmost box shows the comparison of
different runs using the same GT input (GT-GT). This case exhibits high p-values with limited
variance due to noise. All remaining boxes except the second column indicate comparisons of
verification inputs with the GT input. It is observed that p-values are orders of magnitude smaller
with increased variance. The low p-values indicate a high confidence that the error distributions
are in fact different for the verification inputs. Most importantly, the p-values differ from the
GT-GT case. Therefore, the validation procedure considers the verification inputs invalid. Since
the verification inputs are invalid by design, this is the desired behavior. Thus, the verification of
the validation procedure is successful.

514Modified from Storms, K. et al.: SURE-Val: Safe Urban Relevance Extension and Validation (2023), Fig. 3.
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Figure 8-3: Boxplot of p-values testing for equality of distribution for pairwise combinations.515

8.2.3 Relevance

After verifying the validation procedure, the validation is applied to the requirements developed
in this work. Since dataset annotations are insufficient to evaluate the classification criteria of
this work, only relevance and attribute requirements are validated. This section focuses on the
relevance results.

In this section, the validation procedure is applied to the relevance criteria of this work. It should
once more be noted that the input of the prediction network already uses a geometric region
which also filters objects. This filtering is maintained when evaluating the relevance criteria of
this work for consistency. The proposed relevance criteria are only additionally applied within
the predefined region of interest. In this case, approximately 10% of the objects are additionally
filtered out by the proposed relevance criteria. The visual results of the error distribution are
presented as red line in Fig. 8-4.

As previously, only one of multiple runs is shown for this visualization. The same verification
results as in the previous Fig. 8-2 are depicted in gray for reference. It is observed that the results
for the proposed relevance criteria appear very similar to the GT input. Qualitatively, the two
distributions appear indistinguishable, even for the enlarged portion of the image. This result
supports the relevance criteria of this work, since it indicates that the prediction performance is
unaffected. The quantitative results of statistically testing for equality are depicted in the left part
of Fig. 8-3.

515Modified from Storms, K. et al.: SURE-Val: Safe Urban Relevance Extension and Validation (2023), Fig. 4.
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Figure 8-4: ECDFs of prediction errors as ADE for top ten trajectories for verification inputs and relevant inputs.516

Comparing relevant inputs with GT inputs (GT-R) shows similarly high p-values as for identical
GT inputs (GT-GT). This occurs despite the fact that (GT-R) filters out more objects than (GT-
VR2). Therefore, the prediction performance is not affected by the relevance criteria proposed in
this work. Since the falsification of the relevance criteria failed, this lends support to the proposed
relevance criteria.

8.2.4 Attributes

As next step, the same validation procedure is also applied to the attribute criteria.

For each attribute, the requirement defines the permissible error. Each attribute is considered
separately by modifying the GT attribute with the maximum permissible error. This modification
is applied to all input objects in a scene. In this section, the focus lies upon the criteria for location.
The reason is the simple manipulation of the prediction input which is less trivial for other
attributes. Different assumptions regarding localization requirements are validated separately in
the following. The first part focuses on the distinction of different localization error types such as
distance and azimuth angle. This is followed by considering the direction or conservativity of
errors. Finally, the magnitude or thresholds of the errors are scrutinized. Previous results showed
that differences in error distributions are difficult to visually distinguish. Therefore, the following
evaluation only visualizes the boxplots which resolve differences more accurately.

516Modified from Storms, K. et al.: SURE-Val: Safe Urban Relevance Extension and Validation (2023), Fig. 3.
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Different Types of Error

In this work, the pass/fail criteria assert that different types of localization error such as distance
and angle should be evaluated separately. Therefore, a validation of this hypothesis is provided in
this section.

To this end, the locations of the objects are subjected to manipulation in radial distance direction
and in azimuth direction by changing the azimuth angle. For both types of error, an equal error
magnitude is selected in accordance with the largest nuScenes threshold of 4 m517. The result of
the comparison is depicted in Fig. 8-5. Distance errors and angular errors clearly exhibit different
p-values with p-values for angular errors being orders of magnitude smaller. The different impact
on the prediction indicates that distinguishing different types of error is valid. Furthermore, the
results also show that for the threshold of 4 m, different values than for the GT input are observed.
This means that depending on the direction of the error, the largest threshold of 4 m applied by
the nuScenes dataset already impacts the prediction performance. Accordingly, this threshold is
falsified by the validation procedure.

Figure 8-5: Boxplot of log-scaled p-values for comparing prediction error distributions of different inputs with
different error types and directions with the GT input.518

517Caesar, H. et al.: nuScenes (2020), p. 11622.
518Modified from Mori, K. T.; Peters, S.: SHARD (2023), Fig. 4 © 2023 IEEE.
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Direction of Error

In addition to different types of error, conservativity is demanded by the requirements developed
in this work. Therefore, results for applying the same error magnitude in different directions are
evaluated.

Results are also depicted in Fig. 8-5 for both distance and azimuth errors. In either case, the p-
values observed differ between different error directions. However, the effect is more pronounced
for angular errors which differ by orders of magnitude. It should be noted that the ADE metric in
this work only considers the Euclidean distance of points. The influence of the direction occurs
despite this symmetry of the evaluation metric. This indicates that the prediction is impacted
differently for different error directions. However, the results do not support conservativity. In
fact, the non-conservative estimate of overestimating distances exhibits similar p-values as the
GT input. This indicates that non-conservative estimates are valid for human behavior despite
conflicting with safety principles previously introduced in this work.

Error Scale and Magnitude

After studying the impact of different types and error directions, the permissible thresholds remain
as open question. In this work, thresholds scaled with distance are proposed which are validated
in the following.

When comparing thresholds scaling with distance with constant thresholds, a fair comparison
requires equal error budgets. Therefore, the fixed errors are chosen to be equal to distance scaled
errors when averaged across the whole dataset. This yields an average distance error of 5.29 m
which corresponds to the distance error of 15%. For an azimuth error of 5◦, an average location
error of 3.07 m is obtained. As previously, results are depicted in boxplots in Fig. 8-6. Constant
errors exhibit lower p-values than their respective counterparts which scale with distance. For
the distance errors, p-values range in the same range as for GT inputs for distance scaled errors
and adding constant errors. One exception is subtracting a constant error which exhibits lower
p-values. For the angular errors, all p-values are lower than for GT inputs by orders of magnitude.
Overall, the p-values for constant errors are smaller than the p-values for distance scaled errors.
This means that the statistical evidence supporting an influence of the errors on the prediction is
stronger for constant errors. Conversely, the influence of distance scaled errors on the prediction
performance is less pronounced. Therefore, the validation supports scaling errors with distance.
In addition, the distance threshold selected in this work is supported despite being more lenient
than common dataset thresholds. However, the thresholds for angular error are not supported.
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Figure 8-6: Boxplot of log-scaled p-values for comparing prediction error distributions of different inputs with
different error scales and magnitudes with the GT input.519

8.3 Conclusion

In this chapter, a novel method was presented to validate requirements for object detection.

The approach leverages a DNN for motion prediction. Since the prediction provides a proxy for
human driving behavior, it directly reflects the common principle of the human baseline. Contrary
to prior methods based on neural planners, prediction has unambiguous task objectives which can
be evaluated open-loop. However, the common principles of legal and safety requirements are
only implicitly considered to the degree that they are reflected in the human driven trajectories
of the training data. The validation introduces modifications to the object list used as input for
the prediction. If the modification within the threshold specified by the requirement does not
impact the prediction, the requirement is considered valid. In order to account for the inherent
uncertainties of prediction, a global prediction evaluation across the whole dataset was proposed.
Whether the prediction is impacted was evaluated by a statistical test comparing the global error
distribution. While the DNN itself is not interpretable, the validation procedure still reflects the
common principle of interpretability if applied to interpretable requirements.

519Modified from Mori, K. T.; Peters, S.: SHARD (2023), Fig. 5 © 2023 IEEE.
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The validation method was only applied to the relevance and localization requirements of this work
due to the availability of annotations and suitable motion prediction networks. A verification using
artificially constructed inputs showed that the validation procedure successfully identifies invalid
input modifications. The subsequent application of the validation method to the relevance results
supported the proposed criteria. Regarding the localization requirements, the validation supported
the approach of this work to distinguish different types and directions of errors. Conversely, the
center distance of 4 m applied by the nuScenes dataset520 was shown to be invalid. Furthermore,
the validation also supported scaling the error thresholds with the egocentric distance as performed
in this work. However, the conservative estimates applied in this work were not supported. The
distance error threshold of this work was supported while the angular error threshold was not.

A full discussion of the validation results along with the corresponding RQ4 is provided in
section 9.2 following the discussion of the overall method of this work.

520Caesar, H. et al.: nuScenes (2020), p. 11622.
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9 Discussion

The joint discussion of the methodology and results of the previous chapters is presented in the
following. An overview of the structure of the discussion is provided in Fig. 9-1.

Overall RQ: Safety

Overall Methodology

Discussion

RQ1: Classification RQ2: Relevance RQ3: Attributes

RQ4: Validation

RQ2: RelevanceRQ1: Classification RQ3: Attributes RQ4: Validation Chap 1

Chap 4-8

Chap 9

Sec 9.2

Sec 9.3.1

Overall RQ: Safety Sec 9.4

Overall Methodology Sec 9.1

Sec 9.3.2 Sec 9.3.3 Sec 9.3

Implications Sec 9.5

Figure 9-1: Overview of the structure of the discussion.

While this chapter is also structured according to the RQs, it occasionally deviates from the
sequence of previous chapters. Firstly, the overall methodology introduced in chapter 4 is discussed.
However, the discussion of the overall RQ regarding safety is postponed until the other RQs 1-4
are discussed. Among the other RQs, the discussion of RQ 4 regarding the validation of detection
requirements is presented first. The reason is that consideration of the validity of the results is
required for the discussion of the other RQs. Therefore, RQs 1-3 are each discussed separately in
the sections following the validation. Having treated the overall methodology as well as the other
RQs, the overall RQ regarding safety is discussed. With this, all RQs regarding requirements for
different aspects of the object detection task are answered. Finally, the implications which these
novel requirements bear on data acquisition and object detection are discussed.
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9.1 Overall Methodology

In order to answer the overall RQ, an overall methodology was proposed in chapter 4 of this work.
The overall RQ was decomposed into four different RQs which treat different aspects separately.
However, common principles were introduced and applied to each of the RQs.

In this section, the overall methodology of this work is discussed. Firstly, an overview is provided
regarding how the common principles are reflected in each method and result presented in
chapters 5-8. This is followed by a discussion of the high-level concept of eliciting and validating
requirements. Next, limitations of the overall approach are presented. Finally, this section is
concluded with a brief summary. Note that answering the overall RQ is postponed until section 9.4
after all the other RQs have been answered.

9.1.1 Common Principles

The common principles of this work consist of interpretability, legal, safety and human aspects. In
this section, the overall methodology and the results from chapters 5-8 are discussed with respect
to these common principles.

Interpretability is reflected in the results in different ways. Firstly, the results show that it is possible
to consider a perception module separately from the downstream planner. All requirements are
interpretable on the detection interface without requiring a full specification of the planner.
The assumptions regarding the planner are mostly limited to assuming conformity with road
regulations and respecting safety requirements. Only the relevance results require additional
information regarding the planner. However, even in this case the information is limited to
high-level attributes such as latency and available accelerations. Secondly, the presented approach
emphasizes interpretability by developing requirements for different aspects of the object detection
task. Furthermore, different attributes are also decomposed and considered separately. Overall,
the results of this work show that interpretability is feasible for detection requirements.

Legal requirements mainly refer to road regulations, which impose specific behavioral require-
ments for automated vehicles. This principle finds direct application in the development of
classification requirements. In addition, it provides the basis for the behavioral requirements
regarding relevance. Compliance with legal requirements must be ensured in any case for the
driving task. However, behavioral requirements do not directly provide detection requirements.
Therefore, further substantiation is required. The results of this work show that applying the
remaining common principles sufficiently bridges this gap.

Safety requirements are implicitly included in legal requirements. As with legal requirements,
safety is only well-defined with respect to safety outcomes on a behavioral level. For classification,
a coarse categorization based on existing traffic studies was introduced to refine sub-categories
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of obstacles. While safety outcomes require consideration of the future, the corresponding un-
certainty is successfully addressed using worst-case assumptions. This principle is applicable
when formalizing possible trajectories as equations for relevance estimation. The safety principle
is essentially sufficient to formally specify relevance. Safety is also incorporated into attribute
requirements when defining the object reference. Furthermore, conservative estimates are de-
manded for various attributes to incorporate safety. However, classification, the parametrization of
the relevance model and attribute requirements still require further specification from an additional
principle.

The common principle of the human baseline is frequently applied throughout this work. It is
applied for all aspects which are insufficiently specified when considering road regulations and
safety aspects. Firstly, they are applied to the classification requirements to increase interpretability.
While the classification requirements are applicable without this consideration, it improves the
practical application for typical labeling approaches. For the relevance estimation, the human
baseline is applied for the parametrization of the minimum planning specifications. Both system
latency and available accelerations are chosen tomatch their human counterparts. Themost prolific
use of the human baseline is found in the attribute requirements. Various aspects considering
association, temporal aspects of tracking, the choice of attributes and the thresholds to define
requirements are based on human performance. The validation approach also heavily relies on
the human baseline for driving behavior.

Overall, the proposed solution includes the common principles for each aspect. The different
research questions merely differ regarding the degree to which each principle is applied. This
indicates that the selected principles generalize across different aspects and are practical. Combin-
ing the common principles is sufficient to develop the individual methods for each of the aspects
considered in this work.

9.1.2 Overall Methodology

This section only contains the discussion of the overall methodology followed in this work.
Discussion on the details of different aspects, the validation and the relation to the overall RQ is
left for later sections.

In this work, an argumentative approach to develop the detection requirements is proposed. Most
notably, the results show that it is possible to derive detection requirements based on an argumen-
tation. All requirements consider the context of the driving task while retaining interpretability.
Since they are based on broad common principles, they generalize across different scenarios in
a large-scale public dataset. When evaluating a detection component, these requirements are
independent of the specific downstream implementation. Furthermore, no complex neural network
is required for the application of the evaluation. Nevertheless, a neural network is applied for the
validation as is explained in the following. This offers benefits regarding the availability of an
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implementation521 as well as regarding computational effort when applying the requirements. In
addition, the approach avoids the problems associated with the lack of robustness which neural
networks typically exhibit522,523. However, these requirements based on an argumentation require
further validation by a different approach.

For validation, this work proposes to leverage an approach based on a DNN for prediction.
Predicting human trajectories refers to the human baseline instead of simply using a specific
implementation of a planner. Utilizing a motion prediction component also circumvents the
ambiguities of the planning task. Standard motion prediction metrics are utilized to evaluate the
prediction component. Results empirically verify the presence of noise in the non-deterministic
predictions used in this work. However, it is important to note that future trajectories are inherently
uncertain. Any single GT trajectory is therefore considered to be a sample drawn from an
underlying unknown distribution. Any local prediction performance contains the scenario context
as well as a stochastic component. For an unknown distribution, these two components cannot be
distinguished. This means that local stability of trajectories as applied by PKL524 is not meaningful.
Accordingly, the prediction evaluation is applied globally across an entire dataset in this work.
The sufficiently large sample size ensures the results are not influenced by local stochastic effects.
Furthermore, considering the error distribution across a large number of samples is also robust
to the local performance issues that DNNs may exhibit. It should be noted that any observed
differences in predictions cannot be explained due to the black-box nature of DNNs. Therefore,
this approach is only used to validate interpretable requirements obtained from another source.

This validation approach effectively reconciles the analytic requirements with a DNN-based
approach. Firstly, it is demonstrated that obtaining simple interpretable requirements based on an
argumentative approach is feasible. Furthermore, it is possible to validate these requirements with
a context-aware motion prediction DNN. The requirements are thus substantiated by evidence
from two independent sources. The agreement of two different sources allows gaining confidence
in the results.

9.1.3 Limitations

Despite the encouraging results, the proposed methodology naturally also has limitations.

The methodology relies upon the German StVO525 as exemplary road regulation as a basis for legal
requirements. Therefore, no definitive conclusion regarding the transfer to other road regulations
can be drawn. For the classification, specific terminology and regulations of the German StVO

521Wolf, M. et al.: Safety-Aware Metric for People Detection (2021), p. 2760.
522Houben, S. et al.: Inspect, Understand, Overcome (2022), p. 6.
523Willers, O. et al.: Safety Concerns and Mitigation Approaches (2020), p. 341.
524Philion, J.; Fidler, S.: Lift, Splat, Shoot (2020), p. 14057-14058.
525Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013).

113



9 Discussion

structure the final result. The relevance results also rely on the road regulations, but mainly
on implicitly specified safety objectives. Accordingly, the specifics of the German StVO are
weakly expressed in the final result. It can be observed that other traffic regulations such as
the California Driver’s Handbook526 and the Japanese Road Traffic Act527 include similar safety
objectives regarding collisions. Thus, a transfer of the relevance results to other regions and road
regulations seems plausible. This is also supported by the validation of the relevance results on
the nuScenes dataset, which is recorded in Singapore and Boston528. However, this aspect requires
further validation. In addition, a direct transfer of the classification requirements seems less
likely. If differences between regulations emerge, it is currently not known if general requirements
encompassing multiple road regulations are possible.

The results for this work are aimed at the urban domain. It should be noted that the results do not
include any assumptions which are specific to the urban domain. Nevertheless, the results and
validation results are only obtained for one urban dataset. Study on other datasets is warranted
to ensure that no overfitting to the dataset content is present. Most importantly, the dataset only
includes normal driving situations. This is of note when considering the relevance methodology
which is also designed for driving maneuvers at the physical limits or in hazardous situations.
However, since these extreme maneuvers in proximity of accidents are not contained in existing
public datasets, they cannot be validated. More generally, the data-based validation is limited by
available datasets. Relevant limitations for this work include the number of classes and available
annotation ranges.

Overall, the limitations center around the two aspects of the generality of the legal framework
and the available data for testing. The transfer to other legal frameworks and other data cannot be
guaranteed. Nevertheless, the methodology is in principle applicable to these cases, warranting
further investigation.

9.1.4 Summary

In this section, a brief summary for the discussion concerning the overall methodology is provided.

Firstly, the overall RQ was decomposed into different aspects. For each of these aspects, a
combination of the common principles was utilized to derive an answer. It was shown that
the suggested approach is feasible to develop object detection requirements in driving context.
The methodology is based on an argumentation incorporating interpretability, legal and safety
requirements as well as the human baseline. The methodology was only investigated for a
single legal framework and a single dataset. While a transfer to other regulations and datasets
is plausible, this remains an open question. Nevertheless, the interpretable requirements were

526State of California Department of Motor Vehicles: Autonomous Vehicle Testing Permit Holders (2022).
527Ministry of Justice: Road Traffic Act (1960).
528Caesar, H. et al.: nuScenes (2020), p. 11620.
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successfully validated. The validation relies upon the complementary approach of leveraging a
DNN component in the form of a motion prediction. Thus, the interpretable requirements are
supported by an independent validation procedure. To the knowledge of the author, this is the
first reconciliation of this kind which generalizes across a whole large-scale perception dataset.
Before answering the overall RQ, the following sections first discuss the other RQs 1-4.

9.2 Validation

In this section, the validation method as well as its verification are discussed. This allows a
joint discussion of the proposed object detection requirements and their validity in the following
sections. Finally, the conclusion of this section provides an answer to the RQ4.

9.2.1 Validation Method

The high-level aspects of the validation method relating to the overall methodology of this work
were previously discussed in section 9.1.2. Rather, the focus here lies on more detailed aspects of
the specific choices regarding the validation method.

Prediction Network

The validation method of this work utilizes a neural network for motion prediction. One natural
question is which requirements apply to the motion prediction network. As opposed to PKL
which develops a custom network529, no specific requirements apply. The method is applicable
without modification for any motion prediction which outputs a set of potential trajectories. This
flexibility is exemplified for the motion prediction applied in this work which provides discrete,
non-deterministic prediction trajectories.

As discussed in section 3.3.2, one potential problem with such an approach is the validity of
the DNN itself. The proposed approach has the advantage that the performance is explicitly
quantified as distribution of prediction performances. For the presently applied prediction, the
global performance exhibits an average error of 0.96 m. For this performance, it is possible to
apply accuracy requirements for the prediction quality. However, there are currently no such
requirements available. This means that it is currently difficult to ascertain if the prediction
performance of an algorithm is sufficient. Nevertheless, the prediction performance at minimum
provides a ranking between two different prediction algorithms. Higher prediction accuracy
should be favored if two algorithms are available, especially in the case of disagreements. For this
work, a state-of-the-art prediction network at the time of implementation was selected. Essentially,
this means that for currently available prediction quality, a falsification of the object detection

529Philion, J.; Fidler, S.: Lift, Splat, Shoot (2020), p. 14057-14058.
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requirements was not possible. Results may differ for other prediction algorithms, especially if
more accurate algorithms become available in the future. However, the transfer of the results to
other available predictions was not explicitly tested and is left for future work.

To sum up, the validation method is flexible with respect to the motion prediction network. Since
prediction performance is explicitly evaluated, the accuracy of the motion prediction is explicitly
considered as part of the validation procedure.

Application

Where possible, the validation method is applied to the requirements of this work. However, not
all requirements can be validated by the proposed method due to limitations of the available data
and the prediction network. This includes the classification requirements as well as some of the
attribute requirements. Therefore, the validation method is only applied to the relevance results
and to the localization requirements for the attributes. Details are discussed in later sections.

Limitations

As already indicated in the previous sections, the validation procedure is limited by the available
data and the prediction network. The validation of the classification is not possible since current
datasets do not provide annotations for the classes suggested in this work. In addition, the
prediction network only processes a limited number of classes.

For the validation of the relevance, no critical situations are evaluated due to their absence in the
dataset. Furthermore, the validation only evaluates false negatives where relevant objects are
erroneously removed. Among those objects declared relevant, the validation cannot distinguish
truly relevant objects from false positives which are in fact irrelevant. This is in line with
the conservative estimates of this work. However, improving and testing the specificity of the
relevance remains an open question left for later work. Another limitation of the relevance is that
it is currently only evaluated within the fixed region of interest of the prediction network.

Regarding attributes, only location is validated since the validation is trivially applicable. For
the velocity errors, location and velocity must be consistently manipulated to achieve physically
plausible trajectories. How to perform this manipulation is currently unclear. Furthermore, the
validation is limited by the inputs considered by the prediction implementation. Attributes such
as size or orientation are currently not considered by typical prediction components. Therefore,
validating these attributes requires prediction algorithms which leverage these attributes with
sufficient sensitivity.

Yet another limitation is the fact that safety outcomes are not explicitly considered. The prediction
component only allows an evaluation of the influence on human trajectories. More specifically,
the validation approach evaluates whether a change in the input is likely to yield changes in human
driven trajectories. This means that safety is only implicitly considered in the results to the degree
that is reflected in human driving behavior. In particular, the results in section 8.2.4 show that
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conservative estimates are not supported. This means that a nonconservative estimate of attributes
such as distance does not lead to a change in human driving behavior. However, this does not
necessarily mean that this unchanged driving behavior selected by the human driving behavior is
also safe. Furthermore, the significance of such nonconservative estimates likely also depends on
the safety margins which the downstream planner adopts. How to determine if a given behavior is
safe and how to integrate this into the validation procedure remains an open question.

Overall, most of the current limitations do not concern the validation method but the current
implementation. Given more diverse datasets including critical situations and predictions which
consider more different types of input is likely to alleviate these issues. Nevertheless, the validation
method is already applicable for the relevance and localization requirements.

9.2.2 Verification

Since a novel validation method is presented, it is necessary to provide a verification. In this
section, a discussion of the verification experiments performed in this work is provided.

The verification is attempted with four different inputs. Each input is constructed to contain
implausible modifications to the object list. Therefore, each modification provides an invalid input
to the prediction network. Invalidity is based on intuitive notions such as the importance of the
existence of objects in front of the vehicle or the importance of large distance errors. Firstly, the
results show that the impact on prediction as visualized by the distribution functions is visually
difficult to distinguish. The reason is that the prediction network also relies on lane information.
Most likely, many driving situations are influenced by lane geometry and driver preference more
than by other traffic participants. Despite the visually subtle differences, the proposed statistical
analysis is able to clearly resolve these. The resulting p-values plotted as boxplots successfully
identify all verification inputs as invalid. For the relevance, it is verified that the validation method
is able to resolve small differences. Even the filtering of 5% of objects in one verification scenario
is falsified. This indicates that the validation method is sufficiently sensitive to small numbers of
objects. The number of 5% is considered because the relevance method removes 10% of the input
objects.

However, it is currently not clear what the minimum differences are which the proposed validation
method can resolve. Firstly, it is unclear how large the difference in p-values must be to consider
an input invalid. However, it should be noted that most of the results of this work achieve orders of
magnitude difference in p-values. Therefore, the necessity to argue with minute differences does
not arise. Secondly, determining the sensitivity is complicated by the fact that the corresponding
verification inputs are difficult to define. Since the current verification inputs represent large
variations of the input, judging them as invalid is possible. This becomes increasingly difficult
as the invalidity of the verification inputs becomes more subtle. Further improvements to the
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validation with regards to sensitivity may be possible. Creating subsets of data with specific
corner cases may better resolve small differences in perception performance.

While the exact sensitivity of the validation method is unknown, it is sufficient for the verification
inputs of this work. Overall, the verification of the validation is successful and supports the
proposed validation method.

9.2.3 Conclusion

The key points from the discussion regarding the validation procedure are summarized in this
section. Finally, an answer to RQ4 is provided.

Overall, the validation method leveraged a motion prediction algorithm to assess the impact
of detection errors. The approach is agnostic to the design of the prediction network. Explicit
consideration of prediction performance allows comparing different motion prediction algorithms.
Evaluating globally across an entire dataset avoided difficulties arising from nondeterminism and
local performance issues that DNNs may exhibit. Since the impact on the prediction performance
was often subtle, a statistical evaluation was required. While the novel method currently still
possesses some limitations, future datasets and prediction algorithms are likely to alleviate these
issues. The only remaining principle limitation of the proposed validation approach is the lack of
explicit consideration of safety outcomes in the prediction task. The validation only considers
safety implicitly through the impact on human driven trajectories. At the same time, it was not
explicitly evaluated if the impact or lack thereof is actually safe. Nevertheless, the validation is
already sufficiently practical to validate the relevance and the localization requirements. Testing
the validation with artificially constructed implausible inputs successfully verified the validation
procedure.

To conclude the discussion of the validation, RQ4 is considered:

How can detection requirements be validated with respect to the safety of the driving task?

This work showed that a validation relying on a motion prediction network trained on human
behavior is possible. Potential errors and nondeterminism in the motion prediction DNN required
a global evaluation with statistical methods. Since the validation method is not interpretable in
itself, it is most suitable for application to simple interpretable requirements.

9.3 Object Detection Requirements

In this section, results for the different types of requirements are discussed separately. Classifica-
tion, relevance and attributes are each considered in the following. Each section begins with a
general discussion of the method and results regarding each aspect. Furthermore, a comparison
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with prior approaches such as those found in datasets is provided. This is followed by additional
content specific to each aspect and the limitations of the results. Each section concludes with an
answer to the respective RQ 1-3. Finally, this section is concluded with a summary and answer to
the overall RQ.

9.3.1 Classification

This section presents a general discussion followed by a comparison with datasets which represent
the common approach prior to this work. After discussing the severity of misclassifications, some
limitations of this work are outlined. Finally, a conclusion regarding the RQ1 is provided.

General Discussion

In this work, the common principles are applied to obtain requirements for classification. This
section provides general discussion of the classification method including the validity. Finally,
the research question is discussed.

To derive the required categories, each of the common principles is applied in a structured manner.
These requirements are represented by a hierarchy of classes which must be distinguished for
the task of driving. The minimum number of categories is defined by the legal categories. One
benefit of these abstract categories is that they are applicable to any object which is encountered.
This is conceptually similar to the task of detecting out-of-distribution objects or obstacles. For
these obstacles, the exact type is typically not further classified.530,531,532,533,534 Furthermore, the
proposed requirements provide additional categories encoding safety. Accident statistics may
be used to further substantiate the division according to severity and likelihood of collisions.
However, this is left for future work. Finally, human perception is considered to yield interpretable
categories which humans can readily perceive.

Current publicly available datasets do not provide annotations for the classification requirements
of this work. Accordingly, it is at present not possible to apply the validation method of this work.
While further validation is required, the classes are substantiated by an explicit argumentation
incorporating the safety of the driving task.

Comparison with Datasets

A comparison shows that the classification structure proposed in this work deviates from existing
dataset categories.

530Pinggera, P. et al.: Lost and Found (2016), p. 1102.
531Geyer, J. et al.: A2D2: Audi Autonomous Driving Dataset (2020), p. 7.
532Blum, H. et al.: Fishyscapes (2019), p. 2405-2406.
533Chan, R. et al.: SegmentMeIfYouCan (2021), p. 3.
534Metzger, K. A. et al.: A Fine-Grained Dataset (2021), p. 7894-7899.
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As shown in section 5.3.2, this work identifies 45 classes originating from legal and safety require-
ments. Furthermore, section 5.3.3 introduces 80 additional categories based on human perception,
which increases the overall number of categories to 125. The number of categories is therefore
higher than in typical driving datasets such as Mapillary Vistas535 with 66 segmentation classes
or nuScenes with 23 detection classes536. Since traffic signs, markings and traffic installations
are neglected thus far, the final number of categories is expected to be higher. For instance, the
Mapillary traffic sign detection dataset distinguishes 313 different traffic signs.537

Neither the dataset classes nor the results of this work are validated. However, the dataset
categories are apparently arbitrary and fail to provide any argumentation for their selection.
Accordingly, legal and safety requirements are not considered in the dataset class definition. It is
therefore likely that the explicit consideration for classification improves the safety of the driving
task.

Severity of Misclassification

One question regarding the classification structure is if the severity of class confusions is encoded.

It should be noted that the edges of the graph containing the categories differ in their meaning.
Edges may imply a distinction due to legal, safety or perception requirements. Since these different
aspects are difficult to compare, severity is only captured to a limited degree. Even for different
edges relating to legal categories, the severity may differ. A higher distance in the tree corresponds
to a larger number of legal requirements which are transgressed. However, the severity of the
transgression may differ depending on which node is considered.

Even if severity is not fully captured in the hierarchy, it may be possible to identify conservative
class estimates. For such classes, the conservative estimates may be selected if uncertainty
is present for the classification. In case of the legal categories, potential candidates are legal
categories which only have a single legal category as child node. Within the entire hierarchy,
only four such cases including motorways and built-up areas are present. However, in case of the
provided examples, a confusion may lead to a severe misjudgement regarding the permissible
velocity. Since the resulting potential harm to other traffic participants is not acceptable, only
two conservative estimates remain. This shows that most misclassifications are critical since
they indicate a transgression of rules. It should be noted that a confusion of different perceptual
categories within the same legal and safety category is acceptable. An example visible in the
classification structure from section 5.3.3 are the perceptual categories “Taxi” and “Truck” which
are visually distinct. However, both classes belong to the legal category “vehicle” so that the
same traffic rules apply for interaction with both of these perceptual categories. Regardless, the

535Neuhold, G. et al.: The Mapillary Vistas Dataset (2017), p. 5002-5003.
536Caesar, H. et al.: nuScenes (2020), p. 11621.
537Ertler, C. et al.: The Mapillary Traffic Sign Dataset (2020), p. 6.
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fact that conservative class estimates are rare remains. Therefore, hierarchical losses may not be
required for adequate classification.

Limitations

The current classification hierarchy still has limitations regarding specific classes, attributes and
relations.

For the legal structure, different sub-classes for traffic signs, markings and traffic installations are
currently not distinguished. However, their recognition is typically considered separately538,539

and is not related to the task of collision avoidance considered in this work. Furthermore, these
categories are well specified in road regulations540 and are in parts also included in previous
datasets541,542. While an integration of such classes into the present structure is therefore likely
straightforward, this is left for future work.

However, another aspect limiting traffic signs, markings and traffic installations is present. These
categories rely on relations and attributes, which are not present in the current structure. For the
task of AD, attributes depending on the object category are relevant.543 An example is the state of
a traffic light which is available in the DriveU Traffic Light Datastet.544 Furthermore, the relations
between different objects and attributes may also be relevant. An example is the interaction
between traffic signs, lights and police officers.545 One previous work incorporates interactive
attributes between objects into a pre-existing dataset.543 Other works formalize semantic and
spatial relations for objects, the road and infrastructure elements.546,547 Yet another approach is the
behavioral semantic scenery description which directly considers the behavioral space.548 Overall,
different approaches to consider attributes and relations are available. While an integration into
the proposed ontology may be possible, this is left for future work.

Conclusion

Regarding the classification it was demonstrated that it is possible to obtain classification require-
ments in a structured manner. The novel categories differ substantially from existing datasets,
hindering the validation of the proposed categories. Nevertheless, the proposed classification

538Ertler, C. et al.: The Mapillary Traffic Sign Dataset (2020), p. 8-9.
539Chen, J. et al.: A real-time and high-precision method for small traffic-signs recognition (2022).
540Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013), p. 38-81.
541Huang, Y.; Chen, Y.: Autonomous Driving with Deep Learning (2020), p. 2706-2707.
542Ertler, C. et al.: The Mapillary Traffic Sign Dataset (2020), p. 6.
543Metwaly, K. M. et al.: CAR - Cityscapes Attributes Recognition (2021), p. 2-3.
544Fregin, A. et al.: The DriveU Traffic Light Dataset (2018), p. 3379.
545Bundesministerium für Justiz und Verbraucherschutz: StVO (06.03.2013), p. 20-21.
546Buechel, M. et al.: Ontology-based traffic scene modeling (2017), p. 1473-1474.
547Karimi, A.; Duggirala, P. S.: Formalizing traffic rules for uncontrolled intersections (2020), p. 44-45.
548Glatzki, F. et al.: Behavioral Attributes for a Behavior-Semantic Scenery Description (2021), p. 669-670.
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requirements provide an argumentation incorporating legal and safety requirements. Despite the
hierarchical structure, severity of misclassifications is only encoded to a limited degree. Fur-
thermore, only few categories allow conservative class estimates. The classification hierarchy is
currently limited with respect to traffic signs, markings and installations as well as relations and
attributes. While an integration into the classification structure may be possible, this is left for
future work.

Finally, as a conclusion to the discussion of the classification requirements, RQ1 is considered:

Is it possible to systematically identify categories which must be distinguished to safely perform
the driving task?

Currently, the answer to this question provided by this work is a tentative yes. The results
demonstrate that it is indeed possible to provide a structured approach to identify categories.
Both legal requirements and safety were explicitly considered in an interpretable way. However,
the current lack of validation prevents providing a more definitive answer. While a validation
with the method proposed in this work is conceptually possible, it requires dataset annotations
reflecting the categories of this work. Furthermore, prediction networks which leverage such
class information are required.

9.3.2 Relevance

In this section, a discussion of the relevance requirements is presented. First, a general discussion
including the validity is provided. This is followed by a comparison with common datasets and
the limitations of the results. Finally, this section is concluded with a discussion of RQ2.

General Discussion

The proposed approach first defines the concept of relevance specifically for the task of object
detection. Furthermore, relevance is developed based on an understanding of behavioral require-
ments in driving context. By considering uncertainties and a minimum system specification, the
safety of the driving task is taken into account. Overall, the approach is successful in identifying
relevant objects. The approach is conservative by design, designed to exclude objects which can
confidently be declared irrelevant.

As discussed for the results in section 6.3, 10% of the objects are filtered out by the relevance
criteria of this work. Nevertheless, the validation procedure indicates that the prediction is
unaffected if irrelevant objects are discarded. The p-values between verification inputs and the
proposed relevance method differ by orders of magnitude. Furthermore, the p-values for all inputs
show similar boxplots as when comparing with only the relevant inputs. Therefore, the validation
supports the proposed relevance criteria. This validity is observed even though the validation
method is sufficiently sensitive to clearly distinguish the verification scenario which removes 5%
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of the objects. Validity is only ensured with respect to the conservative assumptions, meaning
that false negatives are avoided.

The distance distributions of different scenarios shown in section 6.3.3 are generally similar.
However, the R.TT and the T.XT scenario exhibit the largest distances. All scenarios are more
conservative when compared to a TTC threshold of 4 s obtained from literature549. This is
expected since the relevance is constructed in a conservative manner. Furthermore, the distances
of relevant objects are large. Depending on the scenario type, distance values above 100 m are
obtained. This fact is further discussed in the following section regarding the comparison with
datasets.

Comparison with Datasets

In this work, relevance is considered as an attribute of an object. This conceptually differs from
common datasets which use heuristics including distance and visibility.

As shown in the previous sections, relevant objects at large distances of above 100 m are observed.
This indicates that common distance thresholds ranging between 30 m550 and 75 m551 are insuffi-
cient. Overall, more explicit consideration of the annotation range of datasets is required. It should
however be noted that relevance as conceptualized in this work is not a geometric region but a
property of an object. Transferring the results to determine a relevant region requires assumptions
regarding the attributes of the objects. However, how to argue these assumptions is at present
unclear. Therefore, this question is left for future work.

The fact that relevance is a property of the object also has implications beyond the annotation
distance. A noteworthy fact is that objects may be relevant despite not being visible in the sensor
data. Naturally, this case does not occur in datasets which annotate based on visibility in sensor
data. Nevertheless, it is possible that this typical annotation approach fails to include objects
which may be relevant to the ego vehicle. The implications of the relevance concept of this work
for sensor setups and annotation procedures of datasets are discussed in section 9.5.

Limitations

Despite the encouraging results, the relevance results exhibit some limitations.

Firstly, only 10% of objects can be excluded from the data based on relevance. It is currently
not known if the specificity of the relevance model can be improved while maintaining validity.
Furthermore, no approaches to evaluate specificity are available. The current reference to the
annotated objects is limited by the annotation procedure. Furthermore, relevance is conceptualized
as the possibility of a collision. It does not determine which objects directly influence the behavior

549Mahmud, S. S. et al.: Application of proximal surrogate indicators (2017), p. 155-156.
550nuScenes: nuScenes Detection Task: Leaderboard (2020).
551Sun, P. et al.: Scalability in Perception (2020), p. 2447.
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in a given situation. Defining and improving specificity is likely to deliver a more complete picture
of relevance.

Besides the general limitations to the validity, the relevance model also includes parameters.
These parameters are required for application of the relevance model to real world data. The
parameter values selected in this work are validated together with the relevance method. However,
the parameter values of reaction time and braking accelerations may differ in some situations.
For instance, icy or oily road surfaces may reduce the available braking acceleration. Further
argumentation and validation is required to select parameter values under such conditions.

Conclusion

The relevance criteria of this work are successful in providing a conservative estimate of relevant
objects. Leveraging a novel validation methodology, the relevance results were shown to be valid.
An analysis of relevant objects revealed that these occur at large distances of above 100 m. In
addition to the large ranges, even objects which are not visible in sensor data may be considered
relevant. This indicates that more explicit consideration of relevance by datasets is required.
Limitations of this work include the limited number of 10% of objects considered irrelevant.

Finally, a conclusion is presented for RQ2 regarding relevance:

Is it possible to systematically identify objects relevant for detection based only on information
contained in the object list while considering the safety in driving context?

The results obtained obtained in this work are sufficient to answer the question with yes. The
proposed relevance method exclusively relies on information contained in the object list. At
the same time, the approach presented a systematic method to identify objects relevant for
detection. The safety of the driving context was explicitly considered in the argumentative
approach. Furthermore, the driving context is also present in the validation procedure which
successfully confirms the relevance requirements.

9.3.3 Attributes

In this section, requirements for the attributes of objects are discussed. After an initial general
discussion considering both the validity and the initial RQ, a comparison with existing detection
metrics is performed. This is followed by a performance analysis of standalone detectors as well
as the idealized fusion algorithms. Next, limitations of the proposed attribute requirements are
presented. Finally, a conclusion regarding RQ3 is provided.

General Discussion

The method proposed in this work is able to derive requirements for different attributes. Different
attributes are each treated separately. Human detection errors from different literature sources
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show sufficient agreement to provide simple requirements. Plausible requirements are obtained
for the attributes of localization, velocity, size and orientation. In addition, the whole evaluation
pipeline is reconsidered including the matching operation. Furthermore, aspects of the tracking
task are also considered for the requirements. The result are interpretable requirements which
allow independent evaluation of different attributes. All requirements are substantiated by an
argumentation based on the common principles of safety and human performance.

The validation procedure is applied to the localization requirements in this work. Different
assumptions of this work are validated successfully. Firstly, the distinction between angular and
distance errors is valid according to its impact on the prediction. The direction or sign of the
error also exhibits an impact on the prediction. While distinguishing the direction of the error is
supported, conservativity is not. Rather, nonconservative errors appear to have a smaller impact
on the prediction. One reason for this result is most likely the failure of the validation method
to consider safety outcomes. The validation uses a prediction which quantifies the impact on a
human driven trajectory. However, this does not necessarily mean that the impact or lack thereof
on the human trajectory is also safe. Another potential reason is the fact that the full impact
of conservativity is only observed in near-accidents which are not included in the dataset. The
validation further supports to scale location errors with the distance from the ego vehicle for both
angle and distance. For the distance, the proposed distance threshold of 15% error is confirmed
by the validation. This indicates that the general approach of using human errors from literature
other than for driving context is a feasible approach. Furthermore, it supports the process of
using interpretable error thresholds as simple upper bound on human detection performance.
The angular error threshold of 5◦ is not supported by the results. It appears that the angular
error thresholds suggested by the prediction are more restrictive than previously proposed. One
potential reason is that the angular errors found in literature provided no data below 3◦. If the error
thresholds are smaller for small angles, this may be sufficient to explain the validation results.
Another possible reason is that humans rely upon relative distances to points of reference such as
the lane. In this case, an estimation of absolute angle as assumed previously in this work may
not be an adequate perceptual model. Further research is required to investigate the reason and
develop a valid alternative requirement.

Comparison with Previous Metrics

The proposed requirements provide distinct requirements for different attributes. This is in contrast
to typical evaluation procedures which tend to emphasize metrics aggregating different attributes.
However, standard evaluation pipelines use association thresholds based on localization require-
ments. The nuScenes dataset considers a GT object to be correctly matched if an object detection
is within a specified radius from the GT object center. While this general approach is retained
for interpretability, the threshold is modified for this work. For evaluation, the nuScenes dataset
applies different radii for matching, among which the most permissive radius is 4 m.552a However,

552Caesar, H. et al.: nuScenes (2020), a: p. 11622, b: p. 11621.
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the results in section 8.2.4 show this constant radius to be invalid. Similarly, various assumptions
which typical detection and detection evaluation pipelines follow are falsified. The validation
results clearly show that different types and directions of error require separate consideration.
Despite the higher validity of the results of this work, requirements are more permissive. This
means that higher average errors in direction of the radial distance are shown to be valid than
commonly assumed. Potentially, previous benchmarks have overemphasized precise localization
in depth direction. Furthermore, this work derives thresholds for attributes other than localization.
These other attributes have so far received comparatively less attention by benchmark evaluation
metrics.

Analyzing human performance leads to the requirement of detecting an object within 150 ms.
This is comparatively strict when considering existing datasets. For nuScenes, the time between
two annotated frames is 500 ms.409b Therefore, it is not possible to study or to meet the temporal
requirement of 150 ms on this dataset. Studying such temporal requirements requires higher
annotation frequencies. While the maximum annotation frequency is also limited by the scan
rate of 3D sensors such lidar and radar, datasets with annotation frequencies of 100 ms are
available553,554.

The importance of classification is diminished for the suggested evaluation procedure compared
to mAP which considers it a prerequisite for matching. However, aspects related to classification
can only be tested to a limited degree due to limitations in available annotated data. Even though
classification is not required for matching, it is still part of the requirements. The classification
required for the driving task was discussed in section 9.3.1. For current object detectors, it
is observed that perception errors are common even when classification is no longer required
for matching. One potential reason for this observation is an overfitting of current detectors to
prevalent detection metrics.

Detection Performance

The detection baselines evaluated in this work exhibit frequent failures. On average, FCOS3D
obtains 0.82, Pointpillars obtains 0.76 and CenterPoint obtains 0.72 collision relevant failures per
GT object. Unlike other performance metrics, lower is better for the failure likelihoods defined
within this work. The numbers mean that multiple failures are present in every frame. Matching
failures are the dominant failure type despite more lenient matching thresholds than commonly
applied. Furthermore, all detectors disregard conservativity, which may pose safety risks. Overall,
the object detection requirements are not met by current detectors. This provides evidence for the
absence of safety considerations not only in common evaluation protocols, but also in detectors.

In addition to an evaluation using the novel requirements, the performance is also discussed
regarding mAP. The mAP values obtained by the detectors are 32% for FCOS3D, 34% for

553Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), p. 3355.
554Sun, P. et al.: Scalability in Perception (2020), p. 2448.
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PointPillars and 56% for CenterPoint555. The ranking between the different detectors is identical
for mAP and the proposed requirements. It is possible to compare the discrepancies betweeen
the metrics if linear scaling assumed. In this case, the performance gap between PointPillars
and CenterPoint is larger on mAP than for the requirements of this work. Potentially, this
observation is explained by the assumption that CenterPoint provides a superior fine-grained
localization. Conversely, the performance gap between PointPillars and FCOS3D is larger in
this work than when evaluating mAP. A possible explanation is the fact that classification is not
among the collision relevant requirements of this work. Camera images generally contain richer
semantic information compared to lidar.556,557 Assuming that FCOS3D is capable of leveraging
this information, this may explain why better performance is shown for mAP which emphasizes
classification.

The present work proposes to evaluate for a single optimum confidence threshold. Each detector
has a different optimum confidence score for the evaluation. It has previously been observed that
confidence scores are not sufficiently calibrated.558,559 However, this calibration of confidence
scores is not a prerequisite for the proposed requirements. Contrary to metrics such as mAP,
confidence scores can be discarded entirely. Only a single object list is required as evaluation
input. How to leverage this fact along with other specifics of the proposed requirements for
detectors is a question left for future work.

Fusion Performance

To study correlation in fusion, two ideal fusions are proposed in this work. The proposed
ideal fusion has access to GT information in a late fusion scheme. While this is not a realistic
assumption for practical application, it provides an upper bound of fusion performance. This
fusion is compared with the uncorrelated case. For this mathematical model, failure likelihoods
are directly calculated based on the assumption of zero correlation. The ideal fusion generally
shows potential for large improvements over the single detector baselines. However, it is likely
that these performance gains cannot be fully realized for practical fusion algorithms. Nevertheless,
even this ideal fusion shows higher failure likelihood than the uncorrelated case for likelihoods
below 10%. This means that even an idealized fusion is still affected by correlation of failures.
Such correlations can originate from common causes for certain failures.560 In the present case,
factors such as occlusion or size may similarly affect different detectors. Furthermore, other
external factors such as adverse weather may further increase these correlations. The results

555MMDetection3D Contributors: MMDetection3D (2020)
556Fei, J. et al.: SemanticVoxels (2020), p. 185.
557Liu, Z. et al.: BEVFusion (2023), p. 2774.
558Willers, O. et al.: Safety Concerns and Mitigation Approaches (2020), p. 341.
559Kato, Y.; Kato, S.: A Conditional Confidence Calibration Method (2022), p. 1835.
560Stapelberg, R. F.: Handbook of Reliability (2009), p. 621-623.
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show that naively assuming correlation to be absent is not justified. Similarly, prior work has also
shown substantial correlations may occur for more theoretical settings.561

One common assumption is that utilizing different modalities is able to minimize the correlation
of errors. However, no substantial difference between combinations of the same or of different
modalities are observed. These results are of course limited by the camera and lidar algorithms
studied in this work. Therefore, this particular aspect requires further investigation. Another
potential for reduction of common causes is provided by utilizing other sensor types. Potential
candidates of other sensors which are currently understudied in public datasets include frequency
modulated continuous wave lidar, high-resolution radar or thermal cameras.

Limitations

While the attribute requirements are based on an argumentation and are partially validated,
limitations are still present.

Firstly, not all attributes for which requirements are put forth are in fact validated. Specifically, the
velocity, size and orientation requirements are not validated in this work. Furthermore, this work
proposes a unified consideration of tracking and detection. However, these aspects are currently
insufficiently considered in datasets. Since the annotation frequencies of current datasets are
insufficient, the validation method is not applicable.

While the localization requirements were validated, not all requirements could be confirmed. The
validation procedure does support to distinguish positive from negative errors. However, the
conservative property is not validated. A potential reason is the symmetric distance metric used
to evaluate the prediction. Therefore, safety outcomes resulting from these deviations are not
considered.

Conclusion

The results of this work showed that it is possible to quantify human detection for different
attributes separately. Furthermore, the detection evaluation pipeline was reconsidered regarding
the matching operation and the reconciliation with the tracking task. The resulting requirements
showed disagreement with dataset metrics. However, the validation procedure showed that
requirements currently applied by datasets are invalid. At the same time, proposals of this work
such as separating different error types and directions as well as scaling thresholds with distance
were supported. While the distance threshold of this workwas validated, the conservative estimates
and the angular threshold were not. Overall, the requirements of this work are more valid despite
being more permissive than previous requirements. Applying these novel requirements to existing
detectors showed that these exhibit frequent failures. Failures persisted even for an idealized
fusion, demonstrating that errors are correlated even for different detectors and modalities. This
result questions the capability of sensor setups relying on fusion to fully alleviate detection failures.

561Gottschalk, H. et al.: Does Redundancy in AI Perception Systems Help? (2022), p. 100-101.
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Finally, RQ3 regarding attributes is considered:

Is it possible to define requirements for the detected object attributes considering legal and safety
requirements for the driving task?

With the results of this work, the initial RQ is answered with a tentative yes. The results demon-
strate that it is possible to define requirements for the detected object attributes. Legal and safety
requirements were explicitly addressed in the method. Furthermore, the context of driving task
was also included into the validation method. While the possibility of obtaining valid attribute
requirements was demonstrated, further refinement and validation is required to extend the results
to all collision relevant attributes.

9.4 Overall Research Question: Safety

In this section, a conclusion of the discussion regarding all object detection requirements of this
work is presented to answer the overall RQ regarding safety.

Overall, it was shown that this work successfully derives requirements for classification, relevance
and attributes. This shows that it is feasible to obtain fully interpretable requirements based on
an argumentation. The argumentation is rooted in the common principles of legal and safety
requirements as well as the human baseline. A comparison with datasets showed substantial
disagreement across different aspects. However, for some of the requirements, a validation on
public datasets was possible. In these cases, many of the assumptions present in dataset metrics
were falsified. At the same time, the validation results largely supported the requirements proposed
in this work.

Reviewing the RQs 1-3, each question was at least tentatively answered positively in section 9.3.
Furthermore, RQ 1.3 was already positively answered in section 9.2.3. This means that presently,
all RQs relating to individual aspects of the overall question are sufficiently answered. Thus, it is
now possible to consider the overall RQ:

Is it possible to specify requirements for 3D object detection which consider the safety of the
driving task without fully specifying a downstream planning module?

Summing up the answers for the RQs 1-4, the answer for the overall RQ is therefore also positive.
The results of this work showed that it is indeed possible to derive requirements for 3D object
detection. All requirements consider the safety of the driving task both in the argumentative
approach and in the validation. In addition, the full specification of a downstream planning module
was avoided. Instead, the proposed method leveraged the human baseline for the argumentation
as well as for the validation. With this, all the research questions of this work are successfully
answered.
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9.5 Implications

So far, the discussion mainly focused on the methodology and the requirements pertaining to
the RQs of this work. However, the resulting requirements obtained as answer to the RQs may
also impact other related domains. The aspects of data annotation, sensor setups and algorithm
development are each discussed in turn.

9.5.1 Implications for Data Annotation

Current detection pipelines generally leverage large scale data for training and testing. In fact, the
data samples provide the requirements for data-based detection components. Therefore, the novel
general detection requirements require changes in the creation of datasets. Both the classification
and relevance require consideration during annotation.

The classification results showed that the proposed classes differ substantially from the classes
commonly found in datasets. This shows that the safety of the driving task requires more explicit
consideration. When defining dataset classes, an argumentation should be presented instead of
selecting classes arbitrarily. Among the proposed classes, some classes such as locations are not
boxable objects which are considered by object detection. Therefore, it may be necessary to treat
these classes as a segmentation task. Such a segmentation may be performed as 3D semantic
segmentation of lidar562 or as segmentation of a birds-eye-view map segmentation563. The classes
proposed in this work may be directly applied for future labeling purposes.

The relevance estimation impacts the objects which are required to be contained in the GT of a
dataset. It should be noted that this aspect cannot be explicitly studied on current dataset since
only objects contained in the GT can be evaluated. Nevertheless, the relevance of this work
is conceptualized as property of an object with specific attributes. This indicates that simple
heuristics such as circular regions of interest564,565 are insufficient. Any attempt to define a region
of interest requires assumptions regarding the object attributes. The author urges future dataset
creators to explicitly define and substantiate any such assumptions. Another notable aspect is that
relevant objects occur across the whole distance range of annotations. This implies that current
annotation ranges may be insufficient. Furthermore, objects are considered relevant regardless
of their visibility. This means that annotation procedures which solely rely on onboard vehicle
sensors are not able to capture relevant occluded objects.

Similar to the classification requirements, attribute requirements may be directly applied. As done
for the results in this work, the evaluation with existing annotations is possible. Since this is done

562Huang, Y.; Chen, Y.: Autonomous Driving with Deep Learning (2020), p. 2707-2709.
563Caesar, H. et al.: nuScenes (2020), p. 11621.
564Sun, P. et al.: Scalability in Perception (2020), p. 2447.
565nuScenes: nuScenes Detection Task: Leaderboard (2020).

130



9 Discussion

at evaluation time, no further modifications during annotation are required. Conversely, it may be
possible to simplify the data annotation when applying the novel requirements. For instance, the
collision relevant attributes only require the closest point of an object. The annotation of such a
point may be performed substantially faster than the annotation of the entire tight fitting bounding
box. However, the temporal requirements elicited in this work indicate that current annotation
frequencies may not always be sufficient. Annotations every 100 ms as already provided by
some datasets566,567 or even higher frequencies may be required to study and meet the temporal
requirement of detection within 150 ms.

Overall, the new requirements proposed in this work require reconsidering dataset annotation.
While the classes may be directly applicable, the relevance criteria may require substantial
modifications to the annotation procedure by leveraging additional external sensors.

9.5.2 Implications for Sensor Setups

The previous section considered the annotation procedure. However, this step is typically preceded
by the selection of a sensor setup for the dataset. In this section, the implications of the proposed
requirements on the design of these sensor setups are discussed.

As discussed in previous section, relevance is conceptualized as property of the objects independent
of visibility. Therefore, occluded or distant objects may be relevant for the ego vehicle. In real-
world datasets, obtaining accurate annotations for occluded areas may be difficult. One option to
alleviate this issue may be to utilize sensors external to the vehicle. While these approaches are not
currently applied in large-scale sensor datasets aiming at 3D object detection, different approaches
are put forth in literature. Datasets for various purposes have already explored leveraging additional
vehicles568, drones569,570,571 or infrastructure sensors572,573,574. Incorporating these ideas into 3D
detection datasets may be required to ensure that all relevant objects are annotated. An alternative
may be to modify the environment representation. Approaches using occupancy grids allow to
explicitly distinguish free areas from unobserved areas.575 Applying conservative assumptions
for potential objects in the occluded region as suggested by previous works576,577 may be feasible.

566Geiger, A. et al.: Are we ready for Autonomous Driving? (2012), p. 3355.
567Sun, P. et al.: Scalability in Perception (2020), p. 2448.
568Xu, R. et al.: V2V4Real (2023).
569Krajewski, R. et al.: The highD Dataset (2018).
570Breuer, A. et al.: openDD: A Large-Scale Roundabout Drone Dataset (2020).
571Lu, D. et al.: CAROM Air (2023).
572Yu, H. et al.: DAIR-V2X (2022).
573Hetzel, M. et al.: The IMPTC Dataset (2023).
574Tang, Z. et al.: CityFlow (2019).
575van Kempen, R. et al.: Combined Registration and Fusion (2023), p.2.
576Poncelet, R. et al.: Safe Geometric Speed Planning (2020).
577Orzechowski, P. F. et al.: Tackling Occlusions & Limited Sensor Range (2018).
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As indicated in the previous section, the temporal requirement of 150 ms proposed by this
work may require an annotation frequency which is not present for all datasets. However, the
annotation procedure typically leverages 3D sensors such as lidar and radar which provide a scan
every 100 ms. Accordingly, the maximum annotation frequency is currently also limited by the
maximum sensor frequency. For the appearance of an object, one scan every 100 ms means that
the object needs to be detected immediately in the first scan to meet the temporal requirement
of 150 ms. However, it is currently common to aggregate information from multiple frames for
tasks such as detection578,579,580 or tracking581,582,583. Therefore, it may be necessary to consider
sensors with higher frame rates in order to meet the novel temporal requirements.

In addition, the failure rates of current detection algorithms were shown to be high for the
requirements of this work. Furthermore, camera and lidar showed non-negligible correlations
even for an idealized fusion. These findings may necessitate large modifications to existing sensor
setups. Different options may be considered for future setups to potentially improve redundancy.
Firstly, redundancy may be increased by adding other sensor modalities such as radar, FMCW
lidar and thermal cameras. Furthermore, redundancy may be improved by increasing the number
of redundant sensors. These approaches are both supported by the fact that many companies
aiming at AD already apply additional modalities584,585 and sensors586,587,588,589. However, it is
currently not clear if and to what degree these modifications improve the redundancy of a sensor
setup. Therefore, further research in this direction is required.

Overall, the findings of this work regarding relevance and redundancy in fusion both suggest
deficiencies of existing sensor setups. Therefore, future sensor setups may require modifications
to better address these issues.

578Wang, Y. et al.: Train in Germany, Test in The USA (2020), p. 4.
579Chen, Q. et al.: Every View Counts (2020), p. 4.
580Laddha, A. et al.: RV-FuseNet (2021), p. 7060-7061.
581Pang, Z. et al.: SimpleTrack (2023), p. 2.
582Weng, X. et al.: 3D Multi-Object Tracking (2020), p. 10361.
583Chiu, H. et al.: Probabilistic 3D Multi-Object Tracking for Autonomous Driving (2021), p. 14229.
584Aurora: Voluntary Safety Self-Assessment (2021), p. 17-18.
585nuro: Delivering Safety (2021), p. 9-10.
586ApolloAuto: apollo (2021).
587General Motors: Self Driving Safety Report (2018), p. 7.
588Pony.ai: Our Approach to Safety: Pony.ai Safety Report (2020) p. 7.
589Zoox: Safety Innovation at Zoox (2018), p. 13-15.
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9.5.3 Implications for Detectors

Current object detection algorithms are typically designed for the prevalent benchmarks and
their requirements. Therefore, different requirements may also require reconsidering detection
architectures and training procedures.

It has been shown that the driving task requires a higher number of classes than present in current
datasets. For object detection in 2D image detection, the influence of the number of classes
is better studied. Some detection architectures such as class-specific convolutional heads in
single-stage detectors are not suitable for higher numbers of categories regarding computational
efficiency.590,591 Furthermore, large-scale classification over high numbers of categories often
requires dedicated architectures which differ from standard detectors. Previous work suggests
separate classification heads592,593 or even separate expert models594,595. Other works propose to
modify the training losses to improve upon the typical softmax classification.596,597 The stricter
classification requirement may also impact sensor fusion. While current benchmarks598,599 are
dominated by lidar-based methods, camera is considered to be better suited for classification600.
Therefore, stricter classification requirements may increase the benefit of incorporating infor-
mation from camera. This is also supported by the fact that lidar-camera fusion is more present
on the nuScenes leaderboard598. where more classes are distinguished than for Waymo601,602a.
Overall, results from 2D detection imply that detection architectures for 3D detection may require
modifications when scaling to a larger number of classes.

As indicated by the relevance criteria, relevant objects may occur at large ranges beyond 100 m.
For current object detectors, it is known that their performance deteriorates at larger distances.
Even on theWaymo Open dataset with denser lidar points602b, detectors exhibit lower performance
at higher distances602c. Furthermore, 3D object detection at large distances has been shown to
improve with dedicated architectures.603 Combined, this evidence indicates that object detectors
may require modifications to detect objects at larger distances than currently evaluated upon.

590Zhou, X. et al.: Probabilistic two-stage detection (2021), p. 2.
591Singh, B. et al.: R-FCN-3000 at 30fps: Decoupling Detection and Classification (2018), p. 1083-1084.
592Ertler, C. et al.: The Mapillary Traffic Sign Dataset (2020), p. 8-9.
593Zhu, B. et al.: Class-balanced Grouping and Sampling for Point Cloud 3D Object Detection (2019), p. 4.
594Liu, Y. et al.: 1st Place Solutions for OpenImage2019 (2020), p. 3-4.
595Niitani, Y. et al.: Team PFDet’s Methods for Open Images Challenge 2019 (2019), p. 2.
596Redmon, J.; Farhadi, A.: YOLO9000: Better, Faster, Stronger (2017) p. 6522-6524.
597Guo, Y. et al.: The efficacy of Neural Planning Metrics (2020), p. 2555.
598nuScenes: nuScenes prediction task: Leaderboard (2020).
599Waymo LLC: 3D Detection: Waymo Open Dataset: Challenge 1 (2019-2022).
600Feng, D. et al.: Deep Multi-Modal Object Detection and Semantic Segmentation (2020), p. 1342-1343.
601Caesar, H. et al.: nuScenes (2020), p.11621.
602Sun, P. et al.: Scalability in Perception (2020), a: p. 2447, b: p. 2444, c: p. 2450.
603Zhang, H. et al.: Faraway-Frustum (2021), p. 2646-2647.
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The attribute requirements proposed in this work may also impact the detection architectures.
As discussed in previous sections, this work proposes a temporal requirement of detecting an
object within 150 ms. However, it is currently common to aggregate information from multiple
frames for detection604,605,606 or tracking607,608,609. Therefore, the requirements indicate that either
sensors with higher frame rates are required or that aggregating multiple frames is not feasible.
Furthermore, section 7.3.3 showed that matching failures are the dominant failure mode for the
more permissive localization requirements of this work. In addition, velocity requirements which
previously received comparatively less attention are proposed. Therefore, novel architectures
may be required to meet the novel requirements which emphasize different attributes than prior
benchmarks.

Overall, detection architectures are optimized to perform well on existing benchmarks. Evidence
from detection on 2D images and lidar detectors implies that architectural modifications may
be required to satisfy the novel requirements. However, compelling evidence on the task of 3D
detection with the proposed requirements is still lacking and thus requires further research.

9.5.4 Summary of Implications

In this section, a concise summary of the implications regarding different aspects of object
detection pipelines is presented.

The requirements developed in this work challenge existing object detection pipelines with respect
to annotation, sensor setups and detectors. Firstly, the classification and relevance criteria are
shown to be incompatible with common datasets. Applying the classification requirements
of this work to dataset annotation is straightforward. However, the relevance criteria indicate
that additional external sensors are required. Furthermore, the attribute requirements and the
current fusion performance also influence sensor setups. Ensuring sufficient redundancy between
sensors is likely only possible with more sensors and more different sensor modalities. Thus,
fully applying the proposed requirements and their validation requires significant modification
to datasets. In addition, existing detectors are optimized for performance on prevalent dataset
metrics. Evidence suggests that meeting the proposed requirements also requires modification to
the detection architectures.

604Wang, Y. et al.: Train in Germany, Test in The USA (2020), p. 4.
605Chen, Q. et al.: Every View Counts (2020), p. 4.
606Laddha, A. et al.: RV-FuseNet (2021), p. 7060-7061.
607Pang, Z. et al.: SimpleTrack (2023), p. 2.
608Weng, X. et al.: 3D Multi-Object Tracking (2020), p. 10361.
609Chiu, H. et al.: Probabilistic 3D Multi-Object Tracking for Autonomous Driving (2021), p. 14229.
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9.6 Discussion Summary

With this, the findings and results of this work have been fully discussed. For the sake of brevity
and clarity, the key discussion points are summarized in this section.

In this work, the overall RQ regarding safety requirements in object detection was decomposed
into different aspects. The overall approach applied common principles of interpretability, legal
and safety requirements as well as human performance. Application of the proposed methodology
successfully yielded simple and interpretable detection requirements. The novel validation
approach reconciled these requirements with a motion prediction DNN in a general way.

RQ4 was answered by proposing a novel method for validation. The method applied a motion
prediction DNN, thus avoiding the difficulties of a full specification of a downstream planner.
Furthermore, prediction performance was incorporated to assess the reliability of the prediction
component. The validation is limited with respect to the available data and the prediction im-
plementation. This means that at present, not all requirements of this work can be validated.
Nevertheless, the validation was first successfully verified and then applied to the relevance and
localization requirements.

Encouraging results were obtained by the proposed methodology, which successfully derives
detection requirements. Interpretable requirements were obtained for classification, relevance and
attributes of relevant objects. Thus, the initial RQs 1-3 were successfully answered. In addition to
the argumentation, the encouraging results from the validation also support the requirements. The
assumptions and requirements of this work were largely shown to be valid, contrary to those of
datasets. Combining all of the aforementioned results allowed providing a positive answer to the
overall RQ. While individual requirements may necessitate further modification and validation,
this does not impact the overall conclusion. It was shown that considering the safety of the driving
task is possible when deriving and validating detection requirements. Neither the application of
the methodology nor the validation required fully specifying the downstream planner.

The novel requirements also impact the object detection pipelines including the dataset creation
and the algorithm development. Applying the classification and attribute requirements to dataset
annotation and evaluation is straightforward. However, results regarding relevance and redun-
dancy uncovered limitations of present annotation procedures and sensor setups. Most likely,
additional external sensors and additional vehicle sensors are required to fully test the novel
requirements. Furthermore, the available evidence suggests that modifications to current object
detection architectures are required to meet the proposed requirements.
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10 Conclusion and outlook

In this chapter, a conclusion is presented summarizing the key findings of this work. Finally, the
outlook regarding future research is discussed.

10.1 Conclusion

This work considered the field of AD which is expected to yield gains in efficiency, comfort and
safety of traffic. For the task of AD, a reliable perception of the environment is required. More
specifically, this work considered the task of 3D object detection which aims at predicting 3D
bounding boxes for predefined object classes. However, testing object detection with respect to
safety in driving context remains challenging.

One difficulty in dealing with perception functions in general is the difficulty of specifying the
perception task. Therefore, the testing of perception functions such as object detection generally
relies on datasets. These datasets use large-scale human annotated data which provide samples used
for training and testing algorithms. Performance is generally measured by performance metrics
provided by the datasets. However, current metrics emphasize average performance without
considering the safety in the context of the driving task. Furthermore, no clear requirements
including thresholds are provided.

Based on this observation, the objective of this work was to provide these requirements which con-
sider the safety of the driving task. The requirements were decomposed into several interpretable
components. The first aspect is which object categories to consider for the object detection. Once
the categories were defined, it was necessary to consider the relevance of objects. For example,
an object may no longer be relevant at very large distances. Finally, requirements were necessary
to define how accurately different attributes such as location and velocity must be detected for a
relevant object.

The methodology followed in this work was to consider each of the research questions separately.
For each RQ, a unique method was developed and applied to answer it. However, the overall
RQ was considered in each of the methods by defining common principles which apply to
all research questions. Firstly, interpretability was demanded to increase understanding and
acceptance. Secondly, all requirements must conform to road regulations and other applicable
legal requirements. Since road regulations insufficiently specify safety, it was necessary to
additionally explicitly consider safety outcomes. Furthermore, neither legal nor safety aspects
fully specify the task of perception. Therefore, the human baseline was leveraged to specify any
aspects not defined by any of the previous principles.
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For each of the aspects of classification, relevance and attributes, a method to specify requirements
was presented. For classification, the common principles were applied sequentially to obtain
a hierarchical structure. For the relevance of objects, the concept was based on behavioral
requirements. The idea is that the ego vehicle should be able to comply with all behavioral
requirements even under worst-case conditions. Using a minimum specification of the driving
system and incorporating uncertainties, potentially collision relevant objects were identified.
Finally, different attribute requirements were considered separately to allow for interpretability.
For each attribute, the corresponding human detection performance was derived from literature and
repurposed as requirement. Furthermore, the entire object detection pipeline including matching
and temporal aspects was reconsidered and aligned with the common principles. Overall, simple
and interpretable requirements were obtained for all aspects. The requirements are substantiated
by an argumentation and comply with the common principles.

Another question for such object detection requirements is how these can be validated. For this
purpose, a novel validation method was presented in this work. The idea is to provide two different
inputs to a DNN for motion prediction. Since the network was trained on human trajectories, it
acted as proxy for human driving behaviors. Doing so allowed to estimate if a certain change in
the object list influences human driving behavior. It was shown that the prediction is affected by
uncertainties and local performance issues. However, by considering the change in performance
distribution over the whole dataset, these issues were successfully circumvented. Successful
verification experiments showed the approach to be practical in identifying invalid changes to an
object list. Applying the approach to the requirements of this work fully supported the relevance
requirements and largely supported the localization requirements.

Overall, requirements for various aspects of the detection task were successfully defined. The
resulting requirements are simple, interpretable and substantiated by an argumentation. In addition,
they were reconciled with the complementary approach of leveraging a context aware DNN for
validation. However, the requirements showed substantial disagreement with existing evaluation
pipelines. Furthermore, existing object detectors showed frequent detection failures. In addition,
failures persisted even for an idealized fusion, demonstrating that errors are correlated even for
different detectors and modalities. This result questions the capability of sensor setups relying
on fusion to fully avoid detection failures. The results indicate that changes are required in both
detection and the corresponding evaluation to better incorporate the safety of the driving task.
Despite the advantages of the novel requirements, the results currently possess some limitations.
Firstly, the classification requirements lack traffic signs, attributes and object relations. For the
relevance results, a method to evaluate and validate specificity may be required. Regarding the
attributes, additional investigation is required with regards to the human angular accuracy and
conservativity. Furthermore, the validation procedure is currently limited by the available datasets
and the available prediction networks.
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To sum up, this work achieves encouraging results towards the definition of requirements for
3D object detection. Results showed that obtaining interpretable and valid criteria is possible.
However, substantial changes to evaluation of object detection evaluation are required to fully
consider safety requirements in the context of driving.

10.2 Outlook

The outlook regarding future research focuses on two distinct aspects. One is refining the require-
ments and their validation while the other is to develop detectors and sensor setups which better
fulfill the requirements.

Further study is required to refine the object detection requirements of this work. Firstly, effort
is required to gather data which allows testing the boundaries of validity for the requirements.
Particularly the relevance testing is likely to benefit from critical driving situations. In addition,
datasets which provide the classification labels defined in this work are required to test the
requirements and their validity. Furthermore, investigation of different prediction architectures
is recommended. Designing architectures specifically for the purpose of validation may allow
validating object attributes which could not be validated within this work.

Furthermore, the novel requirements are likely to impact datasets, sensor setups and detectors used
to fulfil the requirements. Literature indicates that specifically the larger amount of classes is likely
to require modifications to common 3D detection architectures. In addition, the relevance and
attribute requirements differ especially with regards to the spatial distribution of the permissible
error. Designing and evaluating detectors specifically designed for the novel requirements may
improve the failure rates. Furthermore, it may be necessary to modify sensor setups of datasets. By
incorporating additional sensors and sensor modalities, the aspects of relevance and redundancy
may be studied in more detail. These investigations are also likely to yield improvements to sensor
setups with respect to the requirements.

Overall, the author hopes that this work encourages the explicit consideration and improvement
of safety for future object detection.
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