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Abstract

Interacting with our visual environment can be challenging due to its highly dynamic
nature and richness in complex interrelationships. With the human visual system’s
constraint of having a narrow field of high resolution, we must actively shift our
attention between different visual areas to acquire relevant visual information to
accomplish our tasks. Extracting this task-relevant information from our environment
can be challenging and further amplified by our world’s inherently probabilistic
nature. Sensory perception often presents ambiguities with varying results from
identical measurements and vice versa. Similarly, the consequences of our actions
are usually governed by uncertainty, which originates from several internal and
external factors. Finally, the relevance of completing a particular task or even the
definition of the task and its associated costs are highly variable across individuals.
Thus, uncertainty is a fundamental factor at multiple stages while interacting with
our visual environment. Sensory perception, decision-making, and actions are
inseparably intertwined, and it is, therefore, all the more critical that we deal with
the arising uncertainties and develop strategies to reduce them as far as possible.
Computationally, this aligns with the concept of planning. In this thesis, we are
investigating the active nature of visual planning as a probabilistic decision-making
process under uncertainty. We designed various experimental paradigms to quantify
sensory uncertainty, action variability, and the behavioral costs of human behavior
in sequential visual tasks. For this purpose, we use the framework of Partially
Observable Markov Decision Processes (POMDPs), which allow us to normatively
model decision-making processes by incorporating different sources of uncertainty.
Using three case studies, we demonstrate its use, advantages, and possibilities,
starting with the most straightforward visual action - blinking. Even this simple
action has to be planned since every blink briefly interrupts the visual information
stream. We then move on to more complex visual actions such as saccades and
gaze selection. First, we consider one-step ahead predictions in the context of
free viewing and saliency models before moving on to a complex example of a
gaze-contingent paradigm task where, in addition to observations, rewards are
dynamic and uncertain. Last, we consider two other studies more detached from the
experimental environment and devoted to more natural stimuli. We investigate how
humans navigate mazes and their associated planning strategies of eye movements
to find the solution. Also, we designed a reading experiment including an adaptive
font system that maximizes the subjects’ individual reading speed and thus reduces
the underlying internal behavioral costs. Our results conclude that human visual
behavior should be seen as an active sequential decision process under uncertainty
where POMDPs can provide a powerful tool for modeling.



Zusammenfassung

Die Interaktion mit unserer visuellen Umgebung kann aufgrund ihrer hochdynamis-
chen Natur und der Fiille an komplexen Zusammenhéngen eine Herausforderung
darstellen. Da das menschliche visuelle System nur tiber eine schmale Region hoher
Auflosung verfiigt, miissen wir unsere Aufmerksamkeit aktiv zwischen verschiedenen
visuellen Bereichen hin- und herbewegen. Diese Schwierigkeit, visuelle Informa-
tionen zur Bewaltigung unserer Aufgaben aus unserer Umgebung zu extrahieren,
wird durch die inhérent probabilistische Natur unserer Welt noch verstarkt, da
Wahrnehmung oft nicht eindeutig ist. Auch die Folgen unserer Handlungen sind in
der Regel mit Unsicherheit behaftet und selbst die Relevanz der Erledigung einer
bestimmten Aufgabe oder sogar deren Definition und die damit verbundenen Kosten
sind von Person zu Person sehr unterschiedlich. Unsicherheit ist also ein grundlegen-
der Faktor in der Interaktion mit unserer visuellen Umgebung. Sinneswahrnehmung,
Entscheidungsfindung und Handeln sind untrennbar miteinander verbunden, und
deshalb ist es umso wichtiger, dass wir uns mit den entstehenden Unsicherheiten
auseinandersetzen und Strategien dagegen entwickeln. Computational gesehen
entspricht dies dem Konzept der Planung. In dieser Arbeit untersuchen wir visuelle
Planung als einen probabilistischen Entscheidungsprozess unter Unsicherheit. Wir
haben verschiedene experimentelle Paradigmen entwickelt, um die sensorische Un-
sicherheit, die Handlungsvariabilitit und die Verhaltenskosten des menschlichen
Verhaltens in sequenziellen visuellen Aufgaben zu quantifizieren. Zu diesem Zweck
verwenden wir Partially Observable Markov Decision Processes (POMDPs), die es
uns ermoglichen, Entscheidungsprozesse normativ zu modellieren und verschiedene
Quellen der Unsicherheit einbeziehen. Dies demonstrieren wir anhand dreier Stu-
dien beginnend mit der einfachsten visuellen Handlung - dem Blinzeln. Selbst diese
einfache Handlung muss geplant werden, da jedes Blinzeln den visuellen Informa-
tionsstrom kurz unterbricht. Anschlie3end gehen wir zu komplexeren visuellen
Handlungen der Sakkaden iiber. Zunachst betrachten wir Ein-Schritt-Vorhersagen
im Zusammenhang mit freiem Sehen und Salienzmodellen, bevor wir zu einem
komplexen Beispiel iibergehen, bei dem zusatzlich zu den Beobachtungen auch die
Belohnungen dynamisch und unsicher sind. Zum Schluss betrachten wir zwei weitere
Studien in natiirlicheren Umgebungen. Wir untersuchen das Planungsverhalten von
Menschen beim Losen von Labyrinthen. Aullerdem haben wir ein Leseexperiment mit
einem adaptiven Schriftsystem entworfen, das die individuelle Lesegeschwindigkeit
der Versuchspersonen maximiert. Unsere Ergebnisse lassen den Schluss zu, dass
das menschliche Sehverhalten als aktiver sequentieller Entscheidungsprozess unter
Unsicherheit betrachtet werden sollte, fiir dessen Modellierung POMDPs ein leis-
tungsfahiges Werkzeug darstellen konnen.
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Introduction

As humans we have the
compelling experience of
living in a
three-dimensional visual

movie.

— Dana Ballard, 1991

Vision is by far the most studied sensory perception and is considered by many people
as the most important of their senses (Hutmacher, 2019). This is not surprising when
even Plato in his days called the ability to see divine (Jiitte, 2005) and an intensive
debate has been going on for many years as to whether seeing is the dominant sense
(see, e.g., Gottlieb, 1971; Hirst et al., 2018; Posner et al., 1976). The problem of
where to direct our gaze was already significant for the first humans to survive, e.g.,
locating food sources, facilitating navigation, and detecting potential threats such as
predators (Gibson, 2014; Heesy, 2009). Since we live in a fast-moving and dynamic
environment, this difficulty is still present and we have to assimilate and process
much visual input to achieve our goals. These might be complex situations such
as driving a car (Land and Lee, 1994; Sullivan et al., 2012), navigating through
crowded places (Gibson, 2014) or playing team sports (Gou et al., 2022; Kredel
et al., 2017). Nevertheless, even apparently simple situations like preparing tea
(Land et al., 1999) or making a sandwich (Hayhoe and Ballard, 2005; Hayhoe and
Rothkopf, 2011; Land, 2009) require us to process the visual data and finally convert
it into action sequences. Vision can be understood as active sequential decision
making (Hayhoe and Ballard, 2005), which allows us to flexibly adapt and change
our behavior concerning the visual environment and internal goals (Hoppe and
Rothkopf, 2019). However, if the ability to see is of such immense importance to us
and has been the most studied for years, shouldn’t vision be thoroughly researched
and explainable?



1.1 Individual differences in visual processing

In the last decades, vision research has yielded more and more empirical results
and phenomena for describing the visual process. As an example, two different
effects were found relating to the question where people look in static visual scenes:
Firstly, the ones that originated from the stimuli themselves (so-called bottom up
saliency, Itti and Koch, 2000; Torralba et al., 2006) and secondly the ones that
come from the behavioral goal itself (so-called top-down cognitive control, Buswell,
1935; Yarbus, 1967). However, many other descriptive models of eye movement
behavior were investigated in numerous studies and given their names. To name
just a few, for instance: inhibition of return (Posner, Cohen, et al., 1984), center
bias (Buswell, 1935; Tseng et al., 2009), change blindness (Simons and Levin, 1997),
binocular rivalry (Breese, 1899; Dam and Ee, 2006), illusory contours (Heydt et al.,
1984) and color constancy (Foster, 2011). In addition, many sub-fields of vision
have been formed that look at different aspects, such as face perception (Bruce and
Young, 1986; Ryali et al., 2020), motion perception (Adelson and Bergen, 1985;
Wertheimer, 1912), visual search (Najemnik and Geisler, 2008; Treisman and Gelade,
1980; Wolfe, 1994) and scene perception (Bar, 2004; Biederman, 2017; Henderson
and Hollingworth, 1999). This list is far from exhaustive and can only represent
a tiny fraction of what the vision literature now encompasses. However, despite
this wealth of experimental results, phenomena, and individual theories, a unified
framework to describe the visual process with all internal and external processes
together has not yet been fully developed. Why is that?

One of the main reasons behind this question is that visual processes are highly
variable between different people (and their individual internal goals) and are driven
by both sensory and cognitive factors (Hayhoe and Ballard, 2005; Kowler, 2011;
Land and Tatler, 2009; Tatler et al., 2011). We have listed some phenomena in the
previous section that can be observed repeatedly in human subjects. These effects
often occur over the entire experimental sample, but at the individual level, it is
difficult to fully explain behavior and make accurate predictions. To demonstrate
this, we reconsider the example of making a sandwich, illustrated in Figure 1.1.
This task may seem simple, but almost everyone has done it before. However, it
shows us in what details our visual behavior can differ. Moreover, the interconnected
nature between perception and action becomes visible. Much past vision research
has investigated visual perception as independent of actions; however, using this
example, we show how inseparable these two are from each other and that we
should study them simultaneously.

2 Chapter 1 Introduction



Fig. 1.1: Illustration of sensory uncertainty, action variability, behavioral cost and model
uncertainty in the natural task of making a peanut butter and jelly sandwich.

We need to use visual input via our eyes to control our motor system to get to our
goal (here, smearing the bread with peanut butter and jam). Even this simple action
can be highly variable for different people due to multiple factors:

1. Sensory uncertainty: Our world is full of uncertainty, and even if perception
seems deterministic to us, probabilistic noise is always present in sensory mea-
surements of all kinds either in a thermodynamic (e.g., smell and gustation)
or quantum mechanical way (e.g., seeing) (Faisal et al., 2008). For example,
when we see 3D objects, they must be mapped internally to 2D images, and
our brain must be able to perform this probabilistically uncertain inference
so that we can plan our actions accordingly (Knill and Pouget, 2004). On the
other hand, if we could represent our external environment internally in detail,
there would be no visual uncertainty (O’Regan and Noé€, 2001).

Seeing is a sensory perception like tasting, hearing, smelling, and touching.
All have in common that we have particular sensory organs to receive and
internally represent the influences of our environment. Our eyes are respon-
sible for seeing, and the process is, first of all, nothing else than light falling
on them. It passes through the cornea and lens, concentrating it onto the
retina, a light-sensitive layer of photoreceptor cells at the back of the eye
(Dowling, 1987; Palmer, 1999). There, the electrical signals generated by
the photoreceptors are first processed locally and integrated into visual in-
formation (Wéssle, 2004), which is then sent via the optic nerve to different
brain regions such as the lateral geniculate nucleus (LGN) and the primary
visual cortex (V1) for further processing and interpretation (Hubel and Wiesel,
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1962). The ability to see can be limited through uncertainty in the sensory
measurement by internal (e.g., noise in the measurement and processing of
the retina) and external circumstances (e.g., the incidence of light, individual
physiological conditions like myopia or hyperopia) (Geisler, 2011; Pelli and
Farell, 1999). The photoreceptors are much more concentrated in a small
region on the retina, leading to higher resolution and sensitivity in parts of
our visual environment in the so-called foveated field of view (Curcio et al.,
1990). This is indicated in Figure 1.1 by the blue area. Outside this circle - in
the peripheral vision - the resolution is lower (Reise and Waller, 2009), we
can see the jar with the strawberry jam worse than the peanut butter. This can
bias our sensory measurement about the position of objects and is inevitably
related to our actions; for example, do we reach for the strawberry jam, or
do we direct our gaze to it first to make our measurement of its position less
uncertain?

. Action variability: Humans are not machines, and our motor actions are highly
variable (Churchland et al., 2006). When we make an eye movement, the exact
trajectory cannot be predicted accurately due to noise in the neural control
signals (Harris and Wolpert, 1998). This noise can occur at various points in
the processing of signals and execution of actions, and our system attempts
to counteract it through various strategies (Faisal et al., 2008). Consider a
random fixation sequence in Figure 1.1, represented by the magenta-colored
circles. Even if everyone fixates on the same objects, first the peanut butter,
then the bread, and finally the thumb, we will not observe a trajectory twice
due to the variability in saccade execution. This variance can also arise from
factors such as fatigue, cognitive load, age, or medical conditions (Leigh and
Zee, 2015). In addition to the variability that arises at the cellular level due
to noise, variability can also be observed that is related to behavioral costs
(which we highlight in the next section).

. Behavioral costs: When accomplishing tasks, we must weigh the benefits
against the costs of performing the necessary actions (e.g., time, energy, and
cognitive resources) (Trommershiuser et al., 2008). We can find different
behavioral patterns within the same task depending on how important the task
was to us (Hoppe et al., 2018). Behavioral costs refer to individuals’ trade-offs
when deciding which actions to take and which objects to attend to during the
task. Thus, they are critical in optimizing their strategy to achieve their goals
while keeping their costs low (Hayhoe and Ballard, 2005; Hoppe et al., 2018).
In our example in Figure 1.1, making a sandwich involves a series of actions
that require time, effort, and attention. How important is it for us to finish the
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task? Maybe we are starving and want to finish the sandwich quickly. Or am I
not making the sandwich for me but for someone else? Behavioral costs can
vary between individuals depending on their priorities, goals, and perceived
risks during the task. They also interact with action variability since our motor
system tries to reduce the noise in task-relevant dimensions (Todorov and
Jordan, 2002). Moreover, even if my only priority would be to make the
sandwich as fast as possible, since action variability scales with the amplitude
action (Harris and Wolpert, 1998), it might be better to do it slower.

4. Internal model uncertainty: Even if we had perfect sensory perception, we
still have to represent these measurements internally. This representation can
be noisy and we refer to it as internal model uncertainty. This uncertainty
can be about the internal representation of the external world itself or the
outcome of our actions. The difference between an expected and actual
outcome is known as prediction error and signals the brain to adjust the model
(Clark, 2013). Furthermore, the robustness of our internal models can also
be influenced by neuroplasticity, the ability of our brain to reorganize and
adapt based on experience (Holtmaat and Svoboda, 2009). As we navigate
the world, our brain continually updates its internal representations based on
new experiences and information through Bayesian inference (Kérding and
Wolpert, 2004). The certainty of these updates can vary, leading to uncertain
predictions and conclusions (Griffiths and Tenenbaum, 2009). Additionally,
internal model uncertainty actively influences our decision-making process.
For example, if we are more uncertain about our internal representation, we
are less confident and show longer reaction times (Yeung and Summerfield,
2012). In our example in Figure 1.1 the model uncertainty is pictured as green
frame since it regards the whole representation of the event.

To conclude: Like our example, many everyday tasks are sequential. There are
different sub-aspects that we have to master in order to arrive at the overall solution.
This also requires our eye movements to be sequential in nature in order to direct
our attention specifically and actively to the relevant parts of the visual environment.
In the process, our actions are subject to uncertainties, both of a sensory and
motor nature. In addition, individual preferences and goals should be taken into
account as well. Vision is therefore highly individual and should be modeled as
an active sequential decision process under uncertainty (Findlay and Gilchrist,
2003; Gottlieb, 2012; Hoppe and Rothkopf, 2019) including sensory uncertainty,
action variability, behavioral costs and internal model uncertainty (Hoppe and
Rothkopf, 2019; Kessler et al., 2022; Neupértl and Rothkopf, 2021; Straub and
Rothkopf, 2022).

1.1 Individual differences in visual processing



1.2 From passive to active vision

The term active vision first originated in 1988 and refers to the ability of a system
(whether alive, such as humans or animals or artificial, such as robots) to actively
control the direction and focus of its gaze in order to gather visual information
about the surrounding environment (Aloimonos et al., 1988; Bajcsy, 1988). This is
in contrast to the framework of passive vision, which until then was the prevailing
vision theory. There, the system has no active control over its gaze and must solely
rely on the visual information available at any given time through processing the
static input images (Findlay and Gilchrist, 2003; Marr, 2010).

In the following 90s, the concept of active vision became increasingly popular, and
arguments against the framework of passive vision were found. If the human visual
system were indeed passive, then our brain would have to process the vast amount
of visual input in parallel, which it is biologically incapable of doing with the number
of neurons it has (Lennie, 2003). In addition, after years of investigating low-level
vision, high-level features became increasingly popular. The concept of passive vision
as static image processing reached its limits of explainability, as it could not close the
gap and explain the relation between low and high-level features (Nakayama, 1990).
These problems were solved and could now be explained by the theory of active
vision, where the directed and foveated gaze serves as a solution to computationally
efficiently obtain a set of visual inputs that can be processed (Ballard, 1991; Ballard
et al., 1997). Vision was understood from there as sampling relevant parts in our
visual environment, leading to more efficient processing and reduced cognitive
load (Findlay and Gilchrist, 2003; Land, 1995; Land and Nilsson, 2012; Ma et al.,
2021).

Active vision enables humans to engage with their environment, gathering relevant
information to guide their actions (Aloimonos et al., 1988; Ballard, 1991). Therefore,
it is often used in everyday life and provides a natural model for incorporating sen-
sory uncertainty. It explains the mechanism to balance it through active exploration
(Cai et al., 1997) and is suitable as a natural modeling approach, including action
variability since there is experimental evidence that our visual apparatus can make
online corrections during a motor action (Kording and Wolpert, 2006; Todorov,
2004). Eye movements are not just passive reactions to visual stimuli; we need
them to actively process visual information to guide our actions and plan future
eye movements (Land et al., 1999). We want to give some examples of everyday
problems and tasks in which we actively use our gaze to show the importance of
this property:
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Navigating in crowded spaces Especially in dynamic situations with many other
people, studying our visual environment is essential to avoid obstacles and maintain
a safe distance from others (Gibson, 2014). With the help of peripheral vision and
saccadic eye movements, we must maintain situational awareness to reach our goal
(Land and Tatler, 2009). Thus, we need active anticipation of our current planning
behavior and the path in real-time (Ognibene and Demiris, 2013). Evidence for
those gaze strategies was found, for instance, by Rothkopf et al., 2016.

Driving a car Driving requires continuous monitoring and processing of various
visual cues inside and outside the car (Land and Lee, 1994; Sullivan et al., 2012).
Since the advent of interactive technologies such as navigation and entertainment
systems, there are potential visual distractors that require a short period of time
looking away from the road and trade-off the visual locations (Jokinen et al., 2021;
Noy et al., 2004). Active vision is applied in anticipating potential hazards and
making decisions under uncertainty (Lappi, 2014). Empirical evidence was collected
in the form of various eye movement patterns in drivers during different driving
scenarios, for instance, by (Underwood et al., 2003).

Searching for items Searching for objects in cluttered places is an excellent ex-
ample of why we need to use our gaze actively. It is not enough to perceive the
whole scene as a single image; instead, we have to search specifically for the item,
scanning the environment based on the history of our previous attempts. This task is
highly variable and can result in different strategies (Wolfe, 1998), the active vision
framework is suitable for capturing these individual differences (Kieras and Hornof,
2014).

Participating in sports In sports, players or objects often need to be tracked or their
trajectory predicted (Farrow and Abernethy, 2003). Eye movement patterns vary
significantly between people, given their expertise and abilities (Mann et al., 2007).
In the dynamic situation of a sports game, people must be able to synchronize and
constantly adapt their sensory percepts and actions.

Reading and interpreting visual information While reading, we use rapid eye move-
ments to move through the text (Rayner, 1998). The positions we fixate on are
not random but based on various factors. Sensory uncertainty may play a role
in this, depending on how well we can perceive the font or the text as a whole
(Arditi and Cho, 2005; Blommaert and Timmers, 1987; Legge and Bigelow, 2011;
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McLean, 1965). Nevertheless, the different variances in the motor execution of
eye movements and the behavioral costs based on the goals of the reading process
influence the movement strategies (Rayner, 1998).

Active vision has also made significant technological strides, especially in robotics
and artificial intelligence (compare, e.g. Tsotsos, 2011). By employing algorithms
that mimic the human eye’s ability to focus on certain parts of a visual scene
selectively (e.g. Itti et al., 1998; Sun, Xiaoshuai et al., 2012; Wang et al., 2011;
Zanca et al., 2019), robots can now interact with their environment more effectively
and with greater computational efficiency. These principles have been utilized in
autonomous vehicles (Chen et al., 2015), where the system must dynamically adapt
to changing road conditions, and in medical imaging (Litjens et al., 2017), where
precise focus on relevant areas can aid diagnosis and treatment planning. The
application of active vision in technology underscores its potential beyond human
cognition, bridging the gap between biological inspiration and practical utility (e.g.
Pfeifer and Bongard, 2006).

In conclusion, active vision represents a profound shift in our understanding of
visual perception, bridging the gap between low-level sensory input and high-level
cognitive processing. Moving beyond the constraints of passive vision offers a more
nuanced and dynamic model of how humans, animals, and even artificial systems
interact with their surroundings. Active vision is crucial for humans, providing
an interface for our motor actions. It enables us to process the almost infinite
masses of visual input in a targeted manner and thus make cognitive processing
manageable. We can direct our gaze to the places in the visual environment where
we get the information we need to achieve our goals. At the same time, it is a
dynamic mechanism that we can use adaptively through feedback after our actions
to adjust for the new information we need. Vision can thus be understood as an
individual and active process that follows the same principles but differs for each
person. As research in this field continues to evolve, the insights gained from
studying active vision deepen our comprehension of cognitive functions and pave
the way for technological innovations and practical applications that enhance our

interactions with the world.
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1.3 Overview of the thesis

This thesis will focus on modeling vision as an active decision-making process under
uncertainty. In order to do this, we introduced the active vision framework. We
looked at the developments of how vision went from being a passive framework
in the late 80s/early 90s to being viewed more and more as an active process. In
addition, we also referenced some examples where active vision occurs and what
consequences it has for us. Chapter 2 is dedicated to the theory of computationally
modeling sequential decisions under uncertainty. Through the simple model of direct
inference, linear dynamical systems, and statistical decision theory, we approach
the framework of Partially Observable Markov Decision Processes (POMDP), which
allow us to normatively model decision-making processes by incorporating different
sources of uncertainty. Using these modeling frameworks, we look at different
visual action levels. We have designed rich experiments, analyzed their empirical
results, and modeled them normatively to gain insight into the subjects’ internal
uncertainties and costs. Chapter 3 is then devoted to the most rudimentary visual
action for studying sequential decision-making - blinking. We develop a probabilistic
planning model combining POMDPs and non-homogeneous counting processes,
allowing us to effectively incorporate temporal event rates’ influence in the blink
behavior analysis. We then turn to more complex eye movement statistics and first
develop an algorithm to improve saliency models’ predictions of the subsequent
fixation by including humans’ intrinsic cost of gaze shifts (Chapter 4). After that, we
extend the horizon from one-step predictions to investigate the planning behavior for
a sequence of fixations (Chapter 5). We used a gaze-contingent experiment where
human participants needed to switch between a reward collection task involving
different dynamic, uncertain reward rates and a visual detection task involving
dynamic, uncertain observations. We demonstrate the advantages of the suggested
POMDP framework in all these cases. We model the inter- and intraindividual
differences of the subjects and infer their cost and uncertainty parameters. Finally,
we examine two additional studies less connected to the experimental environment,
focusing instead on more natural stimuli. We explore humans’ techniques to navigate
mazes, focusing on the planning strategies linked to eye movements that lead to
solutions (Chapter 6). Finally, we demonstrate our visual system’s nature and
preferences using the example of an adaptive font system for faster processing and,
thus, faster reading speed in Chapter 7.
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off between uncertainty reduction and reward collection reveals intrinsic cost
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Chapter 6: Human eye movements and their planning strategies in maze
navigation (Kadner et al., 2023b)
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e Kadner, F., Willkomm, H., Ibs, I., & Rothkopf, C. (2023). Finding your Way
Out: Planning Strategies in Human Maze-Solving Behavior. In Proceedings of
the Annual Meeting of the Cognitive Science Society (Vol. 45, No. 45).

https://escholarship.org/uc/item/94t1t8kw

Chapter 7: Increasing individuals’ reading speed with an adaptive font
model and Bayesian optimization (Kadner et al., 2021)

This work was published in:

* Kadner, F., Keller, Y., & Rothkopf, C. (2021, May). Adaptifont: Increasing indi-
viduals’ reading speed with a generative font model and bayesian optimization.
In Proceedings of the 2021 CHI Conference on Human Factors in Computing
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Computational modeling of
decision-making under
uncertainty

We don't see things as
they are, we see them as

we are.

— Anais Nin, 1961

Our world is full of uncertainty in many different forms. There may be uncertainty
about the state of the environment, the outcome of our actions, or the interaction of
different agents (Kochenderfer et al., 2022). Earlier in this thesis, we explained why
we should include sensory uncertainty, action variability, behavioral costs and model
uncertainty in vision frameworks. We also introduced the theory of active vision,
which can be understood as a sequential decision-making process. In this chapter,
we will now turn to the computational modeling of these processes.

Decision-making under uncertainty refers to making choices in situations where the
outcomes are not confident or without all the needed information for the decision-
maker. A sophisticated framework that can implement these problems is the Partially
Observable Markov Decision Process (POMDPs). Here, we will derive the idea of
POMDPs piecemeal by first looking at simpler probabilistic models of perception
and action, namely direct inference, sequential inference and single decisions and
Markov Decision Processes. To better understand these models, we briefly overview
probabilities and Bayesian networks at the beginning.

All the methods presented here are about deducing actual states from observations
of our world. Each section begins with a visualization of the respective method. On
the left-hand side is the respective Bayesian network of the relationship, and the
right-hand side shows the interaction between humans and the world.

13
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Basic facts about probability

We do not intend to give a complete overview of probability theory in this short
section. Instead, we define the basic facts about probabilities that we need to
understand in the later chapters (for a detailed introduction, see, for example,
Bishop and Nasrabadi, 2006; Ma et al., 2023; Murphy, 2022).

A random variable X is a function (either discrete or continuous) that maps the
outcomes of a random process to numerical values (specifically their associated
probability). The probability that X takes a specific value x; is denoted as p(x;).
For instance, if we take the example of a six-sided fair die, x; can represent the
probability of rolling a 6, thus p(x;) = 1/6. We are often interested in more than just
a single outcome of a random process, so we define two other important concepts:

* Joint probability p(x;, z;): the likelihood of both z; and z; occurring together.

* Conditional probability p(x;|z;): the likelihood that z; is happening, given
that z; has already occured.

With these concepts we can define some fundamental rules:

p(wi, ;) = pli)p(xjle:) = pla;)p(ilzy) (Chain rule)
(@i UL x5) := p(xi, xj) = p(x;)p(x; ) (Independence I)
(i I xj) := p(ai|zj) = p(xs) A p(xjla;) = p(xj) (Independence II)
[disc.] p(x;) = Zp(:ni,xj) [cont.] p(x;) = /.p(aci,:nj) (Sum rule)

These are all the basic facts about probabilities we will need. With the help of this
knowledge, we can derive one of the most essential and fundamental theorems of
statistics - Bayes’ theorem (Bayes, 1763). Bayesian statistics plays a crucial role
within cognitive science and especially in the modeling of perception and action, so
the following connection is also fundamental:

p(xi,x-)
_ p(iyzj) _ e P pagla)p(a)

plz) — ple)  p(a))

(Bayes’ Theorem)
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2.2 Bayesian networks

,@\ ,@\
0% 0%
Fig. 2.1: Examples of a Bayesian network. (A) Every node is unobserved. (B) The nodes
2o,x3 and xg are observed.

A Bayesian network is a set of nodes and their conditional dependencies on each
other represented by a directed acyclic graph. An example for such a graph can be
seen in Figure 2.1A. Nodes are random variables that can be either latent or observed
(often indicated through shading, see 2.1B). Edges represent dependencies between
these variables. The structure of a Bayesian network allows for the factorization of
the joint probability distribution of its variables. For a set of variables {1, ..., x,},
the joint distribution can be expressed as:

n

p(a1,...,xn) =Y p(w|Parents(z;))
i=1

This factorization is a direct result of the local conditional independence assumptions
in the network. For Figure 2.1A this leads us to a joint probability of:

p(x1, ..., 2n) = p(z1)p(z2|z1)p(23|T1)p(T4|T2, 73)p(75|73, 24)p(T6| T4, T5)

One of the key concepts in Bayesian networks is that of conditional independence.
If a node is conditionally independent of its non-descendants, given its parents, it
does not provide any additional information about them once you observe them.
Similar two the independence statement from the previous chapter, we can define
conditional independence. If two random variables z; and z; are independent
given a third variable z;, we write (x; 1L x;|z}). In Bayesian networks d-seperation
(dependence-seperation) is a useful criterion to check this assumption. Indeed, the
observation of variables has a direct influence on the dependency relations in the
graphical model. Two nodes z; and «z;, are said to be d-separated by a third note
xy, if every path between z; and x; is blocked by z;. If 2; and «; are d-separated by
xy, then (z; 1L x;|x)). We determine how conditional independence changes using
three potential cases for path blocking:

2.2 Bayesian networks 15
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1. Causal Chain (Head-to-Tail connection)
* in Figure 2.1A: (x1 ) x4|z3)
* in Figure 2.1B: (z1 1L z4|z3)

2. Common Cause (Tail-to-Tail connection)
* in Figure 2.1A: (x4 U x5|x3)
* in Figure 2.1B: (x4 1L x5|x3)

3. V-structure (Head-to-Head connection)
* in Figure 2.1A: (z4 1L x5|z¢)
* in Figure 2.1B: (x4 U x5|x¢)

In what follows, we now consider models for modeling decision-making under
uncertainty. First, however, let us take a look at Figure 2.2 to clarify why such
modeling is needed. If we as researchers design an experiment, we know its
dynamics and processes, i.e., the states s it can pass through. The subject goes
through this experiment and takes care with actions a to get a reward r. Since
it does not know s, it must make observations o. In doing so, the subject has to
think about what the state probably looks like right now and which action it should
best choose. As researchers, on the other hand, we are interested in inferring these
latent individual costs ® and beliefs ¥ (compare Section 1.1). Therefore, modeling
is necessary to break open this black box and infer the individual properties to
understand and interpret them. We are now developing piecemeal models that
are capable of doing this. It started with simple observations, over sequential
observations and single actions, to an all-encompassing framework.

Researcher Subject

-n

---
(& [ Q-
l--lx
500 - @i -
® o =

Fig. 2.2: Model from the perspective of the researcher and the subject respectively.
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2.3 Direct inference

@ ' observation o state s ‘9

Agent Environment

Fig. 2.3: The direct inference model.

Our perception is subject to uncertainty; each one of us perceives things in his or
her unique way. To infer the true state s of real-world objects (e.g., positions or
velocities), we need to combine noisy observation o (e.g., visual or auditory cues)
from sensory modalities to form a coherent and robust percept (see Figure 2.3).
We have to use probabilistic models to account for these sensory uncertainties to
represent the relationship between actual states and observations. For the simplest
case, this is the direct inference model in which we can model sensory uncertainty.
However, since it does not include actions, we cannot yet add behavioral costs or
action variability here. Mathematically, we express this model as a probability p(s|o)
using Bayes’ theorem:

This equation contains the probability p(s), which is called prior, representing the
initial belief before any observations were made. The conditional probability p(o|s),
i.e., the probability to make the observation o, given the actual state s is called
likelihood, and p(o) is the marginal probability, which can be calculated as the sum
of the product of the likelihood and the prior over all possible states. Meanwhile,
with probabilistic programming languages, simple ways exist to approximately solve
the underlying Bayesian inference (Bingham et al., 2019; Carpenter et al., 2017; Ge
et al., 2018).

Let us look at a two-dimensional example to visualize the model. The aim is to
estimate the position of an object in the horizontal and vertical directions, i.e., its x-
and y-coordinate. For this, we assume an observation to get the observed position
(2,9) of the object. The prior is a bivariate Gaussian distribution with a specified
mean and covariance. The likelihood is also Gaussian, representing the probability
of observing a particular location given the actual location and observation noise in

2.3 Direct inference
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both the vertical and horizontal directions. The resulting posterior distribution and
the interaction of prior and likelihood can be seen in Figure 2.4.

True Location

Prior —» Posterior - Likelihood

101 101 101 ® Observed Location
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Object Location (x-coordinate) Object Location (x-coordinate) Object Location (x-coordinate)
Fig. 2.4: Example of position perception using the direct inference model.

This model was widely used in the early 2000s to describe the sensory integration
of multimodal stimuli using Bayesian inference. Some prominent examples are the
estimation of robust percepts in multisensory integration (Ernst and Biilthoff, 2004),
modeling object perception by using Bayesian inference (Kersten et al., 2004), the
Bayesian integration in sensorimotor learning (Kording and Wolpert, 2004) or the
question how the brain represents sensory information probabilistically (Knill and
Pouget, 2004).

Sequential inference

@ I @ - @_, observatlon o _ states \9
c @ @ Agent Environment

Fig. 2.5: The sequential inference model.

The real world is much more complex than just a specific observation at only
one point in time. We can extend the idea of direct inference by including tem-
poral dynamics and handling multiple observations over time. Again, the chal-
lenge is to estimate the true state s given the observation o. However, the true
states (s¢, S¢+1, St+2, - - - ) vary over time and so does the sequence of observations
(01, 01+1,0142,...). In other words: Given past observations, the future state is now
to be estimated. Like in the direct inference model, we can use Bayes Theorem to
incorporate that temporal dynamic and formulate our model as probability:
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p(ot+n|5t+n) : p(5t+n\0t:t+n—1)
p(OtJrn |0t:t+n71)

P(St4nl0t:t1n) =

The advantage of sequential inference is that the model incorporates information

from multiple past observations and updates its estimates as new ones are made.

This sequential updating process is a crucial feature that distinguishes it from the
previous direct inference model, which does not consider the temporal dynamics.

Sequential inference has multiple applications in the context of active vision. One
famous example is the work of Najemnik and Geisler, 2008, where the authors
propose a human visual search behavior model and predict an optimal sequence of
eye movements, minimizing the number of fixations required to locate a target in
noisy visual environments. The main idea behind their sequential inference model is
that the human visual system utilizes its knowledge about the target’s characteristics,
the statistical properties of the background (noise), and the spatial properties of
the observer’s visual system (such as the decrease in acuity with eccentricity) to
plan and execute a sequence of fixations that maximize the likelihood of finding
the target. Other applications include models to explain the combination of prior
knowledge with attentional cues to guide saccadic eye movements (Eckstein et al.,
2006) or decision-making through drift-diffusion models (Bitzer et al., 2014; Fard
et al., 2017).

Single decisions

g
observatlon 0 state s
\ . __actiona \9
@ @ reward r
\ Agent Environment

Fig. 2.6: The single decision model.

Our models, up to now, have only very passively taken observations and tried to
estimate the actual states of the world from them. However, this is insufficient for
modeling many events since the agent is often active and in exchange with the world
(see the discussion of passive vs. active vision from the previous chapters). Therefore,
we introduce an action « that the agent performs while it is still in the state s;, which

2.5 Single decisions
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leads it into a new state s;11. So the actions can now have positive or negative
consequences; this is what we specify through the reward r;. Therefore, the new
task introduced here is not only to estimate the actual state based on observation
but additionally to choose to maximize the expected reward. More importantly, this
allows us to include action variability, behavioral costs, and sensory uncertainty.

Again, we want to model this mathematically and introduce:

* r(s¢,a, s¢+1), the reward function (either deterministic or probabilistic) which
assigns a real-valued reward for taking action a; in s; leading to sy 1.

* the probability p(s;+1|st, a;) of transitioning to state s;;1 when taking action
a; in state s;.

* the probability p(o¢|s:) of observing o, while being in state s;.

If we recall the direct inference model from section 2.3, we know that we can now
determine the distribution p(s|o) using Bayes’ theorem. We can define the framework
with these basics, also known as Bayesian decision theory. The expected reward for
each action a, taking into account its current estimate about the state s through the
observation o, can be defined as:

r(a)) = > p(seylse, an)r(se,ar, sp41)p(selor)

St,St+1

Thus, the optimal action a; at time step ¢ can be determined as a; = argmax,, r(a;).

Hence, we can extend our direct inference model from the beginning to make an
optimal decision under uncertainty. For example, the theory of statistical decisions
was applied to study how humans select rapid, goal-directed movements under
uncertainty (Trommershéauser et al., 2008; Trommershéuser et al., 2003). Other
applications include perceptual tasks involving transfer between stimuli (Maloney
and Mamassian, 2009), neuroeconomics (Glimcher and Rustichini, 2004) and signal
detection psychophysics (Dayan and Daw, 2008).
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2.6 Markov Decision Processes

over time step t|
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Fig. 2.7: The Markov Decision Process.

We can now combine the concepts we have seen in the previous sections. We have
already looked at how we can make an optimal decision. However, what does it look
like when we have to make a single decision and a whole sequence of decisions?
The Partially Observable Markov Decision Processes framework is beneficial for
computational modeling of human sequential behavior under uncertainty. Before
we look at this in detail, we start one step earlier. For the sake of simplicity, we
assume here that the true states do not have to be estimated via observations but are
directly fully observable. This leads us to the underlying Markov Decision Process
(MDP) (Bellmann, 1957; Kaelbling et al., 1998), which can be defined as a tuple
(S, A, R,T,~) with the following components:

S is a finite set of states, representing different situations or configurations of
the world.

* A is a finite set of actions, representing the possible decisions that can be made
at each state.

* R is the reward function r(s;, a;, s¢+1), which assigns a real-valued reward to
each state-action-state triplet.

7T is the state-transition function, which represents the probability p(s;1|s¢, ar)
of transitioning to state s;; when taking action a; in state s;.

* ~ is called a discount factor which is a scalar value between 0 and 1. It
determines the relative importance of immediate versus future rewards. A
value near to 1 means that the agent weighs future rewards heavier, while
values towards O emphasize immediate rewards.

The goal is now to find an optimal policy 7*, i.e. a function that returns the
appropriate action a; for each state s; (i.e. 7*(s;) = ay) in order to maximize the
expected reward over the potentially infinitely large time horizon, in mathematical
terms to maximize:

2.6 Markov Decision Processes
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e}

t .
= argmax EP(St+1|Sz,ULt) [Z’y T(St, ag, 8t+1)‘| with ay = 7T(St)
4 t=0

Several methods exists to solve the MDP for an optimal policy. We want to give a
short introduction to three of the most popular here:

* Value Iteration (Bellmann, 1957): The idea is to iteratively update the so-called

value function V' (s) until it converges to the optimal value function V*(s).
Formally, the value of a state is given by

V(s) = argmax Z p(St41]8t, ar) [r(se, at, St+1) + YV (St41)]

at St41

At each iteration, the value of each state is updated based on the expected
future rewards of all possible actions. This process is repeated until the
convergence. Once the optimal value function is known, the optimal policy
7* can be easily derived by selecting the action that maximizes the expected
value in each state.

Policy Iteration (Bellmann, 1957): In the beginning, an arbitrary policy is
chosen and evaluated. Then the algorithm tries to improve this policy with
the help of greedy optimization. If the policy changes, the process is repeated
until it finally converges and finds an optimal policy 7*. This approach usually
requires fewer iterations than the previously presented value iteration. Still,
they are also computationally more expensive since they perform a complete
policy evaluation at each step.

Q-learning (Watkins and Dayan, 1992): Instead of directly estimating the
value function V(s), Q-learning estimates the a state-action value function
Q(s,a), which represents the expected reward of taking action « in state s and
then following the optimal policy thereafter. The algorithm can be formulated
as an update rule:

Q(st, ar) < Q(st,at) + a |1(8t, at, Sp41) + v argmax Q(se+1, arv1) — Q(t, ar)
at+1
where « is the learning rate. By interacting with the environment and updating

the Q-values iteratively using this rule, the algorithm eventually converges
to the optimal Q-value function Q* under certain conditions, from which the
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optimal policy can be derived by selecting the action with the highest Q-value
in each state.

We consider the famous example of Grid World for better understanding (compare,
for example, Sutton and Barto, 2018). The world consists of a 10x10 grid with an
agent on it. On each field, there is the possibility to visit adjacent fields; for this,
four actions are available in the form of movements in one of the four cardinal
directions. Each field has a reward, which can be either positive or negative. Figure
2.8a visualizes the setting. The agent aims to collect as much reward as possible by
running to the proper squares, moving with each step. He receives a negative reward
of -1 if he runs into a wall. The difficulty now lies in the action variability because
only in 70% of the cases he runs in the direction he had in mind. In 30% of the
cases, he runs in one of the other three directions. This problem can be implemented
in Julia (Bezanson et al., 2017), for example, using the POMDPs package (Egorov
et al., 2017) and solved there with the value iteration algorithm. The optimal policy
for this sample world can be seen in Figure 2.8b, including the action selected by
the policy in each state and the associated value.
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(a) Definition of the grid world and its reward  (b) Visualization for the optimal policy learned
structure. through value iteration.

Fig. 2.8: The grid world example for MDPs.

MDPs also have various applications in cognitive science, such as modeling the inter-
action between brain regions in behavioral control (Daw et al., 2005) or formalizing
the framework of human decision-making to link them to neural and behavioral
findings (Huys et al., 2012; Solway and Botvinick, 2012).

2.6 Markov Decision Processes
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2.7 Partially Observable Markov Decision Process

over time step t

ae Aet1

observation o state s
———————————| o

actiona e
- » @ - » @_, 4%
\ Agent Environment

Fig. 2.9: The Partially Observable Markov Decision Process.

A Partially Observable Markov Decision Process (POMDP) is an extension of MDPs
to handle problems where the state of the environment is not or only partially
observable. With this, we can unite all the concepts previously seen in this chapter.
To formulate our POMDP, we extend the MDP tuple with two more components 2
and O to (S, A, R, T,Q,0,) with:

* () is a finite set of observations, representing the (partial) information the
model can receives about the current environmental states.

* O is the observation function, which represents the probability p(o¢+1|st4+1).

Since the POMDP agent does not know exactly in which state s it is, it has to form a
belief b about it. Mathematically this can be expressed as a probability distribution
over all possible states. This belief can be used to convert every POMDP into a
(continuous) MDP, which is also called a belief MDP (/?\str('jm, 1965; Kaelbling et al.,
1998). It is described by a tuple (B,.A,r,7,7), where:

* B is a set of belief states, each representing a probability distribution over the
true states S.

* ris the belief reward function, (b, a), which assigns a real-valued reward to
each belief state-action pair.

* 7 is a belief state transition probability function, which represents the proba-
bility P(b;+1|bs, a;) of transitioning to belief state b, when taking action a,
in belief state b;. The belief can be recursively based on the history of actions
and observations:

bit1(se41) = 7p(0t4+1|5t41) Zp(5t+1‘8t, a;)b(s¢) with normalization constant
S
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Converting it into a belief MDP is one way to solve the underlying POMDP, even
though it is difficult because the states are continuous (even if the POMDP was
discrete). However, other solution methods exist to find an optimal policy for the
POMDP. We want to introduce some of them:

¢ Point-based value iteration (PBVI) (Pineau et al., 2003): Since the belief state
can be infinite, the PBVI algorithm selects only a reduced set of points and
computes their corresponding values, trying to perform the optimization on
them. Throughout the process, more points, which are reachable under the
current policy, get added and evaluated. Thereby the approximation for the
optimal value function gets more and more refined. This approach dramatically
reduces the computational cost and makes the computation feasible.

* QMDP (Littman et al., 1995): This algorithm provides a heuristic solution
for the optimal policy, ignoring the uncertainty in future observations. More
specifically, QMDP computes the Q-values based on the underlying MDP, which
has full observability of the current states. Therefore it can select the actions
based on the corresponding belief states. This method provides a suboptimal
policy since it doesn’t consider the effects of future observations. Still, it is
computationally less expensive and can serve as a baseline or initial policy for
more complex algorithms.

* Monte Carlo planning (Silver and Veness, 2010): Monte Carlo Planning for
POMDPs is a sampling-based method that uses random simulations to approxi-
mate the value function. Instead of attempting to compute exact solutions over
the entire belief space, it generates many random rollouts from the current
belief state. The value of an action is then approximately determined based on
the average outcome of these rollouts. The algorithm is a popular variant that
incrementally builds a compelling search tree in complex domains with large
state and action spaces.

* DESPOT (Somani et al., 2013): This online planning algorithm is suitable for
POMDPs with large or continuous state, action, and observation spaces. The
idea is to compactly represent all possible future spaces using a sparse tree,
where each branch represents a specific sequence of actions and observations.
This tree is constructed through a deterministic sampling process, which
ensures that only the most likely and impactful scenarios are considered.
Focusing on this compact representation significantly reduces computational
requirements while delivering near-optimal policies.

2.7 Partially Observable Markov Decision Process
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a, = open left a, = open right

Fig. 2.10: Visualization of the Tiger POMDP.

A famous introductory example is the so-called Tiger POMDP problem (Cassandra
et al., 1994), which is shown in Figure 2.10. There are two doors (left and right),
and behind one of them lurks a tiger. Our task is to open the door behind which the
tiger is not lurking. In this case, partial observability comes from the fact that we
can listen at the doors. However, this tells us only in 85% of the cases the correct
situation behind the door. Moreover, this reaction costs us a reward. So, given our
beliefs about whether the tiger is behind the left or right door, how can we find an
optimal policy for which action to choose? Hearing at the door gives us a -1 reward,
uncovering the tiger gives us a -100 reward, and escaping gives us +10. Now our
belief is initially 50/50 where the tiger is. However, by listening, we can update this.
The optimal policy results using the QMPD algorithm are shown in Figure 2.11.

Open right door | —

Listen

Action

Open left door

0.00 0.25 0.50 0.75 1.00
Belief: Tiger behind left door

Fig. 2.11: Policy for the Tiger POMDP.
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This example clarifies that we can now implement all initial conditions for individual
sequential decision-making under uncertainty in the POMDP framework. We can
implement action variability through probabilistic actions, sensory uncertainty
through partial observability, behavioral costs through the structure of the reward
function, and internal model uncertainty through belief modeling. Therefore
POMDP framework has been used in previous work to model eye movements (Butko
and Movellan, 2008, 2009; Stankiewicz et al., 2006), but also more complex
situations where vision and action have to infer, such as catching balls (Belousov
et al., 2016), navigation (Kessler et al., 2022) or optimal control in detection tasks
(Chebolu et al., 2022). POMDPs are a powerful and flexible framework for modeling
decision-making under uncertainty. This allows the process of active vision to be
implemented and understood.

2.7 Partially Observable Markov Decision Process
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Blinking as probabilistic
planning under uncertainty

We were all silent except
for blink, blink, blink,
blink, blink.

— Richard Brautigan,
2014

We blink around 15000 - 20000 times a day and often don’t even notice it at all.
Eye blinks are one of the most frequent visual behaviors carried out by humans and
although at first they seem like a very simple and straightforward action, our visual
apparatus has to plan them specifically. First of all we have to blink for maintaining
and protecting healthy vision through moisturizing the eyes and clearing debris
(Bron et al., 2004; Doane, 1980; Sweeney et al., 2013; Tutt et al., 2000), while at the
same time providing rest for the eyes and enabling visual processing (Bristow et al.,
2005). However, during blinking the stream of visual information is interrupted
(Riggs et al., 1981) and we can thereby miss important information (Wiseman and
Nakano, 2016). Therefore, we need to find a trade-off to keep our eyes moist and
healthy while missing as little to no visual information as possible.

3.1 Related work

Previous research by Hoppe et al. (Hoppe et al., 2018) has shown that human
observers are capable of this through adapting their blinking behavior to environ-
mental event statistics by trading off the cost of information loss due to short-term
eye closure with the benefit of maintaining healthy vision. Further studies provide
additional empirical evidence for the link between blinking behavior and several
cognitive processes. This includes a decrease in blink rate while the presentation
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stimuli that are relevant for the current task (Groen et al., 2017) or especially engag-
ing moments (Nakano et al., 2009). The same decrease is also observed in situations
that subjects remember particularly well at a later time (Shin et al., 2015). These
different blink rate patterns are highly individual and allow to categorize individual’s
engagement and interest with scene content (Nakano and Miyazaki, 2019; Ranti
et al., 2020). In addition to the blink rate, the interblink interval (IBI) distribution
(i.e. the distribution of times between two consecutive blinks) is also highly variable
between subjects. Four different forms of these distributions (J-shaped, bimodal
irregular, symmetric) were described long ago in 1927 (Ponder and Kennedy, 1927)
and have been found repeatedly in empirical measurements ever since (Borges et al.,
2010; Lenskiy and Paprocki, 2016; Naase et al., 2005; Nishizono et al., 2023).
Hoppe et al. (Hoppe et al., 2018) showed that these differences are based on the
trade-off between internal and external costs of the current task and could reproduce
three of the distributions using their cost model (missing the symmetric shaped
IBI).

In addition to these individual differences, there are also shared commonalities in
the blinking behavior that can be found across subjects. These are often found in
relation to highlights or events in various visual scenes. For example, in drivers of
Formula 1 cars at important positions on the track (Nishizono et al., 2023), in key
events based on the narrative while watching movies (Andreu-Sanchez et al., 2021)
or in highlight scenes of sports videos (Nakano et al., 2020). These influences of
the temporal rate of events seem to have a major influence on individuals’ blinking
behavior. The approximative computational model for relating the costs and benefits
of blinking to the probability of blinking by Hoppe et. al (Hoppe et al., 2018) was
able to predict the blink behavior of all subjects given the generative event model, but
does not take the modeling of temporal event rates either. On promising approach
to capture the dynamics of temporal event arrivals can be non-homogenous Poisson
Processes (NHPPs). For example, temporal point processes were used in modeling
even statistics in video stimuli of team sports such as ice hockey (Zhong et al., 2018).
NHPPs have many different application areas in which event arrivals are modeled
that do not follow a fixed rate. Examples include the modeling in many different
areas like the distributions of plants and animals in ecology (Mugumaarhahama
et al., 2022; Warton and Shepherd, 2010; Wilson and Costello, 2005), the failure
and repair of components in reliability analysis (Davies et al., 2021; Saldanha et al.,
2001; Shibata et al., 2006), weather and climate phenomena in metrology (Achcar
and Oliveira, 2022; Lu and Garrido, 2005; Ngailo et al., 2016), noise levels in
acoustics (Guarnaccia et al., 2016, 2015; Peeling et al., 2007), the occurrence of
disease incidents or virus spreading in a population in epidemiology (Al-Dousari
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et al., 2021; Cifuentes-Amado and Cepeda-Cuervo, 2015; Guler Dincer et al., 2022),
action potentials and neurophysiological responses in neuroscience (Chaspari et al.,
2014; Turcott et al., 1994), the distribution of networks in telecommunications
(D’Angelo et al., 2022; Vales-Alonso et al., 2013), the spatial structure and flow
in traffic analysis (Lim et al., 2016; Zhang et al., 2019) or the distribution of
earthquakes in seismology (Jonsdottir et al., 2006; Shcherbakov et al., 2005).

Here we make use of the NHPP as natural modeling approach for temporal event
rates and develop a probabilistic planning model using partially observable Markov
decision processes (POMDPs, (Cassandra et al., 1994; Kaelbling et al., 1998)).
POMDPs provide a natural and powerful computational framework of modeling
uncertainty in both action outcome and state perception to model complex decision-
making problems where an agent’s state observation is incomplete or noisy. Using
this approach allows us to to quantitatively understand the blinking behavior and
inferring individuals’ internal costs associated with not blinking, their benefits for
detecting an event, and their perceptual beliefs implicit in behavior. Our model is
able to predict key aspects of human blinking of the analyzed behavioral data. In
addition to this, our model succeeds as first in predicting all four IBI distributions. We
can analyze the natural functional relationship between the cost and the probability
of blinking. Unlike previous work, we do not need to base or estimate a cost
function, but can extract it from our normative model. Using this study, we consider
the simplest visual action, blinking, as an active decision process. This framework can
be extended to other visual actions such as gaze selection in the future (Kadner et al.,
2023a, 2022). We conclude that human blinking behavior agrees with probabilistic
planning under uncertainty.

Methods

Experimental design and generative model

For this chapter, we use the data collected from Hoppe et al., 2018 and their
experimental setups. The experiment consists of a visual detection task, where
subjects had to observe a gray circle moving on a circular path. The stimulus will
move on this circular trajectory for 100 consecutive laps while the trajectory self
was not visible for the subjects. In each of these laps 3-5 events will occur, consisting
of the grey circle being replaced with a stylized face for 50 ms. Subjects’ task is to
detect as many of the events as possible by pressing a button. If they missed to detect
an event, they were alerted by an acoustic signal. The positions of the appearance

3.2 Methods
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Fig. 3.1: Three exemplary mixture distributions of the generative model from Equation 3.1.

of the events were not random, but followed a generative probability distribution.
This model (see Equation 3.1) for generating events is a mixture distribution of
a normal distribution (with parameters y, o and a mixture component ¢) and a
uniform distribution (between 0° and 360° and a mixture component (1 — ¢)) (see
Figure 3.1 for a visualization).

Pgen(0lps, 0,0) = ¢ - N(0|p, o) + (1 — ¢) - U(0, 360) (CRY

In the original task, mixture models with ¢ = 30 and ¢ = 0.8 and varying p were

chosen. For visualization in the analysis every value for y was translated to be
w = 180.

The analysis of the available data could confirm the results found by the authors.
We did additional analysis on the duration of blinks, given their relative position to
the high probability regions on the circle. Besides the position of the blinkers on the
circle, this could be another measure that subjects have adaptively adjusted their
blinking behaviour to the temporal event statistics. Figure 3.2 shows the duration
given the distance to point of highest probability. We fit a linear regression model
which reveals positive correlation between distance and blink duration (r =~ 0.67,
p < 10712). In fact, we find another correlation that the blink duration of subjects is
also adjusted to the generative model. If they already have to blink in a region of
higher event probability, they do it statistically significantly faster there.
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Fig. 3.2: Blink duration dependent on the relative position to the highest point of probability.
Data was aggregated over all participants and trials and discretized with a window
size of two degree. A linear regression was fit to the data.

Non-homogeneous Poisson point process

Many modeling problems involve counting the number of occurrences of a particular
event within a specified period, e.g. the number of users visiting a website, the
number of particles passing through a detector, the number of patients arriving
at a hospital, or the number of failures in a system. This can be modeled with
counting processes, which are defined as stochastic processes { N(¢),¢ > 0} which
represent the number of events occurring up to a time step ¢. For all ¢ > 0, the
value N (t) is a nonnegative integer, and the function N(¢) is right-continuous and
non-decreasing. Furthermore the number of events in an interval (¢, t,,+1] can be
described by N (t,4+1) — N(¢,). Counting processes provide a powerful and flexible
framework for modeling the random behavior of discrete events over time.

One specific type of counting processes are the Poisson processes, where the times
between successive events are independent and identically distributed exponential
random variables and the number of events in an interval follow Poisson random
variables. We can distinguish two different types for the Poisson point processes: the
homogeneous and non-homogeneous one. The homogenous Poisson point process
has a rate parameter A > 0, which is the expected number of events per unit time,
i.e. the number of events in that interval is a Poisson random variable with mean
A+ (tn+1—tn). The homogeneous variant of these processes has been employed widely,
benefiting from its simplicity and the powerful theoretical results that surround
it. However, many real-world phenomena do not adhere to the assumption of a
constant event rate. To account for this the Nonhomogeneous Poisson point process

3.2 Methods
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Fig. 3.3: Visualization of the Non-homogeneous Poisson point process on the real line. The
exemplary rate function A(t) = 5 + 2.5 - sin(¢) and the corresponding sampled
Poisson events on the real line are shown.

(NHPP) has no longer a constant rate A, but an intensity function A\(¢) over time.
Thus, for the interval (t,, t,+1], this gives the relationship that the number of events
is Poisson distributed, with the following relationship:

Xk ~ ~ tn+1
Ntns) = N(ta) ~ e with A= / Au) du (3.2)
. tn

This elementary feature of the NHPP is visualized in Figure 3.3. The events cluster
exactly at the points where the intensity function assumes the most area under the
curve. The number of events can be described by the area of the intensity function as
a parameter of a Poisson distribution. The inter-arival time, i.e. the time between the
individual events, can also be described using exponential distributions (Yakovlev
et al., 2005).

We are interested in the distribution of the arrival times of the events (in Figure 3.3
the distribution of the positions of the crosses). To find an expression for the time
step of the n-th event, we can define two different equations:

T(n) =min{t > 0: N(t) =n} 3.3)
N(t)=#{neN:T(n) <t} (3.4

Using these equations and the non-homogenous Poisson distribution of N (¢) we can
define the distribution function of the arrival times as:
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mF(t)
!

. t
S with m(t) = /0 Mu)du  (3.5)

p(T(n) <) = p(N(t) > n) = i o—m(®)

Differentiating with respect to ¢ gives our relationship, The probability for the arrival
of the n-th event at point t:

n n mkfl mk mnfl
parr<t|n>=cw=A(t>e‘m<”2[(k v (ﬂz )\t

dt k-1 &

(3.6)

where m(t) is often called the mean value function (Siegrist, 2021). With this, we
are now able to model the statistics of temporary event arrivals.

Model components

Our probabilistic planning model is motivated by the framework of Partially Ob-
servable Markov Decision Processes (POMDPs) (Cassandra et al., 1994; Kaelbling
et al., 1998). The implementation was done in Julia (Bezanson et al., 2017) with
the POMDPs package (Egorov et al., 2017). The QMPD algorithm (Littman et al.,
1995) was used to solve the POMDP and learn a policy to simulate our model.

State space

The state space S follows the experimental setup with the features to uniquely
describe the current state. This includes the current position of the stimulus 6
(discretized between 0 and 359 degrees), the remaining number of events in this
lap n, and a boolean variable indicating whether an event occurs at this current
position.

Action space

The action space A is limited to the blinking behavior and consists of two possible
options. The model can choose either to blink or to keep the eyes open at a specific
position.

3.2 Methods
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State transition

The state-transition function 7" describes dynamics of the experiment. Therefore it
is responsible for updating the environmental states according to the underlying
generative model. First, it describes the position of the stimulus over the circular
path and its update. If the agent does not blink, the stimuli moves on discretely
by one degree. Otherwise the eyes are closed for the duration of a blink and the
stimuli moves accordingly in that time. In addition, the state-transition function
draws uniformly 3-5 events at the beginning of each new lap and sets their positions
according to the generative model (Equation 3.1).

Observations

The true states of the experiment are only partially observable for the subjects and
therefore for our model. Thus, it can perceive the current position of the stimuli
only with addition of perceptual uncertainty. Also observable is whether an event
has just taken place (and thus when it last took place), as well as the remaining
number of events, given the initial belief.

Rewards and costs

The agent can either decide to keep his eyes open, but then gets a negative reward
for suppressing it ¢;. However, if he blinks and an event takes place during the
blinking period, he gets a negative reward ¢, for missing it. These two costs are in a
relationship and we can trade-off them with « - ¢; and (1 — @) - ce.

Belief

Since the true states are not known to the model, but it can only partially observe
them, it must form a belief about them. Each subject has an individual belief over
the true parameters of the generative model and the number of remaining events
for the current lap. We denote this belief vector as ¢ = (i, 5, ¢, 71).

Using our NHPP we can model our belief that an event will happen at position 6
given the position of the last event ey and the belief about the generative event
statistics vector ¢. Therefore we can combine the probability that the event did not
occur in the interval (fprey, @) and the probability to occur at position §:
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0
pevent(9|9prew¢) = |:l _/ parr(um) dU‘| ‘parr(9|7~l) 3.7)

Using this relationship, we can calculate a probability for each time point that an
event will occur at the current angle 6 of the stimulus. As an intensity function we
can use the underlying generative model and exploit the fact that it is a probability
distribution. The area under the curve equals by definition one, which corresponds
exactly to a single event on the whole circle. To model the expected remaining
number of events, the intensity function can be scaled by the probability function of
the generative model.

In order to re-continuate the Belief, we use a Kernel Density Estimator of the form:

n el cos(9)

f(0) = E:Kme—eg with K;@):QWEUO (3.8)

where § is the angular difference between evaluation and data point, « is the
concentration parameter and [y is the modified Bessel function of order 0.

Results

Model analysis

Using the definitions of the model components, we can simulate our model for differ-
ent beliefs about the underlying event statistics and analyze the resulting behavior.
The approximate cost model of Hoppe et al. (Hoppe et al., 2018) previously set the
relationship between cost and blink behavior manually. However, the normative
modeling here allows us to look at the relationships as they are naturally induced
by the framework. The internal and external costs are weighted by the trade-off
parameter «. The influence of this cost-trade-off on the blinking behavior are shown
in Figure 3.4A. Values close to zero can be interpreted that it is particularly important
for the model to maintain healthy vision. This can be seen in the top row of the first
column, as the model shows constant blink behavior regardless of the exact position.
As the alpha value increases, the visual detection task becomes more important,
and so the blinking behavior over the laps adapts more and more inversely to the
generative model.

3.3 Results
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The effects of different alpha values on the IBI distributions can be seen in the bottom
row of Figure 3.4A. We can observe the recreation of the four IBI distributions first
described by (Ponder and Kennedy, 1927) - namely from left to right: irregular,
symmetric, bimodal, J-shaped. To our knowledge, this is the first time that a model
is capable to generate all four of them.

Furthermore, we can take a look at the correlation of different trade-off values on
the performance of the event detection task. Figure 3.4B visualizes the relationship,
where we used the percentage of correct detected events as an measurement for
performance. As conjectured by (Hoppe et al., 2018), we observe a functional
relationship between both variables. Our normative model has the advantage that
we now are able to also computationally verify this relationship and contrary to the
linear empirical observation and assumption from the previous study, we observe
logistic relationship between both. A performance of 50% is already achieved with
an alpha value of around 0.2.
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Fig. 3.4: Influence of the trade-off parameter « on blinking behavior. (A - Top row) Blinking
proportion per degree. At low alpha values, the visual detection task does not
matter and the model simply blinked equally distributed over the entire course to
maintain healthy vision. The higher the values, the more the blinking behavior
fits the underlying generative model (gray dashed). (A - Bottom row) Interblink
interval distribution. At low values, an irregular blink pattern is seen. (B) The
influence of different o trade-off values on the performance, here the percentage
of detected events. (C) The relationship between « trade-off values and expected
utility values on blinking behavior.
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Further, it was assumed by (Hoppe et al., 2018) that the costs are inversely propor-
tional to the probability of blinking at an angle #. More specifically for costs of blink
suppression c; and blink execution ¢, they proposed

1

p(bllnk at 9|Oé, QZ)) = (1 _ Oé)Cs + ace(ﬂ ¢)

We can also check this relationship using our model by looking at the learned policy
for problem solving. The QMDP algorithm for solving the underlying POMDP returns
an alpha vector policy. This policy consists of a set of alpha vectors, where every
alpha vector correspond to a specific action. It provides the expected cumulative
reward for each state if that specific action is taken while the agent is in that belief
state. With the dot product of the belief vector and an alpha vector, we are effectively
averaging the expected rewards across all states, weighted by the agent’s belief in
each state. This results in the expected reward of taking a certain action, given
the agent’s current belief state. This expected reward serves as a crucial piece
of information for decision-making in POMDPs: given its belief about the world’s
state, the agent will typically choose to take the action that maximizes this expected
reward. Using this measure, we test the previously presented assumption between
the relationship of the blink probability and the underlying cost. Figure 3.4C and
Figure 3.5 show the relationship between the cost-trade-offs and the expected utility
on the blinking behavior. We can see two different influences in the dimensions and
an interaction effect of both of them. Our model now makes it possible to extract
and visualize this complex relationship at all.
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Fig. 3.5: The relationship between « trade-off values and expected utility values on blinking
behavior. (A) Contour line plot of Figure 3.4C. (B) Marginal plots for utilities
against probabilities. (C) Marginal plots for cost-trade-offs against probabilities.
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3.3.2 Model results for blinking behavior

The model was fitted to the behavioral data provided by (Hoppe et al., 2018). The
results are shown in Figure 3.6 and the estimated parameters for each individual
subject can be found in Table 3.1. Single plots for every participant fit are shown in
Figures 3.7 and Figure 3.8.

9]

ﬁ ==mm Hoppe et al. 2018 l |

o POMDP Model L\-l .

5 M,l\h\ LW

5 al, kJ! - w

g w J\“'J.M A | ‘L o

g Pttt A Ay

E Iy V1 w '

0 60 120 180 240 300 360
Angle 6
B C

= 0.3

= %)

= Q

%5 (]

c 5 0.2

o >

£ 9}

3 £ 01

o

o 0.0

0 2 4 6 8 0.0 2.5 5.0 7.5 10.0

Interblink interval (s) Blinks per lap

Fig. 3.6: Results of our probabilistic planning model. (A) Blinking proportion per degree
(B) Interblink interval distribution (C) Blink rate in terms of blinks per lap.

Like the original model, our model is able to reproduce the blinking behavior of
the subjects given the generative model and the current position of the stimulus
(see Figure 3.6A. In addition to the adaption to the event probabilities of the
generative event statistics, the model also shows the two phases of suppression and
compensation. Furthermore, the model predictions are consistent with the empirical
distribution of IBI times (see Figure 3.6B and blink rate (see Figure 3.6C). Thus,
in addition to the advantages due to the better interpretability and naturalness of

the model, it also provides the possibility of explaining real, empirically measured
data.
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3.4 Discussion

This chapter motivated and implemented a probabilistic planning model to predict
human blinking behavior given temporal event statistics. Few computational models
exist to predict blink behavior. Previous approaches assume voluntary blink sup-
pression and do not address underlying task-related circumstances (Berman et al.,
2012; Moraitis and Ghosh, 2014) or merely use previously empirically measured
probability distributions as look-up-table (Ford et al., 2013). Other deep learning
approaches can predict temporal points of blink, but do not provide any information
about internal costs or underlying individual differences (Nakano et al., 2020). The
approximate computational model by Hoppe et. al (Hoppe et al., 2018) related
the costs and benefits of blinking to the probability of blinking, but they have not
investigated the influence of the temporal rate of events. In order to quantitatively
understand the blinking behavior and link it to the temporal component of event
arrival, we are using partially observable Markov decision processes combining
them with non-homogenous Poisson processes. Using this computational planning
framework, we can estimate individual behavioral costs associated with blink sup-
pression and the reward for detecting event, as well as the the perceptual beliefs
about the underlying statistics. This approach results in further advantages that
were not possible with previous models. We could simulate the relationship between
the cost-trade-off parameter and task performance revealing a logistic relationship.
Furthermore we developed a normative model to describe human behavior where
we have not assumed or fit any functional form of the cost functions. This is common
practice in many models in the field (compare e.g. (Petitet et al., 2021)), so our
framework offers long-term opportunities to provide new computational modeling
capabilities in other fields of cognitive science. Furthermore, we performed an addi-
tional analysis using the available data from Hoppe et al. We found a statistically
significant correlation, between the blink duration and the position on the circle,
given the generative model. These results suggest that, in addition to the local
component, a temporal component also plays a role in blinking. Even when balanc-
ing physiological and task performance, once they have to blink in a region with
higher event probability, they do so there for a significantly shorter time. Previous
models have simulated the duration of a blink either constant or randomized given
a predefined probability distribution. Future work should consider this important
component and include the temporal information of the blinker.

3.4 Discussion
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Tab. 3.1: Individual parameter estimates for all subjects.

Subject [ G 10) a

1 180 20 0.80 0.68
2 180 40 0.80 0.65
3 180 50 0.60 0.66
4 180 20 0.80 0.59
5 150 20 0.60 0.44
6 180 30 0.95 0.77
7 170 20 0.90 0.85
8 180 10 0.80 0.77
9 180 15 0.80 091
10 150 20 0.80 0.62
11 180 40 0.80 041
12 150 20 0.80 0.65
13 180 40 0.80 0.67
14 180 30 0.80 0.64
15 180 10 0.80 0.73
16 180 40 0.80 0.63
17 180 30 0.90 0.77
18 180 15 0.80 0.83
19 180 15 0.90 0.73
20 180 30 0.90 0.83
21 180 30 0.80 0.53
22 180 30 0.95 0.68
23 150 20 0.80 0.57
24 180 40 0.80 0.51
25 180 30 0.80 0.73
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Fig. 3.7: Individual data and model fits for all participants (1-12). For each subject the
blinking positions over the circle, the distribution of IBIs , and the distribution of
blinks per lap are shown.
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Fig. 3.8: Individual data and model fits for all participants (13-24). For each subject the
blinking positions over the circle, the distribution of IBIs , and the distribution of
blinks per lap are shown.
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Improving one-step ahead
predictions of subsequent
fixations using individual
cost maps

It’s not what you look at
that matters, it’s what
you see.

— Henry David
Thoreau, 2006

Because of the inhomogeneous spatial acuity of the visual system, humans shift
their gaze sequentially across visual scenes using saccadic gaze movements (Findlay
and Gilchrist, 2003). Four main factors have been shown to influence observers’
eye movements: the ongoing task, image features such as contrast and intensity,
semantic features such as faces and scene context, but also factors that arise from the
sequential interaction of an observer with the scene including center bias, proximity
preference, inhibition of return (Tatler et al., 2011). Empirically, gaze targets of
multiple human observers while inspecting an image given different task instructions
can be collected. Assuming that gaze prioritization is image-computable, the task
of predicting gaze prioritization given an image is referred to as visual saliency
modeling resulting in a time invariant saliency map, whereas scanpath models
generate a sequence of gaze targets. While originally developed to account for the
phenomenon of pop-out (Treisman and Gelade, 1980), visual saliency modeling has
been generalized to predicting the likelihood of human observers overtly shifting
their gaze to image regions for arbitrary images.
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Related work

Initially, saliency models used handcrafted features inspired by neurophysiological
properties of the visual system (Itti et al., 1998; Sun, Xiaoshuai et al., 2012), but
more recently data driven approaches (Cornia et al., 2018; Fan et al., 2018; Huang
et al., 2015; Jia and Bruce, 2020; Kruthiventi et al., 2015; Kiimmerer et al., 2017;
Pan et al., 2016; Wang et al., 2018) have commonly used features from DNNs
pretrained on large image datasets, thereby improving performance on various
benchmarks (Borji, 2019; Borji and Itti, 2013). These improvements are due to the
rich image structure learned by DNNs when trained on large image datasets, e.g.
the VGG19 (Simonyan and Zisserman, 2015) underlying Deep Gaze II (Kimmerer
et al., 2017) is trained on object recognition of one Million images before tuning to
saliency problems using the SALICON dataset (Jiang et al., 2015) containing 10000
images. Scanpath models, by contrast, take an image as input and generate a full
scanpath, i.e. a sequence of individual fixation locations as output (Assens et al.,
2017, 2019; Boccignone and Ferraro, 2004; Liu et al., 2013; Wang et al., 2011; Xia
et al., 2019).

Progress on a variety of benchmarks and image databases has been made, but,
a fundamental difficulty with scanpath models compared to saliency models is
the well known variability of individual gaze sequences between observers, which
poses particular challenges for evaluating the quality of predictions. A recent
comprehensive theoretical and empirical evaluation and comparison of scanpath
models (Kiimmerer and Bethge, 2021) has revealed that scanpath similarity metrics
can score wrong models better than the generating model. The resulting analysis in
(Kiimmerer and Bethge, 2021) establishes that a more consistent and meaningful
task consists in the prediction of the next fixation target conditional on past fixations
within an image, which is the task we adopt in this study.

Here, we leverage two recent developments to improve the prediction of the next
fixation of human observers given an arbitrary saliency map and the sequence
of preceding fixations: the theoretical analysis of scanpath models (Kiimmerer
and Bethge, 2021) and the recently measured human cost function for gaze shifts
(Thomas et al., 2022). We adopt a computational account of the scanpath as
a sequential decision process in the spirit of previous approaches (Hoppe and
Rothkopf, 2019; Jiang et al., 2016; Mathe and Sminchisescu, 2013), but differently
from these approaches, our algorithm can utilize arbitrary saliency maps as input
instead of estimating rewards for image features from scratch. First, we reason
that saliency corresponds to the reward associated with the free-viewing task which
is approximated by marginalizing over all visual tasks. The reason is, that the
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free-viewing task is maximally ambiguous regarding its task goal. Second, our
formulation allows incorporating a map representing the human preferences for
gaze shifts, which have recently been estimated for the first time independently of
image content through a human psychophysical experiment (Thomas et al., 2022).
This gives a computational explanation for commonly used heuristics including the
proximity preference. Third, we account for past fixations through a temporally
changing exploration map and present the resulting predictions of subsequent gaze
targets. The relative contributions of these three components were optimized on the
MIT1003 dataset for the NSS score and are sufficient to significantly outperform
predictions of the next gaze target on NSS and AUC scores for five state of the art
saliency models on three image data sets.

The concept of saliency lies at the intersection of cognitive science, neuroscience,
and computer vision (Tatler et al., 2011). Empirically, human gaze targets depend
strongly on the ongoing task (Hayhoe and Ballard, 2005) but humans tend to
look preferentially at certain areas even when free-viewing images (Henderson
and Hollingworth, 1998). These observations have been complemented with the
discoveries of multiple retinotopic maps in the visual system (Treue, 2003). While
the exact relationships between attention, gaze sequences, and their neuronal
underpinnings are still heavily debated, visual saliency modeling has become a
canonical computer vision task.

Initially, saliency models used handcrafted lower level features like intensity, color,
and orientation (Itti et al., 1998), whereas current DNN based algorithms determine
salient regions in a data driven fashion by reusing learnt features e.g from CNNs
(Kruthiventi et al., 2015). Other studies have emphasized the importance of higher
level information in images, such as text and faces (Bylinskii et al., 2019; Cerf
et al., 2008) or general semantic content (Henderson et al., 2019; Pedziwiatr et al.,
2019). Relevance might be biased, e.g. towards text, see (Assens et al., 2019)
for a discussion. Some approaches have incorporated task goals into models of
gaze selection (Borji et al., 2012; Navalpakkam and Itti, 2005), albeit with a small
number of tasks with respect to the broad range of human visual and visuomotor
tasks. Semantic information has been incorporated by neural network approaches,
for example by pretraining on object recognition (Cornia et al., 2018; Huang et al.,
2015; Kruthiventi et al., 2015; Kiimmerer et al., 2017; Pan et al., 2016; Wang
et al., 2018). The work on attention in DNNs, e.g (Mnih et al., 2014; Welleck et al.,
2017) is somewhat complimentary (Adebayo et al., 2018), as it is not necessarily
modeling overt shifts of attention by gaze shifts but sequential processing of internal
representations. Overall, visual saliency modeling is an established field with
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canonical datasets and benchmarks and progress on these benchmarks has been
steady (Borji, 2019; Borji and Itti, 2013).

Scanpath models have received less attention compared to saliency models but
recent approaches include models based on biological and cognitive facts (Itti et
al., 1998; Wang et al., 2011; Zanca et al., 2019), statistically motivated models
(Boccignone and Ferraro, 2004; Liu et al., 2013; Xia et al., 2019), and models, which
leverage machine learning techniques for prediction without reference to underlying
mechanisms of vision (Assens et al., 2017, 2019). While some algorithms require
an image as input (Cornia et al., 2018; Droste et al., 2020; Fan et al., 2018; Itti
et al., 1998; Jia and Bruce, 2020; Kiimmerer et al., 2017; Sun, Xiaoshuai et al.,
2012), other models use a saliency map as input for generating a scanpath (Assens
et al., 2017, 2019; Boccignone et al., 2020; Boccignone and Ferraro, 2004; Itti et al.,
1998; Sun, Xiaoshuai et al., 2012; Wang et al., 2011; Xia et al., 2019; Zanca et al.,
2019). In (Boccignone et al., 2020; Boccignone and Ferraro, 2004) the authors
investigated the properties of scanpaths as function of parameters in random walks
on saliency maps. (Wang et al., 2011) proposed a model incorporating an image
representation map based on filter responses, foveation, and a memory module to
generate sequential saliency maps. (Sun, Xiaoshuai et al., 2012) used an algorithm
based on projection pursuit to select image targets for simulating scanpath in order
to mimic the sparsity of human gaze selection. PathGAN (Assens et al., 2019)
extracts image features using available DNNs and trains recurrent layers to generate
and discriminate scanpaths in a training set. While PathGAN learned scanpaths end-
to-end and outperformed several other models, qualitative results suggest persistent
deviation to scanpaths of human observers.

Of particular relevance in this context is recent work on characterizing and evaluating
the prediction accuracy of scanpath models relative to human gaze (Kiimmerer and
Bethge, 2021). The authors’ in depth analyses show that some scapath similarity
metrics such as ScanMatch (Cristino et al., 2010) or MultiMatch (Jarodzka et al.,
2010) can score wrong models better than the generating model given ground truth.
Note also, that some of the current scanpath models employ statistics of scanpaths as
a means to capture behavioral biases of gaze shifts, but these have so far never been
measured independently of image content. The in depth analyses in (Kiimmerer and
Bethge, 2021) convincingly lead to the conclusion, that instead of comparing entire
scanpaths it is more adequate to evaluate models regarding their prediction of the
next fixation within a given scanpath.

Finally, scanpaths have also been conceptualized as sequential decision problems,
which is particularly successful in situations where observers’ goals are known and
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can therefore be formalized as rewards (Hoppe and Rothkopf, 2016; Hoppe and
Rothkopf, 2019; Mnih et al., 2014). Very much related to the present approach,
(Mathe and Sminchisescu, 2013) used inverse RL to estimate implicit rewards from
human gaze sequences. While this extracts reward functions in terms of image
features, it is agnostic in relation to internal, behavioral costs and benefits. Other
studies have used reinforcement learning to predict scanpaths (Jiang et al., 2016)
with a state consisting of low-level features, semantic features, center bias, spatial
distribution of eye-fixation shifts as well as a measure indicating previous gaze visits.
However, these studies did not utilize the human cost for eye movements measured
independently of image content and predicted ’fixation stages’ in an experiment and
not individual fixations. But empirical studies have shown, that oculomotor biases
are not independent of image content, e.g. by simply rotating images (Foulsham
et al., 2008). Here, our goal is to leverage the recently measured human cost
for making a gaze shift independently of image content (Thomas et al., 2022) for
arbitrary saliency models so that we do not infer the rewards of image features
from scratch. This allows arbitrary saliency models to improve their predictions of
the next gaze target by incorporating the intrinsic costs of a gaze shift in human
observers, which interact with the prioritization of image content.

Methods

Our general model is based on statistical decision theory and gaze sequences
are viewed as reward-driven behavioral sequences, that can be described using a
Markov Decision Process (MDP), similar to (Hoppe and Rothkopf, 2019; Jiang et al.,
2016; Mathe and Sminchisescu, 2013). A scanpath is a sequence of gaze locations
X9, X1, - . . , Xt Visited on an Image I through movement of the visual apparatus. Each
of the visited gaze locations is the result of a decision for that particular location, fol-
lowing a policy 7(s) = arg I)gi}liQ(S,XH_l), where Q(s,x¢+1) = E[G¢ | s,%x¢41] are
the Q-values, i.e. the expected discounted total future rewards G; = Zf\il iy P
when switching gaze to a location x¢;1 while being in state s. The state s sum-
marizes relevant factors that contribute to the selection of the next action x¢1, v
is the discount factor, and N is the number of gaze shifts until the end of looking
at a particular image. When exploring an image I, action selection is affected by
past eye movements as well as the image, therefore s = (1, xg,...,x¢). For some
tasks, s might also include further task-relevant features or it could represent a belief
state. We argue that this is allowable here because saliency can be thought of as an
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average over all possible states within all possible tasks as we will formulate in the
following.

As has been shown repeatedly in the past, human action selection, in particular the
generation of eye movements, is driven by multi-dimensional reward structures.
However, the precise composition of the sources of rewards is usually unknown or
not easy to measure. Here, we consider three components that have been shown to
drive action selection: task-related reward, behavioral costs, and sequential effects
related to the history of previous actions. In order to compute the state-action values
Quask (s, x¢+1) = E[G | s,x¢+1] in a specific task, we need to specify the rewards:

T(Sa Xt+1) = wortask(sa Xt+1) + wlrinternal(sa Xt+1) + WaTfixation history(sa Xt-i-l) (4.1)

where x¢ 1 is a potential next eye movement location and 7inernals "task @0 Tfixation history
are components contributing to the state-action value.

Saliency in the context of rewards

One dimension contributing to action selection is task-related reward. Eye move-
ments have been shown to be carried out to lead to high rewards in their respective
tasks, such as visual search (Najemnik and Geisler, 2005), image classification (Pe-
terson and Eckstein, 2012), and can even be planned (Hoppe and Rothkopf, 2019).
For free viewing of natural images, however, the reward function is difficult to obtain
theoretically because the task instructions are highly ambiguous: "Just look around.".
Here, we conjecture that saliency can be thought of as an average reward over all
possible states within all possible tasks as we will formulate in the following. One
possible approach is to formulate the task-related reward structure of free viewing
as the result of marginalizing over all possible tasks:

Tfree VieW(87 Xt+1) = Etask [Estask [rtask(L Stask> Xt+1)] ]

= Etask / ""task(I » Stasks Xt+1)p (stask)dstask

task

= Z / Ttask (L, Stask Xt+1>p(3task> dStask p(taSk)

task Stask

=~ S(I,Xt+1) (42)

where 7( 1, Stask, Xt+1) denotes the reward when performing eye movement x¢ 1
in image I under a specific task while being in state sq. The state s;,qx summarizes
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all relevant information about the actions performed prior to the current decision for
a specific task. The probability distribution over potential tasks p(task) weights the
task-dependent reward according to how likely the task is. For example, information
that is relevant for many visual tasks, e.g., faces, receives higher weights. Finally,
p(stask) is the probability distribution of the current state within a task, i.e. the action
sequence (scanpath) prior to the current fixation and S(7, x) is the saliency score.

In conclusion, we view the saliency of an image location during free viewing as the
approximate average reward of that location across all possible tasks and all possible
previous gaze shifts in that task.

Influence of past fixations

According to Equation 4.2 we can approximate the task related component to the
reward using the predictions of a saliency model. However saliency models are
time-invariant, depending only on the image.

Here, we propose an extension to overcome this problem and compute saliency
models taking into account past actions. Our approach is based on the fact that the
next fixation depends on all prior fixations. Since the exact nature of this relationship
is unknown, we developed a model that quantifies the influence of a fixation within
a gaze sequence on the selection of future fixation choices:

t
T'fixation history(sa Xt+1) = 7(X0, -+ -5 Xt—1, Xt, X¢41) = Z ¢ N(xe415%1, %) (4.3)
i=0
Positive values (¢; > 0) indicate that having visited location x; at timestep i during
the same scanpath increases the probability of targeting the next fixation to location
x;. Negative values lead to reduced probabilities, therefore corresponding to an
effect such as a spatial version of inhibition of return.

This reward can be conceptualized as the trade-off between exploration and exploita-
tion, i.e. a reward for either parts of the state-space that have never been explored,
or, if the environment can change over time, have not been explored recently (Sut-
ton, 1990). Equivalently, this reward can be formulated as an exploration bonus.
Therefore, this part of the reward structure encourages an agent to try long-ignored
actions, i.e. visit locations that have not been visited yet or have not been visited
in a long time. Since the exact nature of this relationship is yet to be understood,
we estimated the parameters ¢; from the eye movement data. Note that we did
not constrain the parameters to sum up to one, to allow both positive and negative
values for already visited or not recently visited regions, in principle.
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Oculomotor preference map

Saliency models commonly neglect the agent’s effort expended in the actual action
to gain visual information, although such internal costs influence gaze shifts (Hoppe
and Rothkopf, 2016; Hoppe and Rothkopf, 2019). These costs and benefits have
their origin in the effort to produce the movement, which includes cognitive costs
such as deciding upon where to move next (Hoppe and Rothkopf, 2019) and when
(Hoppe and Rothkopf, 2016). The oculomotor preferences were recently measured
independently of image content in a psychophysical experiment involving a prefer-
ence elicitation paradigm (Thomas et al., 2022). Subjects repeatedly chose between
two visual targets by directing gaze to the preferred target. Eye movements were
recorded using eye tracking. For each choice, three properties were manipulated for
both targets: the distance to the current fixation location, the absolute direction to
the target (e.g., left), and the angle relative to the last saccade. Using the decisions
we inferred the value of each component and integrated them in an oculo-motor
preference map. This map assigns behavioral costs to each possible gaze location
dependent on the last two fixations:

Tinternal(sa Xt+1) = rinternal(xtfla Xt, Xt+1)
= o (IIxe+1 — x¢||)
(Xe41 —x¢) - (%¢ — Xt—l))

%641 — Xe|[|x¢ — x¢—1]]

+ 1) arccos ((Xt+1 —xe) [l O]> 4.4

%t 1 — Xt ||

+ 1)1 arccos (

Note that it is crucially important to estimate the human preferences for gaze shifts
independently from image content instead of estimating probabilities of gaze shift
parameters from free view data, because the observed gaze shifts depend both on
image content and the preferences in such datasets.

Approximating the value map

We proposed three factors contributing to the final reward of an image location:
task-related reward (Equation 4.2; approximated through saliency), fixation his-
tory (Equation 4.3) and the oculomotor costs (Equation 4.4). To account for the
sequential nature of visual scanpaths we extend static saliency approaches using an
additional reward component, which is an exploration part based on past fixations.
Note however, that only the reward component associated with the free viewing task
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is dependent on the image content whereas both the internal costs and the fixation
history dependent part are independent of the image content.

By consistently formulating the components as rewards we can combine them to
yield the desired reward function:

T(37 Xt—l—l) = WoTfree View(sa Xt+1) + wlrinternal(xt—lv Xt Xt—l—l)

+ WaTfixation history(XO, ceey Xt—1, Xt Xt+1)
~ woS(1, Xe41) + wi Z Vi (Xt—1, X¢, X+1)
1€{0,1,2}
¢
+wy Y PN (xp41:%, %) (4.5)
i=0

The parameters wy, wy, wo are linear weights and control the trade-off between
task-related rewards, fixation history dependant rewards and internal costs and were
estimated from the data. We set wq equal to 1, since the scale of our final value map
does not matter and for the purpose of interpretability of the other parameters.

Computing the optimal policy in the MDP framework according to the reward
function specified in Equation 4.5 would now require knowledge of the transition
function, i.e. the state dependent gaze dynamics and their associated stochas-
ticity. Similarly, knowledge of sensory uncertainties would be needed across all
possible tasks in order to find the optimal gaze shift policy within the POMDP
framework. Unfortunately, both these approaches are unfeasible. Instead, we use

Image Saliency map

Distance

Value map

B

Relative Angle Absolute Angle

Fig. 4.1: Schematic of the algorithm. An arbitrary saliency map and the scanpath with the
current gaze position are the input. Output is a value map, which integrates the
saliency map, the recomputed map for the cost of gaze shifts, and the sequential
history dependant map. Note that the original image is not an input to the
algorithm.
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Algorithm 1 Compute history dependent value map V' at timestep ¢

Input: Arbitrary saliency map S from Image I, human scanpath X =
{X0,X1, ..., Xt }
for all possible fixations x do
Clx] = Xicqo,1,2y Yil%e-1,%¢, %)
Elx] = Yi_g ¢iN (x: %3, %)
Vx| = woS[x] + w1 C[x] + wo E[x]
end for
return V

the common approximation of selecting the optimal one-step look-ahead action, i.e.
greedy approximation by selecting the action that maximizes the reward for a single
subsequent gaze shift.

The approximate value map depends on the image (through ), on the location
of the last fixation (through the internal costs) and on the entire sequence of past
fixations (through the history dependant part). Crucially, as a consequence, the
value map changes with every new fixation. The procedure of the computation of )
is illustrated in Figure 4.1 and examples of the respective maps for a succession of
fixations is shown in Figure 4.2. Based on the approximate value map we can predict
the future fixation locations from the policy = based on the value map Q(s, x¢+1),
see Algorithm 1.

First, to demonstrate the utility of our algorithm in improving the prediction of
the next fixation of human observers for arbitrary saliency models, our model was
implemented with four different underlying saliency models, which are currently
among the ten best on the MIT/Tuebingen saliency benchmark (Kiimmerer et al.,
n.d.) with respect to several evaluation metrics: DeepGaze II (Kiimmerer et al.,
2017), SAM-ResNet (Cornia et al., 2018), EML-NET (Jia and Bruce, 2020) and
CASNet II (Fan et al., 2018).

The parameters describing the three components of the behavioral costs for gaze
switches corresponding to internal motor and cognitive costs were recently estimated
in a psychophysical experiment from eye movement data collected in a preference
elicitation paradigm (Thomas et al., 2022). We collected a total of 70643 gaze
shifts across 14 subjects following the experimental paradigm described in (Thomas
et al., 2022). Values for the cost dimensions saccade amplitude, relative angle, and
absolute angle were estimated using a random utility model (Train, 2009). The
utility function was computed as the weighted sum of the individual dimensions.

To include the exploration map and calculate the resulting value map, the cor-
responding free parameters had to be estimated. Since we want to evaluate the
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Saliency Map Internal Cost Map Exploration Map Value Map

Fig. 4.2: Example predictions of the next fixation. Each row shows the original image
together with the respective preceding scanpath together with the current i-th
fixation marked with a cross. The corresponding saliency, cost, and exploration
maps as well as the final value map are shown from left to right. The predicted
fixation is shown together with the ground truth next fixation of the human
observer marked with a diamond.

prediction of the next n fixations, we need to find a metric suitable for comparing
individual fixations. We chose the Normalized Scanpath Saliency metric (Peters
et al., 2005), which is definied as:

T

1
NSS(S,xo,...,xT) = fZSZ(Xi)' (4.6)
i=0

where T is the total amount of fixations for the current image. Here S is the
saliency map standardized by its mean pug and its standard deviation og

_S—us
gs

Sz 4.7)

Thus, the metric can be viewed as an average of the standardized saliency scores
at the corresponding fixation locations. For more details on the metric score see
e.g. (Bylinskii et al., 2019; Judd et al., 2012; Kiimmerer et al., 2018). Since this
method does not compare two continuous maps, but also considers the actual set of
fixations in addition to the saliency map (Le Meur and Baccino, 2013), the metric is
also suitable for our case of one-step or n-step ahead prediction. In this case, we do
not average over the entire gaze sequence, but optimize the value map of our model
so that there is as much mass as possible at the location of the next fixation.
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More specific, a random subset of 10000 real human fixations was selected and
the parameters of our model were optimized so that the value map could predict
the single subsequent fixation as well as possible and thus maximizes the NSS
score. All optimizations were done on the MIT1003 dataset (Judd et al., 2009). All
selected fixations were between the third and eleventh gaze target in their respective
sequence. This fixation interval was chosen so that at least two fixations had already
been carried out by the human observers to be able to compute the cost map and
because only about one percent of all fixation sequences contain more than ten
fixations.

We estimated the exploration values ¢;, the covariance matrix X for the Exploration
Map (Equation 4.3) and the weight parameters w;,ws (Equation 4.5) through gradi-
ent based optimization. Note that the covariance matrix 3 was constrained to be a
multiple of the identity matrix o2I. We fixed the weight for the saliency map to one,
so that the estimated parameters w;,w2 can be interpreted as quantifying the relative
contributions of the costs for gaze switches and the history dependent reward relative
to the saliency value. We used the Limited-memory BFGS-B algorithm (Byrd et al.,
1995) given the NSS score as an objective function to be maximized. In addition,
to meet the computational cost of the multidimensional problem, the images were
reduced by a factor of ten in both dimensions using bilinear interpolation.

Computations were performed on a high performance computer cluster. All sim-
ulations were run on nodes with an Intel Xeon Processor E5-2680 v3 processor
(2.5 GHz processor rate and 2.4 GB RAM). The results of the optimization for all
parameters can be found in Table 4.1, where ¢; values where estimated for each
model individually and Table 4.2 for the experiments with fixed ¢; values. The ¢;
values for the second experiment where the weighted averages from the first one.
wy | wy | o | ¢ | ¢ | b3 | da | b5 | b6 | d7 | ds | do | du0
DeepGaze II 0.35| 2.89| 34.16 | 1.74| 2.09| 2.02| 2.46| 3.32| 3.38| 4.74| 5.22 | 5.22| 4.37
SAM-ResNet 0.01| 0.01| 93.34 | 0.41| 0.10| 0.03 | 0.17| 0.20 | 0.24 | 0.41| 0.33 | 0.95| -2.17

EML-NET 0.10| 0.48| 18.30 | 0.16| 0.79| 0.43| 0.75| 1.08| 1.10| 1.45| -0.22 | 2.55| 4.52
CASNet II 0.16| 0.85| 22.33 | 0.58| 1.41| 1.14| 1.42| 1.93| 1.61| 2.59| 1.62 | 3.19| 5.33

Tab. 4.1: Estimated model parameters with individual exploration values.

Additionally, the estimated exploration values, and thus the weighting of past
fixations are shown for all four models over time in Figure 4.3. These intermediate
results were used to derive general weights of past fixations independent of the
particular model saliency. To this end, the estimated exploration values of the four
models were averaged to be flexibly applied to arbitrary, new models. The resulting
distribution is shown by the bold black curve in Figure 4.3. The same experiment
was repeated for all saliency models and image databases, except that the weight
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Fig. 4.3: Estimated exploration values for four different underlying saliency models (blue,
orange, red, green) and the corresponding averaged curve (black). Note that the
estimated ¢, from Table 4.1 have been multiplied here by their associated weight
wo to visualize the actual influence of the exploration map.

parameters were no longer co-estimated, i.e. the previously determined values were
used. The results of this experiment can be found in Table 4.2.

wy | ws o $1 | P2 | 3 | P4 | 5 | P | @7 os ®9 | 10
DeepGazeII 0.35| 1.99| 33.63 . . . : . : : : : :

SAM-ResNet 0.11| 0.51| 26.74 : : : : : : : : : :
EML-NET 0.10| 0.62| 21.55 | 0.72| 1.10| 0.91| 1.20| 1.63| 1.58 | 2.30| 1.74 | 2.98| 3.01
CASNet II 0.16| 1.13| 25.96 : : : : : : : : : :

UNISAL 0.06| 0.48| 12.64

Tab. 4.2: Estimated model parameters with fixed exploration values.

In addition, a new model was evaluated, which also belongs to the top evaluated
saliency models on the MIT/Tuebingen benchmark - UNISAL (Droste et al., 2020).
This was to investigate the degree to which the optimized model parameters would
generalize from the four baseline models to a new model.

Results

We evaluated our method on three frequently used benchmarks, the MIT1003 (Judd
et al., 2009), the OSIE (Xu et al., 2014) and the Toronto dataset (Bruce and Tsotsos,
2007). The MIT1003 and the OSIE dataset contain eye movements of 15 subjects
during a three-second free viewing task on 1003 and 700 natural indoor and outdoor
scenes, respectively. The Toronto dataset consits of 20 subjects during a four-second
free viewing task on 120 color images of outdoor and indoor scenes.

4.3 Results
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One-step ahead predictions

We evaluated the one-step ahead predictions of our model with the NSS metric on
the three datasets. Additionally we used a second metric, the Area under Curve
(AUC) (see (Bylinskii et al., 2019; Judd et al., 2012; Kiimmerer et al., 2018; Wilming
et al., 2011) for details) for a second evaluation measurement, which was not
considered during optimization. AUC is also a well known hybrid measure for
evaluating fixation prediction and saliency models (Le Meur and Baccino, 2013),
which can be understood as a binary classifier for whether pixels are fixated or
not.

These two metrics can be used in evaluating the prediction of the next fixation,
see (Kimmerer and Bethge, 2021). Other saliency metrics, like KL-divergence,
Correlation Coefficient or Information gain are distribution based, so they assume
the ground truth map to be a density and not a single fixation. Therefore, they
cannot be used to evaluate models predicting the next gaze target or any other per
fixation evaluation. Example images with best and worst NSS scores are provided in
Figure 4.4 and 4.5.

Regarding scanpath prediction metrics (like ScanMatch or MultiMatch), we follow
the evidence and argumentation from (Kiimmerer and Bethge, 2021), arguing that
it makes more sense to evaluate the capability of a model to predict the next fixation,
which is exactly what saliency metrics do.

For evaluation, both metrics were calculated on all fixations of the three datasets
above. For the first fixation, the model selects a target exclusively based on the
saliency map as neither the internal cost nor an fixation history can contribute. To

Image with scanpath Saliency map Internal cost map Exploration map

g

Fig. 4.4: Examples of predictions of the next fixations with highest NSS score.
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Fig. 4.5: Examples of predictions of the next fixations with lowest NSS score.

predict the second fixation, we assumed that the fixation prior to image onset was
at the image’s center. This is true for most experiments and this only influences the
relative angle of the cost map.

The baseline saliency models were evaluated equivalently, but instead of using our
dynamic value maps, the static history-independent maps were used. The results on
the three different datasets with five different baseline models are shown in Table
4.3(a). We reached higher scores on all three datasets compared to all baseline
models, even for the UNISAL model, which was not used in the estimation of the
parameters of the exploration map. These results transferred in all cases to the AUC
score, which had not been used in the optimization. Thus, subsequent fixations
on the datasets are better predicted by our dynamic one-step ahead prediction
maps compared to the static baseline saliency models. This provides evidence, that

Tab. 4.3: Evaluation results. AUC and NSS scores for the one-step and two-step ahead
prediction of gaze targets based on sequential value maps compared to the
respective saliency model’s baseline

(a) One-step ahead predictions (b) Two-step ahead predictions

MIT 1003 OSIE Toronto MIT 1003 OSIE Toronto

AUC NSS | AUC NSS | AUC  NSS AUC NSS | AUC NSS | AUGC  NSS
DeepGaze I 0.844 1.506 | 0.906 1.867 | 0.497 -0.031 0.844 1.506 | 0.906 1.867 | 0.497 -0.031
Our extension  0.874 1.856 | 0.908 2.569 | 0.632 0.823 0.8554 1.725 | 0.888 1.899 | 0.602 0.624
SAM-ResNet 0.864 2.222 | 0.905 3.088 | 0.477 -0.105 0.864 2222 | 0.905 3.088 | 0.477 -0.105
Our extension  0.881 2.323 | 0.917 3.315 | 0.639 0.706 0.862 2.301 | 0.894 2.862 | 0.598 0.535
EML-NET 0.864 2.255 | 0.902 3.050 | 0.490 -0.073 0.864 2255 | 0.902 3.050 | 0.490 -0.073
Our extension  0.882 2.329 | 0.919 3.330 | 0.638 0.656 0.869 2.332 | 0.903 2.897 | 0.601 0.508
CASNet 1T 0.860 1.993 | 0.898 2.587 | 0.515 -0.059 0.860 1.993 | 0.898 2.587 | 0.515 -0.059
Our extension  0.879 2.155 | 0.915 3.003 | 0.684 1.033 0.865 2.098 | 0.894 2.475 | 0.608 0.598
UNISAL 0.889 2.612 | 0.890 2.755 | 0.542 0.020 0.889 2612 | 0.890 2.755 | 0.542 0.020
Our extension  0.898 2.653 | 0.909 3.159 | 0.626 0.451 0.888 2.667 | 0.893 2.841 | 0.604 0.371
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including the independently measured human cost function for carrying out eye
movements improves predictions by saliency maps.

n-step ahead predictions

Although the free parameters of the model were optimized to maximize predictions
of the single next fixation on the NSS score for the MIT1003 data set, we can test
the performance of the n-step predictions. Table 4.3(b) and Table 4.4 report the
results of the two-step and three-step predictions respectively. These results show,
that the present model performs better consistently on the NSS score for both the
MIT1003 and Toronto datasets across the second and third fixation predictions for
all tested saliency models. Performance on the AUC score starts deteriorating for the
prediction of the third fixation on the MIT1003 dataset but not the Toronto dataset.
By comparison, both AUC and NSS scores are weaker already for the predictions of
the second fixations on the OSIE dataset for all tested saliency models.

MIT 1003 OSIE Toronto
AUC NSS AUC NSS AUC NSS
DeepGaze II 0.844 1.506 | 0.906 1.867 | 0.497 -0.031
Our extension 0.850 1.662 | 0.885 1.784 | 0.565 0.394
SAM-ResNet 0.864 2.222 | 0.905 3.088 | 0.477 -0.105
Our extension 0.857 2.271 | 0.886 2.813 | 0.557 0.317

EML-NET 0.864 2.255 | 0.902 3.050 | 0.490 -0.073
Our extension 0.864 2.304 | 0.867 2.851 | 0.564 0.307
CASNet II 0.860 1.993 | 0.898 2.587 | 0.515 -0.059
Our extension 0.861 2.062 | 0.888 2.406 | 0.576 0.354
UNISAL 0.889 2.612 | 0.890 2.755 | 0.542 0.020

Our extension 0.885 2.646 | 0.887 2.786 | 0.582 0.243

Tab. 4.4: Evaluation results. AUC and NSS scores for the three-step ahead prediction of
gaze targets based on sequential value maps compared to the respective saliency
model’s baseline.

Influence of past fixations

In addition to predicting the next fixation in a gaze sequence, our model allows quan-
tifying and explaining the relative influence of past fixations. Since the exploration
values ¢; were not constrained, we are able to interpret them directly. Figure 4.3
shows the relative value of past fixations over time. Overall, the value of refixating
an image location increases approximately linearly over time. This indicates that
having visited location x; ¢ fixations ago during the same gaze sequence increases

Chapter 4 Improving one-step ahead predictions of subsequent fixations us-
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. 4.6: NSS scores for the one-step ahead prediction depending on the ordinal position in

the probability of targeting the next fixation at location x;. This effect increases with

increasing i, which means that fixation locations visited longer ago become more

attractive for the observer.

For further analysis, we can quantify how well our predictions work for individual

ordinal positions in the gaze sequence. For this, we selected all predictions by their

ordinal position and averaged the NSS scores grouped by their fixation index. The

progression of the goodness of the predictions can be seen in Figure 4.6 for all

five models on all three datasets in comparison to the underlying baseline saliency

models.
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The differences in NSS scores can be seen in Figure 4.7. These results demonstrate,
that the prediction accuracy is higher throughout the entire sequence up to the tenth
gaze target, which was the last considered for almost all combinations of saliency
models and image data sets. This further supports the usefulness and validity of the
current approach.

MIT1003 OSIE Toronto —+— DeepGazell
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Difference in NSS Score
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Fixation Index Fixation Index Fixation Index

Fig. 4.7: Differences in the NSS scores between our dynamic value maps and the underlying
static saliency maps. Positive values indicate that our dynamic model predicted
the subsequent fixation better than the baseline model. The errorbars indicate +
standard error of the mean.

Discussion

In this chapter, we introduced a computational model utilizing arbitrary saliency
maps for computing sequential value maps to predict the next gaze target in hu-
man fixation sequences (Kiimmerer and Bethge, 2021). We conceptualized gaze
sequences as sequential decision making within the framework of statistical decision
theory, similar to previous approaches (Hoppe and Rothkopf, 2019; Jiang et al.,
2016; Mathe and Sminchisescu, 2013). The model converts static saliency maps
into a sequence of value maps, which incorporate saliency as a general conspicuity
value across tasks, intrinsic human costs for gaze shifts, and a sequential history
dependant reward. Given a saliency map of arbitrary origin and a sequence of
previous gaze targets on an image, the model generates predictions of the next most
likely fixation. The intrinsic preferences for gaze shifts used in the algorithm were
recently estimated through a preference elicitation experiment independently of
image content (Thomas et al., 2022) and the spatial and temporal parameters of the
influence of fixation history were inferred based on the MIT1003 data set. Finally,
the relative contributions of the three value maps were optimized on the same data
set to maximize prediction of the next fixation. The algorithm can be applied to
arbitrary saliency models and is available upon request from the authors.

Chapter 4 Improving one-step ahead predictions of subsequent fixations us-
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The results demonstrate that the three components of the intrinsic costs for human
gaze shifts (Thomas et al., 2022) are sufficient to improve predictions of subsequent
gaze targets obtained from a saliency model.

These results are evidence that the common simplifying assumption that human
scan paths are independent of behavioral preferences in gaze selection does not
hold. Instead, the analysis of the distribution of preferred angles demonstrates,
that image content and preferences in gaze shifts interact in non-trivial ways, a
fact that has previously been demonstrated empirically (Foulsham et al., 2008).
Although some previous approaches in scanpath modeling have acknowledged or
implemented statistics of human gaze shifts (Boccignone and Ferraro, 2004; Le Meur
et al., 2017; Tavakoli et al., 2013; Wang et al., 2011; Zanca et al., 2019), these
were not measured independently of image content. The problem this gives rise to,
is that the empirical statistics e.g. of saccade lengths measured in free viewing is
the result of the preferences for gaze shifts and the distribution of image features.
Thus, predictions of the next fixation need to be generated by taking the actual
human costs of gaze shifts into account instead of the empirical distributions of gaze
obtained from the databases, because the latter are the result of the interaction
between image features and the costs for gaze shifts. Further research will evaluate,
how frequently applied heuristics including inhibition of return, center bias, and
proximity preference arise from the interactions of an observer with a visual scene
building on concepts derived in this work.

4.4 Discussion
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Humans trade-off reward
collection and information
gathering according to
probabilistic planning

We are so familiar with
seeing, that it takes a
leap of imagination to
realise that there are

problems to be solved.

— Richard Gregory,
1966

A fundamental component of active vision (Findlay and Gilchrist, 2003; Hayhoe and
Ballard, 2005; Land and Tatler, 2009; Yarbus, 2013) in a dynamic and uncertain
environment consists in acquiring task-relevant information to reduce uncertainty
and achieve our goals. Such situations are ubiquitous in our everyday lives and
include e.g. preparing tea (Land et al., 1999), making a sandwich (Hayhoe and
Rothkopf, 2011), manipulating objects (Johansson et al., 2001), or catching balls
(Diaz et al., 2013; Land and McLeod, 2000). Tasks become even more demanding,
if one region of the visual environment needs to be looked at to achieve our long
term task goal while other regions may contain information pertaining to developing
threads, such as in team sports (Gou et al., 2022; Kredel et al., 2017) and when
driving a car (Land and Lee, 1994; Sullivan et al., 2012). First and foremost, we
want to reach our destination safely and must watch the road ahead carefully to
accomplish this long term goal. However, there are potential threads developing
in the context of traffic that require monitoring the rear-view mirror. Therefore we
need to include this view from time to time to reduce uncertainty about potential
sources of danger. Figure 5.1A illustrates this trade-off dilemma between watching
the road to safely reach our destination in the future while at the same time having
to monitor the surrounding traffic.
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A Natural gaze switching B switch by gaze C switch by button press

Reward task

1 switch | 1 switch |

'S

Fig. 5.1: The gaze-contingent paradigm. (A) Example for a natural gaze switching situation.
The main task for the driver is to get to the destination safely and to monitor the
road (monitoring task), but maybe she also wants to change the radio station or
operate the navigation system (reward task). A trade-off must be found between
the two tasks. (B) Eye movement condition. Subjects could switch between
the tasks by gaze, while the task that was not fixated was hidden so that no
information could be recorded extrafoveally. (C) Button press condition. Both
tasks were in the same spatial location, but only one was visible at any one time.
Subjects could switch between them by using the two arrow keys.

Monitoring task

Related work

Adaptively balancing reward collection and uncertainty reduction involving dynamic
and uncertain environments requires sequential decisions where to look next. It
is therefore not sufficient to use habitual actions, i.e. always selecting the action
that leads to the best immediate outcome (Dolan and Dayan, 2013; Redish, 2016).
Instead, we have to plan our actions with regard to long-term consequences (Mattar
and Lengyel, 2022) since our cognitive skills are computationally finite (Callaway
et al., 2022; Griffiths et al., 2019). Computationally, this corresponds to planning
(Kaelbling et al., 1998; Russell and Norvig, 2021; Sutton and Barto, 2018). For
our visual apparatus this implies specifically that we have to actively navigate it to
relevant parts of our visual environment (Findlay and Gilchrist, 2003). Therefore,
vision can be understood as active sequential decision making (Hayhoe and Ballard,
2005) which allows us to flexibly adapt and change our behavior in respect to the
visual environment and internal goals (Hoppe and Rothkopf, 2019).

Although planning and sequential decision making is an important ability and is
involved in almost all of our actions (Mattar and Lengyel, 2022), planning has
been studied in the context of problem solving (Huys et al., 2012; Opheusden

Chapter 5 Humans trade-off reward collection and information gathering ac-
cording to probabilistic planning



et al., 2023; Schrittwieser et al., 2020), but much less in the perceptual domain.
Many studies and corresponding models do not consider long-term planning of
eye movements, but are limited to maximising information or reward at the next
time step, such as saliency (Borji et al., 2013; Itti and Koch, 2000; Kadner et al.,
2023a), visual search (Hoppe and Rothkopf, 2019; Najemnik and Geisler, 2005),
face recognition (Peterson and Eckstein, 2012), perceptual decision making (Padoa-
Schioppa and Assad, 2006), economic choice (Gold, Shadlen, et al., 2007) and
pattern classification (Yang et al., 2016). A first study that explored an extended
planning horizon of two steps in advance and gives as a first indications that we
need planning in active vision was provided by Hoppe et al. in 2019 (Hoppe and
Rothkopf, 2019). However, while intrinsic factors of visual behaviors conceptualized
as behavioral costs in the framework of decision-making have been investigated more
carefully (Hoppe and Rothkopf, 2016; Hoppe and Rothkopf, 2019; Lisi et al., 2019;
Petitet et al., 2021), the costs of saccadic gaze shifts have been captured with generic
cost functions determined by the specific task under investigation. Importantly, it is
not clear whether humans can plan their eye movements in dynamic and uncertain
environments to balance reward collection and information gathering.

Here, we investigate the adaptability of temporal eye movement planning behavior
with a gaze-contingent experiment. Like in real-world scenarios such as team
sports and driving the uncertainties and rewards are unknown and the experimental
setup allows to spatially separate the locations where the uncertainty of obtaining
a task reward can be reduced and where the reward can be collected. To reduce
uncertainty whether a reward can be collected subjects must observe a random walk.
In addition to these dynamic uncertain observations we also vary the reward rates
to be uncertain and dynamic with three different functional relationships (linear,
quadratic and square root) to measure the adaptive behavior in response to these
rates. We tested two different conditions of how to switch between the two tasks -
either by an eye movement over the screen or by pressing a button on the keyboard.
This design allows comparing the planning behavior to trade off reward collection
and uncertainty reduction depending on the switching condition. We hypothesized,
contrary to popular opinion, that human gaze switching behavior underlies high
subjective internal costs, compared to simpler actions like the button press on a
keyboard.

To understand these underlying mechanisms we adopt (Anderson, 1991; Gershman
et al., 2015; Simon, 1955) and implement the computational model of planning.
In order to implement these sequential decisions under uncertainty, we develop
a probabilistic planning model using Partially Observable Markov Decision Pro-
cesses (POMDPs). These have been used with eye movements in previous studies

5.1 Related work
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(Butko and Movellan, 2008, 2009; Stankiewicz et al., 2006) and optimal control
in detection tasks (Chebolu et al., 2022) and allow us to not only to quantitatively
understand the switching behavior but inferring participants’ behavioral switching
costs and perceptual uncertainties. Our computational model results suggest that
the subject internal costs for gaze switching are indeed higher than for the button
presses. Our model implements components and concepts from the intertwined
fields perception and action like perceptual uncertainty and internal costs and is
able to predicts significant components of subjects’ behavioral data. Therefore we
conclude that temporal eye movement strategies align with probabilistic planning
under uncertainty.

Methods

Participants and hardware

Eleven (5 females, 6 males) undergraduate or graduate students recruited at the
Technical University of Darmstadt who received course credit participated in the
experiment. All experimental procedures were carried out in accordance with
the guidelines of the German Psychological Society and approved by the ethics
committee of the Technical University of Darmstadt. Informed consent was obtained
from all participants prior to carrying out the experiment. All participants had normal
or corrected to normal vision and were seated approximately 62cm away from a
1920x1080 Samsung S24A300BL monitor fixated in a chinrest. Eye movement data
were collected using a SMI iViewRED eye tracker with 60Hz sample rate and five
point calibration.

Experimental design

The experimental setup was based on an gaze contingent visual reward harvesting
paradigm consisting of two tasks - a reward collection and a monitoring task.
Subjects could freely switch between the two different tasks and their goal was to
collect as much reward as possible while not failing in the monitoring task.

The monitoring tasks consisted of a 0.25° long red square, which moved on a gaussian
random walk (o = 0.2) within a 10° long black bar. The reward collection task was
a rectangle in which a certain proportion of pixels were coloured, corresponding
to the current rate of reward. Figure 5.1B-C shows the experimental setup and
visualizes the two different tasks.

Chapter 5 Humans trade-off reward collection and information gathering ac-
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The gaze contingent paradigm allows the subjects to only monitor one of the two
tasks at a time by hiding the respective other. While subjects harvested reward by
waiting on the reward collection side, the random walk continued moving and risked
reaching to the bounds of the black bar, resulting in a loss of collected rewards. The
task was now to collect as much reward as possible. The reward rate is visualized
through the amount of pixels that are filled in the rectangle. The pixel pattern was
chosen to prevent the subjects from getting an exact measurement of the current
reward, but rather to get a perception of the functional relationship of the reward
growth. If the reward collection task was chosen at a time step ¢ a reward whose
size is defined by a reward function r(¢) is added to a fictitious account. Subjects
were able to secure and receive these accumulated rewards when they switched
back to the random walk side. However, in the meantime of the reward harvesting
the random walk has also continued moving and the subjects receive the collected
rewards after the switch only if the random walk has not touched the boundaries
while it was not fixated. If this was not the case and subjects stayed to long at the
reward collection, they were informed of this by the screen briefly turning completely
red.

We tested three different reward functions (¢) to manipulate the rates subjects could
harvest rewards. Besides a linear and quadratic, we also presented a square root
relationship (see Figure 5.2). In addition to the different reward rates, we varied
the possibility of switching between the two tasks in two different conditions. In the
first condition, it was possible to switch back and forth between the two edges of
the screen by making an eye movement. The task that was not fixed was hidden in
order not to allow any extrafoveal conclusions. In order for the subjects to still be
able to perform their fixations precisely, a fixation cross was displayed instead of the
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Fig. 5.2: The graphs of the three used reward functions (left side) and their corresponding
derivatives (right side) plotted for the 600 time steps (10 seconds). Square Root:
r1(t) = 15v/t, Linear: ry(t) = t, Quadratic: r3(t) = 1/200t2
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hidden task (Figure 5.1B). In the second condition, it was possible to switch with
the arrow keys on the keyboard. Both tasks were in the middle and the active task
was displayed. The subject therefore did not need to do any eye movement at all
(Figure 5.1C).

The entire experiment for each participant consisted of 6 blocks (2 conditions and
3 reward functions). Each block in turn consisted of ten trials, all 60 seconds long.
After each trial, subjects were shown their achieved score for this trial. The six blocks
were displayed to each subject in a random order.

Results

Participants had to switch between two tasks, a reward collection task and a monitor-
ing task. The two tasks were implemented through a gaze contingent experimental
paradigm, i.e. subjects could not see both tasks at the same time but had to actively
switch between them. While subjects could switch between the two tasks through di-
recting their gaze to different regions on a computer monitor in the "gaze" condition
(Figure 5.1B), they could instead use a button press in the "button" condition (Figure
5.1C) to display the respective other task at the center of the monitor through a
button press. The reward collection task entailed looking at a display of random
dots dynamically appearing and disappearing on the monitor. The rate at which
dots appeared was proportional to the reward rate that could be collected. The total
reward collected on a trial was determined by the time duration of looking at the
reward task. Thus, the longer subjects looked at the reward task, the more reward
they could collect. All subjects carried out the experiment with three different
functional relationships of the reward rates. The consequence of different functional
forms is that the reward rate either stays constant over the duration of a single look
(linear), or the reward rate decreases with the duration of the look (square root),
or increases (squared). The monitoring task involved monitoring a visual stimulus
governed by a one dimensional spatial random walk. Subjects were told that if
the random walk reached either one of the two symmetrically placed boundaries,
the reward collected on that trial would be lost. Thus, participants had to balance
collecting reward by engaging in the reward collection task and monitoring the
random walk in the monitoring task so as not to loose all reward collected.

Because of this tasks design, the reward collection task and the monitoring task are
both dynamic and uncertain (Figure 5.3A). Importantly, because looking longer at
the reward collection task both increases the reward collected but also at the same
time increases the uncertainty about the state of the random walk in the monitoring
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A Dynamic, uncertain reward and observations B Exemplary behavioral data
dynamic uncertain rewards

5 z 3000
: d ©
© S E:
g 1< D) & 2000
2 o
] 2
3 % 1000
8 3
8 0
0 10 20 30 40 50 60
Trial duration (s)
| switch  f switch | switch
rightf
right t& ti: ~
x g
g § start,
g™ W o 5
& left
g e
\
left w 0 10 20 30 40 50 60

dynamic uncertain observations Trial duration (s)

Fig. 5.3: (A) Trade-off between dynamic, uncertain observations and rewards. In addition
to the uncertain observations of the dynamic motions of the random walk, the
rewards are also modeled dynamically over different rates in our task. The exact
reward magnitude cannot be perceptually captured in this task, so subjects have
uncertainty about this as well. (B) Raw data for one trial with linear reward
function in the eye movement condition of one subject. Attempts in which the
subject has collected reward for too long and the random walk has reached the
boundary are marked by black lines. No additional reward was credited after
these switches.

task and therefore the risk of loosing all reward, an optimal policy does not consist
of a fixed rate of switching between the two tasks. Instead, subjects need to maintain
an internal dynamic belief about the state of the random walk and the associated risk
of loosing all reward. Thus, computationally, to maximize the cumulative reward,
switching decisions have to trade off subsequent uncertainty and rewards, which
involves planning under uncertainty. Figure 5.3B shows the exemplary behaviour
of one trial of one participant in the gaze switch condition for the linear reward

function.

Behavioral Results

On average subjects reached 1684.44 points per trial and significantly more points in
the button press (1816.56 points) than in the gaze switch condition (1552.30 points).
The fewest points were collected with the quadratic reward rate, the most with the
root function. The average points per trial separately for switching conditions and
reward functions are shown in Figure 5.4A. A 3 by 2 repeated measurements ANOVA
showed a statistically significant interaction between the switching condition and
the reward functions on points per trial (F(2, 20) = 6.42, p = 0.007).
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Fig. 5.4: Behavioral results for n = 11 human subjects. (A) Mean score collected per trial.
(B) Mean amount of successful reward collections per trial. (C) Mean time spent
on the reward collection and the monitoring task respectively. Results are split up
by the switching conditions and the three reward rates. All errorbars correspond
to the standard error of the mean.

Figure 5.4B shows the proportion of successful reward collection attempts. A total
of 75.68 % percent of all reward collections were successful, i.e. the random walk
did not reach the boundaries in the meantime while collecting rewards. There were
no major differences between the square root (77.25 %) and the linear (76.69 %)
reward function. The least successful performance was achieved with the quadratic
reward function (72.63 %), and the gaze switch condition was in general more
successful (77.15 %) than the key press condition (74.21 %). A linear mixed effects
model of proportions as function of condition and reward function with subjects as
random effects with random slopes and intercepts showed a statistically significant
effect both of condition and reward function on proportion of successful reward
collection attempts (see Table 5.1).

To exclude sequential effects across the duration of the experiment, we tested
for significant effects of ordinal position of conditions. To test for effects of the
sequential order of conditions and whether the switching behavior changed signif-
icantly over the duration of a condition we performed linear regressions. There
was no significant effect of the position of a block (i.e. one of the six combi-
nations of reward functions and switching conditions) and the switching perfor-

Chapter 5 Humans trade-off reward collection and information gathering ac-
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Tab. 5.1: Linear mixed effects model of proportions as function of condition and reward
function with subjects as random effects with random slopes and intercepts.

Model: MixedLM Dependent Variable: proportion
No. Observations: 660 Method: REML

No. Groups: 11 Scale: 69.2133
Min. group size: 60 Log-Likelihood: -2351.9951
Max. group size: 60 Converged: Yes

Mean group size:  60.0

Coef.  Std.Err. z P> |z] [0.025 0.975]
Intercept 86.066 2.223 38.714 0.000 81.708 90.423
eye tracking 3.561  0.648 5.499 0.000 2.292 4.831
func -1.111  0.397 -2.802 0.005 -1.889 -0.334
Group Var 50.329  2.789

mance (R? = 0.00, F'(1,64) = 0.023,p = 0.88, Figure 5.5A). To test whether the
switching behavior changed significantly over the duration within condition, we
performed multiple linear regressions on the ordinal position of the individual
trial within a block on the percentage performance of successful switches, split
by reward function and switching condition. We found no significant effects for
within-condition performance to change significantly across the respective ten tri-
als (see Figure 5.5B; eye-linear: R? = 0.00, F(1,108) = 0.039, p = 0.84, eye-sqrt:
R? = 0.01,F(1,108) = 0.73,p = 0.39, eye-quadratic: R? = 0.01, F(1,108) =
1.86,p = 0.17, button-linear: R? = —0.02, F(1,108) = 0.07, p = 0.80, button-sqrt:
R? = 0.00, F'(1,108) = 0.40,p = 0.54, button-quadratic: R? = 0.04, F(1,108) =
4.18,p = 0.05).

A w 1.0 B o 1.07 =)= button press, linear =@- eye movement, linear
_5 o =©)= button press, quadratic =@= eye movement, quadratic
o E 0.9 =&)= button press, square root =@= eye movement, square root
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Fig. 5.5: Effects of sequential order and within-condition performance. (A) Linear re-
gression over the ordinal position of the experimental block on the percentage
performance of successful switches. (B) Linear regression on the ordinal position
of the individual trial within a block on the percentage performance of successful
switches, split by reward function and switching condition.
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Fig. 5.6: Time spent on reward collection task. (A) Split up by reward function. (B) Split
up by switching condition. Kernel Density Estimation was performed for better
comparison using a Gaussian kernel.

Figure 5.6A shows the underlying distributions for the times spent on the reward col-
lection task split up by the two switching conditions. The average time spent on the
reward location is significantly longer in the eye movement condition (feye = 1.295)
than in the key-press condition (fyey = 1.01s) with ¢(19373) = —18.42,p < 0.001.
This also holds for all pairwise comparisons of the reward functions between and
within the two switching conditions (see Figure 5.4C). We performed independent
2-sample t-tests in order to compare the average reward collection times between
conditions. In the button press condition the mean time on the reward side under
the square root reward function (pu¢ton, ssqre = 0.84) is significantly shorter than with
the linear (fyuon/iin = 1.03) with #(8114) = —9.28,p < 10720, Additionally the
linear reward function results in a less significant reward collection time time com-
paring against the quadratic (fhutton/quad = 1.20) with ¢(6906) = —6.47,p < 10~ .
Same effects can be observed for the eye movement condition, where the square
root function results lead to less significant reward collection times (feye/sqrt =1.11
against the linear function (feye/1in = 1.29 with ¢(5546) = —6.02,p < 107, The
same applies to the comparison of the linear function versus the quadratic one
(teye/quad = 1.50) with ¢(5095) = —6.16,p < 10~'°. Thus, in general, our subjects
linger longer on the reward collection task when they have to switch locations
with eye movements. Figure 5.6B shows the comparison for the reward collec-
tion times between the different reward functions. The comparisons between the
two switching conditions within a reward function X (e.g. thutton/x < leye/x) are
also statistically significant, this holds for the linear (¢(6294) = —9.37,p < 10721),
the square root (£(7368) = —12.58,p < 1073%) and the quadratic reward function
(t(5709) = —9.56,p < 10722). Thus, in general, our subjects linger longer on the
reward collection task when they have to switch locations with eye movements. This
is a first indication of higher switching costs in the eye movement condition, as this
is associated with statistically significant fewer switches overall. Moreover, they
adapt their behavior given the various reward functions.

Chapter 5 Humans trade-off reward collection and information gathering ac-
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Figure 5.4A had shown the points achieved per trial divided according to the different
change conditions and reward functions. Further analysis of the scores shows that
across all trials and all subjects there was a minimum of 0 points and a maximum
of 7157 points with a mean score of 1683.90 points (std. error = 116.54). The
associated descriptive statistics are shown in Table 5.2, broken down by all subjects.

The distribution of these scores are shown in Figure 5.7.

Tab. 5.2: Descriptive statistics for the trial scores over all subjects.

7000

6000

5000

Trial Score
N
o
o
o

w
o
o
o

2000

Mean Median Std. Error Min Max
A 1564.22 1303.5 117.51 162 3969
B 1671.52 1512.0 123.53 248 7157
C 1473.85 1236.0 110.81 316 3442
D 1704.48 1703.5 92.80 273 3497
E 1847.57 1610.0 126.38 365 3966
F 1909.03 1680.0 175.40 172 6116
G 1527.87 1409.5 86.80 407 3125
H 1506.77 1303.5 95.61 416 3373
I 1930.58 1625.5 123.98 356 4831
J 1681.68 1473.5 107.24 518 3260
K 1711.23 1518.5 128.89 0 4289

.:. _..%“.T

Subject

Fig. 5.7: Distribution of the trial scores per subject, in ascending order.
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Fig. 5.8: Eye movement statistics for the gaze switch condition trials. (A) Distribution over
saccade amplitudes. (B) Distribution over saccade durations. (C) Distribution over
mean saccade amplitudes. (D) Distribution over saccade frequencies per trials.

Investigating eye movements, particularly saccadic behaviors, has emerged as a
compelling approach to understanding various aspects of human cognitive and per-
ceptual processes (Liversedge and Findlay, 2000; Rayner, 1998). Investigating eye
movements, particularly saccadic behaviors, has emerged as a compelling approach
to understanding various aspects of human cognitive and perceptual processes. Spe-
cific measures such as saccade amplitude (euclidean distance), frequency (number
per unit time), duration (time), and velocity (speed) offer insights into cognitive
load, decision-making processes, and skill expertise (Holmgqvist et al., 2011). For
example, saccade amplitude has been linked to the breadth of attentional focus
(Hoffman and Subramaniam, 1995), saccade frequency and duration can explain
the rate and depth of information processing (Salvucci and Goldberg, 2000). For the
present data from the gaze switch condition, we analyzed these saccade statistics.
Figure 5.8 shows the amplitude, duration, average velocity and frequency. No
significant differences were found between the three different reward functions.

According to the hypothesis that participants plan their switching between the reward
collection and monitoring tasks, the reward collection times should depend on the
reward rate, i.e. the three different functional relationships, and the uncertainty in
the monitoring task, which depends on the last observed position in the random
walk. Figure 5.9A shows the mean reward collection times over all participants
and trials, given the last observed position of the random walk for both conditions
and all three reward rates, respectively. In addition to the pairwise comparisons

Chapter 5 Humans trade-off reward collection and information gathering ac-
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Fig. 5.9: (A) Mean reward collection time over all participants and trials, given the last
observed position of the random walk split up by switching condition and reward
rate and (B) Mean time on the monitoring task over all participants and trials,
given the first observed position since fixating. Data was binned into seven equally
spaced intervals. All errorbars correspond to the standard error of the mean.

of the average time spent on the reward task between switching condition and
reward function, the last observed position of the random walk also seems to have
an influence on behaviour. A three-way ANOVA revealed that there was a statistically
significant interaction of reward function, switching condition and last observed of
the random walk on reward collection time (F(7, 19364) = 2.81, p = 0.09). Simple
main effects analysis showed that all three factors did have a statistically significant
effect on the reward collection time (p < .01). Our hypothesis was confirmed, as
the last observed position of the random walk significantly influenced the reward
collection time, i.e. subjects’ reward collection times were shorter the closer the
random walk was to the boundary at the beginning of the reward collection phase
and therefore the probability of a loss of reward was more probable.

Our hypothesis also predicts, that the reward collection times should be affected by
the reward rate. In line with the hypothesis, subjects duration of reward collection
was significantly shorter for the square root reward rate and significantly longer for
the quadratic reward rate compared to the linear reward rate. All average collection
times differ pairwise significantly based on independent two-sample t-tests. A further
prediction of the hypothesis that human subjects can plan their gaze sequences is
that their looking behavior in the monitoring task depends on the position of the
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random walk. The reason is that, if people did not plan their switches, they should
visit the location of the random walk only to reduce their uncertainty about the
current position and switch back to the reward collection task. However, if they
also show specific behavior for the fixation time at this location depending on the
observed position of the random walk, this is a further indication of planning. Figure
5.9B shows the time spent in the monitoring task, i.e. the duration of the fixation on
the random walk, as a function of where the random walk is at the beginning of the
same fixation. The planning behavior is confirmed by the significant difference in
times spend on the monitoring task as a function of last position of the monitoring
task, which is more distinct in the eye movement condition, though we can not
observe statistical significant difference between the three reward functions. A three-
way ANOVA revealed that there was no statistically significant interaction of reward
function, switching condition and last observed position of the random walk on the
time spent on the monitoring task (F(7, 19364) = 0.09, p = 0.7). However the
main effects of switching condition and last observed position and their interaction
is statistically significant (p < 0.001).

A probabilistic planning model using POMDPs

The design of our experiment provides full access to the statistical structure of the
task in terms of a generative model of the involved uncertainties and rewards. Cru-
cially, this allows quantifying a particular strategy of adaptively switching between
the two tasks in terms of the collected reward. This is the distinct advantage of using
a controlled laboratory experiment compared to gaze measurements in team sports
or driving, where it is difficult to capture uncertainties and rewards in everyday
settings quantitatively.

The computational model is motivated by capturing the trade-off between the costs
and benefits of (i) collecting rewards during the reward collection tasks, (ii) the costs
of missing the random walk hitting either of the two boundaries in the monitoring
task resulting in a loss of the accumulated rewards in a trial, and (iii) the intrinsic
cost of switching between the two tasks, either using a gaze switch in the "gaze"
condition or using a button press in the "button" condition. Formally, to model
subjects’ sequential decision-making behaviour under uncertainty, we developed a
Partially Observable Markov Decision Process (POMDP) model. We can fully describe
the task in such a model by formalizing it in terms of a set of possible experimental
states S, a set of actions A, a state-transition function 7', and a reward function R
(Cassandra et al., 1994; Kaelbling et al., 1998). The implementation was done in
Julia (Bezanson et al., 2017) with the POMDPs package (Egorov et al., 2017). To

Chapter 5 Humans trade-off reward collection and information gathering ac-
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find the optimal switching behavior for the planning under uncertainty problem
formalized as a POMDP we used the so called QMDP algorithm (Littman et al.,
1995). In the following we briefly describe the tupel (S, A, T, R).

State space The state space S is directly derived from the experimental setting
and describes the true state of both the experiment and the subject at each moment
in time. Accordingly, we can represent each situation unambiguously with four
variables: (i) the current position of the random walk in the monitoring task, (ii)
a binary variable indicating whether the random walk in the monitoring task has
reached either one of the two bounds implying the loss of reward and therefore a
fail, (iii) a binary variable defining which of the two tasks the subject is engaged
in at the moment, and (iv) how much time has passed since the participant last
switched between tasks.

Action space The model has an action space A comprising two different actions as
the participant, i.e. whether to stay in the current task or alternatively to switch to
the other task.

State transitions The state-transition function 7' describes the experimental dy-
namics and is identical to the generative model of the experiment, i.e. it describes
how the variables representing the state of the experiment and the subject change
over time, either due to the dynamic properties of the task design or due to the
actions of the participant. Accordingly, the state-transition function describes the
evolution of the position through the random walk of the monitoring task and sets
the state to fail if the bound of the random walk is reached. The state transition
function also updates the time depending on a switch according to tasks. Importantly,
the model needs to incorporate known physiological constraints to be useful, specifi-
cally, the duration of a switching action. Based on previous research, switching by
button press was modeled as having a duration of 250ms reaction time and 120ms
execution time (Bjgrklund, 1991; Dhakal et al., 2018; Silverman, 2010), while a
gaze switch took 160ms reaction time and 90ms execution time based on a 30° long
saccade (Baloh et al., 1975; Fischer and Ramsperger, 1984; Gezeck et al., 1997;
Robinson, 1964). In addition, minimum and maximum dwell times for a task were
implemented, motivated by the interquartile range of the behavioural data. Thus,
the agent spends a minimum of 400 ms and a maximum of 5000 ms on one of the
two tasks.
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Observations The model receives observations based on the states and its actions
that are equivalent to those that are (partially) visible to the participant during
the experiment. While one of the two tasks is being performed, its corresponding
statistics are visible, although they are biased by perceptual uncertainty (e.g. time
perception is modeled by a Weber fraction (Hoppe and Rothkopf, 2016; Mauk,
Buonomano, et al., 2004)). About the unselected task nothing is available at the
current time step, only the observations that were updated shortly before the last
change during its execution.

Rewards and costs The reward function corresponds to the actual reward gain
in the experiment, so the the model collects reward at the same rate as subjects
in the experiment. In order to represent human behaviour and to take care of the
uncertainty and the costs of actions, we introduce three free parameters (all reward
was chosen to be scalar (Silver et al., 2021)):

First of all, costs for the two different actions. The parameter cgyi:ch iS introduced,
which is applied to the action of changing between the two tasks. In addition, the
cost factor ceognitive, Which represents the cognitive cost of processing information,
should the agent decide to stay with a task and incorporate its information. The pixel
pattern in the original experiment was chosen so that subjects do not have direct
access to the exact amount of the current reward, but rather can see the functional
relationship of the reward function over time. We also take this into account in
our POMDP model, where we also introduce the uncertainty parameter o eward,
which represents normally distributed noise over the reward received. Figure 5.10A
visualizes the influence of the introduction of the individual components on the
model behavior of task execution times.

Belief The model itself (as the subjects in the experiment) does not have knowledge
about the current underlying states. The models posterior over the possible states
given its observation (belief states) represent individuals’ probabilistic knowledge
about the environmental state, which is biased due to the perceptual uncertainty
and the complexity of the visual world.

Simulating influence of costs, uncertainty and planning We introduced three free
parameters in our model: Cgyitch, Ceognitive aNd Oreward- These can be freely chosen
to simulate the model behaviour in our experimental task. Figure 5.10B visualises
the parameter space. For different combinations of the three free parameters, the
Mean Squared Error (MSE) to the actual human data is shown (here exemplary for
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the linear reward function in the eye movement condition). For this purpose, the
simulated model data was processed in the same way as the human data in Figure
5.9. We see an influence in the interaction of the three parameters and can identify
regions where the minimum of the error for the fit to the human data is reached. For
illustration, we fix the three parameters in Figure 5.10B one after the other from left
to right in order to reduce the space by one dimension at a time and thus arrive at a
total solution. We first find the argument of the minimum for ¢y, = 12.5, then for
Oreward = 0.01 and finally for c ognitive = 0.5 to obtain the solution that best fits the
human data for the linear reward function in the eye movement condition.

The bottom row of Figure 5.10B shows the influence of the three parameters on
the simulated behaviour data in respect to the time spent in the reward collection
and the monitoring task given the last observed position of the random walk. For
this purpose, five different values per parameter have been considered, while the
other two have been kept constant. (1) Higher values for cgyicn represent longer
times both in the reward collection and monitoring task. To keep costs over the
trial as low as possible, switching is only done when necessary, so longer times on
tasks are preferred when costs are higher. (2) Higher values for o ewarq increase in
times for the reward collection task (even steeper than for the first parameter) and
no influence at all for the monitoring task. This can be explained by the fact that
greater uncertainty about the actual reward leads to greedier behavior in the reward
collection task and thus to longer execution times. However, if the random walk
is selected, the uncertainty about the reward rate does not matter and thus does
not lead to any change in behavior. (3) Higher parameter values for ccognitive 1€ad to
longer times in the reward collection task, but here contrary to shorter times in the
monitoring task.

The question may arise whether planning is needed at all in the task, or whether
the myopic/greedy model does not lead to the same results. POMDP models have a
so-called discount factor v which determines the relative importance of immediate
versus future rewards. A higher value of v means that the model places more
importance on future rewards, while a lower value emphasizes immediate rewards.
Figure 5.11A illustrates the influence of this discount factor on the model behavior.
We find that the behavior can only be reproduced when the discount factor is close
to one and thus includes almost the entire time horizon. However, the entire trial
was 60 seconds long and one can rightly counter that humans are not able to plan
and include everything over this entire period. Figure 5.11B now visualizes the
behavior for different lengths of the entire trial. We cannot detect any difference in
the behavior. This leads us to the conclusion that the optimal strategy (which people
also use here) is an optimization over single reward-collecting actions. Therefore,
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Fig. 5.11: (A) Influence of different discount factors v on the switching behavior. (B)
Influence of different trial length on the switching behavior.

people do not plan over the entire trial, but optimize the process of first looking at
the random walk and then starting a single reward collection action.

Model results The results of the simulation and the inferred parameters are shown
in Figure 5.12. The following points are particularly noteworthy: (i) The ra-
tio between the costs for switching in the eye movement and the button press
condition are constant for all three reward conditions (cswitch (eye) /Cswitch (button) ~
1.2). (ii) The ration between the costs for cognitive processing in the eye move-
ment and the button press condition are constant for all three reward conditions
(Ccognitive (eye) / Ceognitive (button) ~ 0.2). (iii) Within the three reward functions, the ra-
tios of switching costs and cognitive costs are constant (Cswitch (eye) / Ceognitive (eye) = 25
and Cgyitch (button) / Ceognitive (button) ~ 4). Not only can our model reproduce key as-
pects of people’s behavioral data, but the cost parameters introduced show interpre-
tation and are not just fitted values in a black-box model.
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5.4 Discussion

The ability to plan is elementary for survival in a dynamic, uncertain environment;
for instance, we can observe these abilities in birds and mammals (Doll et al., 2015;
Jones et al., 2012; Schmidt et al., 2019). As a contrary example, the visual structure
of an underwater environment is visually less complex and can not observe planning
behavior in creatures like fish (Maclver et al., 2017; Mugan and Maclver, 2020). This
study investigated human planning and how they trade off uncertainty reduction and
collecting rewards in dynamic environments. In addition to dynamic uncertainties
in the information gathering process, our experimental design also accounts for
dynamic reward rates. This allows us to study the planning process and investigate
the switching behavior by inferring participants’ internal costs and uncertainties.
We conceptualized the trade-off paradigm as sequential decision-making under
uncertainty within the framework of Partially Observable Markov Decision Models
and were able to quantify behavioral switching costs and perceptual uncertainties.

Our results suggest that humans can cope with temporal uncertainties in their
observations and simultaneously adaptively balance dynamic, uncertain rewards
to find trade-offs. Given that the three reward functions were tested differently,
subjects could adjust the frequency of their changes and the execution time of each
task to maximize their score. Given their slope rates, subjects collected reward
longest on the quadratic reward function, followed by the linear and, finally, the
root function. Moreover, they also adapted their strategies given the observations
of the random walk. The further the walker moved towards the edges, the shorter
the subsequent collection time was since the probability of an error became higher.
Using our developed POMDP model, we could also investigate the planning behavior
computationally. We concluded that subjects plan and optimize their strategy over
the horizon of one collection attempt. We find empirical evidence that subjective
internal costs for saccadic gaze shifts are higher than previous research suggested. In
the context of active vision, these results have profound implications. They highlight
the role of planning in the active navigation of our visual apparatus, enabling us
to flexibly adapt our behavior in response to the visual environment and internal
goals.

5.4 Discussion
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6.1

Human eye movements and
their planning strategies in
maze navigation

How beautiful the world
would be if there were a
procedure for moving
through labyrinths.

— Umberto Eco, 1980

In order to achieve our goals and navigate the complexities of daily life, we need to
plan our actions. In doing so, tasks can turn out to be difficult, as they offer several
alternative courses of action or because the consequences of our actions have to be
considered over a longer period of time. One way to study this planning behaviour
in controlled environments is via maze-solving tasks. In contrast to simple binary
decision tasks, maze-solving involves sequential multi-step decision-making, which
requires planning in order to achieve long term goals.

Therefore, for analyzing decision-making and its underlying planning mechanisms,
mazes have been of particular popularity in studying humans, animals and machines
in various fields including Cognitive Science (Buecher et al., 2009; Kryven et al.,
2022; Wu et al., 2016), Neuroscience (Alonso et al., 2020; Rosenberg et al., 2021),
and Robotics (Agel et al., 2017; Dang et al., 2010).

Related work

Real world naturalistic navigation tasks usually require the integration of internal
and external cues, the execution of motor actions, and internal planning (Kessler
et al., 2022). However, one major advantage of mazes as experimental environments
is that they can be clearly defined and generated in terms of their topology (Kim and
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Crawfis, 2018). Thus, we can use mazes to investigate planning mechanisms during
navigation and are able to control the exact generative model of the environment.
Elements of a maze’s topology include for example, specific cell types (dead-ends,
turns, crossings) and their overall distribution, but also the spatial arrangement of
cells or the length of the solution path. In recent years, the possibilities for automated
generation of mazes given various hyperparameters have been investigated and
constantly developed further (Bellot et al., 2021; Kim and Crawfis, 2015). In
human maze-solving the underlying topology characteristics have been proposed
to influence behaviour in terms of solving time: Solution path length and the
number of turns along the solution path have been shown to render a maze more
complex and therefore increase solving time (Crowe et al., 2000). The number of
alternatives influences the exploration behavior, where participants examine the
task-relevant structure of the environment more thoroughly with an increasing
amount of alternatives (Zhu et al., 2022).

Since planning and the underlying internal processes are not readily observable
while decisions are made, eye movements have been used successfully as indication
of ongoing cognitive processes (Hayhoe and Ballard, 2005; Konig et al., 2016;
Spering, 2022), particularly in tasks in which spatial locations allow reducing
uncertainty about task relevant quantities (Kaplan and Friston, 2018; Zhu et al.,
2022). Furthermore, eye movements have been proposed to be closely related to
the planning horizon since they can be understood as information sampling in the
visual environment (Ma et al., 2021) and have indeed been shown to be planned
ahead (Hoppe and Rothkopf, 2019). Furthermore, the planning horizon and strategy
can differ dynamically within a task and between subjects (Carton et al., 2016;
Tsividis et al., 2021) not the least by the simple fact that human scan paths are
not independent of individual behavioral preferences in gaze selection (De Haas
et al., 2019; Kadner et al., 2023a). Recent work suggests that humans balance depth
and breadth searches (Vidal et al., 2022) and prune decision trees related to their
plans when encountering large losses (Huys et al., 2012) in sequential decision
making tasks different from mazes. However, whether and, if so, how humans
potentially balance different strategies such as depth and breadth searches based on
the availability of alternatives and the depth in search trees, is not known.

Eye movements have been investigated in previous studies involving mazes to gain
insight into human maze-solving strategies, particularly related to planning. Previous
studies suggest that gaze reflects a mental simulation process during maze-solving
and is, therefore, reflective of the maze and its solution path structure (Crowe et al.,
2000; Li et al., 2022; Zhu et al., 2022). (Zhao and Marquez, 2013) found that
gaze patterns during maze-solving can be differentiated into those that subserve
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exploration and those that aid in motor guidance. Although these studies indicate
that gaze patterns represent planning behaviour in mazes, the exact influence of
topological features on human planning strategy and the adopted planning horizon
remains unknown.

In this study, we parametrically generated different mazes by controlling topological
parameters, which influence the number of alternative paths and the length of
the solution path. We analyzed participants’ behavior by converting mazes into
equivalent decision trees, allowing us to compute principled features quantifying
the topology.

First, we confirm previous results showing that both the length of the solution
path and the number of possible alternative routes impact performance, i.e. search
time. Secondly, we look at the influence of the overall topology and the influence
at the level of individual cells on solving time. Finally, by measuring subjects’ eye
movements, we can quantify participants’ planning strategy by inferring depth and
breadth features of their visual search. We find an effect of the number of alternate
paths in a maze on the depth of their planning. Thus, with a larger number of
alternatives, they plan less deeply, but keep the width of their planning constant,
which hints at an adaptive planning strategy that adjusts the depth of planning with
the number of paths that have to be considered. Such a strategy is computationally
adequate, the memory resources for storing paths that have to be evaluated is
limited.

Methods

Participants

16 subjects (9 female, 7 male; age M = 22, SD = 2.39) participated in the experiment.
For seven subjects additional eye tracking data was recorded. All of the eye tracking
subjects had normal or corrected to normal vision.

Apparatus

Mazes were presented on a 2560x 1440 (559x335 mm) monitor. Participants were
seated approximately 102 cm from the monitor using a chin rest. The mazes were
presented centrally on an area of 1200x 1200 pixels, such that the stimuli were
displayed at a visual angle of ~15°x ~16°. Eye movement data were collected using

6.2 Methods
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an Eyelink 1000 Plus eye tracker with a 35 mm lens, allowing online event parsing.
We recorded the data from the participant’s dominant eye determined before the
start of the experiment. We performed a 9-point array calibration and validation
procedure for each participant prior to the start of the experiment to ensure the
accuracy of eye tracking data. The average validation accuracy was 0.3°, with all
individual point measurements being under 0.94°.

Experimental Design

Maze Generation

We used the search-based procedural content generation (SBPCG) approach Kim
and Crawfis, 2018 constrained to solution path length and the number of dead
ends to generate mazes varying in their difficulty in terms of number of alternative
paths and depths. This was done to elicit different human exploration patterns.
All the generated mazes were perfect, so there is exactly one correct solution path
that leads from the starting point to the goal. We opted for a 3 x 3 experimental
design, choosing three different solution path lengths (short, medium, long) and
three different levels of number of junctions (low, medium, high). The solution
path lengths and their classification into the three levels are motivated by previous
studies that observed variation in solution times when manipulating these variables
Crowe et al., 2000. We ensured the different numbers of junctions by using different
generation algorithms, which are known to generate different amounts of dead
ends correlating with the number of junctions: Recursive Backtracking for low,
Hunt-and-Kill for medium and Kruskal for a high amount of dead ends. Figure 6.1
shows the resulting nine mazes used and the respective subdivision given by solution
path length and the number of junctions.

Procedure

Subjects were asked to solve the mazes as quickly as possible. To navigate through
the maze and reach the goal, they could move from cell to cell using the arrow keys
on a regular keyboard. The player position was indicated via a blue dot. Before
the first move, the player position was placed at the start position. The goal was
indicated via a red cross. After the first movement in the maze, the start position
disappeared. Cells already visited were not marked, so participants needed to keep
their path in memory in order to be able to trace back their steps.

Chapter 6 Human eye movements and their planning strategies in maze nav-
igation



Recursive backtracking Hunt-and-Kill Kruskal i

1 2 3 @ Solution path
s 0
o Q)
eeos °

g
tacrllioa
LT

Length of the solution path

Number of junctions

Fig. 6.1: The nine mazes used in the experiment. The columns contain different generation
algorithms, which correlate with the number of junctions in the maze. In the rows,
the length of the solution path increases from top to bottom. The starting point is
shown as a grey point, the yellow star visualises the finish, and green dots visualise
the solution path.

In order to exclude potential biases simply stemming from the geometric orientation
of the solution path, each maze was shown twice, once as shown in Figure 6.1 with
the solution path aligned in the horizontal direction and, a second time, rotated 90
degrees to the left.

In addition to the nine mazes, an easy-to-solve test maze was generated using the
Recursive Division algorithm Reynolds, 2010. It was shown at the beginning of the
experiment to familiarise participants with the control and task mechanics of the
experiments. Afterward, the 9x2 experimental mazes were presented in random
order. Finally, the rotated version of the test maze was shown. The test maze was
excluded from further analyses.
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(2) turns (3) dead-ends (4) T-junctions, and (5) C-junctions. (B) The internal
representation of a maze in a tree structure. For node d, the calculation of the
Average Distance to Dead-Ends is exemplarily shown. (C) Exemplary calculation
of depth and breadth. The player is in cell d and then fixates on cells f, h and g.

Metrics of topology

Following Kim and Crawfis, 2018, we define a set of metrics describing the global
topology of a maze. First, this includes the different cell types that can occur within
the maze, which are visualised in Figure 6.2A. The simplest cell types are dead-
ends, which allow the player only to move backward, followed by straights and
turns, which allow the player to move forward or backward. More complex cell
types involve a higher number of choices, including so-called T-junctions for three
alternatives and C-junctions for four, based on their shape. These cell types, together
with their frequency and distribution especially along the solution path, build the
basis for the topological properties of a labyrinth. Another important property to
describe the complexity of the mazes is the length and branching of individual paths
until they reach a dead end.

In order to quantify this property, we introduce the Average Distance to Dead-Ends
(ADDE) measurement, computed for all cells in a maze. To calculate this property,
each maze is converted into its equivalent tree structure with its unique identity.
Then, starting from one cell, the mean distance to all dead ends is calculated. The
value thus captures two important properties: First, it increases with the number
of alternative paths given the current position since, for example, a C-junction can
have one more path running into a dead end than a T-junction. Secondly, it increases
with longer sub-trees after the given position, which makes it more difficult for the
subjects to look at the entire set of paths, plan and remember the findings. The tree
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representation of a maze and the exemplary calculation of the ADDE score for a
given cell can be seen in Figure 6.2B.

Measuring planning behavior

We use the subjects’ eye movements to gain insight into their planning behaviour. To
do this, we look at the eye movements while the player stands still at a location in
the maze and the participant explores the maze with gaze. For the planning process,
we then compute two features of the search carried out by participants with there
eyes, specifically a feature quantifying the depth of a search and a second feature
quantifying the breath of a search.

The depth of a search episode is calculated as the average distance of the fixed
cells to the current player position. The breadth, on the other hand, is the average
coverage of possible paths per depth level up to the level of the fixation. Figure 6.2C
shows an exemplary calculation of these two measures.

Results

Ruling out Confounders

Comparing the average solution times of the two types of rotations showed no
major effect (two-sample t-test, t=0.261, p=0.795). In addition, the subjects were
presented with the mazes (except for the first and last maze) in a random order. We
performed a Linear Regression where the position of the maze within the experiment
was compared to the corresponding solution time. The order of presentation had no
significant effect on subjects’ performance (F(1,16)=0.125, 5=-0.49, p=0.072).

Performance

In order to quantify the performance of individual subjects, we consider the total
time they took to solve the mazes. The mean solving time for the maze was 89.39
seconds (0mazes = 59.17). The descriptive statistics and differences for all nine
mazes are shown in Table 6.1 in the Supplementary Information. On average, the
fastest subject needed 41.77 seconds to solve one maze and the slowest 154.75
seconds (ogypiects = 54.76). The descriptive statistics and differences for all sixteen
participants are shown in Table 6.2 in the Supplementary Information.

6.3 Results
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Tab. 6.1: Descriptive statistics grouped for the nine mazes.

Mean  Std Min Max
Maze 1 54.64 21.98 24.33 118.19
Maze 2 50.12 33.15 23.30 183.75
Maze 3 85.94 55.83 25.27 238.81
Maze 4 71.58 51.73 20.39 254.83
Maze 5 95.67 77.37 29.35 347.82
Maze 6 92.09 60.12 33.04 299.62
Maze 7 96.54 62.25 35.92 284.53
Maze 8 129.59 83.61 45.84 481.61
Maze 9 128.31 86.50 54.28 480.42

Tab. 6.2: Descriptive statistics grouped for the sixteen participants.

Mean  Std Min Max
Participant1  71.86  40.27 27.92 185.56
Participant 2  113.39 54.20 38.65 238.81
Participant 3~ 130.29 102.04 47.48 480.42
Participant 4  154.76 77.43 41.60 289.23
Participant 5  74.24  43.80 36.67 215.84
Participant 6  41.77  23.40 20.40 122.14
Participant 7 70.93  32.07 30.38 132.69
Participant 8 99.49  75.86 25.77 256.20
Participant9  90.41  59.71  35.62 284.53
Participant 10 77.95 64.93  29.20 299.62
Participant 11 64.90 34.78 30.77 172.45
Participant 12 128.07 78.04  33.87 347.83
Participant 13 53.62  31.89 23.21 137.93
Participant 14 57.25 26.41  33.51 120.50
Participant 15 65.22  29.83  31.25 155.79
Participant 16 136.09 101.57 36.76 481.61
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Fig. 6.3: Relative effects for the Linear Mixed Effects Model. Participants were chosen as
random effects with random intercepts and slopes. All variables were z-scaled
before. Errorbars correspond to the standard error of the mean.

To investigate the subjects’ performance, given topological constraints at the global
maze level, we used a Linear Mixed Effects Model. We chose the subjects as random
effects, the solution path length and the number of junctions per path unit on the
solution path as fixed effects. Increasing the solution path length should also increase
the complexity of the maze since a larger planning horizon is needed to traverse
down the path and rule alternatives out on the way. The number of junctions should
also correlate with a higher complexity due to a higher number of alternatives that
must be considered. The number of junctions is defined as alternative paths from
the solution path, where C-junctions add two alternatives and T-junction one choice.
We choose random slopes and intercepts for each subject to incorporate individual
differences in personal performance. Equation 6.1 shows the resulting model for all
the mazes.

solving time ~ (1|subject) + length + (length — 1|subject)

+ junctions + (junctions — 1|subject) (6.1)

The relative effects are shown in Figure 6.3. Our results suggest that the solution
path length and the density of junctions on the solution path make the mazes harder
to solve for all participants and require increased planning effort.
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Fig. 6.4: Coefficients for the linear regression to explain different stopping times given the
specific cell properties. The reference variable for the cell type is Turns/Straights
with only two alternative decisions. Errorbars correspond to the standard error of
the mean.

We differentiate between two different components in planning. Besides the regions
the player looks at to find the solution path and the cognitive processes underlying
it, it is first important to know at which points in the labyrinth this process started.
Therefore, we first look for points where the player stops and continues to explore
the maze using gaze. For this purpose, we calculated a linear regression over all
subjects, looking for cell properties favoring a prolonged stop and, thus, a prolonged
planning time. In addition to the cell types (baseline straight/turn with only two
alternative paths), we also considered their position on the solution path (in distance
cells to the target), their ADDE score, and the interaction effect of these. The fitted
coefficients of the model (F(5,1075)=157.8,p < 0.005) are shown in Figure 6.4. We
found longer waiting times the more alternative paths the current cell had (note that
here the 2-alternative cell types Straights/Turns were taken as the baseline for the
categorical variables). We also found a significant influence of the current position
on the solution path. The further away the player is from the goal point, the longer
he stays. This is consistent with our hypothesis that more planning and exploration
is necessary at the beginning to find a possible solution path. The ADDE score alone
has no significant influence but the interaction between the ADDE and the distance
to the target does. This can be explained by the fact that longer and paths with
increased branching have hardly any influence shortly before reaching the goal since
the solution path has already been found. However, this has an enormous influence
right at the beginning of solving a maze since possible solution path candidates have
to be explored much longer during planning to see whether they are promising.
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To investigate people’s planning strategy, we look at the breadth and depth values
for their fixations paths as described and shown in Figure 6.2C. The calculated mean
values for breadth and width for all participants in all nine mazes are displayed
in 6.5A. These plots show that subjects show comparable planning strategies and
despite some variability across participants, clusters can clearly be found for the
depth and breadth values for each maze type.

The mazes were generated with different characteristics in the dimensions number
of junctions and length of the solution path (see Figure 6.1). To investigate the
influences of these two features on the depth and breadth values, we calculated
linear regressions. Figure 6.5B visualises the influence of the number of junctions
on breadth and depth. The plot demonstrates a significant impact of the amount of
junctions in the maze on the depth of the search (linear regression, R? = 0.74,p =
0.003) but not on breadth value (linear regression, R? = 0.12,p = 0.36), i.e. with
increasing number of junctions, participants maintained the breadth of their search,
but reduced its depth.

For the influence of the length of the solution paths (Figure 6.5C) on breadth and
depth, we see no influence, neither on the depth (linear regression, R? = 0.28,p =
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0.14) nor the breadth values (linear regression, R?> = 0.06,p = 0.51). Due to a
longer solution path, the paths are less deep overall. People cannot anticipate these
circumstances, though, because they cannot possibly know the length of the solution
path in advance and thus don’t know the depth of the alternatives. So, within the
limits of their capacities, they keep both breadth and depth constant here.

Discussion

In this study, we investigated human planning strategies in maze-solving tasks. We
generated different mazes according to fixed topological parameters and looked
at both the performance and the planning behaviour by means of stopping times
and measured eye movements of the subjects. We were able to reproduce and
extend previously known results that suggested that performance decreases as
mazes become more complex (that is, a higher amount and deeper branches within).
At the cell level, we systematically found those locations where subjects needed more
time to explore and plan their next steps. These cells were easily detectable, because
participants spent significantly more time at these points in the maze without moving
while gaze was moving along alternative paths.

To investigate the underlying planning process, we transformed the mazes into their
equivalent decision trees to quantify the number of available alternative decisions
at each point with the introduced ADDE measurement. The results show a strong
effect of junctions on the stopping time. However, the depth of the possible search
tree mainly had an effect at the beginning of the solution path, where subjects had
to explore more extensively than towards the end when a solution path had been
found with high probability. Evaluating the participant’s eye movements within the
decision tree, we were able to assign their internal planning to breadth or depth
seeking. Subjects tended towards breadth planning, which suggests that they may be
more likely to adopt a strategy that allows them to explore multiple options before
committing to a specific solution. However, they are able to balance their strategy
and change to more depth planning with decreasing number of junctions in a maze,
e.g., adapting their strategy when they encounter situations with limited options.
One explanation for this result is that the more alternative paths present themselves
at junctions, i.e. the larger the branching in the equivalent search tree, the larger the
memory requirement for evaluating all the different paths. Thus, by exploring each
path to shallower degree, the burden on memory is reduced. These findings are
consistent with Vidal et al., 2022, who designed the BD apricot task, an economic
many-alternative task where subjects were asked to allocate finite search capacity to
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sample the reward of the alternatives with the goal to choose the best one. Their
results suggested that participants preferred deeper searches in environments where
good outcomes where more likely. This is comparable to the increasing search depth
of participants observed at maze locations with less alternative ways, i.e. deeper
exploration of one of the few paths could lead to better results.

While the results of the current study indicate the utility of topological features in
analyzing human planning strategies in maze solving tasks, there are a number of
limitations which should be addressed in future studies. The introduced depth and
breadth measures give a good indication of the quality of human planning behaviour,
however, computational modeling of complete gaze sequences could give a more
detailed illustration of the planning behaviour deployed. Since the subjects’ did not
explore each alternative in complete depth, they must use heuristics for pruning
alternatives. An example of such a heuristic could be based on the angular direction
from the current position to the target location, which could bias towards specific
paths and alternatives in the planning process. To investigate the computational
efficiency of the deployed trade-off between deeper and broader planning horizons,
constrained breadth-first and depth-search searches could be compared with the
strategic behaviour of the participants.

6.4 Discussion
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Increasing individuals’
reading speed with an
adaptive font model and
Bayesian optimization

.. optimum readability
should always be
foremost when
developing a typeface.

— Adrian Frutiger
(see Osterer and
Stamm, 2014)

Language is arguably the most pervasive medium for exchanging knowledge between
humans (Miller, 1991). But spoken language or abstract text need to be made visible
in order to be read, e.g. in print or on screen. Traditionally, the transformation of
text to the actually visible letters follows a complex process involving artistic and
design considerations in the creation of typefaces, the selection of specific fonts, and
many typographic decisions regarding the spatial placement and arrangement of
letters and words (Carter et al., 2011; Zapf et al., 1991).

A fundamental question concerning the rendering of text is whether the way text
is displayed affects how it is being read, processed, and understood. Scientifically,
this question lies at the intersection of perceptual science and cognitive science.
Numerous empirical investigations have measured how properties of written text
influence its perception in reading both on paper (Bigelow, 2019; Landolt, 2019;
Legge et al., 1985) and on electronic devices (Bernard et al., 2002; Bruijn et al.,
1992; Dyson, 2004). Nevertheless, overall results of these empirical investigations
on the relationship between reading speed or reading comprehension and font
parameters are mixed and in part contradictory.
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More recently, due to the pervasive use of electronic text that can be read on different
devices under different viewing conditions, adaptive methods for font rendering
and text display have been developed (André and Vatton, 1994; Microsoft, 2018;
Sheedy et al., 2008). Moreover, fully parameterizable fonts intended to generate
new fonts have been developed for multiple purposes (Arditi, 2004; Bragg et al.,
2016; Devroye and McDougall, 1995; Hu, 1998). Some of these fonts are intended
to help designing new fonts (Hu, 1998), some have been developed to enhance
readability for individuals with low vision (Arditi, 2004), and others have been
developed to increase readability on small electronic devices (Bragg et al., 2016).

Here, we close the loop by adaptively generating fonts and optimizing them pro-
gressively so as to increase individual’s reading speed. The system is based on a
generative font space, which is learnt in a data driven fashion using non-negative
matrix factorization (NMF) of 25 classic fonts. We use this font space to generate
new fonts and measure how a generated font affects reading speed on an individual
user by user level. By utilizing Bayesian optimization, we sample new fonts from the
generative font model to find those fonts that allow the reader to read texts faster.
We demonstrate the feasibility of the approach and provide a user study showing
that the found fonts indeed increase individual users’ reading speed and that these
fonts differ between individuals.

Related work

Typography, Font Design, and Reading

Traditionally, the development of a typeface is a complex creative process influenced
by aesthetic, artistic, historic, economic, social, technological and other considera-
tions (Carter et al., 2011). As such, designing of typefaces and typography underlie
individual judgements, which may be highly variable between individuals and across
time, see e.g. (Jarlehed and Jaworski, 2015). Nevertheless, readability has often
been a central goal in the creation of typefaces. What constitutes readability in this
context and how to measure legibility and readability, has been debated extensively
(Dale and Chall, 1949; York, 2008).

Typeface Features and Legibility Research

The scientific and empirical investigation of the relationship between how rendered
text looks and how it is processed lies at the intersection of cognitive science and
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perceptual science and is particularly relevant in psycholinguistics. The interested
reader is refereed to reviews providing an overview of this broad body of work
(Bigelow, 2019; Dyson, 2004; Landolt, 2019; Legge et al., 1985). Of particular
relevance for the present study are investigations addressing how font features such
as size, boldface, serifs, or different typefaces affect text readability. In this context,
readability has been operationalized in different ways with subject’s reading speed
such as words per minute being the most common way. Note that within typography,
the effect of a typeface’s design and the glyph’s shape is usually termed legibility
and not readability.

Perceptual science has long investigated how features of typefaces and individual
fonts affect letter perception e.g. with a series of experiments by Peterson and Tinker
since the 1920ies (Paterson and Tinker, 1931). Since then, numerous features
affecting readability of text have been investigated, including font size (Legge and
Bigelow, 2011), serifs versus sans-serif typefaces (Arditi and Cho, 2005), lightness
contrast (Blommaert and Timmers, 1987), color contrast (McLean, 1965) and many
others. Perceptual science has also investigated how the spacing between adjacent
letters influence letter recognition. Crowding describes the phenomenon that the
perception of letters depends on their spatial separation as a function of foveal
eccentricity (Bouma, 1970). It has been shown that crowding can account for
the parafoveal reading rate (Pelli et al., 2007). Similarly, the effect of the vertical
spacing of words on readability has been investigated (Chung, 2004). A number
of studies have particularly focused on how readability of fonts changes with age
(Darroch et al., 2005) and how to make fonts more readable for readers with medical
conditions (Russell-Minda et al., 2007).

Because of the importance of text in electronic communication, the field of HCI has
investigated the effect of fonts on readability particularly when rendering text to
monitors and other electronic devices. Such studies include investigations of the
effect of font size and type on glance reading (Dobres et al., 2016), measurement of
user preferences and reading speed of different online fonts an sizes (Bernard et al.,
2002; Boyarski et al., 1998), comparisons of the effect of font size and line spacing
on online readability (Rello et al., 2016), quantifying the interaction of screen size
and text layout (Bruijn et al., 1992), and investigating feature interaction such as
color and typeface in on-screen displays (Garcia and Caldera, 1996).

Nevertheless, integrating all these results provides a mixed picture. Several studies
concluded that increasing font size improves readability (Rello et al., 2016) while
others reported that this holds only up to a critical print size (Chung et al., 1998).
While early studies reported improvements in readability with increased font weight
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(Luckiesh and Moss, 1940), other studies reported no significant effect (Bernard
et al., 2013). While the presence of serifs did not significantly affect the speed of
reading (Arditi and Cho, 2005), font type did but only modestly (Mansfield et al.,
1996). Complicating the interpretation of some of these results is that most studies
analyzed reading data across subjects, while some studies found more complex
interactions of font features at the individual subject level (Korinth et al., 2020).
Similarly, it remains unclear how reading text in print relates to reading on screen
(Kopper et al., 2016). Finally, reading research has utilized many different reading
tasks ranging from RSVP letter detection to comprehension of meaningful text
(Salcedo et al., 1972).

Parametric, Adaptive, Generative, and Smart Fonts

The introduction of digital font has generated new techniques and challenges for
adaptively rendering and setting text particularly on electronic devices, both from
the point of view of the development of such algorithms (Knuth, 1999) and from
the point of view of the typographer (Zapf et al., 1991). Parametric tools intended
to help designers in developing new fonts have been introduced, e.g. (Shamir
and Rappoport, 1998). Parametric techniques have been developed with the aim
to increase readability, both in print (André and Vatton, 1994) as in rendering
on screen, e.g. ClearType adjusts sub-pixel addressing in digital text to increase
readability on small displays (Sheedy et al., 2008). Knuth’s metafont goes a step
further, as it can specify a font with one program per glyph, which in the case of the
Computer Modern font family generates 72 fonts through variation of parameters.
More recent developments include OpenType, which uses multiple glyph outline
that are rendered to variable parametric fonts (Microsoft, 2018) as well as adaptive
fonts, which have recently gained popularity in responsive design for the web (Latin,
2019). The ubiquity of hypertext has similarly lead to adaptive grid based layouts
(Jacobs et al., 2003), which affects readability of text. Some of these systems are
based on optimization algorithms that try to formulate and include font parameters
(Hurst et al., 2009).

On the other hand, the development of computational and algorithmic art (Nake,
2009) and design (Fishwick, 2008) have extended the possibilities of creation in
many fields. Parameterized generative font models allowing the parametric gen-
eration of new fonts have been created (Hu, 1998; McQueen III and Beausoleil,
1993). Other approaches aimed at describing characters as an assembly of structural
elements resulting in a collection of parameterizable shape components (Hu and
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Hersch, 2001). A prototype parametric font program called Font Tailor was specif-
ically designed for users with visual impairments to customize a font to increase
readability (Arditi, 2004). Dynamic fonts’ (André and Borghi, 1989) shapes are
instantiated every time a glyph is rendered allowing for parameterized variability,
e.g. in emulating handwriting (Devroye and McDougall, 1995), and fluid typography
(Brownie, 2007) changes glyphs’ shape on screen thus blurring the lines between
typography and animation. Some dynamic fonts have been design specifically to
increase readability on small portable electronic devices (Bragg et al., 2016).

Our data driven approach to obtain a generative font space is most closely related to
previous approaches of unsupervised learning of fonts (Campbell and Kautz, 2014)
and recent systems based on Generative Adversarial Networks (GAN), e.g. (Azadi
et al., 2018; Cha et al., 2020; Chen et al., 2019; Park et al., 2020; Roy et al., 2020).
Differently from (Campbell and Kautz, 2014), which used a polyline representation
of letters, we used a pixel based representation as the current study renders text
only to a monitor up to a size of 40 pt.

Adaptive Design through Optimization in HCI

Recent work has explored the use of optimization methods from machine learning
to evolve and adapt designs with explicit and implicit measures of users’ preferences,
which in general can be seen as a field belonging to interactive machine learning
(Fails and Olsen, 2003). The difficulty lies in the availability or construction of
an appropriate quantitative criterion that can be maximized and captures humans’
explicit or implicit preferences. Note that this is different from the supervised
learning of selecting fonts from many design examples (Zhao et al., 2018). One such
area is the automatic design of interface layouts. Some approaches optimize layouts
with respect to hand coded rules that are aimed at incorporating design criteria
(Purvis et al., 2003). Off-line systems collect a large data set of user preferences
or abilities and then approximate the user through a function, e.g. in ability-based
user interfaces (Gajos et al., 2010; Gajos et al., 2008). More recent work trained a
neural network to predict users’ task performance from a previously collected data
(Duan et al., 2020). Closed-loop adaptive systems, i.e. a system that parameterically
changes to optimize some interaction criterion on-line while the user is actively
interacting with it, are much rarer and have been used predominantly in the context
of game design (Mahmud et al., 2014; Raffert et al., 2012; Zook et al., 2014).
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Bayesian Optimization in HCI

One particularly attractive and powerful method for optimizing an unknown function
is Bayesian optimization. It has a long tradition in many fields of research including
optimal design of experiments (Shahriari et al., 2015) including closed-loop design
of experiments (Lorenz et al., 2016). The power of Bayesian optimization lies in its
ability to use statistical methods in modeling and efficiently optimizing “black-box”
functions. Bayesian optimization has been used in several recent HCI systems both
for open-loop optimization (Dudley et al., 2019) as well as in closed-loop systems,
e.g. in the context of computer game design (Khajah et al., 2016). Current research
also includes the application of Bayesian optimization in the field of computational

design involving crowdsourcing (Koyama and Igarashi, 2018).

Methods

Preliminary User Study

In a preliminary user study we wanted to test whether reading speed was related
to typefaces and font parameters at an individual subject’s level. Seven subjects
participated and read 250 texts each, whereby their reading speed was measured.
All subjects had normal or corrected to normal vision and were German native
speakers. They were seated at a distance of approximately 50 cm in front of a 24
inch monitor, which had a resolution of 1080 pixels horizontally. Participants were
instructed to read the texts attentively and as quickly as possible, but only once in
total.

The texts were Tweets, i.e. messages or status updates on the microblogging site
Twitter, which are limited to 280 characters, written in German. The tweets were
randomly downloaded from the Twitter pages of major news platforms and cleaned
up from all mentions and hashtags. In order to ensure that subjects did understand

Tab. 7.1: Bayes Factors of the ANOVA relating font features and individuals’ reading speed.

1 2 3 4 5 6 7
Font Size 4.34 20.22 0.81 6.08 1.27 12.69 40.80
Font Name 353 046 115 054 0.16 0.55 0.01
Bold 1.20 0.69 6.09 0.14 13.88 0.10 0.03
Font Size + Bold 0.540 1.81 2.00 0.66 1.61 1.13  6.17
Font Size + Name 1.764 132 047 0.24 0.02 0.70 0.34
Font Name + Bold 0.472 0.08 292 0.08 0.18 0.08 0.00

Font Size + Name + Bold 0.244 0.21 1.26 0.03 0.03 0.09 0.13
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the content of the texts, they were instructed to categorize each tweet after reading.
To this end, eight categories were randomly displayed after subjects had completed
reading a tweet. Participants were instructed to select as many categories applying
to the content of the tweet as they thought appropriate. The tweets had been
labelled previously independently by two of the authors of this study. A tweet was
considered as labeled correctly by a participant if at least one correct label was
selected for each text. A5 x 5 x 2 factorial design was chosen to investigate the
influence of different fonts on reading speed. Each trial consisted of a combination
of a different typeface (Arial, Cambria, Century Schoolbook, Helvetica and Times
New Roman), a font size (10,20,30,40,50 pt) and whether the bold font was chosen.
Each combination was presented exactly five times during the experiment, resulting
in a total number of 5 x 5 x 2 x 5 = 250 trials. The measurement of reading time
was started by subjects pressing a button, which also revealed a text, and stopped by
a second button press, which also revealed the screen for the categorization. The
time returned was used to compute the reading speed as the number of words read
per minute. The distribution of all measured reading speeds can be found in Figure
7.7.

To analyze the influence of the various factors, a Bayesian ANOVA was carried out on
a subject by subject basis using JASP (JASP Team, 2020). The Bayes Factors of the
models of each subject are shown in Table 7.1. While there was substantial evidence
in most subjects that font size influenced reading speed, font weight showed a
substantial influence only in two subjects. For one subject, the analysis showed
substantial evidence for an interaction between font size and bold face. These results
provide evidence for individual differences in the magnitude and directions of the
respective influencing factors. The results therefore provide a first indications that
the factors influencing reading speed may differ on an individual subject basis.

Learning a Font Space

To generate fonts on a continuum, we first require a parametric generative font
model. Here we used unsupervised learning to obtain a continuous font space.

Specifically, we chose non-negative matrix factorization (NMF) (Sra and Dhillon,
2006) as a method for dimensionality reduction of fonts. The idea behind this
procedure is to approximate a matrix X with the product of two matrices W, H so
that the following relationship applies: X ~ WH. This factorization is done under
the constraint, that the approximation minimizes the Frobenius-Norm ||X — WH|| ¢
and that all entries of W, H are non-negative. The columns of W then represent
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the dimensional features and H contains the weights to combine these features to
reconstruct the rows in X. One advantage of the strictly positive components of NMF
with respect to other methods such as Principal Component Analysis or Transformer
Networks is that the basis functions can be thought of as printer’s ink on paper and
therefore as elements resembling actual glyphs. Another recent approach for font
generation employs GANs, see e.g. (Azadi et al., 2018; Cha et al., 2020; Chen et al.,
2019; Park et al., 2020; Roy et al., 2020). Even though this technique gives good
results at the letter and word level, current implementations suffer from problems
in alignment and kerning in continuous texts. Due to these difficulties, we were not
able to employ GANSs that could generate qualitatively satisfactory texts even though
this approach will certainly be very promising in the future.

In order to cover a basic set of fonts including fonts with serifs and sans-serif fonts,
we selected a list of classic and popular typefaces (Spooner, 2009), containing a
total of 25 classical fonts. The typeface names are shown in their respective font in
Figure 7.1. To perform the NMF, we generated a grayscale image of size 2375 x 51
pixels containing all 26 letters in upper and lower case, the numbers from zero to
nine, the German umlauts, brackets, question and exclamation mark, dot, comma,
hyphen, colon, semicolon, slash and quotation marks. Such an image was generated
for each individual font using a font-size of 40 pt. Letters were arranged side by
side. The image data was then concatenated together with information about the
alignment of each glyph in the font, obtained from the respective information in the
TrueType-file. The resulting font vectors form the rows of our matrix X, on which
we performed the NMF.

To choose the appropriate number of dimensions, cross-validation was performed.
As recommended by Kanagal & Sindhwani (Kanagal and Sindhwani, 2010), we

Akzidenz Grotesk| | Avant Garde Avenir Bembo Bodoni
(Lorem Ipsum) (Lorem lpsum) (Lorem Ipsum) (Lorem Ipsum) (Lorem Ipsum)
Clarendon Cocon Dax Din Frutiger

(Lorem Ipsum) (Lorem lpsum) (Lorem Ipsum) (Lorem Ipsum) (Lorem Ipsum)

Futura
(Lorem Ipsum)

Garamond
(Lorem Ipsum)

Gill Sans

(Lorem Ipsum)

Helvetica
(Lorem Ipsum)

Meta
(Lorem Ipsum)

Minion Mrs Eaves Myriad News Gothic Optima
(Lorem Ipsum) (Lorem Ipsum) (Lorem Ipsum) (Lorem Ipsum) (Lorem Ipsum)
Rockwell Rotis Sabon Univers VAG Rounded
(Lorem Ipsum) (Lorem Ipsum) (Lorem Ipsum) (Lorem Ipsum) (Lorem Ipsum)

Fig. 7.1: The 25 baseline typefaces used in learning of a font space with NMF.
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masked our data using Wold holdouts and fitted the NMF to the rest of the data
using weighted NMF with a binary weight matrix. The Wold holdouts are created
by splitting the matrix into 16 blocks and randomly selecting four blocks, one for
each row, to hold out. Ten random Wold holdouts where created and for each
we calculated the reconstruction error when choosing between one and five NMF
components.

The mean reconstruction error showed that a low testing error can be obtained
between one and three NMF components and that the model starts overfitting the
data for four or more components. For our subsequent experiments we therefore
decided to use three components to ensure a sufficiently rich font representation,
while also avoiding overfitting to the data. The restriction to three dimensions had
the additional advantage of allowing an individual font to be represented by a very
low dimensional vector with only three entries, which reduces the computational
burden for the subsequent Bayesian optimization process described in the following.
The representation of the 25 fonts in the three-dimensional NMF space is shown in
Figure 7.2.

Through this representation it is now possible to synthesize new fonts as a linear
combinations of the three learnt font basis vectors. Accordingly, a font can be
represented by a point in this three dimensional space. Figure 7.3 shows exemplary
the influence of the three dimensions for the upper case letter K. Inspecting the
letter renderings suggest that the first and third dimension are related to the scaling
of letters in the vertical or horizontal directions, whereas the second dimension is
related to the presence and strength of serifs. This generative model allows not only
creating new fonts, but also the interpolation between actual fonts. Figure 7.4 shows
the changes in three characters (capital K, lower case y and number 3) resulting

‘\Dlmension 3

Helvetica | A Dimension 3
VAG Rounded b T K
i Frutiger
Avant G.orde *Fut |
Cocon ytyra Claren-don
“Rockwell
Optima | T K
DIN

°Gill Sans K

Sabon
®

e
Myriad Pro

Garamond}
63 i

©NewsGothic

{Bembo K K K
] . t
~Rotis Minion® My Faves K K

Dimension 1 T Dimension 2

Dimension 1 Dimension 2

Fig. 7.3: Influence of the three font dimen-

Fig. 7.2: Three-dimensional representation sions exemplarily demonstrated for
of the original fonts in the learned one capital letter K.

NMF font space.
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Frutiger Sabon

K KKKKKKKKKK K

Y YYYYYYYYYY ¥
3 3333333333 3

(3.5910.70 | 10.13) =< > (0.86 | 11.77 | 2.10)

Fig. 7.4: Interpolating between the two fonts Frutiger and Sabon. At the edges are the
original fonts, right next to them the NMF approximations and in between the
linear interpolation through the font space. The coordinates for both fonts in our
three-dimensional space is given.

from linearly moving in euclidean space between the points corresponding to the
fonts Frutiger and Sabon. Note that the changes are gradual and smooth.

To be able to generate texts with a synthesized font we generate TrueType-Font
(TTF) files on the fly. A linear combination of the basis vectors obtained through
NMF yields a vector that contains a new greyscale bitmap image of all the glyphs
in the new synthesized font as well as alignment information for each individual
glyph. The bitmap images of the glyphs are traced individually to Scalable Vector
Graphics (SVG) using Potrace (Selinger, 2001) and then stitched together into an
SVG font. The SVG font then was converted into the TTF format using FontForge
(Williams and FontForge Project contributors, 2000). At this point, the alignment
information is directly inserted into a TTF file using the fontTools python package
(Rossum, 2017). The entire process of font generation works automatically and in
real time.

Bayesian Optimization

To generate new fonts that increase participants’ reading speed, we need to select
an optimization technique that finds corresponding regions in the three dimensional
font space. The underlying assumption is that fonts change smoothly within the
generative font space and that individual’s reading speed is also changing smoothly
along similar fonts. The objective function to be maximized is an individual’s reading
speed as function of a specific font, which in this case is represented by a point
in our three dimensional font space. Since the font space is infinitely large and
only a limited number of texts can be represented, we decided to use Bayesian
Optimization, because it is a well-known optimization technique to find extrema of
complex cost functions when the number of samples that can be drawn is limited
(Brochu et al., 2010). Bayesian optimization starts with an a priori uncertainty
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across the three-dimensional font volume and selects successive points within that

volume, for which the reading speed is evaluated through a reading experiment.

Since the choice for this prior distribution is hard in general, a common choice is the
Gaussian process prior due to its flexibility and tractability (Snoek et al., 2012). The
central assumption of the Gaussian Process is that any finite number of points can
be expressed by an Multivariate Gaussian Distribution. The idea now is to take one

of these points and assume that it is the value of the underlying unknown function.

With the marginalization properties of the Multivariate Gaussian distribution it is
now possible to compute marginal and conditional distributions given the observed
data point. By obtaining the reading speed for this font through an experiment the
algorithm reduces the uncertainty at that location in font space. To select the next
best font for testing, a balance has to be struck between exploration, i.e. selecting
a region in font space for which the uncertainty about reading speed is large, and
exploitation, i.e. selecting a region in font space where the reading speed is expected
to be high, given previous reading experiments. This selection process is handled by
the so called acquisition function and its corresponding parameters. Thus, Bayesian
Optimization proceeds by sampling more densely those region, where reading speed
is high, and more evenly in those regions, where uncertainty is high.

Experimental Design and Data

a) Font generation b) Detection task instruction c1) Reading & detection task c¢2) Question answering d) Bayesian Optimization

The quick brown H What color was :

fox jumps over the || the fox? H

lazy dog H ajred b)blue o yellow | " °
: : A green e) brown ) purple [

= L | =+

Lorem Ipsum*

Please detect words
from the category:
Animals

Fig. 7.5: Schematic of the closed-loop algorithm for generating and optimizing fonts to
increase individuals’ reading speed.

The overall closed-loop logic of the experiment (see Figure 7.5) was to have the
Bayesian optimization algorithm generate a font in the generative font space and
use the reading speed of individual participants to generate new fonts to increase
the reading speed.

Participants
Eleven subjects (5 females, 6 males; age M = 24, SD = 2.64) participated in

the experiment. All participants were German native speaker and had normal or
corrected to normal vision. Due to the COVID-19 pandemic, it was not possible to
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invite subjects to the laboratory, so they all performed the experiment on their private
computers at home. Participants were acquired from graduate and undergraduate
students of the research group and received the necessary materials for participation
by e-mail. All subjects received a detailed, multi-page instruction to keep influences
like sitting position, viewing distances, room lighting, etc. as similar as possible. In
addition to detailed instructions and information on the experiment, the subjects
also received an executable file containing the experiment. Subjects were naive with
respect to the mechanics of font generation and selection.

Stimuli

Subjects read a total of 95 texts, which were taken from a German Wiki for children’s
encyclopedia texts. These texts were chosen because they are easily understandable
for adult native speakers, so that the content of the texts had minimal effect on
reading speed. Furthermore, the texts were chosen so that they were comparable in
length, i.e. the number of words for the first 94 texts was on average 99.7 with a
minimum of 91 and a maximum of 109 words. Additionally, a single text with only
51 words was selected to check whether the reading speed deviated significantly
depending on text length. The texts were presented in a random order for each
participant.

Procedure

Subjects were instructed to read the texts attentively and as quickly as possible
but only once in total. To check that the texts were read and processed in terms
of content, the subjects had the task of detecting words from previously specified
categories while reading. Each individual trial started with the introduction of the
category for the next text, e.g. before reading the text, it was indicated that words
from the category animals should be detected subsequently. The category only
referred to the next text, and a new category was selected for each trial. Each text’s
category had been previously independently labelled by two of the authors of this
study and each subject was given the same category for a text.

For each text there were between one and ten words belonging to the instructed
categories (mean 3.07, SD 2.05). Once a subject had read the category for the next
trial, they could use the space bar to display the text and begin reading. When the
text was displayed, the time measurement for the reading speed also started. To
avoid an accidental start, the task could only be initiated a few seconds after the
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category had been displayed (this was indicated to the participants by a red/green
signal). Each time a term matching the previously specified category was detected,
the participants could press the space bar to indicate this. As an example, in the
short sentence "The quick brown fox jumps over the lazy dog.", when reading the
words fox and dog, the user had to press the space bar to indicate that the objects
were recognized for the category animals. Once they had finished reading the text
they could press the Enter key to stop reading and thus also stop the timing.

In addition, a multiple choice question was asked after having read eleven texts
at random trials throughout the experiment, in order to additionally test subjects’
text comprehension. The question always referred to the last text read and six
possible answers were given, of which exactly one was correct. After solving one of
the multiple choice questions, participants received feedback on their answer. This
feedback consisted of the average reading speed, the number of correct detections,
and the correctness of the multiple choice question. These three components were
combined into a score to further motivate participants to read quickly, but also
correctly and attentively.

In order to investigate whether regions of the generative font space exist which
allow higher reading speeds, subjects read the 95 texts in different synthesized fonts.

1) Dimension 3 1))

Dimension 1 Dimension 2

1) o 10 V)

0 100 200 300 400
Words per minute

Fig. 7.6: Illustration of the Bayesian optimization probing process, after a new maximum
was found. In I) and II) new points in a high reading speed cluster are sampled in
an exploitation phase. After a slow new sample in III) was found in the exploration
phase, the process is searching again in the region of the faster speeds in IV). Data
from subject 7 in trials (I) 19 (II) 23 & 24 (III) 25 & 26 (IV) 27 respectively.
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Since the three-dimensional space is infinitely large and only a limited number of
texts can be presented, the Bayesian global optimization with Gaussian process
was used in order to sample only 95 fonts. The target function to be optimized
is the reading speed as parameterized by the three dimensions. The process was
implemented with (Nogueira, 2014) and the following configuration was selected:
We choose the Upper Confidence Bound (UCB) as acquisition function for balancing
exploration and exploitation of new fonts (Srinivas et al., 2009). The exploration
parameter was set to k = 5. We started with ten random initialization points and
chose the noise handling parameter as o« = 0.001 for the exploration strategy. We
chose a Matern Kernel with parameter v = 2.5 for the covariance function and the
L-BGFS-B algorithm for the optimization of the kernel parameters. Figure 7.6 shows
an example for the sampling process through the Bayesian optimization algorithm.

As combinations of NMF components that have too high or too low magnitudes
would for sure lead to unreadable fonts, we constrained the exploration space. If
the sum of the three components is too low, the font is only faintly visible. If instead
it is too high, the font is too bold and not readable either. Therefore, we empirically
decided to constrain the magnitude of every dimension to be between 0 and 13 and
the sum of all magnitudes to be between 7 and 20 units. It could happen that, in
spite of these constraints, generated fonts were not readable. In such cases, subjects
had been instructed to reset the corresponding trial via a previously defined key.
Afterwards, the same text was presented in a new font, ensuring that all participants
had read all 95 texts. This happened on 94 trials in total across all subjects (mean
8.54, SD 3.79). The Bayesian optimization algorithm nevertheless received the data
that this linear combination returned a reading speed of zero words per minute.

Results

Ruling out Confounders

In order to rule out the possibility that the texts, despite the selected constraints, led
to differences in reading speed in terms of content, the average reading speed in
words per minute was determined for each text over all participants. A Bayesian
ANOVA was used to check whether there was a significant difference in mean value
and thus a dependence of the reading speed on the respective text. The Bayes
Factor By; = 360.36 gives decisive evidence for the null hypothesis that there was
no significant differences between the texts.

Chapter 7 Increasing individuals’ reading speed with an adaptive font model
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A second possible confounder relates to the length of the texts, which participants
read. By including a text with 51 words, we were able to check that the reading
speed as measured in words per minute did not significantly depend on the chosen
length of texts. Indeed, the reading speed for the shorter text (mean: 257.37 words
per minute) was within the 95% confidence interval of reading speeds of the 94
remaining texts for all individual participants (mean: 265.02, SD: 89.82).

Another confounder refers to the detection task and the number of key presses
required during a trial. In order to investigate whether the detections and motor
behavior have an influence on the measured time, the Bayesian Pearson Correlation
Coefficient between the number of words belonging to the instructed category and
the corresponding reading time was computed. For this purpose the reading speeds
were averaged over the number of expected detections to exclude the influences
of all other factors influencing reading speed. No significant correlation was found
(r = —0.223; BFyp = 0.47) thereby confirming that the number of words belonging
to the instructed category did not have a significant effect on reading speed.

It might be argued that although reading speeds with AdaptiFont may be improved,
reading speeds are still larger for traditional fonts. To exclude this possibility, we
compared the reading speeds over all texts and subjects between the preliminary
study, in which classic typefaces were used, and the main study using AdaptiFont. A
Kolmogorov-Smirnov test indicates that the two distributions are indeed significantly
different (D = 0.367;p < .001) and a Bayesian Two-Samples t-Test showed that the
mean reading speeds for AdaptiFont were significantly higher than for the traditional
typefaces (BFo = 6.782). Figure 7.7 shows the corresponding distributions.

Finally, we asked whether the optimization throughout the experiment actually
reduced uncertainty about reading speed within the font space. For this, the point
to be sampled next by the optimization process was considered. At this point, the
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Fig. 7.7: Histograms of measured reading speeds for the preliminary (orange) and the main
study (blue). A kernel density estimator was fitted to both histograms.
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variance of the Gaussian Process was integrated within the neighborhood of a font
with radius » = 0.225 before and after reading a text in the corresponding font. This
radius is exactly half the distance between the two closest classic baseline fonts.
For each iteration, the variance change in this region was now examined. Bayesian
optimization indeed resulted in an average variance reduction of 943.65 units per
iteration, the corresponding distribution can be found in Figure 7.8.
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Fig. 7.8: Distribution of the per-sample uncertainty reduction. The histogram shows the
distribution of all changes in uncertainty about the individual user’s reading speed
in the neighborhood of a sampled font after a reading experiment with a single
font.

Clustering

To detect regions in the generative font space with higher reading speeds a clustering
method was used, which includes the reading speed as fourth dimension in addition
to the three font dimensions for each individual participant. We chose the OPTICS
algorithm (Ankerst et al., 1999) to cluster the data points, which is a density based
clustering procedure, which orders the points of a data set linearly, so spatially
nearest neighbours can be clustered together. This has the advantage over other
methods, such as k-Means, because the number of clusters does not have to be
specified in advance and allows detecting outliers that are not assigned to any
cluster. The latter feature was useful in the analysis of our data, as it excluded trials
with deviations in reading speed due to lapses in attention.

As a free parameter of the algorithm, the minimum number of data points that must
be present in a cluster must be defined. Following the recommendations of (Sander
et al., 1998), this parameter can be determined using the heuristic of using twice
the number of data dimensions minus one, i.e. (2 x Dimensions) — 1, so that in our
case we decided to set the parameter to n = 5. For visualization purposes, Figure
7.9 shows the best clusters, i.e. the clusters with the highest mean average reading
speed for each of the 11 subjects in the generative font space. The clusters are

Chapter 7 Increasing individuals’ reading speed with an adaptive font model
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represented by an ellipsoid, with the center of all associated data points and the
standard error in all three dimensions as main axes.

In order to better compare the optimized synthesized fonts with the traditional fonts,
we additionally considered their position in font space with respect to each other.
The optimized fonts for all subjects lay within a region bounded by the traditional
fonts Rockwell, Myriad, Optima and News Gothic. To obtain an indication of the
similarity and difference between individuals’ optimized font, we computed the
mean pairwise distance between individuals’ optimized fonts. This distance is 3.99
units in the font space, which is comparable to the distance between Avantgarde
and Universe. By comparison, the distance between slowest and fastest fonts for
each subject was on average 11.3 units. In order to compare these distances within
the font space, we computed the distances between classic fonts, with the smallest
distance (0.45) between Helvetica and Univers, the largest distance (18.8) between
Univers and Bembo, and the average distance (9.96), which was comparable to the
distance between Optima and Minion.

Reading Speed Improvements with AdaptiFont

To check whether the font clusters correspond to significantly different reading
speeds, a Bayesian ANOVA was calculated. Figure 7.10 shows the mean reading
speeds for each of the found font clusters together with the corresponding 95%
credible interval for each subject. The Bayes Factors are reported in Table 7.2,
where every Bayes Factor gives decisive evidence against the null hypothesis, so

A Dimension 3
i Subject index
Helvetica | 1
VAG Rounded 4
...-="Akzidenz Grotesk ° e 3
Frutiger o ! 4
12° Avant Ggrde o ® 5
Cocon Futura Clarendon 6
°Rockwell P e 7
B 8
t
_DIN w Op |.ma 9
% Gill Sans 10
Myriad Pro 11

«» &

Dimension 1 Rot Dimension 2

Fig. 7.9: Ellipsoids with centroids and standard errors in the three font space dimensions of
clusters corresponding to highest reading speed.
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Fig. 7.10: Found clusters for every subject based on the OPTICS algorithms and the cor-
responding mean reading speed together with their standard errors. The mean
reading speeds of all cluster were rank ordered for each subject. Note that the
standard errors of reading speed were very small compared to the mean reading
speeds for each cluster and subject.

that the clusters differ significantly in their average reading speed. A MANOVA
established statistically significant differences in reading speed between clusters of
highest reading speed of the subjects, F'(10, 75) = 3.24, p < .001; Pillai Trace = 0.91.
The corresponding ANOVA for every single dimension was performed resulting
in three significant differences D, : F'(10,75) = 2.01,p < .05; Dy : F(10,75) =
3.63,p < .05; D3 : F(10,75) = 4.02, p < .05. Thus, the differences between clusters
of individuals’ highest reading speed visible in figure 7.9 are statistically significant.
To summarize together with the results from section 7.3.1 and Figure 7.7: The
distribution generated with AdaptiFont is not only statistically significantly different,
the reading speed with Adaptifont is also statistically significantly faster on average.
All subjects showed improved reading speed.

Tab. 7.2: Bayes Factors of the ANOVAs relating individuals’ reading speed between the
found clusters.

Subject BFqg

4.458e+23
5.651e+56
5.890e+35
3.592e+30
5.752e+45
6.091e+41
1.804e+37
5.974e+31
4.683e+29
5.956e+14
2.008e+48

P00 WN

= O
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The quick brown fox jumps over the lazy dog.
The quick brown fox jumps over the lazy dog.

The quick brown fox jumps over the lazy dog.
The quick brown fox jumps over the lazy dog.

The quick brown fox jumps over the lazy dog.

The quick brown fox umps over the lazy dog.

. . The quick brown fox jumps over the lazy dog. . .

Finally, figure e iﬂck&jﬂzﬁw& arpangiam.watten in the respective font of the center
The quick brown fox jumps over the lazy .

of the cluster Oﬁlamgkms&‘ 183 bngespeeg‘lo ﬂf&gr three exemplary subjects. The fonts are

The gquick brown fgx jumps over the lazy dog.
actual TrueType-fonts and can be used as such.

The quick brown fox jumps over the lazy dog.
The quick brown fox jumps over the lazy dog.
The quick brown fox umps over the lazy dog.

Fig. 7.11: Fonts generated from the centroids of the best clusters of subjects 1, 5, and 6.

Eye movement behavior

In another study, we tested the AdaptiFont system on eight additional naive subjects.
We could find the same effects and results as in the main study. In addition, we
measured eye movements. This could be a possible extension to later measure
reading speed without manual indication of the readers. We can see an exponential
relationship between the two metrics in Figure 7.12. The more fixations made while
reading a text, the slower the subjects read. By measuring just this relationship,
reading speed can be estimated in the future by simply counting fixations while
reading.
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Fig. 7.12: Relationship between the number of fixations and the measured reading speed.

Discussion

We presented AdaptiFont, a human-in-the-loop system to increase readability of
digitally rendered text. The system uses a learned generative font space and Bayesian
optimization to generate successive fonts that are evaluated in terms of individual
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user’s reading speed. A preliminary study gave first indications that individual
differences in readability exist in terms different font features. With AdaptiFont,
variation in font features are captured in a specific font space learned through NMF.
Using this representation, we explore the reading speed of individual users with
the help of Bayesian optimization. The results of the user study show the feasibility
of the approach, both in terms of the required data to find fonts that increase
individual’s reading speed as well as the statistically significant magnitude of the
improvement in individual’s reading speed. Finally, significant differences between
subjects exist in the font regions that contain fonts that are associated with high
legibility. The generated fonts are actual TrueType-font files, which can be installed
and used.

Although reading speed maximizing fonts found in this study were significantly
different across individual subjects, it cannot be concluded that our system finds
one single font that maximizes reading speed unchangeably for a single subject
or across all subjects. Rather, our system can be understood as dynamically and
continuously creating fonts for an individual, which maximizes the reading speed
at the time of use. This may depend on the content of the text, whether you are
exhausted, or perhaps are using different display devices. The empirical data we
obtained in the experiments provides clear evidence that Adaptifont increased all
participants’ reading speeds. How these optimized fonts are related across subjects or
within subjects across days or viewing contexts are very interesting further empirical
questions, which can be systematically addressed by utilizing Adaptifont in future
research.

While the current study demonstrates the feasibility of interactively optimizing
fonts through Bayesian optimization, it has a number of limitations, which should
be addressed in further research. First, while reading speed is a natural target
for optimizing fonts, other criteria are conceivable, such as text comprehension,
aesthetic appeal, or memorability either of texts or fonts. Second, ample research
has demonstrated cognitive and linguistic influences on reading speed, which were
not taken into account here. Third, future generative font spaces, e.g. based on
GANs, may provide a more expressive font synthesis with smaller approximation
errors to classic fonts and better alignment and kerning. Fourth, while the current
study maximized reading speed at the individual subject level, it is straightforward
to use the system to maximize optimization criteria across multiple subjects. Fifth,
the generative font space based on NMF may result in synthetic fonts that violate
typographic rules. Including typographic constraints or interactively including a
typography expert in the font synthesis process may yield an additional avenue for
the development of new fonts.

Chapter 7 Increasing individuals’ reading speed with an adaptive font model
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While constant, variable, and parametric fonts have been designed and developed in
the past, Adaptifont is an interactive system, which generates new fonts based on a
user’s interaction with text. In this chapter, we used a generative font model and
Bayesian optimization to generate fonts, which progressively increased users’ reading
speeds. Adaptifont can be understood as a system that dynamically and continuously
creates fonts for an individual, which in this study maximized the reading speed at
the time of use. Evaluation of the system in a user study showed the feasibility of the
approach. Adaptifonts can be utilized to address further scientific questions such as
how the optimized fonts depend on sensory, linguistic, or contextual factors or how
optimized fonts are related across individuals. The system does in no way detract
from other work on generating fonts, both from the point of view of developing such
algorithms or from the point of view of the typographer, as developing typefaces can
be guided by different motivations and with different goals.
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Conclusion

In this thesis, we investigated the framework of active vision as a probabilistic
decision-making process under uncertainty. For this purpose, we have developed
several experimental tasks to investigate different aspects that make planning neces-
sary in visual behavior: sensory uncertainty, action variability, behavioral costs and
internal model uncertainty. We have used the Partially Observable Markov Decision
Processes framework, which allows us to model these components normatively and
infer individuals’ uncertainties and internal costs.

Individual uncertainties and costs

First, we reasoned that vision is a highly variable process between individuals driven
by sensory and cognitive factors (Hayhoe and Ballard, 2005; Kowler, 2011; Land
and Tatler, 2009; Tatler et al., 2011). Perception is subject to uncertainty, as is the
execution of our actions and their results. In addition, there is a variance in the
internal objectives of each individual and the associated costs. We could show these
differences in human behavior in various chapters and related experiments. We
observe sensory uncertainty, for example, in the exact position of stimuli (degree
on the circular path in Chapter 3, the position of the random walk in Chapter 5,
or the position within the maze in Chapter 6) or even in the visual perception of
reward (noise pattern in Chapter 5). Time perception is also subject to uncertainty
and can be modeled using Weber’s law (see, e.g., Hoppe and Rothkopf, 2016; Mauk,
Buonomano, et al., 2004 and Chapter 5). Similarly, when reading, we perceive fonts
better or worse based on typographic factors (see, e.g., Bouma, 1970; Paterson and
Tinker, 1931 and Chapter 7). Our actions are also subject to uncertainty in their
execution; for example, the subsequent fixation may land in different places due to
motor variability or cognitive costs such as deciding where to move next and when
(Chapter 4). In the same way, we may also follow different strategies in solving
problems, so our actions may also depend on how we view our environment (Chapter
6). But also daily circumstances can influence our actions, such as fatigue, cognitive
load, age, or medical conditions Leigh and Zee, 2015. An individual’s preferred font
may also vary based on this so that we can observe variability between individuals
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and within them (Chapter 7). Each individual has internal goals which are not
visible to the outside world. These significantly influence our behavior and are
associated with behavioral costs. For example, a task may be more or less important
to us, directly affecting our performance (Chapter 3). Another well-known example
is the free-viewing paradigm. Subjects are not instructed to look at a visual scene. In
this case, the internal objective is not detectable, so free-viewing can be understood
as integration across all possible tasks (Chapter 4). But also, the preferences in the
expression of fonts are highly variable and depend on the individual (Chapter 7).
We also introduced the concept of internal model uncertainty. We have seen this,
for example, in chapter 5, where the model forms a belief about where the random
walk is at the moment. In addition to the uncertainty of the sensory percepts, the
internal model uncertainty grows over time. An example is the uncertainty about the
generative model in Chapter 3, where we introduced belief parameters to represent
the uncertainty about the actual underlying event distribution.

Visual planning

Planning is a series of cognitive processes that help bridge the discrepancy between
a current state and a desired end state (Miller et al., 2017). For our visual apparatus,
this means that we must actively perform sequential actions to obtain our necessary
information from the visual environment. The most straightforward strategy here
would be that, given our task, we select the visual location that maximizes our
immediate reward. This strategy is not feasible in practical scenarios since tasks often
require a series of interconnected actions. Considering sequential eye movements,
rewards accruing after a sequence of actions can become significant. Thus, the
challenge for the visual system is to determine an optimal series of actions, that is, to
plan the visual actions. We found evidence for this in the experiments we conducted.
In Chapter 3, we saw that subjects do not simply blink to get the immediate reward
of eye moistening. Instead, they develop a trade-off of the neurophysiological and
task-related costs. Chapter 4 showed us that one-step prediction is insufficient
to predict an entire sequence of fixations. In Chapter 5, subjects performed the
monitoring task differently given the position of the random walk and planned their
action rather than simply briefly updating the necessary information. When solving
the mazes in Chapter 6, we even saw and investigated different planning strategies
similar to depth or breadth search. All these observations support the hypothesis
that vision is a sequence of visual actions and that people plan this over a longer
time horizon. Therefore, models of human visual behavior must also model this
aspect appropriately.
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8.3 Partially Observable Markov Decision Processes

8.3.1

We gathered empirical evidence that human visual behavior can be highly individu-
alized and identified the components of sensory uncertainty, action variability, and
behavioral cost. We have also seen that visual behavior consists of active, sequential
decisions that people plan. Therefore, we looked at the Partially Observable Markov
Decision Processes framework as a unifying modeling approach for modeling pur-
poses. POMDPs allow for incorporating different sources of uncertainties and costs
associated with human behavior. We have seen this in the various parts of the thesis.
Thus, in Chapter 3, we used a POMDP to model normatively the previously approxi-
mate cost model of (Hoppe et al., 2018). In this computational planning framework,
we demonstrate that individual behavioral costs are linked to blink suppression
and task motivation. We have successfully simulated the interrelation between the
cost-trade-off parameter and task performance, unveiling a logistic relationship.
Moreover, we devised a normative model characterizing human behavior, avoiding
the presumption or fitting of any specific functional form of the cost functions. Given
that many models in the field adopt this approach (see, for example, Petitet et al.,
2021), our framework is more flexible and natural. We also modeled the planning
behavior in Chapter 5 using a POMDP. Our experimental design considers dynamic
uncertainties and reward rates. This lets us examine adaptive responses to these
dynamics, investigate switching behaviors, and determine participants’ intrinsic
costs. Our findings indicate that humans can manage temporal uncertainties in their
observations and navigate uncertain rewards to distinguish trade-offs. Contrary to
earlier studies, we can also present empirical data suggesting that the subjective in-
ternal costs of saccadic gaze shifts are significantly higher. These findings underscore
the significance of planning for our visual system.

Human visual behavior as probabilistic planning under uncertainty

We have seen that seeing is a highly individual process. In addition to uncertainties
in perception and action, internal and external costs also play a role. We have
seen that we can find empirical evidence for this and deduced that seeing is an
action of active sequential decisions. This corresponds computationally to the
concept of planning, which can manifest itself in different strategies. We have
shown that these are needed for successful completion and again found evidence
that people implement them. For modeling, we then looked at the framework of
Partially Observable Markov Decision Processes, a normative and promising way to
represent these sequential decisions under uncertainty and including costs. We have

8.3 Partially Observable Markov Decision Processes
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shown the results of these models and presented their advantages. Finally, we can
conclude that human visual behavior corresponds to sequential decision behavior
under uncertainty. Active vision theory models this and emphasizes the need for
modeling using individual components.

Future Work

Future work should further advance the introduced normative framework of Partially
Observable Markov Decision Processes for studying visual behavior, extending it
to implement suitable models for various everyday situations and experimental
paradigms. For example, the developed method for studying temporal event statistics
in blinks can be used to predict behavior in continuous natural stimuli, such as videos,
utilizing so-called activity forecasting methods to estimate the underlying generative
model of event statistics. Along with the insights gained by exploring the paradigm
with simultaneous dynamic uncertainties and rewards, the future study of human
cost functions can also be advanced. A distinct advantage of our methods lies in their
normative nature, which does not necessitate the prior specification of functional
relationships in the model. Moreover, the framework of active decisions under
uncertainty can enhance the one-step predictions in the salience model framework,
describing the entire fixation train in future instances. However, our findings also
present practical applications beyond academic settings. A salient example already
presented is the maximization of adaptive reading speed using AdaptiFont. This
human-in-the-loop process can conceivably be extended to numerous other areas,
providing customized individual solutions.

Chapter 8 Conclusion
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