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Abstract

With the need and urgency to the imposed regulation of zero-carbon emissions, the
development of high-fidelity models for gasoline direct-injection (GDI) spray becomes
crucial. This study first focuses on the development of robust Lagrangian models and a
comprehensive exploration of the underlying physics across various operating conditions
in a constant-volume chamber, ranging from early- to late-injection conditions. The
Lagrangian models are extended to assess the spray-wall-flow interaction within an
engine flow bench, simulating early-injection conditions of real GDI engines.
The concept of these models is based on a Direct Numerical Simulation (DNS) inner-

nozzle flow simulation, indicating that the liquid spray experiences complete atomization
near the injector hole. Consequently, the deformation and secondary breakup of liquid
droplets play a significant role in spray evolution. The models’ effectiveness and accuracy
are meticulously validated against experimental data, including liquid and vapor phases
obtained by diffuse back-illumination (DBI) and Schlieren measurements, respectively.
An important aspect of the research involves the investigation of different droplet

distribution models. Using the blob method, assuming ejected droplet size equivalent to
the injector diameter, is able to accurately capture global properties like liquid penetration
length. However, it tends to cause delayed evaporation and breakup, resulting in an
unphysical sharp plume tip downstream. To address future fuel-blended gasoline and
E-fuels scenarios, the models have been extended to handle multi-component fuels. The
successful simulation of a three-component gasoline surrogate (E00) demonstrates the
models’ capability to reproduce both the overall spray plume characteristics and the
spatial distribution of high- and low-volatile fuels.
Furthermore, the research expands into the intricate spray-wall interaction within a

constant-volume chamber under simulated cold start conditions. The simulation success-
fully replicates characteristic flows, such as wall jets and wall jet vortices induced by
spray-wall interaction. Additionally, the phenomenon of spray cooling, resulting from
air-entrainment-induced evaporation, is accurately reproduced. The simulated temper-
atures align closely with 0-D analytical results, exhibiting a temperature drop of about
20 K from its initial value. Although the simulation over-predicts heat transfer from the
wall due to the constant temperature boundary condition, it matches the experimental
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aggregate wall film thickness data on the target wall, 40 mm from the injector tip.
To comprehensively examine the spray-wall-flow interaction within a GDI engine,

understanding the in-cylinder flow during the intake phase is imperative. Hence, a
wall-resolved Large Eddy Simulation (LES) approach is employed to investigate free-
stream and near-wall turbulence within an engine flow bench, simplifying the inherent
complexity of the engine flow and focusing on the intake flow. The simulated in-cylinder
large-scale motion and turbulence structure aligns well with reference experimental
particle image velocimetry (PIV) data. Turbulence anisotropy analysis reveals a strong
orientation toward axisymmetric expansion and contraction, respectively, attributed to
the specific topological pattern of the engine flow characterized by the tumble vortex and
the intake overflow jet. Moreover, the near-wall budget analysis facilitates investigating
near-wall non-equilibrium effects, with a particular focus on the intake valve and liner
wall region. The effects of the pressure gradient induced by the high Reynolds number
intake flow are found to vary across different regions, suggesting that the classical wall
function modeling approach based on the classical zero pressure gradient boundary layer
may no longer be valid in internal combustion engines (ICEs) applications.
Finally, the knowledge gained from the study is applied to assess the spray-wall-flow

interaction in an engine flow bench under various mass flow rates (MFRs). As MFRs
increase, the spray-flow interaction intensifies, and the heterogeneous behavior of all
spray plumes becomes apparent. Plumes oriented along the intake flow jet exhibit higher
penetration and lower evaporation, while those not aligned with the intake jet stream
exhibit increased evaporation and reduced penetration. This observation confirms the
significant impact of air entrainment induced by the intake flow on both evaporation
and penetration length. Additionally, wall wetting is observed on the intake valves, and
convective evaporation effectively reduces the fuel film, cutting its residual mass by up to
50% compared to the no-flow case when the mass flow rate is 100%. Under early-injection
conditions, although the global turbulence kinetic energy experiences a transient increase
during the injection, it eventually returns to its original values.
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� Introduction

The regulation of exhaust gas and fuel efficiency for transportation sectors, including both
light- and heavy-duty vehicles, has been more stringent in recent years. Such a trend leads
to the increasing demand for environmentally friendly vehicles to reduce carbon dioxide
(CO2) emissions. More advanced development for ICEs toward high thermal efficiency
and ultra-lean emissions are required [5]. Both goals have been successfully achieved
by reducing the size of spark-ignition (SI) engines, using turbo-charging to increase the
volumetric efficiency, and switching the injection system from port fuel injection (PFI) to
gasoline direct-injection (GDI), facilitating lean-burn combustion strategies, as shown in
Figure 1.1. [6, 7].

(a) Speci�c Power (HP/Displacement) (b) Fuel consumption ((gal/mi)/HP)

Figure �.�: Engine metrics for different gasoline technologies [�]

Since 2020, half of all new vehicles and approximately 30 percent of SUV truck sales
have featured GDI engines [7]. This trend in the market shares is expected to be main-
tained by manufacturing more advanced GDI engines. Advanced GDI engines focus
on improving the spray in-cylinder process, which involves spray, mixture formation,
and combustion, to achieve homogeneous combustion and high fuel economy during
full-load engine operation. During part-load engine operation, the spray-flow interac-
tion is required to reach lean and ultra-lean stratified combustion without excessive
unburned hydrocarbons and nitrogen oxides (NOx) [8]. Despite low carbon oxide (CO)
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and nitrogen oxides (NOx) emission, GDI engines tend to produce HC formation due to
the development of liquid fuel films on the piston and the cylinder wall in both early-
and late-injection operating conditions. Particular attention has been devoted to under-
standing the wall-wetting-induced particulate matter (PM) emissions, especially soot
formation [9, 10]. Thus, a great effort has been devoted to understanding spray formation
and spray-wall-flow interaction to mitigate such problems and improve the combustion
process [8, 11, 12].

�.� Overview of GDI sprays and spray-wall-�ow interaction

The development of GDI spray injectors, and their associated engine in-cylinder design
have been transformed and improved over recent decades. To facilitate stratified combus-
tion during part-load operation, the wall-guided in-cylinder system, in which the injector
is installed on the intake side of the cylinder head, and the piston features a wedge shape,
was first proposed with a notion that the air-fuel mixture supported by the large-scale
motion of in-cylinder flow (tumble or swirl) is transported to the vicinity of the spark plug,
as shown in Figure 1.2 [11, 13–15]. As the fuel in the wall-guided in-cylinder system was
ejected on the piston, wall film deposit and dependency on the engine speed are the main
challengings. To solve and advance the problems, the spray-guided in-cylinder system
featuring the injector installed in the center of the cylinder head close to the spark plug
was proposed. As the injector closed to the spark plug, the stratified air-fuel mixture can
be achieved at the part-load condition, and the requirement of a repeatable spray pattern
can be fulfilled under part- and full-load conditions. The development of a suitable GDI

(a) Wall-guided (b) Spray-guided

Figure �.�: Catagory of engine in-cylinder systems [��]; Reprinted with permission

injector starts from a swirl-type injector toward a multi-hole type injector, as shown in
Figure 1.3. For atomization purposes, the swirl-type injector outweighs the hole-type
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injector by allowing flow through the inner nozzle and further generating a hollow cone
spray. This injector type is often used in wall-guided in-cylinder systems; however, it
tends to produce fuel film on the spark plug and cylinder head due to its hollow-cone
spray feature when installed within spray-guided systems. For spray-guided in-cylinder
systems, a multi-hole injector is a better candidate with more concentrated plumes and
more extended penetration. As GDI engines operate ranging from a cold start, part- to
high-load conditions, the advantages of multi-hole injectors to the stratified combustion
mode can become disadvantages to the others. Due to the lack of fuel atomization re-
sulting in long penetration length, the multi-hole injector tends to produce a fuel film on
the piston wall during a cold start condition. It also requires a proper air-fuel mixture
supported by the in-cylinder flow to facilitate homogeneous combustion under high-load
conditions.

(a) Swirl-type injector (b) multi-hole type injector

Figure �.�: Injector types and their spray morphology [��]; Reprinted with permission

Numerous studies have been dedicated to understanding the process and spray-wall-
flow interaction from a constant-volume chamber to a real engine. The following literature
reviews are split into the in-cylinder flow, spray formation and spray-flow interactions,
and spray-wall interactions.

�.�.� In-cylinder �ow of GDI engines

Due to the complex geometry of ICEs, the wall boundary and the wall-influenced, pressure-
induced turbulent in-cylinder flow effectively influence the performance of ICEs. During
the intake phase, large-scale vortices are formed and determined by the geometry of the
intake ports and intake valves. These coherent large-scale vortices are categorized as
tumble and swirl based on their rotation [16]. During the evolution of these flow patterns,
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the turbulent kinetic energy is retained, and the large-scale vortices further dissipate into
numerous small-scale vortices during the compression phase. These small-scale vortices
affect the mixing of fuel and oxidizer and further determine the burning rate and flame
propagation during combustion [17].

Laser diagnostics in ICEs represents a reliable methodology for more in-depth investiga-
tion and visualization of the in-cylinder flow [18–27]. Such experiments provide detailed
insights into turbulence structures and their evolution during engine cycles. Furthermore,
they produce reference and validation data for numerical simulations. Recently, one
study utilized particle image velocimetry (PIV) and tomographic particle image velocime-
try (TPIV) in a motored direct-injection spark-ignition (DISI) engine to understand the
instantaneous turbulence and its anisotropy phenomena [26]. The study reveals that the
engine flow contains three-component isotropy, one-component axisymmetric expansion,
and one-component axisymmetric contraction in both the intake and compression phases.
Another study also exploited micro-particle image velocimetry (µ-PIV) measurement to
investigate wall-flow interaction and the thermal and viscous boundary layer in ICEs [27].
Despite the advantages of experimental research on ICEs, such as the availability of

greater statistics, such research is often constrained by an observation window and
obstacles. Due to the limitations, most PIV studies have focused on investigating velocity
in a single plane in a partial field of view of the turbulent flow [24]. Complementary to
experiments, numerical simulation is an effective alternative for understanding turbulence
within ICEs. In the last decade, LES and Direct Numerical Simulation (DNS) has received
increasing attention. Unlike Reynolds-averaged Navier Stokes (RANS) simulation, LES
simulation can resolve a certain level of turbulence according to its spatial and temporal
resolution and capture instantaneous turbulence [2, 18, 28–31], whereas DNS is required
to resolve all the scales of turbulence in time and space [32].

One study has utilized DNS to investigate the near-wall thermo-viscous boundary layer
structures of a motored engine under engine-like conditions [32]. Following the DNS
study, another study has employed a scale-resolved LES and the DNS data [32] to assess
velocity and thermal wall models applied to a motored engine during the compression
phase under engine-like conditions [31]. It revealed that the near-wall profiles on the
piston no longer followed the law of the wall derived from canonical pipe flow. Further,
wall functions based on a zero-pressure gradient on the wall and linear-power law led to
substantial underprediction of wall heat transfer and overprediction of near-wall velocity.

Due to the complexity of engine flows, engine flow benches have been used to elucidate
the physics involved in the process, such as turbulence formation, and to permit controlled
variations in the specific flow conditions. Several studies have justified that engine flow
benches can be a benchmark to develop and further advance the numerical models [18,
28–30, 33–35]. Among the studies above, one study suggested that the unsteady effects,
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such as turbulent fluctuations due to the convergence of the intake flow from two intake
ports and jet flapping might affect the stability of the bulk tumble vortex and cause
cycle-to-cycle variation.

�.�.� GDI sprays in either constant-volume chamber or real engines

Apart from the first generation GDI spray swirl-type injector[12, 13], the spray charac-
teristics of GDI multi-hole injectors in either a constant-volume chamber or real DISI
engines have been extensively studied [25, 36–42]. However, the multi-hole injectors
applied in each study differ in terms of their operating conditions and geometry despite
the consistency of the scientific discoveries, such as spray formation and characteristics of
different fuels [43, 44] and model developments [45, 46]. This occurrence, with a lack of
a detailed and consistent dataset, yields difficulties in validating numerical modelings
and experimental approaches. Such difficulties are solved and advanced by the Engine
Combustion Network (ECN) focusing on a multi-hole counter-bore injector, ‘‘SprayG,’’ in
a constant-volume chamber [47]. Researchers in the ECN group provide a wide range of
experimental data, such as diffuse back-illumination (DBI) imaging and Mie scattering
imaging for the liquid phase and Schlieren imaging for the vapor phase [48–51]. One
study focused on the inner-nozzle flow and the plume-to-plume variation near the nozzle
using time-resolved x-ray radiography to understand the spray rate-of-momentum effects
and compare the rate-of-injection data [50]. Another study utilized DBI measurement for
the liquid plume and further applied a three-dimensional tomographic reconstruction of
ensemble-average extinction images to gain an insight into the structure and evolution of
the multi-plume spray for ECN Spray G injectors with different fuels [48].

The original work from the ECN pertains to a constant-volume chamber under engine-
like conditions, limiting the observation and investigation of spray-flow interactions.
One study utilized the ECN Spray G injector into a DISI engine under late-injection
conditions (Spray G1) [42]. This revealed that the in-cylinder flow is susceptible to
spray formation. During injection, spray air entrainment influences the in-cylinder flow,
potentially disrupting the tumble flow structure if its intensity is too weak. However,
if the structure of the tumble flow is sufficiently strong, it can withstand the influence
of the spray injection. Furthermore, by means of spray probability maps assembling
and averaging the spray plume with multiple injections, the cycle-to-cycle fluctuations
in the liquid spray spatial distribution are affected by the in-cylinder flow. Another
study focuses on the spray-flow interaction within a DISI engine under early-injection
conditions [25]. Both Spray G2 (flash boiling) and G3 (early injection) are discussed. The
global turbulent kinetic energy remains unaffected by the spray after injection close to the
ignition although it may experience a transient increase during the injection, indicating a
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strong domination of in-cylinder flow velocity and velocity fluctuations. In contrast to
late-injection conditions, in which spray formation is stabilized by the higher upward
velocities, spray formation under early-injection conditions is highly influenced by the
large-scale motion of the in-cylinder flow and engine speed. Additionally, the study
suggests that wall wetting may impact emission and performance due to the occurrence
of wall wetting on the spark plug.
The Spray G injector has not only been investigated experimentally but also been

examined numerically. Several studies have developed a CFD framework using RANS
simulation under the Eulerian-Lagrangian framework for Spray G under several engine-like
conditions within a constant-volume chamber [52–54]. One study using RANS simulation
investigated spray formation and spray-flow interaction within a DISI engine under early-
injection conditions (Spray G3) [55]. It proposed a post-process scheme to obtain the
numerical Mie scattering signal consistent with the experiment, as the numerical liquid
spray penetration is often calculated based on the mass fraction of the liquid droplets.
Furthermore, plume-to-plume variation was observed, with the spray plumes at the central
tumble plane exhibiting the most extended penetration. The intake flow significantly
impacted spray formation, and the intake valve-induced vortex enhanced air entrainment
to the spray plume.

Most of the research above focused on RANS simulations, while just a few applied LES [1,
3, 56], as most of the models for Lagrangian particles are based on RANS simulations.
Moreover, investigating spray-flow interaction, particularly in GDI engines, using RANS
neglected the critical aspect of cycle-to-cycle variations. It is evident and widely accepted
that the in-cylinder turbulent flow pattern highly affects the flame propagation in GDI
engines. Although the global turbulent kinetic energy returns to its initial values before
ignition, the local pattern of in-cylinder flow varied during the spray injection duration
[25, 57].

�.�.� Spray-wall impingement in either constant-volume chambers or real
engines

By injecting fuel directly into the combustion chamber, GDI engines can facilitate a high
thermal efficiency with a high compression ratio and suppression of the presence of knock
due to charge cooling compared with PFI engines [8, 11]. However, as the injection
occurs within the combustion chamber, the fuel film deposits on the walls, such as the
piston, liner wall, intake valves, and even spark plug, are likely to occur, especially
during cold-start conditions. Wall wetting in ICEs can lead to soot formation induced
by the high-soot events and, consequently, impacts emissions [58–61]. Several studies
have been devoted to investigating the fuel film formation process under engine-relevant
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conditions using different measurements, such as laser-induced fluorescence (LIF) and
low-coherence interferometry (LCI) [58–64].
Wall film thickness measurements using LIF for GDI engines require a fluorescent

tracer, such as toluene [62] and 3-pentanone [65] added to iso-octane. One study has
investigated wall film thickness within a motored, optically accessible DISI engine using
LIF measurements with two different fluorescent tracers (toluene and 3-pentanone) [66].
It revealed that both tracers are sensitive to temperature, but toluene has a much stronger
LIF signal than 3-pentanone. Another study has examined the wall film thickness of a
surrogate gasoline (30% toluene and 70% iso-octane) in a constant-volume chamber
using ultraviolet (UV) absorption [64]. Using UV absorption, the wall film signal is
relatively less sensitive to temperature, but the interference of vapor on the liquid film is
significant. These techniques are sensitive and dependent on temperature and oxygen
concentration. On the other hand, two studies have investigated wall film thickness of
E10 gasoline surrogate fuel (PACE20) in a constant-volume chamber under cold and hot
conditions where the fuel, wall, and ambient temperature are 20 �C and 90�C, respectively,
using LCI [61, 63]. It revealed that LCI can mitigate the problems above with limited
dependency on temperature and immunity of the calibration from vapor interference.
Furthermore, thicker fuel films were observed under cold conditions than hot ones.
Spray impingement and wall film development have also been studied numerically,

although the effort to improve the numerical predictions is ongoing. Several studies
have focused on developing predictive spray-wall interaction models under the Eulerian-
Lagrangian framework [67–71]. Bai et al. [68] developed a spray-wall interaction regime,
encompassing droplets stick, rebound, and splash, based on the droplets’ local Weber
number (We) derived from experimental data on single water droplets impacting on a
dry or wet wall, whereas Stanton and Rutland [67] has utilized the droplets’ frequency
affecting on the wall to define the threshold of the splash regime. Not only the spray-wall
interaction regimes are needed to be defined, but the splash mass and splash velocity
are also required. These imperative parameters, however, strongly rely on empirical
observations [72, 73]. One study has evaluated multiple spray-wall interaction models,
Bai-Gosman [68], Stanton-Rutland [67] and O’Rourke-Amsden [70], on GDI sprays [74].
It revealed that all models have advantages and disadvantages in capturing film thickness,
rebound droplet size, and height due to different models’ assumptions.

The above provides a summary of the current state and the challenges for the spray-wall
impingement and fuel film deposition experimentally and numerically. The numerical
studies have been focused on the model development and evaluation. The test case per-
tains to simple geometry (constant-volume chamber) with a simplified simulation domain,
solely investigating the single plume. Whole domain evaluation and its application into
an engine-like geometry have not yet been explored and discussed.
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�.� Objectives and structure of this thesis

The above literature survey covers both experimental and numerical research on spray-
wall-flow interaction from a constant-volume chamber toward real engine applications
and from PFI engines toward GDI engines. There is still a gap in combining all the
knowledge above and applying it to a GDI engine. The study will focus on developing a
suite of models under the Eulerian-Lagrangian framework using LES and investigate spray-
wall-flow interaction within a GDI engine under early-injection conditions. Conducting
an engine study using LES simulation requires multiple engine cycles to obtain sufficient
statistics. An engine flow bench is a suitable alternative as it operates under a stationary
state, reducing the complexity of engine flow and providing clear conditions during
the intake phase. Furthermore, the development of a suite of models for spray-wall-
flow interaction will focus on the experiments in a constant-volume chamber from ECN
using a multi-hole counter-bore GDI injector, ‘‘Spray G.’’ Both free spray and spray-wall
impingement will be taken into account.
The objectives of this Ph.D. study are listed in the following:

1. Develop a suite of models under the Eulerian-Lagrangian framework for spray-wall-
flow interaction for GDI engines.

2. Spray morphology within a constant-volume chamber:

• Investigate the characteristics of GDI sprays with a multi-hole counter-bore
configuration.

• Examine the spray formation and the air-fuel mixture under early- (boiling
and non-boiling regimes) and late-injection conditions.

• Understand the air-fuel mixture with different fuels (high-volatile and low-
volatile fuels).

3. Spray-wall interaction and wall film development in a constant-volume chamber:

• Investigate the spray-wall interaction process and spray cooling.

• The effects of spray impingement on the wall temperature and wall film thick-
ness.

4. In-cylinder flow within an GDI engine flow bench:

• Gain insights into the coherent turbulence structure by studying the Reynolds
stress tensor on both the valve and central tumble planes.
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• Identify the near-wall non-equilibrium effects governing intake flow turbulence
close to the intake valve and the impingement region close to the liner wall.

5. Spray-wall-flow interaction within an GDI engine flow bench:

• Gain insight into the influence of the intake flow on spray formation.

• Investigate the impact of the evaporation effect and local in-cylinder vortex on
the spray pattern.

• Explore the convection effect on the wall film under different operating condi-
tions with varying mass flow rates.

• Examine the influence of the spray-induced turbulence on the global turbulence
kinetic energy during the injection.

�.�.� Target GDI engine �ow bench and hole-type injector

The engine air flow bench in this thesis is based on a single-cylinder spray-guided DISI
optical engine built at the Technical University Darmstadt and designed by AVL [20–25,
51]. The engine has a pent-roof cylinder head equipped with twin cams and overhead
valves. It has a dual-port system to produce a tumble motion within the combustion
chamber. Furthermore, it is a square engine where the bore and the stroke are the same
sizes: 86 mm. The compression ratio is 8.7. The research behind this engine aims to
provide an insight into engine phenomena using optical diagnostics such as PIV [22, 23,
25]. Thus, it is equipped with an optical accessible window with a height of 55 mm on
the liner wall.

In contrast to the original motored engine, the air flow bench was set up with its piston
removed, an optical plate placed on the bottom attached to the cylinder, and an outlet
channel, along with fixed intake valves to simulate the intake flow. The valve position
was set to 9.21 mm, which is the valve lift of the motored engine at �270�CA (degrees
crank-angle after combustion top dead center). Figure 1.4 shows the configuration of the
engine flow bench. It was designed to measure the intake jet under various prescribed
mass flow rates (100%, 75%, and 50%). Table 1.1 summarizes the relevant boundary
conditions of the engine flow bench.
Apart from the target engine flow bench, the GDI spray injector in this thesis is a

hole-type injector provided by ECN and manufactured by Delphi Technologies. This
injector features an eight-hole and counter-bore configuration, facilitating the strategy
of low-needle lift and further causing the compressible effects to enhance the spray
atomization [4, 75]. This injector is able to operate at an injection pressure of up to 200
bar. Due to the dedication of researchers all around the world, a wide range of data, from
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Figure �.�: Con�guration of a GDI engine �ow bench [��]

Table �.�: Experimental parameters of the operating conditions
Condition 100% 75% 50% 0%

Inlet temperature ()in,2)(�C) 22.7 23.2 23.2 21.9
Inlet pressure (%in,2)(bar) 1.0 1.006 1.0 1.0
Outlet pressure (%out,2)(bar) 0.998 1.006 1.007 1.0
Mass flow rate (<§ in)(kg/h) 94.10 70.63 47.09 0.517
Reynolds number 32,400 24,300 16,200 178

inner-nozzle and near-nozzle spray characteristics to large-scale free spray evolution, can
be acquired from ECN [47–51]. The dimension and geometry of the Spray G injector are
shown in Figure 1.5.

�.�.� The structure of this thesis

Based on the literature review, the scientific objectives of this thesis have been conducted
and introduced. The structure of the remaining thesis is shown as the following: numerical
methodology, including the governing equations of the Eulerian and Lagrangian fields,
the closure model for sub-grid viscosity (`C) for LES and the relevant models for spray
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Figure �.�: The dimension and geometry of the Spray G injector [�6]

simulations, are to be introduced in Chapter 2. Following the objectives above, Chapter 3
will first introduce the numerical and experimental setup of free spray in a constant-volume
chamber and investigate the spray formation under several engine-relevant conditions.
Furthermore, the spray-wall interaction will be discussed in Chapter 4. The numerical
and experimental setup of the GDI engine flow bench and investigation of the in-cylinder
flow turbulence and its near-wall effects are presented in Chapter 5. Finally, Chapter 6
performs the investigation of spray-wall-flow interaction in a GDI engine flow bench.
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� Numerical methodologies

The multi-phase flow simulations in this study are conducted using Large Eddy Simula-
tion (LES) under the Eulerian-Lagrangian framework. All the simulation is based on a
developed code library using an open-source CFD software, OpenFOAM v2012. Under the
Eulerian-Lagrangian framework, the liquid fuel represents and is modeled as stochastic La-
grangian parcels, whereas the Eulerian domain directly solves the gaseous field, as shown
in Figure 2.1. This chapter will start with a description of the numerical approaches of the
gas phase, including governing equations, and sub-grid viscosity models for LES. Unlike
RANS simulation, LES is more demanding in terms of temporal and spatial resolution.
The mesh quality plays a role in the resolution of the turbulence. Assessment approaches
based on Pope [77], will be further introduced and applied in each simulated target.
Since the liquid fuel is tracked inside the stochastic Lagrangian parcels, the exchange
of momentum, heat, and mass between the liquid and gas phases needs to be modeled.
They are described as source terms and solved using equations of the mass, momentum,
energy, and species transport conservation in the gas phase. The governing equations of
the liquid phase and the corresponding models, including drag, evaporation, heat transfer,
and breakup models, will be illustrated in the subsequent subsections.

�.� Gas Phase

�.�.� Governing equations

The gaseous turbulent flow in the Eulerian-Lagrangian approach is resolved using equa-
tions for the compressible mass, species mass fractions, momentum, and energy in the
Eulerian domain.

Mass conservation

The conservation of mass in the Eulerian domain is:

md

mC

+ mdD8
mG8

= (d, (2.1)
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Figure �.�: Schematic simulation under Eulerian-Lagrangian framework for spray simula-
tion (Source background experimental DBI extinction image from Weiss et
al. [��])

where d and D8 denotes the density, and velocity in the direction 8, respctively. (d is the
source term of the fuel phase change (evaporation or condensation) from the Lagrangian
field.

Mass conservation for each species

Mass transportation equation for each species in mass fraction exhibits:

md.:

mC

+ m (d(D8 ++:,8).:)
mG8

= (.: (2.2)

where.: and (.: represent themass fraction and phase change of each species (: = 1, #)
In this study, there are no reactions involved. +:,8 is the diffusion velocity of each species.
The sum of the diffusion velocity (

Õ
#

:=1.:+:,8 = 0) is conserved and, therefore, it is absent
in Equation (2.1). The Hirschfelder and Curtiss approximation is employed to obtain the
diffusion velocity of each species, which can be found in a work by Poinsot et al. [78]. It
reads:

+:,8 = �⇡:,8
O.:

.:

(2.3)

Where ⇡:,8 is the diffusion coefficient.
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Momentum conservation

The momentum conservation equation is given by:

mdD8

mC

+
m (dD8D 9 )
mG 9

=
mg8 9

mG8

� m?

mG8

+ d68 + (D8 (2.4)

where ? and g8 9 are the pressure and stress tensor, respectively. 68 represent the
gravitational acceleration in the direction 8. (D8 is the momentum change of liquid fuel.
Further, the stress tensor (g8 9 = 2`(8 9) is linearly proportional to the rate of strain
((8 9 = 1

2 (
mD8
mG 9

+ mD 9

mG8
)).

Energy conservation

Energy appears in various forms, total internal energy (4), total enthalpy (⌘C), sensible
enthalpy(⌘B) or even temperature ()), with their corresponding conservation equations.
The study utilizes the total enthalpy (⌘C = ⌘ + 1

2D8D8) for multi-phase flow simulation, and
⌘ is the specific enthalpy (⌘ = ⌘B +

Õ
#

:=1 �⌘
0
5 ,:
.:).

The conservation equation appears as follows:

md⌘C

mC

+ m (dD8⌘C )
mG8

=
m?

mC

� m@8

mC

+ g8 9
mD8

mG 9

+ d
#’
:=1

.: 5:,8 (D8 ++:,8) + (⌘C (2.5)

where @8 is the energy flux, comprising a heat diffusion term expressed according to
Fourier’s Law (_ m)

mG8
) and the diffusion of different species (d

Õ
#

:=1 ⌘:. +:,8), whereas (⌘C
is the enthalpy change of the liquid phase. d

Õ
#

:=1.: 5:,8 (D8 ++:,8) is the energy produced
by the volume forces 5: on species k.
To acquire the specific enthalpy (⌘), the sensible enthalpy (⌘B =

Õ
#

:=1.:
Ø
)

)0
2?,:3))

and enthalpy formation for each specie (⌘0
5 ,:

) are required. In this study, seven-term
molar-based NASA polynomial correlations are used and given below:

2
<

?
())
'

= 00 + 01) + 02)2 + 03)3 + 04)4 (2.6)

⌘
< ())
')

= 00 +
01

2
) + 02

3
)
2 + 03

4
)
3 + 04

5
)
4 + 05

)

(2.7)

where ' = 8.314�/ /<>; is the universal gas constant. The polynomial coefficient (08)
of each specie in this study are shown in these two resources [79, 80]. The molar-based
thermodynamic properties can be converted to mass-based ones by divided molecular
mass (":), e.g. 2?,: = 2<

?,:
/": . Finally, the ideal gas law is used to close the equations.
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�.�.� Turbulence and closure models for the governing equations

In this thesis, Large Eddy Simulation (LES) is utilized to resolve the turbulence in an
instantaneous manner. LES is proposed with the notion that due to the multi scales
of turbulence, the large scale unsteady turbulent motion is resolved and is directly
represented, whereas the universal small scale turbulence is modeled. It can efficiently
reduce the computational expense compared to DNS. Furthermore, LES can yield more
accurate results compared with RANS if the resolution of the turbulence is high and only
the small-scale turbulence structure, which is regarded to be homogeneous and isotropic,
needs to be modeled. To achieve and facilitate the concept, Leonard [81] has introduced
the scale-separating filtering equations with an operator c(.) and the filtered field b�(G8) is
defined as:

b�(G8) =
π 1

�1
�(G8 , A 9 )⌧ (G8 , A 9 )3A 9 (2.8)

where ⌧ (G8 , A 9) is the filter kernel covering the region with radius (A 9) and center point
(G8).

As the density varies within the turbulent flow, a density-weighed filter, Favre filter, is
required under the LES framework. It is applied with an operator f(.) and is defined as:

e� =
cd�
bd (2.9)

After introducing the filtering scheme for LES, the governing equations of mass, mo-
mentum, energy, and species transportation, Equation (2.1) to (2.5), need to be altered
and appear as forms:

mbd
mC

+ mbdeD8
mG8

= b
(d, (2.10)

mbde.:
mC

+ m (bdeD8e.:)
mG8

=
m

mG8

[bd(eD8e.: � gD8.:)] + bde⇡ m2e.:
mG

2
8

+ b
(.: (2.11)

mbdeD8
mC

+
m (bdeD8eD 9 )
mG8

=
m

mG8

[bd(eD8eD 9 � gD8D 9 )] + bg8 9
mG8

� mb?
mG8

+ b
(D8 (2.12)

mbde⌘C
mC

+ m (bdeD8e⌘C )
mG8

=
mb?
mC

+ m

mG8

[bd(eD8e⌘B � g
D8⌘B) + b̀me⌘B

mG8

] + b
(⌘C (2.13)

The terms bd(eD8eD 9 � gD8D 9), bd(eD8e.: � gD8.:), and bd(eD8e⌘B � g
D8⌘B) within Equations (2.10),

(2.11) and (2.13) need to be closed by introducing an eddy viscosity model:
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bd(eD8eD 9 � gD8D 9 ) = 2`C (b(8 9 � 1
3
b
(::X8 9 ) (2.14)

bd(eD8e.: � gD8.:) = `C

ScC
mb.:
mG8

(2.15)

bd(eD8e⌘B � g
D8⌘B) =

`C2?

PrC
mb)
mG8

(2.16)

b
(8 9 is the resolved strain rate tensor, b(8 9 = 0.5(meD8/mG 9 + meD 9/mG8), and b

(:: is the rate
of compression scalar, b(:: = meD:/mG: . PrC and ScC refer to modeled Prandtl and Schmidt
numbers, respectively. The sub-grid eddy viscosity `C is acquired from the static sigma
model [82]. This model is suitable for the wall-confined domain as it can distinguish
between the laminar and turbulent flow and reproduces the correct cubic behavior of the
sub-grid scale viscosity when approaching solid walls. Moreover, the sub-grid viscosity
vanishes for pure shear and solid rotation. The sub-grid viscosity of the sigma model
appears as:

`C = bd(⇠f�)2f3 (f1 � f2) (f2 � f3)
f
2
1

, (2.17)

where ⇠f is the model constant and is equal to 1.5. f8 is the singular value of the resolved
velocity gradient tensor, which is b68 9 = meD8

mG 9
. The sub-grid viscosity (`C) remains positive

as the f8 are all positive and follow the corresponding order f1 � f2 � f3 � 0.

�.�.� Assessment of Large Eddy Simulation resolution quality

As mentioned previously, Large Eddy Simulation (LES) can have high accuracy only if
the larger scale turbulence is properly resolved. Therefore, the mesh quality is imperative
as it affects the resolution of the turbulence. Celik et al. [83] developed three different
indexes based on the principle of the turbulence-resolved scale from Pope [77]. According
to Celik et al. [83], a sufficient Large Eddy Simulation (LES) is suggested to contain
75 to 85 % of the kinetic energy. The three indexes, which are based on the turbulent
viscosity, dissipation, and kinetic energy, thus focus on different examined parameters
depending on the type of the sub-grid model used in LES. The study employs the sigma
model developed by Nicoud et al. [82]. This is an algebraic eddy viscosity model in which
the eddy viscosity aC is directly solved, unlike the one-equation model [84]. Therefore,
the corresponding index(�&!⇢(,a) is written as:

�&!⇢(,a =
1

1 + UE ( aC ,4 5 5

a
)=
, (2.18)
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where UE is a constant with a value of 0.05 and = = 0.53. The effective viscosity (aC ,4 5 5 )
is the sum of the molecular viscosity (a) and the eddy viscosity (aC).
The assessment of the turbulence resolution will be conducted in each case, constant

volume spray chamber, spray impingement chamber, and GDI engine flow bench, and
shown in the corresponding sections.

�.� Liquid Phase

�.�.� Governing equations

Under the Eulerian-Lagrangian framework, the liquid fuel represents and is modeled
as stochastic Lagrangian parcels. The Lagrangian domain behaves discretely from the
Eulerian domain and only provides the exchange of momentum, heat, and mass which
appear as a source term in the gas phase, as shown from equation (2.10) to (2.13).
Furthermore, these exchanges with gas are solved by either empirical or analytical models.
The governing equations of the liquid phase exhibit:

b
(d = � 1

�+

#’
8=1

d<?
dC

(2.19)

b
(.: = � 1

�+

#’
8=1

d<?:
dC

(2.20)

b
(D = � 1

�+

#’
8=1

d(<?D?)
dC

(2.21)

b
(⌘C = � 1

�+

#’
8=1

d(2?<?)?)
dC

(2.22)

where �+ and # represent the volume of the Eulerian cell where the Lagrangian parcels
dwell and the total number of the Lagrangian parcels within the Eulerian cell, respectively.

The velocity of liquid droplets tracked statistically in each Lagrangian parcel is solved
as follows:

dD?
dC

=
3
4
CDRe?

`6

d?3
2 DA4; + 6, (2.23)

where (.)? denotes the properties of the liquid particles, while (.)6 represents gas proper-
ties. DA4; is the relative velocity from the ambient gas and a particle, DA4; = D6 � D?. D6 is
the resolved gas velocity (eD) within the cell where the Lagrangian parcels reside. 6 and 3
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are the gravitational acceleration and diameter of liquid particles. The drag coefficient
(CD) needs to be acquired by drag models.

The rate of mass transfer to the drop surface is written as follows:

d<?
dC

= c3⇡dSh? ln (1.0 + BM), (2.24)

where Sh? is the Sherwood number from the liquid particle, and the Spalding mass
transfer number (BM) is defined as

BM =
.B � .⌧
1.0 � .B

, (2.25)

where .B refers to the fuel vapor mass fraction on the particle surface, and .⌧ is the vapor
mass fraction away from the particle surface.
The rate of heat transfer to the drop surface is written as follows:

<2?

d)?
dC

= ⌘2�? ()6 � )?) �
d<
dC
⌘E , (2.26)

where �? is the surface area of each Lagrangian parcel, ⌘2 =
Nu?:6

3
is the heat transfer

coefficient, and ⌘E denotes the heat of vaporization.
To close the Lagrangian parcel governing equations (2.23), (2.24), and (2.26), the

drag coefficient (CD), Sherwood number(Sh?), and Nusselt number(Nu?) need to be
specified by either models or correlations. All the relevant models will be introduced in
the subsequent sections.

�.�.� Distorted droplet models for momentum, heat, and mass exchange

Several studies have developedmodels based on empirical research or DNS simulation data
to improve the standard drag model accounting for the effect of droplet non-sphericity [85–
88]. The most popular model is the distorted sphere drag model from Liu et al. [85]. It
provides a non-dimensional droplet distortion factor (H) calculated dynamically using
the TAB breakup model from O’Rourke and Amsden [89] to correct the sphere drag
coefficient [90].
The correlation of the sphere drag coefficient is defined as

CD,sphere =

(
24
Re?

(1.0 + 1
6Re

2
3
?
), Re  1000

0.424, Re > 1000
, (2.27)

The correction formula for distorted droplets reads:
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CD = CD,sphere (1 + 2.632H), 0  H  1 (2.28)

However, this model only considers the distortion for oblate spheroids. The deformation
in the form of prolate spheroids, which often occurs during droplet oscillation and
deformation, is neglected. Motivated by this limitation of the currently available approach,
the following is to present the models considering droplet distortion effects on drag,
evaporation, and heat transfer.

(a) Prolate particle
H = �1

(b) Sphere particle
H = 0

(c) Oblate particle
H = 1

Figure �.�: The deformation of liquid droplets and the corresponding distortion factor
(H). Reprinted with permission from a study by Richter and Nikrityuk [��]

The distortion model utilized in this study is according to research by Richter and
Nikrityuk [91]. It takes into account the deformation of prolate spheroids modeled using
the TAB breakup model, as shown in Figure 2.2. The study employed a DNS simulation
to derive a regression model that is capable of predicting 99.8 % of the variance in the
drag coefficient and appears as:

CD
CD,sphere

=
0.21 + 20

Re? (
;

3
)0.58 + 6.9p

Re?
( ;
3
)�1.4

0.21 + 20
Re? + 6.9p

Re?

, (2.29)

where ; denotes the spanwise length of the droplets and appears in the form:

; = 3 (1 � ⇠1H), (2.30)

where ⇠1 is a model constant with a value equal to 0.5.
As the oscillation and deformation of the liquid droplets occur, the surface area is no

longer equal to the sphere surface. This phenomenon affects the Nusselt number (Nu?).
Richter and Nikrityuk [91] also provided a correlation by identifying the sphericity (q)
and the crosswise sphericity (q?), shown as:
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Nu?
Nu

?,sphere
=
1.76 + 0.55qPr

1
3
?
Re

1
2
?
q
0.075
? + 0.014Pr

1
3
?
Re

2
3
?
( q
q?

)7.2

1.76 + 0.55Pr
1
3
?
Re

1
2
?
+ 0.014Pr

1
3
?
Re

2
3
?

, (2.31)

where the the sphericity (q) and the crosswise sphericity (q?) are defined as:

q =
4cA2

?

SrfC?
, (2.32)

q? = (
A?

�

)2, (2.33)

In equations (2.32) and (2.33), � and SrfC? are half length of the crosswise axis relative
to the flow direction of the droplet and the surface area of the droplet, respectively. These
two parameters exhibit:

� =

s
A
3
3

A (1 � ⇠1H)
, (2.34)

where A is the radius of the droplet.

SrfC? =

(
2c�2 (1 + 1�42

4
C0=⌘

�1 (4)), H � 0
2c�2 (1 + A (1�⇠1H)

�4
B8=⌘

�1 (4)), H < 0
, (2.35)

with the eccentricity 4 defined as

4 =

s
1 � (min(�, 0.5;)

max(�, 0.5;) )
2
, (2.36)

�.�.� Phase-change model

The phase-change model is imperative for the evaporation of liquid fuel and further
exchanging the fuel mass from the Lagrangian domain to the Eulerian domain. Phase
change for the liquid fuel can be categorized as surface evaporation and boiling. The
former indicates that the liquid fuel does not fall under the superheated regime where
the evaporation of the liquid fuel occurs from within as the vapor bubble grows inside
the liquid droplets and further causes bubble nucleation, growth, and break up. However,
GDI engines have wide-range operating conditions, and often under the cold start and
part load conditions, the in-cylinder pressure may be lower than 1 bar and further leads
the high-pressure liquid fuel ejected from the injector to the superheated regime.
To account for both evaporation conditions, this thesis proposes a hybrid method

coupling a non-equilibrium evaporation model [92] and a boiling model [93]. The criteria
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to switch both models is based on the weight of local ambient pressure to the vapor
pressure of the liquid fuel, as shown in Figure 2.3.

Figure �.�: Example of the hybrid phase-change model based on the vapor pressure
curve of iso-octane [��]

Non-equilibrium evaporation model

Under the non-equilibrium evaporation model, the evaporation only takes place on
the surface of the droplet, assuming that the droplets are spherically symmetric and
that the temperature at the droplet surface is continuous. Unlike the standard model,
the non-equilibrium evaporation model does not assume that the droplet surface is in
thermodynamic equilibrium, in which case the mole fraction of fuel vapor can be obtained
in relation to the saturated pressure using the Clausius-Clapeyron equation.The vapor
mole fraction in this non-equilibrium evaporation model reads:

-B,neq = -B,eq � ( ! 
⇡/2 )V, (2.37)

where -B,eq is the equilibrium vapor mole fraction and can be obtained by the Clausius-
Clapeyron equation. ! is the Knudsen layer thickness.

! =
`

q
2c)?'/,E
Sc??

, (2.38)

where ', )?, and ? are the gas constant, droplet temperature, and gas pressure, respec-
tively. The non-dimensional evaporation parameter, V, is given by

V = �(
3Pr?g?

2
)
<§ ?
<?

, (2.39)
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where g3 is the particle time constant for the Stokes flow and can be defined as

g? = d?32/(18`), (2.40)

Equation (2.37) can be further manipulated to mass fraction to calculate the Spalding
mass transfer number (BM) in equation (2.25).

A solution to Lagrangian grid dependency is also applied in this evaporation model [95].
Hinrichs et al. [95] investigated droplet evaporation under both non-convective and
convective conditions. The study shows that if the ratio of the Lagrangian droplet diameter
to the grid size is less than 10, it will yield over-evaporated results. This observation
agrees well with another study on a swirling combustor using DNS simulation by Luo et
al. [96]. To mitigate this phenomenon, Hinrichs et al. proposed a correction in equation
(2.24), and the modified mass rate exchange equation reads:

d<?
dC

= c3⇡dSh? ln (1.0 + ⌫") (� + A)
�

, (2.41)

where � is the grid size.
The factor goes to unity when the droplet size is much smaller than the grid size (A << �).

By contrast, it becomes larger than unity to compensate for the liquid vaporization when
the droplet size is much bigger than the grid size (A >> �).

Boiling model

When the ambient pressure is lower than the vapor pressure of the liquid fuel, liquid fuel
boiling occurs. This thesis applies a boiling model proposed by Zuo et al. [93]. This model
considers the evaporation rate, encompassing the superheated evaporation (<§ 1>8;8=6)
and the surface evaporation owing to the external heat transfer(<§ 4GC). This model has
been successfully applied in spray flash boiling with different fuels, such as ammonia,
iso-octane, and n-pentane, in either engine or non-engine applications [46, 97, 98].
The rate of mass transfer appears in the form:

d<?
dC

= <§ 1>8;8=6 + <§ 4GC , (2.42)

where the rate of superheated evaporation (<§ 1>8;8=6) reads:

<§ 1>8;8=6 = c32UB
()? � )1>8;8=6)

⌘E

, (2.43)

where )1>8;8=6, ⌘E, and UB are the boiling temperature, the heat of vaporization, and the
overall heat transfer coefficient, which can be obtained by empirical correlations [45].
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UB =

8>><
>>:

760()? � )1>8;8=6)0.26, 0 < )? � )1>8;8=6 < 5
27()? � )1>8;8=6)2.33, 5 < )? � )1>8;8=6 < 25

13800()? � )1>8;8=6)0.39, 25  )? � )1>8;8=6
, (2.44)

Finally, the external heat transfer caused evaporation is expressed as:

<§ 4GC = c3
:6Sh?
2?

1
1 + <§ 1>8;8=6/<§ 4GC

ln (1 + (1 +
<§ 1>8;8=6
<§ 4GC

) (
⌘6 � ⌘B
⌘E

)), (2.45)

where :6 is the thermal conductivity. ⌘6 and ⌘B are the enthalpy of the surrounding gas
and the vapor, respectively.

�.�.� Secondary breakup model

The breakup model is imperative in spray simulation using the Eulerian-Lagrangian
approach. The liquid droplets ejected from the high-pressure injector, such as gasoline
spray and diesel spray, contain droplet dynamics that behave in non-equilibrium with the
local gas-phase flow. Thus, the droplets, based on their local gas Weber number (We),
undergo drop deformation, oscillation, and a variety of breakup events. Such phenomena
require a breakup model to reproduce as the droplets are solved and modeled in the
form of Lagrangian parcels. Two models are widely accepted and applied extensively in
academia and industry. One is the Taylor Analogy Breakup model (TAB) [89], which
is built on Taylors’s analogy between drop dynamics and a forced spring-mass-damper
system [99]. In this model, the drop deformation and oscillation are explicitly modeled,
and the drop breakup occurs when the drop distortion pole reaches the drop center.
However, several studies have proven that the TAB model tends to yield under-predicted
droplet sizes and liquid penetration length [85, 87, 100, 101].

This thesis employs the WAVE breakup model proposed by Patterson and Reitz [102].
Within this model, the breakup mechanism is triggered by the competition between the
growth rate and wavelength of Kelvin-Helmholz and Rayleigh-Taylor instability. The
essential parameters, ⌫0, ⌫1, and ⇠AC , are ad hoc and often appear in different values
with different studies about the same application. Thus, the corrections proposed by
Nagaoka and Kawamura [103] can be applied to avoid extensive parameter tuning effort,
especially for low Weber number conditions. The corrections are calculated based on the
local gas Weber number (We) and appear in the form:

⌫0 = 0.61(1 � 1.43( d
d?

)0.2 exp (�We
10

)), (2.46)

⌫1 = 161.7
r

d

d?

min(1, ( 15
We

)0.8), (2.47)
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⇠AC = max(0.2, (0.11
p
We), (2.48)

Furthermore, Nagaoka and Kawamura [103] combined the WAVE breakup model and
the correlations proposed by Pilch and Erdman [104] to consider the droplet deformation.

�.�.� Spray-wall interaction model

Since the injection system of SI engines changes from PFI to GDI, the fuel film has become
a crucial problem influencing the emission and performance of ICEs. Especially during
the cold start condition with a cold cylinder and piston wall, fuel film may develop and
consequently cause soot and HC emission. Several studies have been dedicated to the
development of a predictive spray-wall impingement model for gasoline sprays based
on empirical and analytical studies [67, 68, 70, 71, 105]. Given that various available
spray-wall interaction models, all categorize similar regimes of spray-wall interaction,
such as absorb, rebound, and splash, and have their upsides and downsides in capturing
certain phenomena such as wall film thickness, rebound velocity, and so on [74].

A spray-wall interaction model from Bai et al. [68] is used in this thesis. The spray-wall
impingement regimes, as shown in Figure 2.4, are based on the droplets’ local Weber
number (We) derived from experimental data on single water droplets impacting on a
dry or wet wall.

(a) Absorb (b) Rebound

(c) Spread (d) Splash

Figure �.�: Schematic of different droplet wall impingement regimes

The criteria based on the Bai-Gosman model [68] are written as:
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dry wall
⇢
Absorb We < We2
Splash We2 < We , (2.49)

wet wall

8>>>><
>>>>:

Absorb We < 2
Rebound 2 < We < 20
Spread 20 < We < We2
Splash We2 < We

, (2.50)

whereWe is the local droplets’ liquid Weber number andWe2 is the critical Weber number,
which is written as:

We2 =
⇢
2630La�0.183, dry wall
1320La�0.183, wet wall

, (2.51)

where La = d?f3/` is the Laplace number.
In the splash onset, the droplet breakup cause the kinetic energy and total droplet mass

loss. The splash mass ratios base on its wall condition (dry or wet) are defined as

"A0C8> =
⇢
0.2 + 0.6G, dry wall
0.2 + 0.9G, wet wall , (2.52)

where G 2 [0, 1] is an uniform random number.
Finally, the energy conservation for the splash onset is defined as:

⇢ ( = ⇢ � + ⇢�f � ⇢⇡ � ⇢(f , (2.53)

where ⇢ ( and ⇢ � are the total kinetic energy of residual splashed droplets and of
incident droplets. ⇢�f and ⇢(f are the total surface energy of residual splashed droplets
and of incident droplets. ⇢⇡ is the dissipation during the splash.

�.�.6 Injection and droplet distribution models

The droplet distribution model of the Eulerian-Lagrangian approach determines the initial
size of the Lagrangian parcels ejected from the injector. Often, researchers and engineers
are not aware of the geometry of the inner nozzle and the flow mechanism of the inner-
nozzle flow. Moreover, conducting a reliable inner-nozzle flow simulation and near-nozzle
measurement is expensive and time-consuming. It is challenging to provide a droplet size
distribution. The most popular method, proposed by Reitz and Diwakar [106], assumes
that the ejected drops (‘‘blobs’’) from the injector are equal in size to the nozzle diameter.
This is called the blob method. This model has been proven to predict the penetration
length correctly in high-pressure sprays [52, 55, 56, 88, 107]. However, it can yield
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uncertainties when the targeted spray has a counter-bore inner nozzle, such as ECN Spray
G. Several studies devoted attention to the inner-nozzle flow of the ECN Spray G and
discovered that the size of the droplets is much smaller than the nozzle diameter, as most
primary atomization takes place within the inner nozzle and near-nozzle region. [4, 54,
108, 109]

Figure �.�: Evolution of the droplet dynamics along the injector axis with eight different
sections [�, �].(note: with a uniform distance of 0.2mm between each sec-
tion)(Reprinted with permission)

Figure 2.5 shows the evolution of the droplet dynamics along the injector axis acquired
from a DNS simulation [4]. The location of P8 is 1mm from the nozzle exit. The liquid
droplets in the blue region are still within the liquid core, whereas the red region indicates
that the liquid ligament breaks up and the droplets detach from the liquid core. Evidently,
the liquid core only exists up to 0.4mm from the nozzle exit. The liquid ligament breakup
almost completes after P5. Therefore, this study develops a cumulative distribution
function (CDF) for the droplet size distribution derived from the DNS data to mitigate
the uncertainty yielded by the blob method.
Figure 2.6 shows the droplet size distribution function in section plane P6. It reveals

that the droplet size is less than 25µm, and the majority of the droplet size (40% of the
distribution) is approximately between 5µm to 10µm. This reaches an agreement with
experimental data from ECN [48, 51]. The droplet size distribution function reads:

3 (G) = 1.569 exp (1.823G) + 5.185 · 10�13 exp (30.88G), (2.54)

where G 2 [0, 1] is an uniform random number.
Apart from the droplet distribution function, the ejected velocity, plume direction, and

plume cone angle of the Lagrangian parcels ejected from each injector nozzle need to
be further defined. The targeted injector, Spray G, features an eight-hole counter-bore
configuration. All the injector holes must be considered to capture the interaction between
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Figure �.6: Cumulative distribution function (CDF) of the droplet size distribution at sec-
tion P6, shown in Figure �.�

each spray plume and in-cylinder flow. The diameter (38= 9) of each injector hole is 388µm,
and the drill angle is 37� [50].

By applying a mass flow rate type injection model, the injected velocity can be calculated
from the following:

*?,0 = <§ /(d?⇠3�8= 9 ), (2.55)

where ⇠3 is the discharge coefficient, and �8= 9 =
c3

2
8= 9

4 is the cross-section area of each
injector hole.
A previous study by Duke et al. [50] proved that the drill angle and plume direction

are not consistent. Each spray plume exhibits a different spray direction and plume cone
angle. This is known as ‘‘plume-to-plume variation.’’ Furthermore, numerous experimental
and numerical studies of the inner-nozzle flow provided different values for the plume
direction and cone angle at each injector hole [50, 108, 109]. To reduce the complexity
and uncertainty caused by having different values of plume direction and plume cone
angle at each injector hole, both are set up as a constant value of 35� and 30�, respectively.
All the essential parameters are summarized in Table 2.1.

Finally, the mass flow rate type injection model requires a mass flow rate profile and
total injected mass to integrate with time and obtain the instantaneous mass with each
time step. In the thesis, even though different fuels, pure iso-octane, E00, and E10
gasoline surrogates, the targeted injector remains. The mass flow profile can be applied
to each case; however, in Chapter 4, ‘‘Spray-wall interaction and wall film development in
a constant-volume chamber,’’ double injection with a dwell time 0.9ms is set up from the
experiment. To clarify all the settings, the necessary information, such as mass flow rate
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Table �.�: Essential parameters of ECN Spray G Injector
Parameters of the injector for simulation input

Plume cone angle (�) 30
Plume direction (�) 35
Injector diameter (`<) 388
Discharge coefficient (⇠3) 0.73

profile, total injected mass, and injection duration, will be introduced in each following
chapter.
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� Spray morphology within a
constant-volume chamber�

This chapter will focus on the GDI spray morphology in a constant-volume chamber
provided by ECN. The GDI spray, referred to as ‘‘Spray G,’’ operates inside a hole-type
injector featuring an eight-hole counter-bore configuration with injection pressure up
to 200 bar. According to available experimental data from ECN [47], the operating
conditions of Spray G covered not only early- and late-injection conditions but also the
critical conditions within the boiling regime. Furthermore, different fuels are studied,
including pure iso-octane and surrogate gasoline fuels, E00 and E10 (PACE20). Pure iso-
octane will be the primary fuel throughout the thesis, aligning with available experimental
data. As e-fuel and synthesis fuel blend gasoline are the trend for future research, the two
multi-component surrogate gasoline fuels are also discussed. E00 is a surrogate gasoline
comprised of three different alkanes, n-pentane, iso-octane, and n-undecane [110]. This
fuel is designed as a base to investigate ethanol blend gasoline surrogates, such as E20
and E85, whereas the E10 fuel, referred to as ‘‘PACE20,’’ is a 9-component fuel and has
been experimentally investigated in spray-wall impingement using LCI [61, 63]and free
spray using DBI and 3-D computer tomographic (3-D CT) reconstruction [111, 112].
The mass and volume fractions of each component in these two surrogates are shown in
Tables 3.1 and 3.2.

Table �.�: Volume and mass fraction of liquid E�� surrogate fuel
E00 Volume fraction(%)(-) Mass fraction(%)(-)

n-pentane 36 33.1904
iso-octane 46 47.1248
n-undecane 18 19.6848

1This section is partly taken from a publication by Lien et al. [1], which was accomplished during the
work on this thesis. In Ref. [1], I was the first author.
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Table �.�: Volume and mass fraction of liquid E�� surrogate fuel
PACE20 Volume fraction(%)(-) Mass fraction(%)(-)

ethanol 9.55 10.16
n-pentane 13.95 11.68
cyclopentane 10.50 10.62
1-hexene 5.41 4.91
n-heptane 11.53 10.63
toluene 9.19 10.79
iso-octane 25.05 23.41
1,2,4-trimethylbenzene 11.87 13.96
tetralin 2.95 3.84

Figure �.�: Targeted operating conditions of Spray G within p-T diagram; the red patch
denotes the possible conditions for the GDI engine with turbocharging while
the solid lines and red points indicate the saturated vapor pressure of each
fuel

All the available operating conditions are distributed over the diagram of ambient
pressure against fuel temperature, as shown in Figure 3.1. It depicts all the available
data from ECN, and further, the data is categorized with numbers from one to three. The
regime below the boiling curve in Figure 3.1 is the boiling regime. In this regime, droplets
experience substantial evaporation, encompassing both heat exchange at the droplet
surface and internal heat exchange due to bubble nucleation, growth, and breakup within
the droplet. E00 and PACE20 fuels are more volatile compared with iso-octane, as they
both are blended with high-volatile fuels such as n-heptane, cyclopentane, and ethanol. It
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is worth noting that the vapor pressure curve of E00 and PACE20 are calculated based on
ideal vapor-liquid equilibrium, so-called ‘‘Raoult’s Law.’’ Raoult’s law is proposed based
on vapor-liquid equilibrium expressing that the liquid mole fraction of each species is
equivalent to the mole fraction of its vapor and further simplifies by assuming the Fugacity
coefficient of each species is unity. This assumption can be valid in a mixture of non-polar
molecules, such as a mixture of alkanes. However, it is widely accepted that Raoult’s law
can yield deviations in a mixture of non-polar and polar molecules, such as a mixture
of ethanol and iso-octane [113–116]. To ensure the validity of Raoult’s law applied to
PACE20, ECN provides experimental data on PACE20 and facilitates a comparison, as
shown in Figure 3.1. The experimental pressure curve of PACE20 aligns well with the
vapor pressure of E00, whereas the deviation between the curve using Raoult’s law and
the experimental one can be observed, albeit minor.
To avoid any uncertainties yielded by Raoult’s law, the investigation of the spray

characteristics of each fuel is only conducted in cold-start (G2 Cold) and late-injection
(G1) conditions. Under late-injection conditions (G1), unlike pure iso-octane, the footprint
of each fuel from E00 and PACE20 is crucial to facilitate stratified combustion. This chapter
will transition from the experimental measurement and numerical setup to the validation
and examination under each injection condition.

�.� Experimental measurement and numerical setup

�.�.� Experimental measurement and available data

The experimental data from ECN are acquired by means of diffuse back-illumination
(DBI) extinction imaging measurement for the liquid phase and Schlieren measurement
for the vapor phase. The laser signal intensity from DBI measurement varies based on the
extinction threshold. Furthermore, Schlieren’s (beam-steering) effects can be mitigated
by applying the light diffuser to obtain a proper diffusion angle [51, 117, 118]. Rather
than Mie-scattering imaging, ECN recommends DBI measurement as it can provide a less
biased liquid boundary and is more suitable as a reference for CFD simulation as it takes
into account Schlieren (beam-steering) effects.

Following the assumption that scattering objects are spherical, Mie scattering extinction
theory can be applied to obtain the droplets’ liquid volume fraction (LVF). To provide
a quantitative and qualitative comparison with CFD simulation data, ECN further post-
processed the LVF to acquire projected liquid volume (PLV) images. Therefore, the liquid
penetration length and possible liquid boundary can be procured through two different
extinction values defined by ECN, as shown in equation (3.1). In this study, the lower
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threshold 0.2 · 10�3mm3(liquid)/mm2 was applied to process binary PLV data.

PLV =
π

H1

�H1
LVF.dH = 0.2 · 10�3mm3(liquid)

mm2

= 2.0 · 10�3mm3(liquid)
mm2 ,

(3.1)

Figure �.�: The geometry of the Spray G and an example of �-D computer tomographic (�-
D CT) reconstruction section at Z = 30mm at after the start of injection (aSOI)
= 0.61ms [�]

To follow the concept, ‘‘Follow the fuel,’’ ECN utilized the ensemble-averaged PLV
data from 300 injections at three different observing angles, 0�, 22.5�, and 11.25�, to
reconstruct the 3-D plume shape using 3-D computer tomographic (3-D CT) reconstruction.
The image obtained at the section 30mm below the injector is shown in Figure 3.2.

However, this technique assumes that the Spray G with an 8-hole configuration is 45�

symmetric and requires linear interpolation to fill the gap. It also yields some uncertainties
and deviations [51]. The main uncertainty is the droplet diameter 3 used to acquire the
LVF value. As the droplet diameter 3 varies from region to region, the experimental data
is processed using a constant droplet diameter 3 = 7µm measured using phase-doppler
interferometry (PDI) [48]. Following this procedure, the produced LVF signal is often
underpredicted. Furthermore, the deviation is that the maximum signal pivot point is
not always a plume center as the plume axis is not perpendicular to the plume section,
as shown in Figure 3.2. Despite all the uncertainties and deviations, the processed 3-D
computer tomographic reconstruction data is still reliable regarding the location of the
maximum signal pivot point and plume directions [48, 51].
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Figure �.�: The procedure to post-process the simulation data, PLV and �-D LVF, for
comparison [�]; Reprinted with permission

In this chapter, all the simulation data are post-processed in the same manner using
Python scripts provided by ECN to deliver a consistent dataset for comparison. The
procedure is shown in Figure 3.3. The extinction threshold for the numerical liquid
boundary from PLV and the vapor boundary projected using Schlieren probabilities are
set to 0.2 · 10�3mm3(liquid)/mm2 and 1.0 · 10�3mm3(vapor)/mm2, respectively.

�.�.� Numerical setup

This chapter performs simulations in a computational domain close to the ECN constant-
volume chamber, allowing observation of the entire spray evolution under different
operating conditions. The computational domain in this study is set up as a cube with
a dimension 100mm. The meshing strategy is to apply a static mesh with several mesh
refinements, from the coarsest mesh size 1000µm to the finest mesh size 125µm to
resolve the turbulence induced by spray. Therefore, the total number of computational
cells is 15 million. Figure 3.4 shows the computational domain and mesh details.
The simulation is grid-dependent as the study utilizes Large Eddy Simulation (LES).

The mesh quality assessment is carried out using the viscosity ratio proposed by Celik et
al. [83] as a criterion for the resolution of LES, described in section 2.1.3. By applying
equation (2.18), Figure 3.5 shows the highlighted region (Y = �20mm to Y = 20mm
and Z = 0mm to Z = 40mm) of the spray velocity and the quality examining index.

In Figure 3.5 (b), the viscosity ratio ( aC ,4 5 5

a
) is employed to weigh the overall viscosity

against the molecular viscosity. The ratio reaches unity as the sub-grid model produces
no sub-grid viscosity. According to Celik et al. [83], the ratio needs to be lower than 20
to resolve 80 % of the kinetic energy. The presented mesh quality is thus sufficient, with
a global viscosity ratio between 15 to 20 and a corresponding index around 80 % to 85
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Figure �.�: The computational domain and mesh details for ECN Spray G (The center
of the injector is set up at the origin of the computational domain, which is
marked as a red circle)(note: the white broken line is to outline the mesh
re�nement)

(a) Gas phase velocity (b) Viscosity ratio ( aC ,4 5 5

a
) (c) LES quality index

(�&!⇢(,a)

Figure �.�: Examining mesh quality at a time after the start of injection (aSOI) = 0.64ms

%. Although the maximum value of the viscosity ratio is 25.58 in the region of mesh
transition and injector tip, the converted value to the corresponding index is 78.205%. It
lies within the suggested range between 75 to 85 % of the kinetic energy [83].
As mentioned in section 2.2.5, the mass flow rate needed to be specified to facilitate

the injection model. Figure 3.6 displays the mass flow rate profile from ECN to provide a
spray evolution with the consistent experiment [76].

To clarify all the targeted conditions in Figure 3.1, Table 3.3 summarizes the necessary
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Figure �.6: Mass �ow rate pro�le of Spray G

information of each condition.

Table �.�: Essential parameters of the three operating conditions
Spray G G1 G3 G3 Cold G2 Cold

Injection condition late early early early (cold start)
Fuel Temperature (K) 363 363 293 293
Injection Pressure (bar) 200 200 200 200
Ambient Temperature (K) 573 333 293 293
Ambient Pressure (bar) 6 1 1 0.5
Injected Mass (mg) 10 10 10 10

�.� Early-injection conditions (Spray G�, G� Cold, and G� Cold)

�.�.� Spray characteristics and validation

This section focuses on Spray G under early-injection conditions, as shown in Table
3.3. Under these conditions, the spray is less susceptible to evaporation than Spray G1
under high-pressure, high-temperature ambient conditions. Therefore, the spray ligament
breakup is the main characteristic. Figure 3.7 demonstrates the liquid droplets in section
P5 scattering within a breakup regime, according to the droplets’ local Oh and Weber
number (We). The inner-nozzle flow simulation is conducted using DNS [4].
Figure 3.7 reveals that the majority of the droplets in section P5 (0.4mm from the
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Figure �.�: Droplets at section P� distributes within a breakup regime diagram based on
Ohnesorge number Oh and Weber number (We) [�, ���]

nozzle exit) lie within the bag breakup and oscillation regimes. A few droplets with their
Weber number (We) exceeding 100 may encounter a shear breakup. A three-dimensional
morphology is utilized to distinguish the liquid core structure and the liquid droplets
marked as blue and red, respectively. After section P6 (0.6mm from the nozzle exit), the
liquid ligament breakup completes.

This thesis applies the necessary information from the DNS simulation to simulate the
spray evolution of Spray G under early-injection conditions (G3) using pure iso-octane.
Figure 3.8 depicts the spray at aSOI = 0.58ms and the breakup regimes of droplets at
certain regions from upstream to downstream.
In Figure 3.8, the liquid droplets follow the previous pathway from the inner-nozzle

flow simulation and start to break up into small droplets. The droplet dynamics move
toward the oscillation and deformation region as the Weber number (We) decays from
spray upstream to downstream. However, the corresponding Ohnesorge number (Oh)
does not have significant change, and yet the droplets lie within a range 0.03 < Oh < 0.05.
According to the breakup regime, shown in Figure 3.8 (b) and (c), the Ohnesorge number
has trivial impacts on the identified drop dynamics only if the Ohnesorge number (Oh)
below unity. It can be explained that the droplets, after injection, experience droplet
breakup and oscillation and further lose their momentum. However, the ratio of the
viscous force to the inertial force and surface tension remains balanced. Figure 3.8
indicates that droplet deformation plays a crucial role in Spray G.

Figure 3.9 provides a quantitative comparison with experimental data. The liquid and
vapor phases are compared. The difference between all the conditions is the injection and
ambient temperatures and ambient pressure, highlighted in Table 3.3. To identify whether
all the cases fall into the boiling regime, two parameters are often used [46, 53, 120]; one
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(a) A Lagrangian �elds of
Spray G at aSOI =

0.58ms

(b) A breakup regime of
the upstream droplets
within the region z <

5mm

(c) A breakup regime of
the downstream

droplets within the
region z > 35mm

Figure �.8: Demonstration of the spray droplets distribution under G� conditions within
the breakup regime diagram [���]
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(a) Liquid penetration length
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(b) Vapor penetration length

Figure �.�: Quantitative comparison of the liquid and vapor penetration length. All condi-
tions (G�, G� Cold, and G� Cold) are involved.

is the difference between the liquid temperature and the saturated temperature at the
ambient pressure, and the other is the ratio ('?) of the ambient pressure to the saturated
pressure at liquid temperature. The criteria of the pressure ratio ('?) is displayed in
Table 3.4.
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Table �.�: Boiling regime from the pressure ratio ('?)
'? < 0.3 Flash boiling
0.3 < '? < 1 Boiling onset
'? > 1 Non-boiling

By applying the pressure ratio ('?) to all three cases, only the G3 case is close to the
boiling onset with its pressure ratio ('?) equal to 1.296, compared with G2 Cold and
G3 Cold with their ratio ('?) equal to 9.78 and 19.57, respectively. Furthermore, the
ambient pressure of the G2 Cold case is half of those in the G3 and G3 Cold cases. All
the effects will influence the penetration length in both liquid and vapor phases. As
evident in Figure 3.9, G2 Cold exhibits the longest penetration length due to low ambient
pressure. Interestingly, the penetration of G3 and G3 Cold are comparable even though
the G3 case is close to the boiling regime and may yield higher evaporation. By merely
investigating both the vapor and liquid penetration length, it provides limited information
for the evaporation effect between different conditions; furthermore, the penetration of
both liquid and vapor remains comparable. Notably, the simulation data demonstrate a
strong agreement with the experimental data in all cases. For a qualitative assessment,
Figure 3.10 presents a comparison of the liquid plume boundary using the projected liquid
volume data (PLV).

The evaporation effect can be observed in the liquid plume boundary, as shown in
Figure 3.10. Due to the minor evaporation effect, the liquid plume boundary in G3 cold
case is more intact, and no plume detachment appears at aSOI = 1.21ms compared
with the other two cases. The evaporation effect can be captured by the simulation. The
numerical spray plume tips downstream in the G3 Cold case are more revealing than
Spray G3. The under-prediction of liquid penetration length at aSOI = 1.21ms in the G3
Cold case also appears in Figure 3.9.

Due to the boiling onset in G3, each plume can not be easily identified compared with
G3 Cold cases, especially at aSOI = 0.58ms. In a comparison of G3 Cold and G2 Cold, the
plume shape of G2 Cold also cannot be easily identified even though both are far from the
boiling regime. This phenomenon can also be influenced by the ambient pressure. With
low ambient pressure, the spray plume tends to be more dispersed even though it does
not reach the boiling regime with strong spray collapse [112]. The deviation between
the simulation and experiment occurs at a late-injecting time aSOI = 1.21ms, where
the simulation produced a more dispersed boundary compared with the experiment.
This will not be observed if one solely conducts a global quantitative comparison, such
as penetration length. Furthermore, by comparing the experimental liquid boundary
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(a) Spray G�

(b) Spray G� Cold

(c) Spray G� Cold

Figure �.��: Qualitative comparison of the projected liquid boundary measured by DBI
with extinction threshold equal to 0.2 · 10�3(mm3(liquid)/mm2). Black line:
the experimental data, Blue line: the simulation data)

between G3 and G2 Cold cases solely, the spray plume detachment can be clearly observed
in the G3 case, revealing higher evaporation.

Figure 3.11 provides a more direct comparison of the evaporation effect between these
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Figure �.��: Time evolution of the liquid mass ratio(mass;8@D83/massC>C0;) demonstrates
the evaporation effect between G�, G� Cold and G� Cold.

three cases by demonstrating the liquid mass ratio, which is the current liquid fuel mass
in the constant-volume chamber normalized by the overall injected mass (10mg). Both
profiles reach the peak at aSOI = 0.78ms, which is the overall injection duration. Despite
following the same trend, G3 contains only 45 % of the liquid mass at the end of the
injection duration, while G3 Cold and G2 Cold have almost 85 % and 75% of the liquid
mass within the constant-volume chamber, respectively. The contained liquid mass in
Spray G3 vaporizes exponentially in the aftermath of the injection.

�.�.� Assessment of injection distribution models

Efforts, by far, have been dedicated to comparing experimental data and the simulation,
and, further, focusing on the spray characteristics under different conditions. It is evident
that due to the counter-bore inner-nozzle configuration, the primary atomization takes
place in the inner-nozzle region. This mechanism, consequently, triggers the liquid
core breakup in the vicinity of the nozzle exit, as shown in Figure 3.7. The conventional
injection distribution model, commonly referred to as ‘‘the blob method,’’ assumes that the
ejected droplets are uniformly distributed and behave as a ‘‘blob’’ with a size equivalent to
the nozzle diameter. This widely accepted model has found success in both academic and
industrial applications. However, under this assumption, the droplet size is approximately
10 to 20 times larger than the observed droplet sizes obtained from experiments and
simulations. This section will carry out a comprehensive comparison between the blob
method and the statistical droplet distribution method in equation (2.54). The two cases
are referred to as Cases 1 and 2, as shown in Table 3.5. Both utilize the same framework
for the rest of the Lagrangian models proposed in Chapter 2 to deliver a fair comparison.
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The presented assessment is based on the G3 case. Figure 3.12 compares the different
droplet distribution models in the liquid phase.

Table �.�: Lagrangian models used in the present study
simulation cases Case 1 Case 2

Droplet distribution statistical droplet distribution Eq.(2.54) Blob method (3 = 165µm)

(a) Quantitative comparison of the liquid penetration length

(b) Qualitative comparison of the projected liquid plume boundary derived by projected liquid
volume (PLV). The black solid line indicates the experiment (ECN), blue: Case �, and red: Case
�

Figure �.��: Comparison between different droplet distribution models in liquid phase

By using the blob method, the penetration length is in good agreement with experimen-
tal data, even though some minor overprediction appears after aSOI = 0.76ms. However,
the generated spray plume shape from Case 2 is relatively wide, and the spray plume tips
downstream are unphysically sharp. In the previous discussion in Section 4.1.1, The sharp
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tip can be observed in the Spray G3 Cold case experimentally and numerically owing to
the evaporation effect, shown in Figure 3.10. It is, however, absent in the Spray G3 case.
The cause of the disparity between the plume shapes yielded by different models may lie
in the droplet momentum due to large droplets generated by the blob method. It merits a
more in-depth investigation by extracting the Weber number (We) and the Ohnesorge
number (Oh).

(a) Lagrangian �elds of
Spray G using the blob

method at aSOI =
0.58ms

(b) Breakup regime of the
upstream droplets

within the region z <

5mm

(c) breakup regime of the
downstream droplets
within the region z >

35mm

Figure �.��: Comparison of the spray droplets distribution under G� condition within the
breakup regime diagram by Hsiang and Faeth [���].

Figure 3.13 presents a comparison of different droplets’ distribution within the breakup
regime at aSOI = 0.58ms. In comparison to the spray shape using the statistic droplet
distribution method, as shown in Figure 3.8 (a), the sharp plume tips appear in the
Lagrangian fields, as shown in Figure 3.13 (a). Using the Blob method, the ejected
Lagrangian particles are at the size of the inner-nozzle diameter (165µm). Although the
same momentum setup is applied from the injection model, the Weber number of the
droplets in the vicinity of the nozzle exit is higher, and the vast majority of the droplets
still lie on the shear breakup regime, as shown in Figure 3.13 (b). In the spray downstream
region, the majority of the droplets are still at the multi-mode and bag breakup regime
stages, in contrast, with the droplets using the droplet distribution function. Thus, it is
evident using the blob method that the liquid droplets experience a delayed breakup,
resulting in sharp spray plume tips downstream.
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Regardless of which droplet distribution models are utilized, the obtained momentum
must be conserved using the same injection model. Using the blob method, the Lagrangian
particles may contain lower-density liquid fuel. This phenomenon can be proven by
comparing the cross-section liquid volume fraction (LVF) using 3-D computer tomographic
reconstruction, as shown in Figures 3.2 and 3.3.

(a) Experiment (ECN) (b) Case � (c) Case �

Figure �.��: Comparison of the liquid volume fraction (LVF) at cross-section z = 30mm
acquired by �-D computer tomographic reconstruction

(a) The averaged LVF pro�les of the
eight plumes

(b) The location of the plume center

Figure �.��: Quantitative comparison of the liquid volume fraction (LVF) at cross-section
I = 30mm acquired by �-D computer tomographic reconstruction

Figure 3.14 compares the liquid volume fraction (LVF) at a cross-section z = 30mm,
which is recommended by ECN. According to the experimental data, the spray penetrates
the cross-section in the shape of a complete circle. The spray does not disperse, although
there are some weak signals in the surroundings. This phenomenon can be reproduced
in Case 1 using the statistical droplet distribution method. In contrast, the spray is
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notably dispersed in Case 2 using the blob method. The results reflect the fact that using
the blob method with the same mass and velocity setup for the injection model, the
Lagrangian particles may contain lower-density liquid fuel. Figure 3.15 further compares
the averaged LVF profiles of the eight plumes and the location of the plume center obtained
from 3-D computer tomographic reconstruction. This makes it possible to quantitatively
investigate the LVF signal produced by different simulations. Case 1, using the statistical
droplet distribution method, yields a concentrated LVF signal and a narrower profile
than experimental data, although the plume cross-section shapes are consistent with
experimental data. On the other hand, Case 2, using the blob method, yields a dispersed
LVF signal. This results in a mismatch with the plume center acquired by 3-D computer
tomographic reconstruction, as shown in Figure 3.15 (b).

Utilizing the blob method as an injection distribution model is a practical approach to
achieving accurate penetration lengths. However, its application can introduce uncertain-
ties, especially when dealing with different types of injectors, and it tends to overpredict
the size of ejected Lagrangian particles, particularly in the case of ECN Spray G. This
overprediction leads to unphysical spray plume tips downstream due to the delayed
breakup process. Additionally, the larger Lagrangian particles result in smaller densities,
thereby generating a dispersed liquid volume fraction (LVF).

�.�.� Fuel characteristics under the G� Cold condition

By far, the suite of Lagrangian models for GDI spray is validated under several operating
conditions (G3, G3 Cold, and G2 Cold) using pure iso-octane. In real GDI engines, however,
gasoline consists of several hydrocarbons, including Paraffins, Aromatics, Oxygenates,
and so on. Although iso-octane is widely used as a gasoline surrogate due to its chemical
similarity and major compound of gasoline, the evaporation effects in between behave
differently, as shown in Figure 3.1. The evaporation effects of multi-component fuel
can influence the emission of GDI engines, especially in stratified combustion mode and
cold-start conditions. This section is the preliminary work for Chapter 4, Spray-wall
interaction and wall film development in a constant-volume chamber, and focuses on
multi-component gasoline surrogates (E00 and PACE20 (E10)) under G2 Cold condition.
This condition is set up by ECN to simulate cold-start conditions in real GDI engines.

Figure 3.16 demonstrates a comparison of the global penetration length in both liquid
and vapor phases. All fuel exhibits comparable behavior in penetration length, although
all have different values of the pressure ratio ('?), 2.01 for E00 and 3.53 for PACE20.
Furthermore, different values of the pressure ratio ('?) between the experiment and
Raoult’s law are also found. The experimental value is 2.13, close to E00 fuel. However,
this deviation does not affect the global penetration length. A phenomenon of this kind
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(a) Liquid penetration length
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(b) Vapor penetration length

Figure �.�6: Quantitative comparison of the liquid and vapor penetration length using
different fuels at ECN G� Cold condition

has been proved and justified by Keller et al. [121]. It reveals that the spatial distribution
can vary between the ideal vapor-liquid equilibrium schemes and the non-ideal ones due
to liquid fuel azeotropic behaviors.
To provide a more complete analysis of different fuels and comparison against exper-

imental data on E00 and PACE20, Figures 3.17 display a comparison of PLV images.
Figures 3.17 (a) and (b) show a good agreement between the experiment and simulation
and can further justify that under cold-start conditions without any boiling onset, liquid
fuel azeotropic behaviors have a minor effect. Most interestingly, the plume shapes of all
fuels are nearly identical despite their difference in vapor pressure, as shown in Figure
3.1. This phenomenon explains under the cold-start conditions with fuel temperature
at the ambient temperature (T = 293K), the evaporation is induced mainly by the air
entrainment. Moreover, the air entrainment is influenced by the ambient pressure. With
low ambient pressure, the spray plume is more dispersed and allows more air to circulate
toward the spray plume. This reflects the previous discussion that the G2 Cold case has
merely 5% less liquid mass of iso-octane than the G3 Cold case, as shown in Figure 3.11.
Furthermore, by solely examining the plume shapes, information can only be acquired,
which are the similarity of the global spray momentum and the similarity of the boiling
effect. Given that all fuels exhibit consistent plume shapes, E00 and PACE20 have lower
'? as they consist of several high-volatile fuels, which are n-pentane, cyclopentane, and
ethanol. Both should have stronger evaporation effects than pure iso-octane.

Figure 3.18 demonstrates the residual liquid mass with injection time. The evaporation
effects between different fuels can be observed. E00 with a high percentage of high-
volatile fuel, n-pentane, yields at least residual liquid mass. In contrast, PACE20 has a
similar evaporation trend to E00 despite containing approximately 10% of ethanol in mass.
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(a) E��. Black line: the experimental data, Blue line: the simulation data

(b) PACE��. Black line: the experimental data, Blue line: the simulation data

(c) Comparison of different fuels. Black line: E��, Blue line: iso-octane, and red line: PACE��
(E��)

Figure �.��: Qualitative comparison of the projected liquid boundary measured by DBI
with extinction threshold equal to 0.2 · 10�3(mm3(liquid)/mm2)

It is evident that both gasoline surrogates have stronger evaporation than iso-octane,
which is limited to be observed in plume shapes.
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Figure �.�8: Temporal evolution of the residual liquid mass and injected mass demon-
strates the evaporation effect between E��, iso-octane, and PACE�� (E��).

�.� Late-injection conditions (Spray G�)

In the previous section, the suite of models used in this thesis has been proven capable of
capturing the spray penetration and projected spray plume boundary in both the liquid
and vapor phases under early-injection conditions. However, GDI engines operate not
only under early-injection conditions (to achieve homogeneous combustion or proper
mixture for a cold start) but also under late-injection conditions (for stratified combustion).
The latter type of combustion takes place during the compression phase and close to
the cylinder top dead center (TDC) [12]. There is limited time for spray atomization
and further mixture with the in-cylinder flow to achieve lean or ultra-lean stratified
combustion. ECN thus set up engine-like late-injection operating conditions to acquire
an in-depth understanding. The operating conditions of Spray G1 are shown in Figure
3.1 and Table 3.3. This section transitions from an investigation of the cases using pure
iso-octane to the cases using multi-component gasoline surrogates (E00 and E10).

�.�.� Investigation on spray characteristics using iso-octane and on spray
distribution models

Following the previous discussion, the unphysical effects induced by the blob method
can be observed under the G3 condition due to the delayed breakup process. Hereby,
the investigation ensues on late-injection conditions (G1). Furthermore, a simulation
conducted by a research group in ECN using LES and their Corrected Distortion model [88]
are utilized for this comparison [107]. All the cases are shown in Table 3.6.
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Table �.6: Lagrangian models used in the present study
simulation cases Case 3 Case 4 Case 5

Evaporation Section 2.2.3 Section 2.2.3 CD-Frössling[88]
Heat transfer Eq.(2.31) Eq.(2.31) Eq.(2.31)
Breakup model Section 2.2.4 Section 2.2.4 KH-RT [102]
Droplet distribution Eq.(2.54) Blob (3 = 165µm) Blob (3 = 165µm)

Figure 3.19 provides a quantitative and qualitative comparison in the liquid phase using
the projected liquid volume (PLV) data. Unlike early-injection cases, (G3, G3 Cold, and
G2 Cold), Spray G1 yields strong evaporation, and consequently, the extinction of the
projected liquid volume (PLV) signal takes place at approximately aSOI = 1.1ms. This
phenomenon is captured in Case 3. On the contrary, PLV extinction remains absent in
Cases 4 and 5, which use the blob method as an injection distribution model. Furthermore,
the liquid penetration of Spray G1 is shorter than in early-injection cases due to the high
ambient pressure and temperature. With high ambient pressure, spray plumes are less
dispersed and more intact compared with early-injection cases, especially the G2 Cold
case.

Figure 3.19 (b) presents a qualitative comparison of the projected liquid volume (PLV)
boundary, contrasting the experimental data and numerical results. The blue and red solid
lines refer to Cases 3 and 4, respectively. In Case 4, the sharp tips of the spray downstream
disappear compared with the G3 case. Compared to early-injection conditions, Spray
G1 has a more compact plume shape due to high ambient pressure and temperature.
Both experimental and numerical data show that the projected liquid boundary starts
to extinct at aSOI = 1.12ms. The extinction of the projected liquid boundary is almost
complete at aSOI = 1.21ms. It results in a sudden drop in the liquid penetration length
at aSOI = 1.25ms, as shown in Figure 3.19 (a). In Figure 3.19 (b), Case 3, using
the statistical droplet distribution method, behaves consistently with the experimental
data. Interestingly, Case 4 has slower extinction, and the projected liquid volume (PLV)
boundary remains intact even at aSOI = 1.25ms. Furthermore, the extinction in Case
4 starts from the edge instead of in the middle, as the experimental data and the data
in Case 3. This phenomenon likely occurs due to the size of the liquid droplets. As the
Lagrangian particles introduced to the constant-volume chamber in Case 4 are of the size
as the inner-injector diameter (165µ/meter), the volume-to-surface ratio of each droplet
is much larger than the real liquid droplets. It can yield an evaporation delay, resulting in
the phenomenon shown in Figure 3.19.

Figure 3.20 further demonstrates the time evolution of the Sauter mean diameter (SMD).
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(a) Quantitative comparison of the liquid penetration length

(b) Qualitative comparison of the projected liquid plume boundary derived from projected liquid
volume (PLV) data(Note: black line: experiment, blue line: Case � and red line: Case �)

Figure �.��: A comparison of different simulations in the liquid phase.

The measured section is at z = 15mm. The experimental SMD data is acquired from
ECN and measured by means of phase-Doppler interferometry (PDI) [47, 51]. It is worth
noting that the measured experimental data is focused on a single spray plume, whereas
the numerical data is averaged from eight spray plumes. The experimental droplet SMD
lies in a region between 7 to 10µm after aSOI = 0.9ms, whereas the numerical droplet
SMD in Case 3 is approximately at 7µm. Although this is a slight underprediction, Case
3 agrees well with the measured SMD data. Interestingly, the numerical droplet’s SMD
in Case 4 lies in the range between 12.5 to 16µm after aSOI = 0.9ms. It is 1.5 to 2
times larger than the measured liquid droplets’ SMD. Large droplets can yield delayed
evaporation, which explains the problem with signal extinction and liquid penetration
length, as shown in Figure 3.19.
So far, the delayed evaporation effect has been observed in the case using the blob

method and is further investigated by comparing the Sauter mean diameter of the liquid
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Figure �.��: Sauter mean diameter (SMD) time evolution pro�le at section z = 15mm; the
experimental data is measured by Scott Parish (GM) using phase-doppler
interferometry (PDI) [��, ��]. (Note: The PDI data is temporal and spatial
with a radial direction. The black solid line is the spatially averaged data,
and the shadow represents the range.)

Figure �.��: Mean velocity normal to the z direction pro�le and the corresponding mean
Weber number pro�le with time at section z = 15mm; the experimental data
is measured by Scott Parish (GM) using phase-Doppler interferometry(PDI)
(ECN 3A3 workshop) [��]. (Note: the PDI data is temporal and spatial with a
radial direction. The black solid line is the spatially averaged data, and the
shadow represents the range.)

droplets at the cross-section z = 15mm. The deviation in the liquid droplet size can
further affect the momentum and inertial force of the droplets and, consequently, result
in a different penetration length. It merits more investigation by extracting the axial
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velocity of the plume (normal to the z-direction) and its corresponding Weber number
(We) at the cross-section z = 15mm, as shown in Figure 3.21.

The axial velocity in Case 3 agrees well with the experimental data, whereas the
velocity in Case 4 decays notably after the injection aSOI = 0.78ms. This explains the
underprediction of the liquid penetration length in Case 4 after aSOI = 0.78ms, as shown
in Figure 3.19. Case 4, using the blob method, has a relatively high Weber number,
indicating a higher inertial force but a fast axial velocity decay. The high Weber number
might be due to the droplet size. Furthermore, theWeber number in Case 3 strongly decays
after aSOI = 1.25ms, whereas it remains in Case 4. This reflects the full evaporation of
the liquid droplets. A phenomenon of this kind can be observed in Figure 3.19 as liquid
signal extinction.
Under late-injection conditions (Spray G1), evaporation effects are crucial in spray

formation. Evaporation effects are susceptible to the accurate prediction of droplet size.
Using the blob method, droplet size is overpredicted, resulting in an evaporation delay.

�.�.� Spray characteristics of different fuels

Under late-injection conditions (G1), the time for processing the air-fuel mixture is limited.
Evaporation, therefore, plays a crucial role in the performance of stratified combustion.
From a simulation modeling point of view, it is even imperative to correctly capture
the evaporation effect and further reproduce the stratified combustion. As previously
discussed, the evaporation and breakup delay will happen if the blob method is used.
However, this is still unclear whether the statistical droplet distribution function can also
be applied to multi-component fuels (E00 and PACE20 (E10)) and further capture the
evaporation effect. Hereby, an assessment of the capabilities of the suite of Lagrangian
models proposed in this thesis for capturing the evaporation effect on multi-component
fuels is conducted.
Figure 3.22 (a) compares the liquid penetration length of different fuels (iso-octane,

E00, and PACE20 (E10)). The simulation data align well with the experimental data
from DBI measurement both qualitatively and quantitatively, as shown in Figure 3.22 (a)
and (b). During the injection, all fuels behave identically; however, E00 and PACE20
exhibit late full evaporation compared with iso-octane. The phenomenon occurs due to
the containing of heavy, low-volatile components, such as n-undecane, tetralin, and 1,2,4-
trimethylbenzene, in both E00 and PACE20. The evaporation difference on different fuels
can be clearly observed in Figure 3.22 (c). During the injection( aSOI before 0.78ms),
the projected liquid boundary of all fuels aligns together, whereas the evaporation effects
start to manifest after aSOI = 1.21ms. At aSOI = 1.21ms, all liquid iso-octane is fully
evaporated, while the plume of E00 and PACE20 remains despite fractured plume shape.
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(a) Quantitative comparison of the liquid penetration length

(b) Qualitative comparison of the projected liquid plume boundary derived from projected liquid
volume (PLV) data of E�� (Note: black line: experiment, blue line: simulation)

(c) Qualitative comparison of the projected liquid plume boundary derived from projected liquid
volume (PLV) data of different fuels (Note: black line: iso-octane, blue line: E��, and red line:
PACE�� (E��))

Figure �.��: A comparison of different simulations in the liquid phase.

To justify and clarify the evaporation effects on different fuels, Figure 3.23 demonstrates
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the temporal evolution of high-volatile and low-volatile components mass in E00 and
PACE20. The category of high-volatile and low-volatile components in E00 and PACE20
are shown in Table 3.7.

Table �.�: De�nition of high-volatile and low-volatile fuels
E00 PACE20

high-volatility low-volatility high-volatility low-volatility

iso-octane n-undecane iso-octane tetralin
n-pentane (x) n-pentane toluene

(x) (x) cyclopentane 1,2,4-trimethylbenzene
(x) (x) 1-hexene (x)
(x) (x) ethanol (x)
(x) (x) n-heptane (x)
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Figure �.��: Temporal evolution of the liquid mass ratio (mass;8@D83/massC>C0;) demon-
strates the evaporation effect between E��, and PACE�� (E��). Note: �gure
on the right-hand side is zoomed in from aSOI = � to 1.5ms.

Figure 3.23 shows that the high-volatile components of E00 exhibit more rapid evapo-
ration than those of PCAE20. It is because E00 comprises a high amount of n-pentane,
which is highly volatile even compared with ethanol under the G1 condition. On the
other hand, n-undecane, the low-volatile component of E00, behaves similarly to those of
PACE20. As PACE20 contains approximately 30% of low-volatile components, the overall
liquid fuel remains until aSOI = 1.35. This phenomenon explains the extended liquid
penetration of PACE20, as shown in Figure 3.22.

As normally, low-volatile fuels are heavy and might be less influenced by spray jet flow.
High-volatile fuels, on the contrary, have their characteristics otherwise. To investigate
such phenomena between high- and low-volatile components, one can define the indexes
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of those two groups by summing up their mass fractions. The indexes are expressed as:

High-volatility =
.8B>�>2C0=4 + .=�?4=C0=4

.8B>�>2C0=4 + .=�?4=C0=4 + .=�D=3420=4
, (3.2)

Low-volatility =
.=�D=3420=4

.8B>�>2C0=4 + .=�?4=C0=4 + .=�D=3420=4
, (3.3)

(a) aSOI = 0.52ms (b) aSOI = 0.76ms

(c) aSOI = 1.03ms (d) aSOI = 1.33ms

Figure �.��: Time evolution of the high-volatile components of E�� fuel at late-injection
condition (ECN G�); The de�nition of high-volatile components can be found
in equation �.�

Figures 3.24 and 3.25 demonstrate the time consecutive spatial distribution of high- and
low-volatile components up to aSOI = 1.33ms. It is worth noting that the presented ranges
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of these two indexes are different, as liquid E00 fuel contains merely 18% n-undecane by
volume. The characteristics of these two groups are distinctively different. During the
injection (aSOI < 0.78ms), a high amount of high-volatile components vaporizes. The
evaporation of high-volatile components occurs mainly along the spray core, whereas
n-undecane evaporates on the edge of the spray core. Due to the heavy weight of n-

(a) aSOI = 0.52ms (b) aSOI = 0.76ms

(c) aSOI = 1.03ms (d) aSOI = 1.33ms

Figure �.��: Time evolution of the low-volatile component of E�� at late-injection condi-
tion (ECN G�); The de�nition of high-volatile components can be found in
equation �.�

undecane, it is less susceptible to spray jet flow; a high percentage of n-undecane appears
upstream after aSOI = 1.03ms. Furthermore, as spray jet flow propagates downstream, it
pushes static air and further generates air entrainment disturbing the spray vapor plumes.
This phenomenon is clearly observed. However, due to different densities of high- and
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low-volatile components, the susceptibility of the air entrainment is different in between.
The low-volatile vapor plume remains intact with time until aSOI = 1.33ms, whereas the
structure of the high-volatile vapor plume is destroyed by the air entrainment, especially
after the injection. It, furthermore, provides a notion that under stratified combustion,
low-volatile fuels are likely first to be ignited, and the flame propagates toward the
high-volatile fuels.

Similar research has also been done experimentally by Cordier et al. [110], using planar
laser-induced fluorescence (PLIF) to investigate different characteristics between fuels
blended with different percentages of ethanol from E00 to E85. The study proposed a
mechanism for the heterogeneous phenomenon of multi-component fuels. According
to the mechanism, the heterogeneous phenomenon occurs after the injection where the
strong air entrainment due to momentum exchange between static air and spray disturbs
the high-volatile vapor plume and pushes the plume further downstream. The simulation
results align well with the proposed mechanism.

Cordier et al. [110] have investigated the fuel component segregation by means of the
spatial distribution of high- and low-volatile components of different fuels (E00, E20,
and E85) at aSOI = 3ms. To provide a consistent comparison, Figure 3.26 displays the
spatial distribution of high- and low-volatile components of E00 at the same domain size.
The simulation results of E00, as shown in Figure 3.26, align well with experimental
data, where a high proportion of n-undecane appears upstream with a range of 10 to
25mm away from the injector. Furthermore, the high agreement also appears on the
high-volatile fuels, where the majority appears downstream with a range of 30 to 60mm
away from the injector.

Figure �.�6: Comparison of high- and low-volatile components of E�� at aSOI = 3ms
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�.� Conclusion

A robust and high-fidelity suite of Lagrangian models for the GDI injector, featuring
counter-boremulti-hole configuration, has been proposed andwell-validated under several
operating conditions from early to late injections within a constant-volume chamber. The
findings of this chapter can be summarized as follows:

• The liquid spray, owing to the counter-bore configuration, undergoes primary
atomization within the inner-nozzle region, with complete liquid core breakup
occurring in the vicinity of the nozzle exit. Consequently, the deformation of liquid
droplets becomes significant.

• Significant evaporation can be observed in all early-injection conditions (G3, G3
Cold, and G2 Cold (cold start)). By means of the pressure index ('?), all conditions
do not fall in the boiling regime. G3, due to the low-pressure index, exhibits the
highest evaporation contribution.

• The blob method, used as the droplet distribution model, yields satisfactory results
in comparisons of global quantities, such as the penetration length in both the liquid
and vapor phases. However, assuming that the ejected Lagrangian particles have
the size of the injector’s inner diameter can lead to delays in droplet breakup and
the formation of unphysically sharp spray plume tips in the G3 case. Furthermore, it
results in a more dispersed liquid volume fraction (LVF) compared to experimental
data.

• Under late-injection conditions with high ambient pressure and temperature (G1),
the spray has a more compact plume shape and penetrates less compared with cases
under early-injection conditions. Due to high evaporation in the Spray G1 case, the
liquid spray signal extinction can be recovered using the droplet distribution model.
However, using the blob method, the liquid droplets have a strong evaporation
delay, and the liquid spray signal does not disappear.

• Applying a multi-component gasoline surrogate (E00), the heterogenous behavior
between high- and low-volatile fuels can be observed in the G1 case. Due to the small
density of high-volatile fuels, they evaporate along the spray core and propagate
further downstream. On the contrary, low-volatile fuels evaporate only in the
vicinity of the spray and are less susceptible to air entrainment, with their majority
staying upstream.
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� Spray-wall interaction and wall �lm
development in a constant-volume
chamber

Spray morphology in a constant-volume chamber under several engine-like conditions,
from early- to late-injection conditions, and the characteristics of different fuels under
cold-start and late-injection conditions have been extensively discussed. The proposed
suite of Lagrangian models is capable of capturing free spray; however, there is a gap to
be filled as spray-wall-flow interaction is the ultimate objective of this thesis.

In real GDI engines, spray-wall interaction and wall film deposit are inevitable as the
injection process takes place directly into the combustion chamber. It can be alleviated
and even avoided by altering the injection orientation and timing. The ongoing challenge
lies in how the GDI engines can achieve homogeneous combustion for cold-start and part-
load conditions. Under stratified combustion, the fuel is injected during the compression
phase. Given that the wall film and spray-wall interaction may occur on the piston, fuel
film would not be easy to develop due to high ambient pressure and temperature.

The examined target in this chapter is a constant-volume chamber simulating a cold-start
condition to address the issues and investigate the phenomenon of spray-wall interaction.
All the experimental setup and data is provided by ECN [47, 63]. The same injector,
‘‘Spray G,’’ and the constant-volume chamber discussed in Chapter 3 are employed. A
9-component E10 gasoline surrogate (PACE20) is used in this chapter. The details of E10
can be found in Table 3.2. The wall is placed 40mm downstream from the injector tip.
This position is chosen to represent the piston location during injection at �310�CA (310
degree crank angle before compression top center) in a typical GDI engine [10]. The
ambient pressure is set up at 0.5 bar to simulate a part-load and cold-start condition, as
shown in Table 4.1. As the times of injection and the total injected mass differ from the
free spray cases, the corresponding mass flow rate for this section is shown in Figure 4.1
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Table �.�: Essential parameters of the operating conditions
Spray G Case 1 Case 2

Injection double injection double injection
Fuel temperature (K) 293 363
Injection pressure (bar) 200 200
Ambient temperature (K) 293 363
Wall temperature (K) 293 363
Ambient pressure (bar) 0.5 1
Total injected Mass (mg) 20.3 20.3
Injection duration each time (ms) 0.74 0.74
Dwell time (ms) 0.9 0.9
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Figure �.�: Pro�le of the rate of injection (RoI)

�.� Numerical and experimental setup

To capture the wall film development and spray-wall interaction, the numerical strategy
in this chapter is to apply single-layer cells for wall film calculation, and a spray-wall
interaction model from Bai et al. [68]. Furthermore, a computational domain with an
exact size of 133mm of its width and length is utilized to capture the spray splash onset
from the wall. A similar setup to the free spray is utilized with the primary and smallest
cell size, 1000 and 125µm, respectively. Therefore, the total number of computational
grids is 18 million. Figure 4.2 shows the computational domain and mesh details.
A single layer is marked as red in Figure 4.2. In comparison to the previous mesh

setup in Chapter 3, the mesh refinement extends up to 90mm as the exact size of the
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Figure �.�: The computational domain and mesh details for ECN spray impingement
(The center of the injector is set up at the origin of the computational domain,
which is marked as a red circle)(note: the white broken line is to outline the
mesh re�nement)

impingement plate for temperature and wall film thickness measurement. It is to cover
the whole evolution of the spray and wall film development.

(a) Viscosity ratio ( aC ,4 5 5

a
) (b) LES quality index (�&!⇢(,a)

Figure �.�: Examining mesh quality at a time after the start of injection (aSOI) = 0.55ms

The simulation is grid-dependent as the study utilizes Large Eddy Simulation (LES).
The mesh quality assessment uses the viscosity ratio proposed by Celik et al. [83] as a
criterion for the resolution of LES, described in section 2.1.3. By applying equation (2.18).
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In Figure 4.3 (a), the viscosity ratio ( aC ,4 5 5

a
) is employed to weigh the overall viscosity

against the molecular viscosity. The ratio reaches unity as the sub-grid model produces
no sub-grid viscosity. According to Celik et al.[83], the ratio needs to be lower than 20 to
resolve 80 % of the kinetic energy. The presented mesh quality is thus sufficient with a
majority of viscosity ratio below 15 and a corresponding examining index around 80 %.
Only the transition region of the mesh size yields a relatively large value.

For experimental setup, a spray impingement plate with a temperature-controlled
configuration is placed at 40mm downstream from the injector tip. A 3-D printed liquid
circulation is installed within the impingement plate to provide a well-controlled wall
temperature. Furthermore, a thermocouple array was positioned with a range of 20 to
35mm from the plate center. The thermocouple array provides a spatial temperature
gradient distribution averaged up to 25 consecutive injections. The details are shown in
Figure 4.4.

Figure �.�: Spray impingement platewith a nine thermocouples array. The original images
are from Mayer et al. [���]

Furthermore, low-coherence interferometry (LCI) measurement is used for film thick-
ness quantification. The averaged images of wall film thickness are computed using the
150 frames before and the 150 frames after the frame being observed.

�.� Spray-wall interaction and spray cooling

This section aims to explore and understand the spray-wall interaction and spray cooling
during both spray propagation and spray impingement. Figure 4.5 demonstrates the
process of the spray-wall interaction with the essential physics behind it.
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Figure �.�: Schematic of spray-wall interaction. Original image is from Dhanji et al. [6�]

Spray-wall interaction comprises both free spray and spray impingement. Along the
spray plume, the spray core can be identified and impacts the fuel film formation. As
soon as the spray impinges on the wall, the liquid fuel starts to settle on the wall due to
the no-slip static wall and further develops film, labeled as ‘‘film center and impingement
Region.’’ Due to wall impingement, the deflected spray retains its momentum from free
spray motion and further propagates parallel along the wall, labeled as ‘‘main wall jet
region.’’ Subsequently, the wall jet experiences the unbalanced shear contribution from
the wall and ambient gas phase and eventually results in the formation of vortices, labeled
as ‘‘wall jet vortex region.’’

Figure 4.6 demonstrates the time evolution spray using a projected liquid volume frac-
tion (red solid line) and a projected mass fraction (contour) to examine if the simulation
can well capture these phenomena. Before going directly into the examination, it is worth
noting that the free spray formation, encompassing penetration length and PLV images,
has been investigated and validated against experimental data from ECN, as described in
section 3.2.3. The threshold of the projected mass fraction is set up as 0.05, suggested by
ECN.

The time evolution covers only half of the injection duration as the cases in this chapter
are set up as double injection with 0.9ms dwell time. Spray plumes at aSOI = 0.54ms
arrive at the wall, which is aligned with experimental data (aSOI = 0.56ms) [63]. By
only observing the projected mass fraction, the spray core remains intact even at the end
of injection (aSOI = 0.72ms); Furthermore, the liquid plume starts to collapse after aSOI
= 1.08ms.
Interestingly, the main wall jet region can be clearly observed from aSOI = 0.72ms

until 1.26ms. The near wall jet propagates until 50mm from the coordinate center and,

6�



Figure �.6: Time evolution of spray-wall interaction. (Note: contour: projected mass
fraction (Threshold: 0.05`g(liquid)/mm2), red solid line: projected volume
fraction (Threshold: 0.2 · 10�3mm3(liquid)/mm2))

further, transitions to the wall jet vortex region. However, the spray splash phenomenon
seems absent only by examining the projected volume and mass fractions. It is likely to
occur as the wall and fuel temperature are relatively low at 293 K; this argument is yet
convincing unless an examination can quantify and further justify.
Figure 4.7 demonstrates the droplet distribution of the spray-wall interaction regime

from Bai et al. [68] by extracting the local droplets at the location 0.5mm from the
impinging wall. The criteria of the spray-wall interaction regimes are described in section
2.2.5. The uncolored regime where the local We is greater than the critical Weber number
(We2) is referred to as the splashing regime. The droplets that undergo this regime will
induce breakup, and further, the local droplet loses part of its incident kinetic energy and
mass.

By investigating the evolution of the local droplets from aSOI = 0.54 to 0.78ms, more
droplets loss their momentum as the local We decrease and further cause rebound or
develop wall film. In comparison to the time aSOI = 0.54ms, in which the spray plume
starts to impinge on the wall, the local droplets’ We2 increases, indicating that the local
Ohnesorge number (Oh) increases asWe2 is proportional to Oh and inversely proportional
to local Laplace number (La). This phenomenon occurs because the impact velocity is
high, resulting in an inertial force dominating small droplets after splash onset. This will
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(a) aSOI = 0.54ms (b) aSOI = 0.78ms

(c) probability density of the droplets

Figure �.�: Local droplets undergo the breakup regimes from Bai et al. [68]. (Note: the
white region beyond the boundary (We = We2) represents spray splash)

further lead to the breakup or deformation of the small droplets.
To provide a more quantitative comparison of the local liquid droplets’ transition. Figure

4.7 (C) further investigates the local Weber ratio (We/We2) by using the probability density
function. The ratio above unity indicates the droplets will undergo the splash regime.
At aSOI = 0.54mm, almost half of the overall droplets lie within the splashing regime,
whereas the vast majority of the local droplets due to breakup and deformation after
splashing reduce their local Weber number at aSOI = 0.78mm.

Spray cooling on the wall and surroundings benefits GDI engines by allowing a higher
compression ratio to improve thermal efficiency [8, 12, 123]. Several effects will trigger
the occurrence of spray cooling, such as fuel vaporization and convective evaporation. In
this case, the spray with high injection pressure is injected into the ambient, which is less
than one bar. The fuel then undergoes rapid evaporation, especially for PACE20 containing
several high-volatile components, such as n-pentane, cyclopentane, and ethanol. It was
investigated in Chapter 3 that approximately 35% of liquid PACE20 fuel evaporates at the
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free spray G2 Cold case. Fuel vaporization requires the heat from the ambient to fulfill
the threshold of latent heat of vaporization. Furthermore, as the spray plumes arrive at
the wall, the accompanied cold ambient vapor and gas cause heat transfer from the wall.

(a) aSOI = 0.36ms (b) aSOI = 1.02ms

(c) aSOI = 2.04ms (d) aSOI = 2.58ms

Figure �.8: Time evolution of spatial temperature distribution.

To investigate whether the simulation can reproduce spray cooling, Figure 4.8 demon-
strates the time evolution of the spatial temperature distribution covering the whole
injection duration. As discussed previously in Table 4.1, each injection duration is 0.74ms
with the dwell time, 0.9ms. At the first injection before the spray-wall impingement occurs
(aSOI = 0.36ms), spray cooling can be observed in the vicinity of the spray core, whereas
the temperature of the spray core remains at approximately its original temperature (293
K). The phenomenon aligns well with the physics of spray cooling due to fuel vaporization.
Due to fuel vaporization, spray fuel withdraws the heat from the surrounding ambient
and fulfills its latent heat vaporization, leading to a temperature drop.
However, the convection effect is yet intense until the end of the first injection (aSOI

= 0.74ms). During the injection, the momentum is exchanged from the spray to the
ambient, leading to air entrainment and increasing air-fuel mixing. This convective effect
can be observed at aSOI = 1.02ms, where the spray starts to detach the injector tip. Due
to the loss of spray momentum and the increasing air-fuel mixing, the spray cooling region
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expands. Furthermore, the other spray cooling effect induced by the wall impingement
can also be observed. As the spray arrives at the wall, the conduction from the wall starts
to play a role in the wall film and the fuel vapor near the wall. The combined heat transfer
will moderate spray cooling by heating up the cool ambient and fuel vapor, as shown in
Figure 4.8 (c) and (d).

To examine how the temperature drops due to spray cooling, a study from Dhanji et
al. [63] conducted a 0-D calculation of fuel liquid and vapor under equilibrium states. Due
to the air entrainment, the mixture fraction of fuel reduces and causes strong evaporation.
By reaching the equilibrium state, the temperature is approximately 272 K and drops up
to 20 K from its initial values. This 0-D equilibrium-state calculation shed insight into
the relationship between air entrainment and fuel evaporation, resulting in spray cooling.
The calculated results also agree with the CFD simulation, as shown in Figure 4.8.

As the spray-wall impingement occurs and the fuel film settles on the wall, those cool
air-fuel mixtures will further transfer the heat from the wall, leading to wall cooling. An
experimental data of the spatial temperature gradient with a range of 20 to 35mm from
the plate center at aSOI = 1.5mm facilitates comparison with simulation data, as shown
in Figure 4.9.

(a) Simulation (b) Experiment

Figure �.�: Spatial temperature gradient distribution at aSOI = 1.5ms. The presented
temperature gradient is calculated by the difference between the initial tem-
perature and the current temperature on the wall
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The effect of spray cooling on the wall can be observed at approximately 1 degree lower
than its initial temperature (293 K). The simulation data show underprediction compared
with those measured by the thermocouple array. This might be due to the incomplete
setup of wall boundary conditions. The current setup is constant temperature, which may
yield greater heat transfer than 1-D conjugate heat transfer (CHT).

�.� Wall �lm development and evaporation

So far, the efforts have been dedicated to investigating the spray-wall interaction and
spray cooling from free spray toward wall impingement. This section focuses on the
wall film development in an effort to examine the capability of the spray-wall interaction
model employed in this thesis [68] and to understand the evaporation effects of different
cases, as shown in Table 4.1.
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Figure �.��: Quantitative comparison of the transient averaged �lm thickness with LCI
measurement [6�]

Figure 4.10 demonstrates the film thickness evolution with injection time and a com-
parison with experimental data. The thickness presented is the spatially averaged data
of a single plume in a range of 20 to 35mm from the impingement plate center. The
film thickness by the LCI measurement starts at aSOI = 15ms until 100ms due to the
stabilization of the measured signal from the fuel droplets. Before this time frame, a strong
film corrugation causes the signal washout, resulting in insufficient spatial resolution [61,
63]. It is worth noting that the demonstrated case is Case 1, with the wall, ambient, and
fuel temperature at 293 K, as detailed in Table 4.1. With a high-temperature setting, the
vapor evaporation may impact the accuracy of the film thickness measurement [61].
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Approximately at aSOI = 0.54ms, the fuel film starts to develop. Two-stage film
development due to double injection can be observed; furthermore, a significant increase
in the film thickness occurs after each injection duration, ranging from aSOI = 0 to
0.74ms, and from aSOI = 1.64 to 2.38ms. This is due to the momentum loss of spray
droplets and, further, those droplets settle on the wall, causing fuel film accumulation. At
approximately aSOI = 3.5ms, the aggregate film thickness reaches its stability despite
minor decay due to evaporation. The average film thickness remains at 5µm and fits in
the range of experimental data. The agreement proves the capability of the spray-wall
interaction model [68] used in this thesis.

It is worth noting that the aggregate wall film thickness can lead to bias from the actual
wall film deposit as it is averaged spatially, neglecting the local maximum thickness.
And yet, that local maximum thickness is likely to cause soot formation and poor fired
conditions. Figure 4.11 shows the spatial distribution of the fuel film thickness at aSOI

(a) Case � (b) Case �

Figure �.��: Comparison of �lm thickness at aSOI = 3ms. (Note: Case �: wall, ambient,
and fuel temperature are ��� K, Case �: wall, ambient, and fuel temperature
are �6� K)

= 3ms. It is evident that the maximum thickness is about ten times higher than the
aggregate values, even though it occupies only a tiny area. The cause of the fuel film not
accumulating homogeneously at the spray impingement center is that spray impinging
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on the wall transitions to the wall jet dominated by the near-wall shears. Once the jet
loses momentum, it will settle on the wall and develop fuel film.

Case 2, with the wall, ambient, and fuel temperature at 363 K, exhibits a notable drop
in the film thickness due to the contribution of evaporation. Employing the pressure ratio
('?) determining the boiling effect, as described in Table 3.4, the values are 3.53 and
0.62 for Case 1 and 2, respectively. Case 2 lies in the boiling onset regime, whereas Case
1 only has surface evaporation. It also indicates that increasing ambient temperature
toward its boiling regime can effectively reduce the fuel film.

(a) Fuel �lm mass ratio (b) Vapor mass ratio

Figure �.��: Comparison of transient fuel mass (mass 5 8;</massC>C0;) and vapor mass
ratio (massE0?>A/massC>C0;)

To quantify the evaporation effects, Figure 4.12 demonstrates the transient fuel film
and vapor mass ratio, normalized by the total injected fuel mass (20.3mg), and provides
a comparison between the two cases. Case 2, due to reaching its boiling onset, residues
less than ten folds of its total injected mass as the film mass during the first injection. On
the contrary, for Case 1, there are more than 20% of its total injected mass deposited
on the wall, resembling low evaporation contribution. Even at the end of the overall
injection, Case 2 contains 80% of its total injected mass as fuel vapor, whereas Case 1 has
merely 40% of its total injected mass.

�.� Conclusion

In this chapter, the proposed suite of models has been further extended to investigate
spray-wall interaction within a constant-volume chamber under cold start conditions. It
can be concluded as follows:
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• The characteristic flow derived from spray-wall interaction, such as the main wall
jet region and the wall jet vortex region, can be captured by means of projected
liquid volume boundaries.

• The occurrence of the liquid splashing on the wall causes the breakup and deforma-
tion of the liquid droplets, resulting in decreasing local We number.

• Spray cooling can be observed in both free spray and spray impingement regions.
Due to the air-entrainment-induced evaporation, the liquid spray undergoes evap-
oration and further withdraws heat from the ambient, resulting in spray cooling.
Furthermore, the cooled air reaches the impingement wall and causes a wall im-
pingement cooling effect. As the constant temperature boundary is used for heat
transfer, the temperature gradient appears to be minor compared with experimental
data.

• Wall film thickness from the simulation aligns well with the experimental aggregate
data. The evolution of the wall film deposit from the double-injection setup can be
captured by the simulation. It can yield a bias by solely comparing the aggregate
average film thickness as fuel film tends to accumulate at a small spot influenced
by the near-wall jet flow induced by the spray-wall interaction.

• By increasing the temperature of the wall, ambient, and fuel, the film thickness can
be effectively reduced, indicating the importance of temperature control during
cold start conditions.
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� In-cylinder turbulence and near-wall �ow in
a GDI engine �ow bench�

Previously, the spray morphologies of Spray G and its interaction with walls and wall
film development within a constant-volume chamber are exclusively discussed. In real
engine applications, the in-cylinder flow influences the spray formation and, consequently,
may reduce the wall film via convective evaporation. This chapter focuses on in-cylinder
turbulence and near-wall flow in an engine flow bench.

The engine flow bench is based on a single-cylinder spray-guided DISI optically accessi-
ble engine built at the Technical University of Darmstadt [20–25]. The engine features
a pent-roof cylinder head and overhead valves inside a dual-port system to produce a
tumble motion within the combustion chamber. The bore and stroke are both 86 mm, and
the compression ratio is 8.7. This research engine was designed to provide well-controlled
boundary conditions under various operating conditions, from high to part load [124].

Table �.�: Essential parameters of the targeted engine �ow bench
Working fluid Air
Inlet temperature ()in,2) (�C) 22.7
Inlet pressure (%in,2) (bar) 1.000
Outlet pressure (%out,2)(bar) 0.998
Mass flow rate (100%) (<§ in)(kg/h) 94.10
Reynolds number 32,400

The engine air flow bench aims to reduce the complexity of engine flows and further
focus on the physics of the intake flow during the intake phase. Therefore, it operates
with its piston removed, which allows an optical plate to be placed on the bottom of the
cylinder and an outlet channel to be provided for optical access, such as PIV measurement.
The intake valve is fixed at the position of 9.21mm, which is the valve lift of the motored
engine at �270�CA (270 degree crank angle before compression top center), to simulate

1This section is partly taken from a publication by Lien et al. [2], which was accomplished during the
work on this thesis. In Ref. [2], I was the first author.
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the intake flow. Detailed information on the engine flow bench and characterization of the
operating conditions have been published by Welch et al. [24]. Figure 5.1 demonstrates
the configuration of the engine flow bench.

Figure �.�: Engine �ow bench con�guration and experimental setup [��]

The air flow bench operates with various mass flow rates (100%, 75%, and 50%), as
discussed in Chapter 1. The 100% mass flow rate was set by adjusting the mass flow rate
to match the intake velocity of a motored engine at a crank angle -270� CA. The engine
speed and intake pressure of the motored engine described here are 800 rpm and 0.95
bar, respectively. This section chooses the 100% mass flow rate, and its corresponding
Re is 32,400. The Re is calculated by applying the corresponding mass flow rates, the
intake pipe diameter of 56.3mm as the characteristic length and dynamic viscosity of
1.83 · 10�5 kg/ms. [24] Table 5.1 summarizes the relevant boundary conditions of the
engine flow bench.

�.� Engine flow bench numerical setup

Following the experimental configuration of the air flow bench in Figure 5.1, Figure 5.2
shows the computational domain from the side and top views. Its inlet boundary starts
from the second inlet measured probe (%in,2 and )in,2) in Figure 5.1 and its outlet remains
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consistent through to the exit channel in the experiment.
Figure 5.2 (b) further represents the target planes (symmetry plane (SP) and valve

plane (VP)) for investigation throughout the entire study. The symmetry plane is located
at the center of the cylinder with z = 0 mm, whereas the valve plane is located at the
center of the intake valve, which is the plane offset 19 mm from the z direction. Due to
the axisymmetric layout of the engine flow bench, it is assumed that the intake flow from
the two intake ports is identical.

(a) Side view (b) Top view

Figure �.�: Side and top view of the simulation model. Note: the presented ports are only
intake ports as the exhaust valves are closed in this �ow bench application,
and the two broken lines and the red circle in Figure �.� (b) represent the
target planes (SP: symmetry plane, VP: valve plane) and the origin of the
coordinate, respectively

Figure 5.3 shows the generated mesh near the intake valve, exemplifying the near-wall
meshes for LES in the valve region. The meshing strategy is to deliver a hybrid mesh;
accordingly, from the near-wall region to the main flow region, there is a pattern of
hexahedron-polyhedron-hexahedron grid shapes. This approach aims to alleviate the
errors induced by the near-wall mesh transition to the primary mesh. Thus, polyhedral
layers must be placed in between. The primary cell size is set at 350µm. For the near-wall
treatment, 15 near-wall cell layers with a growing ratio of 1.05 are placed to resolve
the near-wall boundary layer sufficiently, and the cell size nearest to the wall is 12µm
(H+
0E6

= 0.6). The superscript + refers to quantities that are non-dimensionalized via the
viscous length scale fE = `/Dg , where ` and Dg are the molecular viscosity and friction
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Figure �.�: Mesh con�guration and near-wall meshing strategy of LES

velocity, respectively.
A summary of the relevant mesh parameters is given in Table 5.2.

Table �.�: Detals of the mesh setup for LES simulation
LES

Cell number 11 millions
H
+ avg. 0.6
G
+
0=3 I

+ avg. 1.0
Boundary layers 15

The following results first present an evaluation of the first-order statistics encompassing
the global large-scale motion, in which the time-averaged velocity field (D) is the main
focus, interpreted in the central tumble and the valve planes. Different localities in the
two planes are of interest to merit the present investigation, considering the topological
difference in the respective flow structure. The second-order statistics accounting for
the coherent turbulence structure are then highlighted by illustrating the turbulence
kinetic energy turbulence kinetic energy (TKE) and Reynolds stress tensor fields and their
associated anisotropy. Based on local flow patterns, such as the valve overflow jet and
near-wall flow adjacent to the valves, the resolved coherent turbulence structures are
evaluated through anisotropy analysis. Finally, a near-wall flow analysis is performed to
describe any non-equilibrium effects in the near-wall region, particularly at the intake
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valves and the cylinder liner wall.

�.� Assessment of large-scale motion

As elucidated by Heywood [125], the instantaneous flow velocity in ICEs can be decom-
posed into three distinct components: large-scale motion, coherent turbulence structure,
and cycle-to-cycle fluctuation. The latter stems from variations in fuel mixture and in-
herent complexities in the combustion process across different engine cycles. This is not
considered in this study.

Large-scale motion represents a first-order time-averaged flow. It encompasses critical
flow patterns within the engine cylinder, including the tumble and intake jet flow. This
section assesses the capability of LES in capturing the large-scale motion characteristics
within an engine flow bench. Through qualitative and quantitative analyses, it aims to
comprehensively evaluate the performance of LES against experimental PIV data.

Figure �.�: Demonstration of crucial physics on symmetry plane (SP) during the intake
phase
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�.�.� Symmetry plane

The geometry of the intake valves and ports leads to the generation of the tumble flow
within the cylinder, which enhances the fuel-air mixture process. Additionally, due to
the axisymmetry of the intake ports, the convergence of the two intake jets within the
symmetry plane is observed. The two characteristics are identified as (A) and (B) in
Figure 5.4. Interestingly, the counterflow induced by the convergence of the intake jet
flows has a much greater velocity than the tumble flow. This phenomenon was discovered
by Falkenstein et al. [35], who went on to discuss its impacts on the stability of the tumble
flow. However, in the flow bench configuration, the tumble flow (A) does not form a
complete tumble motion but rather impinges on the liner wall. It eventually navigates
directly toward the flow exit.

(a) PIV experiment (b) LES

Figure �.�: Qualitative comparison in the symmetry plane. Note: due to the PIV mea-
surement, the time-averaged mean velocity is (D =

q
D
2
G
+ D2

H
) and the broken

lines indicate the line pro�le locations for the quantitative comparison, as
illustrated in Figure �.6

Figure 5.5 shows a qualitative comparison between experimental PIV data and nu-
merical LES data. Since the PIV measurements were performed in a 2-D laser sheet, the
time-averaged mean velocity magnitude presented here is determined by the in-plane

velocity components (D =
q
D
2
G
+ D2

H
). Due to the engine wall constraint, the primary

tumble vortex identified as (A) in Figure 5.5 cannot be obtained from PIV. LES captures
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not only the overall shape but also the center position of the intake counterflow.
The quantitative comparison is based on measurements taken at specific locations (y

= 0, -3 and -10 mm, as depicted in Figure 5.5 (a)) and is displayed in Figure 5.6. As
discussed in the previous section, the mass flow rate of this target engine flow bench
was chosen by comparing the magnitude of the time-averaged velocity on the symmetry
plane, particularly in the vicinity of the intake valves, to those of the motored engine case
(800 rpm and 0.95 bar) as outlined in the previous study by Welch et al. [24]. Thus, the
time-averaged velocity profiles of the motored case are also included in the comparison.
The experimental setup and processing of the motored engine data are comprehensively
detailed by Welch et al. [126].

(a) y = � mm (b) y = -� mm (c) y = -�� mm

Figure �.6: Quantitative comparison of the mean intake velocity pro�le in the symmetry
plane with the location chosen based on the experimental setup [��], as
shown in Figure �.�

In Figure 5.6, a comparison is presented between the time-averaged velocity magnitudes
obtained from the experiment and those derived from the numerical simulation. Following
the experimental setup, the flow bench under investigation is configured to replicate the
velocity profile within the spatial domain, spanning from y = 0 mm to -3 mm and from x
= -10 mm to 10 mm. Consequently, it is evident that the LES yields comparable results
with both experiments.

�.�.� Valve plane

According to a study by Buhl et al. [18], the intake flow in the valve plane comprises
several physical phenomena from fundamental flows. The most crucial ones are the intake
jet flow, the induced vortices from the valve flow separation, and liner wall impingement,
labeled (C), (D), and (E) in Figure 5.7, respectively. The intake jet flow (C1) is the main
drive during the intake phase inside ICEs. It causes the wall impingement flow (E1) and
further generates the tumble flow (A) in the symmetry plane, as shown in Figure 5.4. On
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the other hand, due to the constrained layout of the intake valves, the intake jet flow (C2)
deviates from resembling the tumble flow but rather hits the liner wall, causing the wall
impinging flow (E2).

Figure �.�: Demonstration of crucial physics during the intake phase in the valve plane
(VP)

Subsequently, a comparison of the time-averaged intake flow is performed in the valve
plane, as illustrated in Figure 5.8. Figure 5.8 (a) and (b) provide a qualitative comparison
of the intake flow jet. The flow patterns obtained through numerical simulation and
experimental measurements exhibit satisfactory agreements. However, it is noteworthy
that the LES results in a relatively narrower shape for the intake flow jet. This divergence
could stem from either the inability of the ensemble-averaged PIV data to mitigate the
influence of jet flapping [24], or the simulation’s incapacity to accurately capture the
vortex shedding phenomena. A more comprehensive comparison entails the analysis of
the jet centerline trajectory and its velocity to delve deeper into the disparities.

The intake flow jet centerline can be depicted well by extracting the maximum velocity.
According to a study by Buhl et al. [18], the sampling location is based on the valve ring
edge and extends along the trajectory of the intake flow jet, as shown in Figure 5.9 (a).
In Figure 5.9 (b), the coordinate axes have been redefined and adjusted in alignment
with the flow direction of the jet and the normal direction of the jet flow, respectively.

Despite the deviations between the experimental and numerical data on the valve jet
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(a) PIV experiment (b) LES

Figure �.8: Qualitative comparison of the time-averaged velocity of the intake jet in the
valve plane

observed in Figure 5.8, Figure 5.9 shows that the jet centerline between the two is highly
comparable. The LES applied in this study is proven capable of capturing large-scale
motion. Good Agreements are achieved on both the symmetry plane and the valve plane.

�.� Analysis of the turbulence structure

The previous section undertook a first-order statistical analysis of the intake flow, fo-
cusing solely on assessing time-averaged velocity. However, the turbulence structure
characterizing the in-cylinder flow is fundamentally derived from Reynolds stresses as
opposed to the time-averaged velocity field.

In this section, a second-order statistic analysis is performed. Reynolds stress tensors
represent the turbulence structure with its fluctuation velocity. These tensors provide
insights into various facets of in-cylinder turbulence, encompassing energy levels, intensity,
and the landscape of anisotropic structure. The entirety of this section is dedicated to the
examination of these tensors.

8�



(a) Intake over�ow Jet trajectory (b) Magnitude of the time-averaged
velocity at the intake �ow jet centerline

Figure �.�: Comparison of the intake �ow jet centerline. Note: coordinate axis of Figure
�.� (b) is changed with its location sequence from intake upstream toward
downstream.

�.�.� Turbulent kinetic energy of the intake flow

The second-order Reynolds stress tensors are symmetrical and can thus be categorized as
diagonal and off-diagonal [77]. Half of the trace of the diagonal components, called the
normal stress components, represents the turbulent kinetic energy (TKE).

TKE =
1
2
< D

0
8
D

0
8
> (5.1)

where the filtered velocity fluctuation D0
8
in the LES simulation is calculated each time

step by the definition eD8 = D8 + e
D

0
8
.

The turbulent kinetic energy (TKE) is the examining approach to compare the experi-
mental PIV data and numerical simulation in the valve plane. Due to the planar aspect of
the PIV measurement applied in this study, the turbulent kinetic energy (TKE) comparison
uses two components (TKE = 1

2 (D
0
G
D

0
G
+ D0

H
D

0
H
)).

Figure 5.10 highlights a notable phenomenon wherein turbulence within the valve
region. This turbulence generation is attributed to flow straining within the intake port,
particularly near its walls. The turbulence arises from the separated shear layer originating
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(a) PIV experiment (b) LES

Figure �.��: Qualitative comparison of turbulent kinetic energy (TKE) in the valve plane
(note: the broken lines indicate the line pro�les to be compared in Figure
�.��)

from the valve edge, which experiences a pressure increase due to geometric discontinuity
and cross-sectional area expansion. Subsequently, the turbulence merges and appears in
a bag shape downstream. The experimental and numerical data align well in terms of
shape and intensity.

Figure 5.11 presents a comparison of two specific locations (y = 0 and -3 mm). It reflects
the observation in Figure 5.10, in which the two peaks represent the turbulence induced
by the intake valve and intake port due to the separating flow. They eventually merge into
one, as shown in Figure 5.11 (b). In direct comparison, LES yields slightly overpredicted
turbulence when contrasted with the experimental data. It can also be observed in Figure
5.10. Notably, the discrepancies between the experimental and simulated results are more
pronounced here than in the time-averaged velocity analysis of the intake flow jet. This
divergence may be attributed to the jet-flapping effect discerned in the PIV experiment,
as the computation of turbulent kinetic energy relies on velocity fluctuations. Under the
same operational conditions as the current examined engine flow bench, the jet-flapping
frequency escalates to 752�I [24].
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(a) H = 3<< (b) H = 0<<

Figure �.��: Quantitative comparison of turbulent kinetic energy (TKE) in the valve plane

�.�.� Anisotropic turbulence of the intake flow

As elaborated upon in this section, Reynolds stress tensors exhibit both diagonal and off-
diagonal components. The former, termed normal stress, has been the focus of comparison
thus far. In the subsequent part of this section, the discussion will focus on the latter,
represented as shear stress.
Off-diagonal components intensify the discrepancies between diagonal components,

thus reinforcing turbulence anisotropy. In essence, the intrinsic difference between
normal and shear stress lies in their impact on anisotropy intensity, either diminishing or
augmenting it. In particular, shear stress is prevalent in confined domains, such as ICEs,
which are subject to increased turbulence structure deformation.

The anisotropic phenomenon of the underlying in-cylinder turbulence will be examined
in this section. The anisotropic tensor derived by the Reynolds stress tensor reads:

18 9 =
D

0
8
D

0
9

D

0
8
D

0
8

�
X8 9

3
(5.2)

The anisotropic tensor or the shear stress from the Reynolds stress tensor can distort the
turbulence. It can change from spherical isotropic turbulence to a cigar- or pancake-like
shape according to the number of prevailing components from the anisotropic tensor.
Figure 5.12 illustrates the so-called ‘‘turbulence anisotropy invariant map’’, where the
possible states of turbulence are categorized based on two anisotropic invariants b and
[ [127–129].
These two invariants are defined as follows:
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Figure �.��: Turbulence anisotropy invariant map outlining the possible states of turbu-
lence [���]

The entire spectrum of potential turbulence states resides within the confines of the
invariant map and aligns with its boundaries, as shown in Figure 5.12. These states are cat-
egorized as 1C, 2C, and 3C; namely, one-component turbulence, two-component isotropic
turbulence, and three-component isotropic turbulence, respectively. The boundaries
delineating states 3C and 1C, as well as states 3C and 2C, are categorized as axisym-
metric expansion and contraction, respectively. The curve linking the 2C and 1C states
denotes the two-component anisotropic turbulence. In this state, the suppression of
one component signifies the flow condition prevalent in close proximity to the wall [77,
129]. As the anisotropic tensor represents the shear stress of the turbulence, the state
of two-component anisotropic turbulence exhibits the highest anisotropic intensity. This
observation is supported by the application of anisotropic turbulence intensity F, de-
rived from the three principal invariants of the anisotropic tensor, as shown in equation
(5.3) [129]. The definition of the intensity of anisotropic turbulence F is:

F = 1 + 27III + 9II. (5.5)

By evaluating the anisotropic tensors and two invariants (b and [), a comprehensive
understanding of in-cylinder anisotropic turbulence is attainable for both the symmetry
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and valve planes. The study focuses on the spatial domain, ranging from x = -33 mm to x
= 33 mm and y = -10 mm to y = -45 mm. The data collected from each computational cell
converge within the invariant map ([ vs. b), as illustrated in Figure 5.13. Moreover, this
visualization employs three iso-lines, delineating anisotropic intensity values of 0.6, 0.85,
and 0.98, to facilitate better understanding. The anisotropic intensity (F) ranges from 0 to
1, indicating a spectrum from two-component anisotropic turbulence to three-component
isotropic turbulence 3C.

(a) Symmetry plane (b) Valve plane

Figure �.��: In-cylinder turbulence representation within the anisotropy invariant map in
both the symmetry and valve planes, ranging from x = -�� to x = �� mm and
y = -�� to y = -�� mm

As depicted in Figure 5.13, the in-cylinder turbulence within both the symmetry and
valve planes primarily occupies regions close to the three-component isotropic state.
Notably, this distribution lies axisymmetrically along the plane-strain limit, depicted as
the broken line in Figure 5.12. Interestingly, no points fall within this region. Based
the definition of b in Equations (5.3) and (5.4), within this region, b appears to be zero,
implying that at least one anisotropic tensor is zero. When it occurs, the turbulence is
influenced strictly by specific directions. This phenomenon is scarcely observed in complex
wall-bounded flows, such as engine flows. In contrast, the turbulence within both planes
is significantly influenced by shear stress components in all directions.

By applying three anisotropic intensity boundaries (� = 0.6, 0.85, and 0.98), it becomes
evident that the vast majority of the turbulence lies within a threshold � � 0.6. This
observation aligns with the notion that anisotropic turbulence predominantly arises in
regions with obstacles or walls. As previously discussed, anisotropic turbulence is gener-
ated and determined by the shear stress. Its intensity will deteriorate when confronted
with a positive pressure gradient following the flow expansion from the intake port into
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the cylinder.
While the turbulence behavior within the symmetry and valve planes exhibits qualitative

similarity, the turbulence in the valve plane displays a slightly more pronounced inclination
towards anisotropic expansion compared to the symmetry plane. This dissimilarity may
be attributed to the influence of the intake jet. In contrast, the turbulence state in the
symmetry plane undergoes a quantitatively weaker anisotropic level with an F threshold
value between 0.85 and 0.98.

The orientation of in-cylinder turbulence is comprehensively explored and compared
in Figure 5.13. However, a detailed comprehension of the spatial distribution of each
turbulence state in both the symmetry and the valve planes is required. To achieve
this, a categorization strategy as outlined by Zengraf et al. [26] is employed, utilizing
two invariants, II and III, as demonstrated in equation 7. This approach allows for the
replication of the spatial distribution of the turbulent states, as depicted in Figure 5.14.

(a) Symmetry plane (b) Valve plane

Figure �.��: Spatial distribution of the turbulent state in both the symmetry and valve
planes. Note: red: anisotropic expansion, blue: anisotropic contraction,
green: three-component isotropic turbulence

Figure 5.14 outlines the spatial distribution of the turbulence states in both the symmetry
and valve planes. The result offers some insights into the turbulence structure based on
its local characteristic flow pattern. In the symmetry plane, the dominant features of
in-cylinder turbulence encompass anisotropic expansion and isotropy. However, a notable
inclination towards anisotropic expansion is evident within the region, spanning from x
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= 25 mm to x = 33 mm, as shown in Figure 5.14 (a). This occurrence is attributed to the
primary tumble flow, elaborated upon in the previous section and shown in Figure 5.4.

(a) Symmetry plane (b) Valve plane

Figure �.��: Spatial distribution of the anisotropic intensity (F) in both the symmetry and
valve planes. Note: legend scale exhibits from �.6 to �.�

In contrast, the turbulence structure in the valve plane is characterized exclusively by
anisotropic expansion. With a valve plane width of 76 mm, it is worth noting that from
the axis center at x = 0, the left and right extents are situated at x = -38 mm and x = 38
mm, respectively. Therefore, the spatial distribution of the turbulence state with its width
of 66 mm closely aligns with the intake flow jet, identified as (C1) and (C2) in Figure
5.7. The turbulence structure influenced by the intake flow jet (C2) displays anisotropic
expansion in the valve plane, ranging from x = -33 to -25 mm and y = -20 to -10 mm. A
similar finding also appears at x = 20 to 33 mm, affected by the intake flow jet (C1). The
spatial distribution of anisotropic intensity F is also considered in both planes for further
exploration. This distribution is depicted in Figure 5.15, offering an additional layer of
insight for an in-depth investigation.
The spatial distribution of the anisotropic intensity F shows a relationship between it

and the characteristic turbulence states. First, no results reach the actual three-component
isotropic state ( F = 1, and [ and b = 0). This finding agrees with the turbulence anisotropy
data within the invariant triangle shown in Figure 5.13. As can be seen in Figure 5.15,
the three-component isotropy state displayed in Figure 5.14 lies mainly in the region
where the anisotropic intensity F exceeds the value of 0.85. According to the definition
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of the 3-component isotropy state from Zengraf et al.[26], the in-cylinder turbulence is
classified as isotropy when the principal invariant (II) is greater than a constant value of
-0.02. The threshold (II > -0.02) lies within a range of the anisotropy intensity F between
0.8 and 0.85 as the anisotropy intensity F does not appear as a straight line within the
anisotropy invariant map. This clarifies the phenomenon that excessive points within the
3C isotropy state, as shown in Figure 5.14, are still inside the invariant map. In essence,
the three-component isotropy state (3C) ever really existing in real applications, such
as wind turbines, ICEs, and even atmospheric flow, have been discussed and explored
extensively [130–132].
While the disparity of the 3C isotropic state has been resolved, Figure 5.15 cannot

identify the specific regions of anisotropic expansion and contraction. This is because
both states are determined by the orientation of the turbulent eddy rather than by the
anisotropic intensity. However, in Figure 5.15, certain regions exhibiting high anisotropic
intensity can be regarded as anisotropic expansion by using Figure 5.14 as reference,
particularly in the valve plane. This phenomenon aligns with the observations made in
the invariant map, as shown in Figure 5.13.

�.� Characteristics of intake jet

Apart from investigating the in-cylinder flow and its associated turbulence, the following
research focuses on the intake jet and its near-wall anisotropic turbulence close to the
valve wall. The first step is ascertaining whether the intake flow jet exhibits any free shear
jet flow characteristics. Pope [77] shares a thorough investigation of Reynolds stress
tensors on a free shear jet. Some characteristics can be outlined here.

• Free shear jet is self-similar.

• Reynolds stress of the free shear jet displays a significant level of anisotropy; both
normal and shear stress components contribute to the overall behavior of the jet.

• Jet centerline exhibits the lowest local turbulence intensity.

• The turbulent wake formed behind the jet is axisymmetric but deviates from the jet
centerline.

Pope [77] identifies the turbulent jet as self-similar based on several empirical observa-
tions. One of these observations is that the normalized velocity profile D(X)/D0 exhibits
uniform behavior along the centerline of the jet in each section. D0 is the time-average
velocity at the jet centerline.
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Figure �.�6: Time-averaged velocity pro�les of a cross-section of the jet centerline at
several locations. Note: the section index follows the examined points from
the upstream intake jet toward the downstream, as shown in Figure �.� (b).
The normalized length (X1/2) is the distance between the jet centerline and
the location of half of the maximum velocity (D(X)/D0 = �.�)

Figure 5.16 presents five distinct sections (section width 10mm) situated along the
jet centerline at various positions. The location of each section is normalized by the
length (X1/2) defined as the distance between the jet centerline and the location of half
of the maximum velocity (D(X)/D0 = 0.5), following the description by Pope [77]. Due
to the semi-axisymmetry of the intake flow jet, both sides apart from the jet centerline
are normalized by their own value. Figure 5.16 reveals that the intake valve jet is self-
similar from upstream toward downstream, although the intake jet structure becomes
increasingly dispersed at the jet downstream, shown in Figure 5.9 (a).
To delve into the additional attributes of the aforementioned free shear jet, several

aspects, including turbulent kinetic energy (TKE), turbulence intensity (�), and intensity
of anisotropic turbulence (F), are investigated. The definition of turbulence intensity (�)
by Pope [77] exhibits:

� =
D
0

D

. (5.6)

where D0 =
q

2
3TKE and D is the time-averaged velocity magnitude.

In Figure 5.17 (a) and (c), it can be observed that the wake of the intake jet demonstrates
axisymmetric behavior, although it may not be as pronounced as in a free shear jet.
Additionally, the intake jet centerline exhibits the lowest local turbulence intensity, as
depicted in Figure 5.17 (a) and (b). This observation is consistent with the positioning of
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(a) Valve jet centerline trajectory within
the TKE spatial distribution

(b) Valve jet centerline trajectory within
the turbulence intensity (�) spatial

distribution

(c) Valve jet centerline trajectory within
the turbulence anisotropy intensity

(F) spatial distribution
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(d) Pro�les of time-averaged �ow and
turbulence structure across the

valve jet at location �, as depicted in
Figure �.� (b), with index number

counting from upstream to
downstream

Figure �.��: Turbulence structure of the intake jet centerline. Note: X represents the
cross-section length of �� mm, and the jet centerline is located at X/X0 = 0
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the jet centerline between the turbulent wake generated by the intake valves and intake
port. The same pattern is evident in anisotropy intensity (F), as shown in Figure 5.17 (c).
To provide a complete investigation of the axisymmetric wake of the intake jet, a

cross-section region of the jet centerline has been deployed, shown in Figure 5.17 (d).
The cross-section has an overall length (X0) of 10 mm, and the span of the cross-section,
denoted as X, is normalized by the length d. Notably, the location X/X0 = 0 corresponds
to the jet centerline. The profiles presented in Figure 5.17 (d) support the notion that
the intake flow jet features axisymmetric wakes. Within this context, the focal point of
the intake flow jet demonstrates the lowest turbulence intensity (�) and turbulent kinetic
energy (TKE), while experiencing the highest value of anisotropic turbulence intensity
(�). Away from the jet centerline, both turbulence intensity (�) and turbulent kinetic
energy (TKE) increase, accompanied by a reduction in anisotropic turbulence intensity
(�). Interestingly, the behavior of the intake valve jet exhibits some compatibility with
the turbulence characteristics of a free shear jet, as previously outlined.
As elucidated by Choi and Lumley [127, 129], and reiterated earlier, regions affected

by strong shear stress, such as areas with obstacles and walls, tend to exhibit anisotropic
turbulence. While efforts have been dedicated to examining turbulence along the jet
centerline, it is crucial to investigate the near-wall region. In this region, the turbulence
state closest to the wall transitions from the two-component anisotropic turbulence, fea-
turing the highest anisotropic turbulent intensity, toward the invariant map interior region
approaching the one-component turbulence (1C). Subsequently, the turbulence state
progresses closer to the invariant map boundary, denoting the anisotropic axisymmetric
expansion. Figure 5.18 exemplifies the anisotropic turbulence state trajectory of a canon-
ical pipe flow, ranging from H

+
< 1 to the center of the turbulent mixing layer [133].

Anisotropic turbulence intensity decreases along with the location from the wall to the
pipe centerline. Considering that pipe flow possesses its characteristic flow direction,
the orientation of turbulence aligns closely with axisymmetric expansion. Despite the
substantial decay in anisotropic turbulence intensity, the turbulence in pipe flow has yet
to attain the state of three-component isotropic turbulence (3C).
Figure 5.19 (a) displays the anisotropy trajectory within the invariant map at the

location, crossing the near-wall boundary layer and further, extending up to H+ = 300.
The trajectory starts from a two-component anisotropic turbulence state and advances
toward the axisymmetric expansion. This behavior aligns with the pipe flow data presented
in Figure 5.18, particularly in near-wall regions. However, the trajectory subsequently
moves away from axisymmetric expansion into the interior of the anisotropic invariant
map before eventually returning to it. Notably, as the trajectory returns, its anisotropic
intensity increases. This phenomenon can be attributed to the presence of a thin near-wall
boundary layer, induced by intake turbulence originating from the intake valve and intake
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Figure �.�8: Near-wall DNS channel �ow data plotted within anisotropy invariant
map [���]. Note: Green square represents the �rst cell on the wall with
H
+
< 1 whereas the red square represents the centerline of the pipe �ow

port. For a more thorough comprehension of this phenomenon, extracting the diagonal
Reynolds stress, as per the definition of the turbulence regime, can provide valuable
insights.

(a) Anisotropy trajectory within the
invariant map at the intake valve wall

(up to H+ = 300).

(b) Pro�les of the diagonal Reynolds stress
components and anisotropy invariant b

plotted from the wall at the cross-section
depicted above in Figure �.�� (a). Note: D0

2
is the wall-normal direction and D0

1 is the
streamwise direction.

Figure �.��: Near-wall anisotropy trajectory within the anisotropic invariant map at the
intake valve

Figure 5.19 (b) exhibits the near-wall profile of diagonal Reynolds stress and the
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corresponding invariant b, covering the near-wall region H+ = 250, as depicted in Figure
5.19 (a). Due to increased turbulence production and the dominance of the Reynolds
stress component in the main flow direction, the anisotropic trajectory transitions from
the two-component anisotropic turbulence state (indicated by the upper curved boundary
of the invariant map) to an axisymmetric expansion. However, it is evident that the
near-wall flow behavior on the valve is distinctly different than that of canonical channel
flow. Due to complex geometry, the turbulence production of spanwise direction is also
prominent. In the wall distance range of H+ = 50 to 150, the generation of the wall-
normal Reynolds stress component becomes appropriately pronounced. Consequently,
the anisotropy trajectory briefly shifts towards anisotropic axisymmetric contraction. This
phenomenon implies that the near-wall turbulence within the range from H

+ = 50 to
150 is already influenced by the free stream turbulence, underscoring the absence of the
near-wall log law commonly observed in engine flow [33].

�.� Analysis of near-wall non-equilibrium effects

Near-wall treatments for ICEs application have received great attention over the past
decade. Studies by DNS [134] and Large Eddy Simulation (LES) [19, 31] clearly show
that the characteristics of the near-wall flow inside ICEs deviate significantly from the
equilibrium conditions. The relevant non-equilibrium effects are characterized by the
following factors:

• Influence of the wall-tangential pressure gradient.

• Wall boundary-layer flow is not always wall-parallel.

• Combustion and mixture formation occur within the wall boundary layer.

• Wall boundary-layer flow is not quasi-steady.

According to the boundary-layer theory based on canonical flows [135], the spanwise
components (direction perpendicular to streamwise components) within the near-wall
boundary layer are much smaller than streamwise and wall-normal components.
However, under complex geometry, such as ICEs, the direction of the flow is not as

apparent as the canonical channel flow. It is also discussed in the previous section that
the near-wall spanwise component in ICEs, such as in the intake valve region, behaves
distinctively from that in the case of channel flows. Following several studies based on the
2-D Navier-Stokes equation, developing a wall function accounting for the non-equilibrium
near-wall effects, consider the wall-tangential direction [136, 137].

��



All the effects above can be described in the 2-D Navier-Stokes equation below:

m
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(5.7)

In this study, an engine flow bench operates under a stationary state, and combustion
and fuel mixture are not involved. Therefore, the flow within an engine flow bench is
in a quasi-steady state. The non-equilibrium factors, including combustion and fuel-air
mixing and unsteady effect, are neglected despite their contributions. Equation 5.7 can
be rewritten as:
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(5.8)

where (.) denotes time-averaged operator.
According to studies by Popovac et al. [137] and Li et al. [136], the wall-tangential

pressure gradient remains independent of the wall-normal direction (H). Moreover, the
convective term is zero at the wall and yet behaves linearly from the wall. Equation 5.8
can be integrated over the wall-normal distance (H). It reads
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Integration of Equation (5.9) allows the derivation of the time-averaged wall-tangential
velocity profile (D(H)) within the viscous region. It appears as a function of the wall-
normal distance, density, dynamic viscosity, wall shear stress, the wall-tangential pressure
gradient, and convective term. Finally, the functional dependence of the time-averaged
velocity (D(H)) is given by
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Equation 5.10 is a near-wall velocity profile within the viscous region. It appears as a
second-order polynomial equation. It no longer follows the law of wall [138], considering
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that the pressure gradient and convective terms play an important role. According to
Equation (5.10), the non-equilibrium wall effects can be categorized into three different
terms: wall shear stress, convective term, and wall-tangential pressure gradient. The
corresponding scaling parameters for the three terms above will be exhibited respectively
to investigate their contributions to the non-equilibrium near-wall effects.

Dg = | gF
d

|1/2 (5.11)
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D2 = Dg + D? + D2>=E (5.14)

The scaling parameter (Dg) is a standard reference velocity utilized widely for the
inner layer scaling as friction velocity based on wall shear stress. The scaling parameter
(D?) is based on wall-tangential pressure gradient, which has been appearing in several
studies [139–141]. For the convective term (D2>=E), it is to follow a study by Li et al. [136].
By combining all these terms, an overall near-wall effect can be accounted for, as described
in Equations (5.11) to (5.14).
The investigation commences within the viscous region of the flow impingement on

the liner wall. In Figure 5.20, the flow field and wall patch reveal a pronounced distri-
bution of strong pressure gradient. The investigated plane is situated at an angle of 54�

counterclockwise to the symmetry plane. This particular plane is chosen due to the flow
impingement induced by the intake jet, denoted as (C2) in Figure 5.7. In contrast to the
intake jet (C1) in Figure 5.7, the intake jet (C2), constrained by the intake valve layout,
does not form a tumble motion. Instead, it causes an impinging flow upon the liner wall.
By examining the wall-tangential pressure gradient from the first computational cell along
the wall, spanning from y = 0 to y = -35 mm, two distinctive belt-shaped distributions
emerge, separated by a region with a relatively low-pressure gradient, indicating the
impinging center. During flow impingement, the impinging center experiences the most
significant wall-normal stress induced by the impinging flow. Subsequently, the flow,
once it collides with the wall, initiates wall shear and forms a near-wall jet flow. It then
induces the production and escalation of the wall-tangential pressure gradient [142]. This
phenomenon will be further explored in the subsequent section through the application
of the introduced near-wall scaling parameters.
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(a) In-cylinder pressure gradient. Note:
the presented plane is situated at
an angle of 54> counterclockwise

from the symmetry plane

(b) Wall-tangential pressure gradient at
the liner wall. Note: side view of the

engine �ow bench

Figure �.��: Pressure gradient distribution in the intake �ow impinging region. Both in-
cylinder �eld and wall are presented

(a) Impingement liner wall
sampling

(b) Near-wall effects
pro�le along the

impingement liner wall

(c) Near-wall budget
analysis along the

impingement liner wall

Figure �.��: Near-wall effects analysis at impingement liner wall situated at an angle
of 54> counterclockwise from the symmetry plane. Note: D represents the
valve lift of �.�� mm

To delve deeper, the initial cell data along the wall, positioned at the same afore-
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mentioned distance, is extracted. The measured location follows the engine flow bench
coordinate on the y-axis and is normalized by the valve lift (D = 9.21 mm), as shown in
Figure 5.21. Figure 5.21 (b) and (c) highlight the distribution of near-wall effects and
the proportional contribution of these effects.
At the stagnation point of the impingement center, all near-wall contributions are

zero, as depicted in Figure 5.21 (b). It aligns well with the characteristics of the imping-
ing center, in which the only contribution is in the wall-normal direction, as illustrated
previously. Moving away from the impingement center, both the wall shear stress and
wall-tangential pressure gradient exhibit significant production. This production displays
a semi-axisymmetric behavior that aligns with the fundamental characteristics of wall-
impinging flows [142]. Additionally, the convective effects within the viscous region
have a relatively minor impact compared to the wall-tangential pressure gradient. This
observation reflects the common practice of neglecting the convective term in wall func-
tions [139, 141, 143]. An intriguing aspect emerges where wall shear stress continues
dominating the near-wall effects, contributing approximately 75% to 80% of the overall
near-wall effects. Moreover, this contribution notably decreases at the impinging center.
This near-wall analysis can be plausible only if the same near-wall effects can be observed
in fundamental impinging flow.

(a) Impingement liner wall
sampling

(b) Near-wall effects
pro�le along the

impingement liner wall

(c) Near-wall budget
analysis along the

impingement liner wall

Figure �.��: Near-wall effects analysis at an inclined impinging wall of its inclined angle
of 75> [���] served as a reference for liner wall impingement, as shown in
Figure �.��

To establish a meaningful comparison with the canonical flow, Figure 5.22 presents
a near-wall effect analysis of an inclined impinging flow at an angle of 75� [144]. The
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reference is chosen as the inclined angle is close to the valve angle of the target engine
flow bench. Remarkably, the results between the liner wall impingement and the inclined
impinging flow exhibit strong comparability. This alignment is evident in various aspects,
including the overall shape of the effects and their contribution levels by comparing Figure
5.21 (c) and Figure 5.21 (c).
In addition to the impingement of the intake jet on the liner wall, the region around

the intake valve plays a crucial role during the intake phase. As the intake flow navigates
through the intake ports and impinges upon the intake valve, it generates large-scale
motions and their corresponding turbulence. This leads to a notable pressure gradient at
the intake valves, particularly pronounced close to the valve tip. Figure 5.23 illustrates
and investigates the phenomenon: the intake flow interacts with the intake valve, creating
a strong pressure gradient, particularly in proximity to the valve tip.

Due to the geometric discontinuity between the intake valve, a separating flow occurs
at the valve tip, marked as a white broken line in Figure 5.23 (a). This separation causes
a significant reduction in wall shear stress (Dg), as depicted in Figure 5.23 (b), specifically
in the red patch where X/⇡ > 1.1. Given the substantial flow passing by the intake valves,
the impact of the convective term within the viscous region remains minimal, contributing
at most around 5 percent of the overall effect.

(a) Intake valve sampling (b) Near-wall effects
pro�le along the intake

valve

(c) Near-wall budget
analysis along the intake

valve

Figure �.��: Near-wall effects analysis at the intake valve. Note: the red patch indicates
the region beyond the intake valve tip, marked as a white broken line in Figure
�.�� (a). D represents the valve lift of �.�� mm
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The analysis of near-wall effects provides strong evidence that the engine flow operates
in a non-equilibrium manner. Specifically, during the intake phase, the engine flow
exhibits a significant wall-tangential pressure gradient, which accounts for an average of
20 to 30 percent of the overall near-wall contribution. This observation highlights that
the conventional wall function approach based on canonical channel flow might not be
appropriate for such complex and non-equilibrium engine flow scenarios.
Furthermore, several wall functions [136, 137] considering non-equilibrium effects,

such as near-wall pressure gradient, and contribution of convection, follow the assump-
tions in the near-wall region:

• The term, pressure gradient (m?
mG

), is independent of the wall-normal distance (H)
and can be taken as constant.

• The convection terms are zero at the wall and behave linearly with the wall-normal
distance (H).

To justify whether these assumptions are valid in engine applications, by extracting the
near-wall region from the valve wall up to H+ = 100, Figure 5.24 demonstrates a profile
of the terms of pressure gradient and convection. The results reveal that the assumptions
are valid yet conditionally. Within the near-wall region (H+ < 100), the term, pressure
gradient (m?

mG
), remains constant; however, the convection term behaves linearly only in

the region (H+ < 20). It suggests that applying a non-equilibrium wall function in engine
application, especially during the intake phase, the first grid must be placed within the
region (H+ < 20) to get a more accurate result.

Figure �.��: Pro�le of the pressure gradient and convective term along the wall-normal
direction at X/⇡ = 0.5, as shown in Figure �.��
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�.�.� Turbulent budget analysis

As yet, attention has primarily been dedicated to understanding the non-equilibrium
effects along the engine walls, particularly within the viscous layer where H+ < 5. Within
this region, turbulence is dominated by the effects of molecular viscosity. The behavior of
near-wall turbulence in the intake valve region remains elusive. Consequently, employing
the equation that governs the transport of turbulent kinetic energy (TKE) can provide
valuable insights into the turbulence dynamics within the intake valve region. The
governing equation of turbulent kinetic energy (TKE) transportation is illustrated as
follows:
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Equation 5.15 comprises five essential terms for the near-wall turbulence budget, which
are turbulence production (%) ⇢), turbulence dissipation (n) ⇢), pressure diffusion
(⇧) ⇢), viscous diffusion (⇡) ⇢) and turbulence diffusion ()) ⇢).

To investigate the near-wall turbulence, the analysis is conducted at a chosen location of
X/⇡ = 0.5, as shown in Figure 5.23. This location consists of the near-wall effect from the
wall-tangential pressure gradient of approximately 30 percent of the total contributions,
as depicted in Figure 5.23 (c). The data is extracted in the direction normal to the intake
valve wall, extending up to 3 mm with a corresponding H+ = 350. The profiles of each
term are shown in figure 5.25.

The behavior depicted in Figure 5.25 for the near-wall turbulence budget stands in stark
contrast to that of canonical channel flow [77]. In canonical channel flow, turbulence
production is balanced by turbulence diffusion ()) ⇢) and viscous diffusion (⇡) ⇢).
However, in the case of the intake flow jet, turbulence production finds balance through
pressure diffusion (⇧) ⇢) and viscous diffusion (⇡) ⇢). A similar pattern is also observed
in an inclined impinging flow [145]. It is noteworthy that a distinct spike in turbulence
production (%) ⇢) emerges after H+ > 100, possibly attributed to the influence of the free-
stream flow. This can reflect the previous analysis that anisotropic intensity increases with
increasing the invariant b after H+ > 100, deviating from the near-wall flow phenomenon,
as shown in Figure 5.19 (b).
As a result, the near-wall inner layer is exceedingly thin in comparison to the funda-
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Figure �.��: Pro�le of the turbulence budget terms along the wall-normal direction at
X/⇡ = 0.5, as shown in Figure �.��

mental canonical channel flow. These findings collectively indicate that the presence
of wall-tangential pressure gradient significantly influences the near-wall flow in ICEs,
particularly in the intake valve region during the intake phase.

�.6 Conclusion

This chapter has provided a comprehensive investigation of the near-wall and free-stream
in-cylinder flow within an engine flow bench, with a focus on simulating the intake
flow of a real engine application. Key findings and observations from this study can be
summarized as follows:

• LES is employed in this study and effectively reproduced the large-scale motion and
turbulence structure. It demonstrated good agreement with reference experimental
PIV data.

• Turbulence anisotropy analysis revealed that the in-cylinder turbulence structure
of the engine flow is characterized by a strong orientation towards axisymmetric
expansion and contraction. This orientation results from the specific topological
pattern of the engine flow, notably the tumble vortex and the intake overflow jet.
The intensity of turbulence anisotropy (�) in the in-cylinder flow typically exhibited
values higher than 0.6, primarily initiated by the anisotropy weakening of the intake
flow. Additionally, the turbulent flow field in the valve plane displayed a higher
level of anisotropy than the in-cylinder flow in the central tumble plane.
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• The turbulence characteristics of the intake jet resemble those of a canonical free
shear jet, primarily due to the significant influence of near-wall turbulence associated
with the intake port, especially the intake valves.

• The near-wall non-equilibrium effects within the engine flow bench were inves-
tigated through near-wall budget analysis. The flow region studied included the
viscous layer on the jet impact area on the liner wall and the intake valves. Results
showed that the high Reynolds number (Re = 32,400) of the inlet flow resulted in a
substantial pressure gradient, leading to non-equilibrium effects that varied across
different regions. Notably, a significant contribution from the pressure gradient in
the flow direction was observed in both regions, comparable to the basic oblique
impinging flow. These findings suggest that the classical wall function modeling
approach based on the classical zero-pressure-gradient boundary layer may no
longer be valid for ICEs applications.
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6 Spray-wall-�ow interaction in a GDI engine
�ow bench�

Effort throughout the thesis, so far, has been devoted to the investigation and discussion
of the spray morphologies and spray-wall interaction in a constant-volume chamber
where the boundary conditions are well controlled. Even though it can simulate engine
conditions, the engine flow, including the large-scale motion and turbulence structure
extensively discussed in Chapter 5, is neglected. An engine flow bench is suitable for
investigating spray-wall-flow interaction closer to the condition in real engines. An engine
flow bench reduces the complexity in the number of variables inherent in engine flow and
whole-engine simulation and facilitates a detailed investigation during the intake phase.
Therefore, an engine flow bench operating under various mass flow rates is applied in
this chapter to understand spray-wall-flow interaction exclusively under early-injection
conditions.
This chapter will transition from the experimental measurement of spray plume visu-

alization and numerical setup to the investigation of spray-wall-flow interaction. The
investigation will detail the validation in spray formation, comparing the penetration
length and qualitative Mie scattering images. Thereupon, spray plumes from each injector
hole will be investigated under varying mass flow rates. Both the evaporation effect
and spray-wall-flow interaction are to be discussed. Finally, the spray’s impact on the
in-cylinder turbulence kinetic energy will be examined.
Apart from the configuration of the engine flow bench, which has been discussed in

detail in Chapter 5, the engine flow bench operates with various mass flow rates (100%,
75%, and 50%) to provide a variation of the Re. The definition of Re is illustrated in
Chapter 5 and can be also found in a work by Welch et al. [24] The 100% mass flow rate
was set by adjusting the mass flow rate to match the intake velocity of a motored engine
at -270� CA. The engine speed and intake pressure of the motored engine described here
are 800 rpm and 0.95 bar, respectively [24]. In this study, 50% and 100% mass flow
rates are chosen to investigate the spray-flow interaction, and the corresponding Reynolds

1This section is partly taken from a publication by Lien et al. [3], which was accomplished during the
work on this thesis. In Ref. [3], I was the first author.
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numbers (Re) are 32,400 and 16,200, respectively. Table 6.1 summarizes the relevant
boundary conditions of the engine flow bench.

Table 6.�: Experimental parameters of the operating conditions
Condition 100% 50% 0%

Inlet temperature ()in,2)(�C) 22.7 23.2 21.9
Inlet pressure (%in,2)(bar) 1.0 1.0 1.0
Outlet pressure (%out,2)(bar) 0.998 1.007 1.0
Mass flow rate (<§ in)(kg/h) 94.10 47.09 0.517
Reynolds number 32,400 16,200 178

In addition to the operating conditions, a multi-hole counter-bore injector is mounted on
the cylinder head (spray-guided) at an angle (8 �) to investigate the interaction between
the intake flow and spray. The applied multi-hole counter-bore injector (Spray G) is from
ECN, and the injection pressure is set to 200 bar with a total injected mass of 10 mg. In
this chapter, pure iso-octane is employed as injected fuel. The injection settings for the
experiments under the three targeted conditions are shown in Table 6.2.

Table 6.�: Essential parameters of the injector operating conditions
Spray G (iso-octane)

Fuel iso-octane
Fuel temperature (K) 363
Injection pressure (bar) 200
Electronic injection duration (ms) 0.66
Total injection duration (ms) 0.78
Total injected mass (mg) 10

As the spray contains a two-phase flow, liquid and vapor, PIV measurement was utilized
to measure the gas phase of the bulk flow, while volumetric Mie scattering was used
for liquid spray visualization. Following the setup from PIV measurement, the spray
formation images are acquired by obtaining Mie scattering of light from a pulsed LED
in volume illumination from the bottom through the optical window, as shown in figure
5.1. An effective sampling rate of 25 kHz was achieved. Figure 6.1 shows the schematic
of the Mie scattering measurement and a captured spray plume. To provide a more
accurate statistic of spray formation under different mass flow rates of the engine flow
bench, the experiment sampled 100 injection cycles at each mass flow rate. The Mie
scattering measurement and post-processing procedure details can be found in a study
from Geschcwindner et al. [42].
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Figure 6.�: Top view of the optical measurement using Mie scattering image and side
view of the spray plume image [��]. Reprinted with permission.

Following the meshing strategy introduced in Chapter 5 to provide a scale-resolved
LES and alleviate the uncertainties derived from wall functions. In this chapter, the same
near-wall treatment, 15 near-wall cell layers with a growing ratio of 1.05 are placed to
resolve the near-wall boundary layer sufficiently, and the cell size nearest to the wall
is 12µm (H+

0E6
= 0.6), is also applied, as shown in Figure. The superscript + refers to

quantities that are non-dimensionalized via the viscous length scale fE = a/Dg , where a
and Dg are the molecular viscosity and friction velocity, respectively. The primary cell
size is set to 350µm. Moreover, the mesh is also designed to capture the spray evolution
within the engine flow bench. Figure 6.2 (b) displays a two-cone shape refinement at
the central tumble plane. Both feature a hexahedron-type mesh up to 40mm, which
covers the whole spray evolution during the injection. The size of the finest-cone mesh is
0.125mm. A summary of the relevant mesh parameters is given in Table 6.3.

Table 6.�: Essential mesh setup for LES simulation
LES

Cell number 20 millions
H
+ avg. 0.6
G
+
0=3 I

+ avg. 1.0
Boundary layers 15
First layer mesh refinement 0.25mm
Second layer mesh refinement 0.125mm

Furthermore, as the spray-wall interaction is one of the objectives in this chapter, a
single-layer strategy is applied for calculating wall film development. Figure 6.3 demon-
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(a) Near-wall meshing strategy (b) Spray re�nement region at central tumble
plane

Figure 6.�: Mesh con�guration and meshing strategy of LES

strates the wall film strategy and the applied mesh. Since the in-cylinder flow is simulated
using LES, the turbulence is captured statistically and may influence the spray formation.
The multi-cycle spray injection simulation is thus required to mitigate the cycle-to-cycle
variation. The averaged data is sampled through 25 cycles of injections at each mass flow
rate.

(a) Wall �lm mesh strategy (b) Schematic of single-layer mesh

Figure 6.�: Mesh con�guration and meshing strategy of wall �lm formation. Note: Red
color denotes the single-layer mesh for wall �lm calculation
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Often, the numerical liquid spray penetration is calculated based on the mass fraction of
the liquid droplets. Nevertheless, this assumption is hardly applied to the post-processed
experimental data based on the obtained Mie scattering signal. Following the same
procedure as the experiments to acquire a comparable numerical Mie scattering signal,
every injection cycle is assigned an individual threshold B [42]. The individual threshold
(B) is 5% of the maximum spray intensity at each injection cycle. Unlike the experimental
Mie scattering, the numerical Mie scattering signal((Mie) is calculated based on each
Lagrangian particle [55]. The equation is written as:

(Mie = =?
c

4
3
2
?
, (6.1)

where =? is the number of liquid droplets inside each Lagrangian particle.
Equation 6.1 follows the assumption that the intensity of the Mie scattering signal is

proportional to the projected liquid droplets and that all the liquid droplets are spherical.
Thereafter, the obtained binarized numerical Mie signal is projected onto the X-Y plane,
and the signal boundary is calculated based on the individual threshold (B). Figure 6.4
shows the numerical Mie scattering data procedure corresponding to the experimental
one in Figure 6.1.

Figure 6.�: Schematic pathway to post-process the simulation data, projected liquid
volume using Mie scattering signal for comparison

The spray penetration length and spray angle are calculated based on the binarized Mie
scattering signal to provide a more consistent comparison with experimental data [55].
The penetration length is calculated based on 99% of the binarized Mie scattering signal,
while the spray angle is calculated by means of the plume width and penetration based on
the maximum and minimum signal thresholds, 99% and 5%, respectively. Both definitions
are shown in Figure 6.5.
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(a) Spray penetration length (b) Spray angle

Figure 6.�: Schematic de�nition of spray penetration length and spray angle

Before delving into the results and discussions directly, it is imperative to assess if the
present mesh is sufficient enough for resolving turbulence using LES. Previously, the mesh
assessment has been conducted using the LES index based on Pope [77] and proposed
by Celik et al. [83] in Chapters 3 and 4. The same technique will be also employed in
the present study. Figure 6.6 shows the viscosity ratio and its corresponding examining
index in the tumble plane at aSOI = 0.64ms. Due to the resolution of the in-cylinder
flow, the primary mesh size is set up as 350µm. The majority of the viscosity ratio lies
below 15, resulting in its corresponding index value of 85%. It is worth noting as the
index only weighs the sub-grid viscosity and the molecular viscosity, this index cannot
solely represent the near-wall resolution. The sub-grid viscosity (aC) is dampened to
zero due to the wall boundary conditions. To resolve the near-wall region by capturing
the turbulence kinetic energy production, it is inevitable to apply a meshing strategy, as
shown previously in Table 6.3.

6.� Spray formation: validation and investigation

In Chapter 5, the in-cylinder flow within the target engine flow bench has been exclusively
discussed and validated in not only the central tumble but also the valve planes. Building
upon this, the section includes the spray into each mass flow rate (MFR) and compares it
with the experimental Mie scattering images. The inclusion of a no-flow case serves as
a benchmark to compare and gain a better understanding of the spray-flow interaction
under different mass flow rates (MFRs).
Figure 6.7 first provides a comparison of the spray penetration length and spray an-

gle (U = UL + UR). It is observed that neither the spray penetration length nor the spray
angle varies significantly with different mass flow rates. This suggests that spray-flow
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(a) Viscosity ratio ( aC ,4 5 5

a
) (b) LES quality index (�&!⇢(,a)

Figure 6.6: Examining mesh quality at a time after the start of injection (aSOI) = 0.64ms

(a) Penetration length (b) Spray angle

Figure 6.�: Quantitative comparison of spray penetration length and spray angle

interaction might have a minor influence in all cases, although these are merely global
quantities. It should be noted that the experimental measurement of the spray angle is
limited from 0.3ms until 0.64ms aSOI due to the obstruction caused by the valves and
disturbance in the in-cylinder flow. Nonetheless, the simulation data align well with the
experimental results.

Figure 6.8 further presents a qualitative comparison of the spray plume evolution using
the mean binarized Mie scattering images. It is observed that as the mass flow rate
(MFR) increases, the line-of-sight protection of the spray plumes becomes distorted by the
in-cylinder flow. Unlike the quantitative comparison, in which the spray-flow interaction
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(a) No-�ow case

(b) 50% mass �ow rate

(c) 100% mass �ow rate

Figure 6.8: Qualitative comparison of the projected liquid boundary using Mie scattering
images. Black broken line: the experimental data, Blue solid line: the simula-
tion data

is not as prominent, the influence of the spray-flow interaction starts to manifest itself
at aSOI = 0.64ms. Increasing the mass flow rate leads to the distortion of the left-wing
spray plumes, resulting in a narrower and sharper shape that extends further downstream.
Furthermore, the plume structures from left to right start to collide with each other in
the case of a 100% mass flow rate. It is worth noting that the binarized Mie scattering
images are calculated for each cycle and averaged. The plume-to-plume variation thus

���



cannot be observed if it is below the setup threshold (B).

(a) Single injection at ���% MFR (b) Cycle-to-cycle variation.

Figure 6.�: Cycle-to-cycle variations of spray formation. Note: �gure (b) presents the
deviation of the liquid penetration length over �� injections.

Apart from the validations with experimental data, it was mentioned previously, the
demonstrated spray plume is averaged over 25 injections at each MFR. The cycle-to-cycle
variations may occur and become more intense by increasing MFR. To understand this
phenomenon, Figure 6.9 (a) shows the plume shape of each injection at aSOI = 0.64ms
in the case of 100% MFR. The cycle-to-cycle variation can be observed, especially in the
left- and right-wing plumes. It is evident that the intake flow has an impact on the spray
formation despite a high spray injection pressure of 200 bar.

To quantify the cycle-to-cycle variation under different MFR, Figure 6.9 (b) examines
the liquid penetration length with 25 injections. The cycle-to-cycle variation becomes
more notable by increasing MFR. In the case of 0% ambient flow, the variation is less
than 1%, whereas the variation increases up to a maximum of 5% for the case of 100%
MFR. It indicates the necessity of multi-cycle simulation for LES for real GDI applications.

So far, the validation of the simulation data has been achieved by comparing it with
experimental data qualitatively and quantitatively. The observation of spray-flow interac-
tion becomes more apparent as the mass flow rate increases. The following section will
focus extensively on the effects of spray-flow interaction.
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6.� Spray-wall-�ow interaction

The aforementioned disturbance effect on spray formation at different mass flow rates
can be attributed to convection, evaporation, and spray-wall interaction. Spray-wall
interaction likely occurs on the piston, valves, cylinder liner wall, and even spark plug
when it comes to a real GDI engine. However, in a GDI engine flow bench with its piston
removed and the fixed valve lift used in this study, spray-wall interaction is expected to
occur primarily on the valves and cylinder liner wall. All the effects will be discussed and
examined individually in this section.
Although the presence of spray-flow interaction was evidently observed in Figure 6.8,

it has not yet been possible to quantify how a 100% mass flow rate differs from a no-flow
one. Given the symmetrical arrangement of the injector holes in Spray G, it can be
assumed that the boundary of the plume behaves symmetrically from left to right. To
quantify this symmetry, an axisymmetric index (FU) can be defined by means of the spray
angle (UL and UR), which is shown in Figure 6.5. This index FU is written as:

FU =
UR
UL

, (6.2)

Figure 6.��: Quantitative comparison of the axisymmetric factor (FU), de�ned in equation
6.�

Equation 6.2 weighs the left and right spray angles. If the spray plume is distorted
and shifts towards the right-hand side, the axisymmetric factor will be greater than one.
Conversely, if the plume moves towards the left, the factor will be less than one. Figure
6.10 illustrates how the axisymmetric factor evolves with time, up to 0.8ms. In the
no-flow case, the factor remains close to unity throughout the entire evolution, indicating
approximate axisymmetry. In contrast, this index FU grows when the mass flow rate
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increases. Interestingly, index FU remains stable in all cases, at 1.2 and 1.3 for 50%
and 100% mass flow rates, respectively. It is important to note that Figure 6.10 does
not provide information about the orientation of the distorted plume, and the projected
central plume is not taken into account.

(a) Experimental PLV (b) Numerical PLV

Figure 6.��: Quantitative comparison of PLV with different mass �ow rates at aSOI =
0.64ms. Blue line: 0% MFR, red line: 50% MFR, and black line: 100% MFR.

Figure 6.11 further presents the PLV images at aSOI = 0.64ms. It reveals that the
examination can be biased by merely using the axisymmetric index (FU). As the mass flow
rate increases, the left-wing plume undergoes the most significant distortion, resulting
in a reduction in the left spray angle (UL). By contrast, the right-wing plume remains
intact with mass flow rates, except for the minor distortion on the upstream right-wing
plume. The behavior of the central plume closely resembles that of the right-wing plume;
it shifts towards the right as the mass flow rate increases. Despite the presence of the
spray-flow interaction, it does not affect the plume penetration. The greatest penetration
is located at the left- and right-hand side plumes. This explains the consistency of the
plume penetration with different MFRs, as shown in Figure 6.7.

All the evidence indicates that the intake flow, especially the intake jet, plays a crucial
role in the local spray-flow interaction. Based on the current observation, the spray plumes
from each injector hole do not behave symmetrically with varying MFRs. Questions arise
from this observation as to whether the spray plume from each injector hole behaves
homogeneously and whether the evaporation due to convection also contributes to the
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phenomenon. To address these questions, Figure 6.12 (a) provides the index of each
injector hole, offering more constructive information for further analysis. Figure 6.12 (b)
demonstrates the evaporation effect of each injector hole, represented by the evaporation
ratio calculated as the normalized vapor mass compared to the no-flow case, facilitating
direct comparisons.

Compared to the no-flow case, the vapor mass increases by at most 9.5% and 4.3% in the
case of 100% and 50%mass flow rates, respectively. Interestingly, most of the evaporation
occurs primarily close to the right-hand side, where the intake jet resides, except Plume
1, which is far from the intake jet. On the other hand, the vapor mass of Plumes 4 and
6 on the left-hand side increases slightly by approximately 1% to 2%, compared to the
no-flow case. Notably, Plume 5, which is expected to have minimum evaporation due to
its location, exhibits the highest evaporation contribution. The heterogeneous behavior
among the plumes cannot be attributed to convective evaporation alone. This merits a
more in-depth investigation of each plume’s penetration length.

(a) Index of each
injector hole

(b) Evaporation ratio (c) Penetration ratio

Figure 6.��: Examination of how the evaporation and penetration ratios affect each spray
plume

Figure 6.12 (c) compares the penetration length of each plume. The penetration
ratio, similarly to the evaporation ratio, is normalized by the no-flow case. Due to the
disturbance of the intake flow, almost all plumes exhibit reduced penetration compared
to the no-flow case. Plumes 4 and 6 experience decreased penetration, albeit with minor
influence from the intake jet. Notably, Plume 1 demonstrates increased penetration as
the mass flow rate increases, while Plume 5 encounters the most significant disturbance.
Plumes 3 and 7, dwelling in the center, have penetration that is a mere 4% and 2% less
in the case of 100% and 50% mass flow rates, respectively. Although Plume 5 undergoes
a strong reduction in the penetration length in the case of 100% MFR, the rest of the
plumes exhibit no more than a 5% difference compared with the no-flow case. This
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finding aligns with the results in Figure 6.7, where the penetration length appears to be
relatively independent of the mass flow rate. However, attention should be devoted to
Plumes 1 and 5, as both reside in the central tumble plane and display the most disparate
behaviors.

Figure 6.��: Evolution of Plume � (left) and � (right) at the central tumble plane in the
case of 100% MFR. Note: the arrows show the plane velocity vector

The temporal evolution of Plumes 1 and 5 in the case of 100% MFR is shown in Figure
6.13. The arrows in the figure represent the velocity vector in the plane, while the colored
contour indicates the liquid volume fraction of droplets, referred to as ‘‘voildFraction’’ in
OpenFOAM. This liquid volume fraction is derived from each Lagrangian particle based
on the number of droplets within it and their size.
The intake jet convergence region, denoted as B in Figure 5.4, is in the trajectory of

Plume 5. Inevitably, Plume 5 must travel through this region throughout the whole injec-
tion. Consequently, as soon as Plume 5 reaches the convergence region, the disturbance
occurs, causing the further breakup of spray and the dispersion and shifting of droplets
towards the right. At aSOI = 0.8ms, there are noticeable weak liquid volume signals of
Plume 5, marked as C in Figure 6.13.
By contrast, Plume 1 follows the trend of the tumble vortex, labeled A in Figure 5.4.

This vortex does not cause either counterflow or significant disturbance; instead, it propels
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Plume 1 further downstream. This explains why the highest and lowest penetration lengths
occur at the same plane and clarifies why Plume 5 exhibits the highest evaporation among
the plumes.

Figure 6.��: Evolution of Plume � (left) and 8 (right) at the cross-section plane in the case
of 100% MFR. Note: the arrows show the plane velocity vector

Figure 6.14 focuses on the evolution of Plume 4 and Plume 8. In the previous discus-
sion, it was mentioned that Plume 4 and Plume 6 exhibit the lowest evaporation and
independent penetration with respect to the mass flow rate. Both of these plumes are
located symmetrically to the central tumble plane and in proximity to the intake valves.
On the other hand, Plume 2 and Plume 8, which are axisymmetric to the injector center,
behave differently.
The evolution of Plume 8 shows that its structure remains intact until aSOI = 0.4ms.

However, at that point, Plume 8 encounters an intake-flow-induced vortex downstream,
labeled D in Figure 6.14. This vortex causes additional breakups even though the spray
is able to penetrate further. By contrast, the evolution of Plume 4 is different from that
of Plume 8. Spray-wall interaction can be observed at aSOI = 0.2ms, marked as E in
Figure 6.14. Plume 4 hits the intake valve, and it causes the deformation of the spray
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structure downstream. This deformation remains and can be observed at aSOI = 0.4 and
0.6ms below the intake valve. However, spray-wall interaction does not affect the spray
propagation, causing either strong breakup or dissipation. Nevertheless, together with
the intake flow, it causes liquid droplets to dissipate toward the right.
As shown in Figure 6.13 and 6.14, a clear explanation can be found for why all the

plumes behave distinctively and how the spray plume is deformed with mass flow rate
due to the plumes’ local flow. Throughout the injection, the spray does not penetrate
long enough to hit the liner wall. However, spray-wall interaction occurs in Plumes 4 and
6 on the intake valves. In the real engine configuration, this can lead to soot formation as
the fuel film develops and accumulates over multiple engine cycles.
Figure 6.15 provides a comparison of the deposited fuel film thickness on the intake

valves at aSOI = 0.8ms. At the end of the injection, the averaged thickness of the fuel
film ranges from 2 to 5µm in each case. Convection plays a role in enhancing evaporation
and reducing the size and thickness of the fuel film. As the mass flow rate increases, the
size and thickness of the fuel film decrease. Despite the symmetrical geometry of the
intake valves and injector holes, the fuel film on the two valves takes on shapes that differ,
although only by a minor amount, when the mass flow rates are varied. This phenomenon
might be due to the variation of different plumes, and deviations in the statistical data
over 25 cycles.

(a) 0% MFR (b) 50% MFR (c) 100% MFR

Figure 6.��: Fuel �lm deposits on the intake valves at aSOI = 0.8ms

To quantitatively analyze the effect of convection on fuel film evaporation. Figure
6.16 compares the mass ratios of the fuel film. The mass ratio is normalized by the total
injected mass (10 mg). The fuel film deposition reaches a steady state roughly after
the injection is complete at aSOI = 0.78ms for all cases. In no-flow cases, the overall
deposited mass is 0.9% of the overall injected mass, whereas it makes up merely 0.6% and
0.4% in the case of 50% and 100% mass flow rates, respectively. Spray-wall interaction
starts to take place at aSOI = 0.15ms.
The convective evaporation effect can be observed from the beginning of spray-wall
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interaction; during the early stage of the injection, fuel mass deposits exhibit a similar
trend as the mass flow rate increases. This trend starts to deviate after aSOI = 0.4ms;
logically, less fuel accumulates on the valves in the 100% mass flow rate case.

Figure 6.16 suggests that increasing the mass flow rate effectively reduces the fuel film
deposition. As mentioned previously, the 100% mass flow rate case is meant to simulate
the motored engine at 800 rpm, which is a relatively low speed compared to real engine
operating conditions. Furthermore, in this study, the spray injection pressure is set up
as 200 bar. By increasing the injection pressure to 350 bar, which is the trend of GDI
engines, the overall momentum of the spray and its transport increase, resulting in high
evaporation and less fuel film deposits. Therefore, in real engines, the overall deposited
mass may even be less than 0.4% of the total injected mass.

Figure 6.�6: Time evolution of the fuel �lm mass ratio

In comparison to a constant-volume chamber with quiescent conditions, the evaporation
of GDI spray within an engine flow bench is caused not only by the ambient temperature,
pressure, and spray-induced turbulence but also by the in-cylinder flow producing spray-
flow interaction.

6.� Turbulence kinetic energy and spray

Spray-flow interaction in real engine applications has been extensively investigated and
studied, in terms not only of spray formation but also of its impact on the global turbulence
kinetic energy at the central tumble plane [25, 57]. Under the late-injection condition
during the compression phase, in-cylinder flow is highly susceptible to the spray; the
structure of the tumble flow can hardly preserve, and it is replaced by the counter-
rotational flow due to spray-induced air entrainment [42, 57]. On the other hand, under
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the early-injection condition, the in-cylinder flow pattern remains intact and has less
influence from the spray as massive airflow travels through the intake ports toward the
cylinder [25, 57]. In this case, the global turbulence kinetic energy resembles that of a
motored engine without the presence of spray.
This section follows the research concepts mentioned above and aims to investigate

the changes in the global turbulence kinetic energy during the injection process under
different mass flow rates. The turbulence kinetic energy (TKE) is obtained by means
of phased-averaged velocity fluctuation (D0

8
), which is in line with the definition of LES

stating that the filtered velocity comprises the time-averaged velocity and filtered velocity
fluctuation. This is written as:

eD8 = D8 + e
D

0
8

(6.3)

To ensure that the comparison with experimental data is consistent, the turbulence
kinetic energy (TKE) is presented as a two-dimensional quantity and can be calculated
using the following formula:

TKE =
1
2
(D0
G
D

0
G
+ D0

H
D

0
H
) (6.4)

where D0
G
and D0

H
represent the velocity fluctuations in the x and y directions, respectively.

Figure 6.17 shows an investigation of the global turbulence kinetic energy at the central
tumble plane under different mass flow rates. The global turbulence kinetic energy
represents the averaged TKE of the central tumble plane. To ensure that the intake flow is
stable and minimize perturbations, the distance between the optical mirror and flow exit
in the engine flow bench is extended up to 255mm below the cylinder head, compared to
the motored engine with its displacement of 86mm, as shown in Figures 5.1 and 5.2. The
domain of the central tumble plane examined is set to 50mm below the cylinder head,
providing a reasonable and consistent setup comparable to a motored engine, as shown
in Figure 4 of a study by Welch et al. [24].
The global turbulence kinetic energy exhibits various initial values (aSOI = 0ms) de-

pending on the mass flow rate. However, during the injection, the maximum value of the
global turbulence kinetic energy decreases as the mass flow rates increase. This obser-
vation indicates that even though the spray contributes to the global turbulence kinetic
energy, the spray is disrupted by the in-cylinder flow, leading to the spray’s dissipation.
All three cases reach their peak turbulence kinetic energy values at approximately aSOI =
0.6ms; thereupon, they start to decay after the injection ends (aSOI = 0.78ms) toward
their initial value before the injection. This behavior aligns well with the findings from
motored engine cases under early-injection conditions [25]. During the injection, the
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(a) Evolution of the time-averaged global
turbulence kinetic energy

(b) Evolution of the time-averaged
global turbulence kinetic energy

ratio

Figure 6.��: Comparison of the time-average global turbulence kinetic energy at the
central tumble plane during the injection. Note: the TKE ratio is normalized
by the global TKE before injection with different mass �ow rates.

high-speed spray-air-entrainment flow contributes to an increase in turbulence. However,
as the injection comes to an end, the turbulence gradually dissipates.

Figure 6.17 (b) provides a ratio that normalizes the global turbulence kinetic energy by
its initial value before the injection. The 50% mass flow case shows an escalation of the
global turbulence kinetic energy up to 7 times its value before the injection, while the
100% mass flow rate case exhibits a threefold enhancement. This suggests that increasing
the mass flow rate intensifies the disturbance of the spray formation and potentially
improves the air-fuel mixture.

6.� Conclusion

Extending the research from a constant-volume chamber toward an engine flow bench
provides further insights into real engine applications under early-injection conditions.
This study offers a more comprehensive characterization of the spray-flow interaction
on each spray plume. Furthermore, spray-wall interaction and fuel film deposits with
different MFRs are also discussed. Several findings are summarized as follows:

• The spray-flow interaction becomes more intensive as mass flow rates increase.
Due to the influence of the intake flow, spray plumes are shifted rightward toward
the exhaust ports. These findings are consistent in both the experiments and the
simulations.
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• The deformation of spray plumes can be misleading if one solely relies on global
quantities, such as the penetration length, spray angle, and axisymmetric factor.
Spray plumes behave heterogeneously associated with their local characteristic flows.
The turbulence in the jet convergence region in the central tumble plane effectively
disrupts Plume 5, leading to significant spray deformation and evaporation.

• By investigating the heterogeneous behavior of all spray plumes, spray plumes
oriented along the intake flow jet exhibit higher penetration and lower evaporation,
whereas those not oriented along the intake jet stream exhibit higher evaporation
and reduced penetration. This confirms the influence of the air entrainment induced
by the intake flow affects evaporation and penetration length.

• Wall wetting is observed on the intake valves in this study; however, it does not
affect spray formation despite the distortion of the spray plumes (Plumes 4 and
6) after the occurrence. Convective evaporation effectively reduces the fuel film,
cutting the residual mass of the fuel film by up to 50% compared to the no-flow
case when the mass flow rate is 100%.

• Under early-injection conditions, the global turbulence kinetic energy eventually
returns to its original values after the injection, although a ramp-up of its values
during the injection can be observed due to the spray-air-entrainment-induced
turbulence. This phenomenon agrees well with experimental research based on
motored engines under early-injection conditions. Evidence of the spray-flow inter-
action indicates that the higher the mass flow rate, the less the global turbulence
kinetic energy ramps up during injection.
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� Conclusion and outlook

With the ever-increasing computational resources for numerical simulations and the press-
ing need to regulate zero-carbon emissions, the development of a suite of high-fidelity
models for GDI spray becomes imperative. This dissertation contributes to this challenge,
encompassing the formulation of robust Lagrangian frameworks and an exhaustive inves-
tigation of the salient physics intrinsic to a spectrum of operational states, extending from
early- to late-injection conditions. These models have been extensively validated, not
only within a constant-volume chamber but also in a GDI engine flow bench, ensuring
their reliability and accuracy.

The conceptual foundation of these models is rooted in a DNS inner-nozzle study [4],
which suggests that the liquid spray experiences complete atomization in the vicinity of
the injector hole. As a consequence, the deformation and secondary breakup of liquid
droplets dominate the entire spray evolution. Through thorough validation against
experimental data, encompassing both liquid and vapor phases obtained by DBI and
Schlieren measurements, respectively, the efficacy of the models has been established.

A noteworthy aspect of this research lies in the investigation of different droplet distri-
bution models. While the blob method, assuming ejected droplet size to be equivalent
to the injector diameter, can accurately capture global properties like liquid penetration
length, it tends to cause delayed evaporation and breakup, leading to an unphysical
sharp plume tip downstream. To strive towards a future of synthesized fuel-blended
gasoline, the models have been extended to handle multi-component fuels. The successful
simulation of a three-component gasoline surrogate (E00) [110] demonstrates the models’
capability to reproduce not only the overall spray plume characteristics but also the spatial
distribution of high- and low-volatile fuels.
Furthermore, the research extends further toward the intricate spray-wall interaction

within a constant-volume chamber under simulated cold start conditions. The simulation
replicates characteristic flows, such as wall jets and wall jet vortices, induced by this
interaction. Moreover, the phenomenon of spray cooling, resulting from air-entrainment-
induced evaporation, is accurately reproduced, with simulated temperatures closely
aligned with 0-D analytical results [63]. Due to the constant temperature boundary
condition, the heat transfer from the wall is overpredicted. Nevertheless, the simulation
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successfully matches the experimental aggregate data concerning wall film thickness.
To comprehensively examine spray-wall-flow interaction within a GDI engine, it is

imperative to understand the in-cylinder flow during the intake phase. To this end, a scale-
resolved LES approach is employed to investigate free-stream and near-wall turbulence
within an engine flow bench, simplifying the inherent complexity of the engine flow and
focusing on the intake flow. The simulated in-cylinder large-scale motion and turbulence
structure aligns well with reference experimental PIV data. The turbulence anisotropy
analysis reveals a strong orientation toward axisymmetric expansion and contraction,
corresponding to vortex compression and stretching, respectively. This is attributed to
the specific topological pattern of the engine flow, characterized by the tumble vortex
and the intake overflow jet.

Moreover, the near-wall budget analysis facilitates investigating near-wall non-equilibrium
effects, with a particular focus on the intake valve and liner wall region. The intake flow
with a high Re number induces a substantial pressure gradient, and the non-equilibrium
effects are found to vary across different regions. The effects of the pressure gradient are
found to be significant. This suggests that the classical wall function modeling approach
based on the classical zero pressure gradient boundary layer may no longer be valid in
ICE applications.

Ultimately, the culmination of the acquired knowledge is applied to the assessment of
the spray-wall-flow interaction in an engine flow bench under various MFRs. As MFRs
increase, the spray-flow interaction intensifies, and the heterogeneous behavior of all
spray plumes becomes apparent. Plumes oriented along the intake flow jet exhibit higher
penetration and lower evaporation, while those not aligned with the intake jet stream
exhibit increased evaporation and reduced penetration. This observation confirms the
significant impact of air entrainment induced by the intake flow on both evaporation
and penetration length. Additionally, wall wetting is observed on the intake valves, and
convective evaporation effectively reduces the fuel film, cutting its residual mass by up to
50% compared to the no-flow case when the mass flow rate is 100%. Under early-injection
conditions, although the global turbulence kinetic energy experiences a transient increase
during the injection, it eventually returns to its original values.

In conclusion, the work presented in this thesis represents a substantial advancement in
the field of GDI spray modeling. The developed suite of Lagrangian models, rooted in DNS
insights, showcases great accuracy and reliability in reproducing complex spray dynamics
under various conditions. Extending the models to handle multi-component fuels and
exploring spray-wall interactions within an engine flow bench provides valuable insights
into critical phenomena that impact the efficiency and emissions of GDI engines. The
findings contribute significantly to the ongoing efforts to achieve more environmentally
friendly and sustainable transportation solutions.
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�.� Future work

The future work derived from this research aims to address the complexities and challenges
posed by real ICE applications, with a particular focus on e-fuels and synthesized fuel-
blended gasoline. To further enhance the suite of Lagrangian models and spray-wall
interaction strategy, the following steps will be taken:

1. Conjugate Heat Transfer Model (CHT) Implementation:

• Introduce a conjugate heat transfer model (CHT) to establish a coupling be-
tween the fuel film and the solid wall, addressing the fact that real wall
boundaries do not maintain a constant temperature.

• This addition will enable a more accurate representation of heat transfer
processes, which play a crucial role in the interaction between the fuel spray
and engine components.

2. Multi-Component Fuel Simulation:

• Develop a comprehensive framework capable of accurately simulating multi-
component fuels, including e-fuels (such as methanol and hydrogen) and
synthesized fuel-blended gasoline (e.g., E10 and E85).

• Address the challenges associated with solving heat and mass transfer accu-
rately for each fuel, accounting for their unique characteristics, such as density,
diffusivity, and volatility.

3. Incorporation of Real or Synthesized Fuel-Blended Gasoline:

• Recognize that conventional gasoline surrogate (pure iso-octane) may not
fully capture the characteristics of real or synthesized fuel-blended gasoline,
especially when dealing with highly volatile fuels like e-fuels and blended ones
with higher volatility. [43, 44, 112]

• Account for the effects of boiling and flash boiling regimes, where liquid
droplets undergo intense evaporation not only from the surface but also from
within. Consider the potential influence of bubble-induced breakup on spray
dynamics.
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