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Abstract
The increasing beam power of next-generation particle accelerator facilities demands specific functional materials
that can withstand extreme operation conditions, especially when interacting directly with the beam. These condi-
tions include large thermal loads and mechanical stresses that are induced by high-intensity/high-power particle
beams, which also induce radiation damage. In comparison to electron and proton accelerators, radiation damage
is a particularly severe issue at heavy ion accelerators like the Facility for Antiproton and Ion Research (FAIR) under
construction in Darmstadt. Carbon-based materials are commonly used in accelerator components. Graphite, for
example, is employed in beam-intercepting devices like beam dumps and secondary particle production targets,
while diamond is the active material in high-performance particle detectors. Both graphite and diamond are char-
acterized by their large robustness towards radiation damage due to lower stopping power and lower activation in
high-dose environments in comparison to metals. While structural radiation damage has been extensively studied
in graphite and diamond, this thesis thus focuses (i) on the potential application of diamond-based composites for
high-intensity heavy ion luminescence screens and (ii) on the effects of high-power single beam pulses on graphitic
materials.

Diamond-based metal matrix composites, containing type Ib diamond powder, bulk monocrystalline type Ib and
type IIa diamonds were irradiated with different swift heavy ions at the UNILAC accelerator of the GSI Helmholtz
Centre for Heavy Ion Research, Darmstadt. On-line ionoluminescence spectroscopy was combined with in-situ
UV/vis and infrared absorption spectroscopy to characterize the radiation-induced evolution of intrinsic and ex-
trinsic defects within the diamond lattice. Radiation damage effects along the ion range were investigated with
depth-resolved Raman and photoluminescence spectroscopy.

The ionoluminescence signal of diamond-based composite and type Ib diamond degraded rapidly under irradiation
with swift heavy ions. UV/vis absorption spectroscopy showed no clear difference in the evolution of radiation-
induced defects between type Ib and type IIa diamonds with increasing radiation fluence. While optical microscopy
indicated severe loss of transmission in irradiated diamonds, significant increase of absorption occurred only at the
highest ion fluences and is thus not contributing to the degradation of the ionoluminescence signal. Photolumi-
nescence measurements along the ion trajectory reveal that color centers are produced predominantly in regions
of high electronic energy loss. All color centers exhibit a non-linear trend with increasing radiation fluence that is
attributed to a radiation-induced vacancy density threshold. In summary, the irradiation experiments performed
on various diamond samples within this thesis indicate that diamond-based metal matrix composites have major
drawbacks as a luminescence screen for high-intensity heavy ion beams.

To investigate the effects of high-power beam pulses, various graphitic materials were exposed to 440 GeV/c proton
beams in a dedicated experiment at the High-Radiation to Materials (HiRadMat) facility at CERN. Such beams
produce high local energy densities of a few kJ cm−3, which induce a dynamic response that is akin to a mechanical
shock, which was monitored on-line via laser Doppler vibrometry.

Different polycrystalline graphite grades displayed a correlation between the mesostructure and damping of the
beam-induced dynamic response. Smaller particle sizes and the absence of a binder phase decrease the damping
of elastic pressure waves. Thermo-mechanical finite element simulations of the dynamic response of SGL R6650
polycrystalline graphite indicated a fully elastic material response up to the maximum beam intensity. Hence, these
results demonstrate that this graphite grade can be safely used in the Superconducting Fragment Separator (Super-
FRS) target at FAIR. A set of composite samples, that comprised tantalum cores embedded in different graphite
shells, were used to create beam-induced stresses to potentially invoke failure in the graphite. The maximum
surface velocity of the samples exhibited a non-linear trend with increasing beam-induced energy density within
the tantalum cores, indicative of the onset of (local) failure within the graphite shells. The dynamic response
of high-strength carbon-fiber reinforced graphite grades degraded more rapidly in comparison to lower strength
material grades such as polycrystalline graphite or even low-density graphite foam. The broad overview of the
beam-induced dynamic behavior presented within this thesis provides experimental validation of graphite grades
for potential use in the FAIR accelerators and is a basis for the development of advanced material models for
thermo-mechanical simulations of (anisotropic) graphite materials.
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Zusammenfassung
Die stetig steigende Strahleistung moderner Teilchenbeschleuniger erfordert funktionale Materialien die unter ex-
tremsten Betriebsbedingungen standhalten, insbesonders bei der direkten Interaktion mit Partikelstrahlen. Dabei
umfassen diese Bedingungen sowohl große thermische Lasten, mechanischen und thermischen Stress als auch
Strahlenschäden, die allesamt durch intensive Hochleistungsstrahlen erzeugt werden. Im Vergleich zu Proto-
nenbeschleuniger sind Strahlenschäden eine besonders große Herausforderung für Schwerionenbeschleuniger
wie der Facility for Antiproton and Ion Research (FAIR) in Darmstadt. In verschiedensten Beschleunigerkompo-
nenten finden sich dabei häufig kohlenstoffbasierte Materialien. Graphit wird z.B. in Beam Dumps oder Produk-
tionstargets für Sekundärteilchenstrahlen verwendet, während in Teilchendetektoren Diamant als aktives Material
eingesetzt wird. Graphit als auch Diamant besitzen aufgrund ihres niedrigen Bremsvermögen eine hohe Strahlen-
härte gegenüber teilcheninduzierten Defekten, welche bereits umfangreich in beiden Materialien untersucht wurde.
Ebenfalls von Vorteil in Hochdosisumgebungen ist der niedrige Aktivierungsquerschnitt von Graphit und Diamant
im Vergleich zu Metallwerkstoffen. Diese Arbeit fokussiert sich zum einen auf die dynamischen Effekte hochinten-
siver Strahlpulse in Graphitwerkstoffen und zum anderen mit der möglichen Nutzung von Diamanten als Lumi-
neszenschirm zur Strahldiagnose hochintensiver Schwerionenstrahlen.

Diamantbasierte Metal Matrix Komposite, produziert aus Typ Ib Diamantpulver, monokristalline Typ Ib und Typ
IIa Diamanten wurden mit verschiedenen Schwerionen am UNILAC Beschleuniger des GSI Helmholtzzentrum für
Schwerionenforschung in Darmstadt bestrahlt. Dabei wurde on-line Ionolumineszenz Spektroskopie mit in-situ
UV/vis und Infrarot Absorptionsspektroskopie kombiniert, um die strahleninduzierte Änderung intrinsischer und
extrinsischer Defekte im Diamantgitter zu charakterisieren. Strahleneffekte entlang der Eindringtiefe der Ionen
wurden mit tiefenaufgelöster Raman und Photolumineszenz-Spektroskopie untersucht.

Das Ionolumineszenzsignal von diamantbasierten Kompositen und Typ Ib Diamanten nimmt während der Be-
strahlung mit Schwerionen bereits bei niedrigen Ionenfluenzen rapide ab. Die strahlinduzierten Entwicklung
von Defekten, die mit UV/vis Absorptionsspektroskopie untersucht wurden, ist nur geringfügig unterschiedlichen
zwischen Typ Ib und Typ IIa Diamanten. Optische Mikroskopie von bestrahlten Diamanten zeigt deren strahlin-
duzierte Verfärbung, welche mit einem Transmissionsverlust einhergeht. Ein signifikanter Anstieg der Absorption
wurde jedoch erst bei höchsten Fluenzen observiert, der daher nicht signifikant zur Abnahme der Ionolumineszenz
beiträgt. Tiefenaufgelöste Photolumineszenzspektren zeigen, dass Farbzentren überwiegend in Bereichen von ho-
hem elektronischen Energieverlusts erzeugt werden. Dabei besitzen alle untersuchten Farbzentren einen nichtlin-
earen Trend mit steigender Ionenfluenz, der durch einen Grenzwert strahlinduzierter Vakanzen erklärt wird. Die
auf verschiedenen Diamantproben durchgeführten Bestrahlungsexperimente dieser Thesis weisen darauf hin, dass
diamantbasierte Metal Matrix Komposite große Nachteile als Lumineszenschirme für hochintensive Schwerionen-
strahlen besitzen.

Um die Effekte einzelner Hochleistungsstrahlpule zu untersuchen wurden verschiedene Graphitwerkstoffe in einem
dediziertem Experiment an der High-Radiation to Material Facility (HiRadMat) am CERN mit 440 GeV/c Protonen-
strahlen bestrahlt. Die dabei erzeugten Energiedichten im Bereich mehrer kJ cm−3 führen zu einer dynamischen
Reaktion der bestrahlten Proben, die mit einem mechanischen Schock vergleichbar ist, und durch Laser Doppler
Vibrometer on-line überwacht wurde.

Eine Korrelation zwischen Mesostruktur und Dämpfung der strahlinduzierten dynamischen Reaktion wurde in ver-
schiedenen polykristallinen Graphiten observiert. Elastische Druckwellen werden von Materialien mit kleinerer
Partikelgrößen weniger gedämpft, während eine zusätzliche Binderphase die Dämpfung erhöht. Thermomech-
anische Finite-Elemente-Simulationen von polykristallinem Graphit SGL R6650 zeigen eine elastische Material-
reaktion bis hin zur maximalen Strahlintensität im Experiment. Diese Ergebnisse weisen darauf hin, dass dieser
Graphitwerkstoff daher sicher im Produktionstarget des Superconducting Fragment Separator (Super-FRS) von
FAIR benutzt werden kann. Kompositproben, bestehend aus verschiedenen Graphithüllen mit eingepressten Tanta-
lkernen, wurden benutzt um strahlinduzierte Spannungen zu erzeugen, die möglicherweise zum Versagen der
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Graphithülle führen. Die maximale Oberflächengeschwindigkeit dieser Proben zeigt eine nichtlineare Entwick-
lung mit steigender strahlinduzierter Energiedichte im Tantalkern, was auf das Einsetzen von (lokalem) Ver-
sagen der Graphithüllen zurückgeführt wird. Die dynamische Reaktion von hochfesten carbonfaserverstärktem
Graphiten degradiert schneller im Vergleich zu weniger festen Materialien wie polykristallinem Graphit oder sogar
niederdichtem Graphitschaum. Diese Arbeit zeigt eine breite Übersicht an Graphitwerkstoffen und deren strahlin-
duzierter dynamischer Reaktion und ist eine erste experimentelle Validation dieser Werkstoffe für eine mögliche
Anwendung in der Beschleunigeranlage von FAIR und ist zum anderen eine Basis für die Entwicklung komplexer
Materialmodelle für thermomechanische Simulationen von (anisotropen) Graphitmaterialien bei der Bestrahlung
mit Hochleistungspulsen.
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1 Motivation
Next-generation facilities like the Facility for Antiproton and Ion Research (FAIR) are continuously pushing the
limit of beam energy and intensity beyond the current state of the art. FAIR, which is presently under construction
at the GSI Helmholtz Centre for Heavy Ion Research, will push the intensity limit for relativistic heavy ion beams
by orders of magnitude. In combination with the continuous effort to reduce the length of particle pulses, FAIR -
or modern particle accelerators like the Large Hadron Collider (LHC) at CERN - reach beam powers up to the TW
level.

Beam-intercepting devices, accelerators components that are directly interacting with beams, are therefore oper-
ating under very harsh conditions. Energy will be deposited by interaction with the beam in the component. Such
processes can induce radiation damage, which leads to the degradation of thermal transport or mechanical ma-
terial properties. This is especially compounded in heavy ion machines like FAIR, as higher particle mass leads to
both increased energy deposition per unit length and increased radiation damage in comparison to lighter ions
or hadrons at equal energies. Depending on the volume the energy is deposited in, which is determined by the
transverse beam size and penetration depth of the particles, and timescales, which can be as small as a few tens of
nanoseconds at modern pulsed facilities like FAIR, rapid increase of the temperature in the interaction volume can
induce thermal stresses, that will propagate as (elastic) stress waves through the material.

In this context, graphite is one of the most commonly used material in beam-intercepting devices as well as fission
and fusion applications [1–3]. The energy deposition of charged particles scales with the atomic number Z of the
(target) material which is much smaller for graphite in comparison to most engineering metals [4]. High-purity
graphite is also favorable in terms of radiation protection due to its low nuclear reaction cross section and the small
decay time of the produced radioisotopes during interaction with high-energy particle radiation [5]. Moreover, its
high thermal conductivity allows efficient heat transfer away from the volume interacting with the beam [6].
Graphite also has excellent thermal shock resistance due to its high specific heat, small coefficient of thermal
expansion and small Young’s modulus which make it well-suited for pulsed operation conditions [1, 7]. Albeit,
graphite cannot accommodate plastic deformation as well as metals due to its brittleness [8, 9]. Another important
aspect for accelerator operation is compatibility with ultra-high vacuum and service temperatures in vacuum in
excess of thousands of Kelvins.

But graphite is not the only carbon allotrope that is commonly found in accelerator components. Diamond has
emerged as a state of the art material for particle detectors since advances in chemical vapor deposition (CVD) pro-
cesses have increased the availability of large volume, high purity samples [10]. Diamond-based particle detectors
will be used in several FAIR experiments, e.g., R3B at the Super-FRS or Compressed Baryonic Matter (CBM) exper-
iment and is already in use at the High Acceptance Di-Electron Spectrometer (HADES) experiment at GSI [11, 12].
In comparison to silicon, diamond has a high charge collection efficiency and small signal rise time, which make it
an ideal detector material for time of flight or fast beam loss measurements [13, 14].

Due to their different lattice structure, diamond and graphite have diametrically opposed material properties.
Graphite consists of sp2-hybridized carbon atoms in threefold planar coordination while diamond consists of
sp3-hybridized carbon atoms in fourfold tetrahedral coordination. Thus, graphite is opaque while diamond is
transparent, graphite is an electrical conductor while diamond is an insulator, graphite is soft and diamond is
hard, graphite is orthotropic while diamond is isotropic. Nonetheless, diamond and graphite share common prop-
erties. Due to the strong covalent bonds in either hybridizations, thermal conductivity is largely phonon-dominated
in both materials, which makes diamond the insulator with the highest thermal conductivity, . Considering the low
atomic number of carbon, the strong bonds also lead to large displacement energies which make both graphite and
diamond more radiation-hard towards elastic nuclear collisions in comparison to metals lighter than copper [15].
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Figure 1.1.: Layout of the existing GSI (blue) and FAIR (red) accelerator facilities. High-power rare-isotope (RIB) and
antiproton (p-bar) targets that will be exposed to high-power beam conditions are indicated. Swift
heavy ion irradiation experiments presented in this work were performed at the M-branch. APPA cave
will host new materials research beamline for relativistic heavy ion beams from the future SIS100 accel-
erator.

This thesis will focus on two very different applications of carbon: (i) diamond as radiation-hard luminescence
screen and (ii) graphite as material for beam-intercepting devices.

(i) Few studies reported luminescence of diamond under charged particle irradiation [16–22]. Since swift heavy
ion irradiation is not leading to ion track formation in diamonds [23], diamond-metal composite [24] is a po-
tential candidate for luminescence screen beam diagnostics of high-intensity swift heavy ion beams. The current-
generation of chromium-doped alumina luminescence screens are already at their limit with the beam intensities
available at the existing GSI facilities [25].

(ii) Swift heavy ion-induced modification of thermal, electrical, mechanical and structural properties has been
extensively characterized for graphite [6, 26–28]. Few graphite material grades were already tested in high-power
beam impact experiments to study beam-induced thermal shocks [29, 30]. Beam impacts are highly non-linear
events, that are characterized by strain rates of the order of a few hundred per second and (quasi-)instantaneous
heating that induces peak temperatures beyond thousand Kelvin in a few microseconds. Hence, the description of
such events relies heavily on finite element simulations that require precise knowledge of material properties [31].
But, the material properties of graphite – or more generally speaking graphitic materials – are heavily dependent
on the specific production parameters which influence nearly all thermo-mechanical properties. Graphite grades
are characterized by varying density and porosity, degree of graphitization and degree of anisotropy. For example,
graphite grades relevant for this work have densities between ∼25 % to ∼100 % relative to the ideal density of
graphite.

4 1. Motivation



One aim of this thesis is to study the evolution of ion-induced luminescence in diamonds with increasing swift heavy
ion irradiation. This is complemented by various spectroscopic measurements to identify ion-induced structural
modifications. The overall goal is to quantify the light yield and especially its robustness towards ion irradiation to
qualify different diamond grades as a material for beam diagnostic luminescence screens at FAIR and identify the
defects involved in the luminescence.

The second aim is to study the influence of mesoscopic material properties like density, porosity and degree of
graphitization and/or anisotropy towards the dynamic response during high power proton beam impacts. Studied
materials include polycrystalline graphite grades that are relevant for the Super-FRS production targets and beam
dumps at FAIR in addition to various other graphitic materials used in the accelerator complex at CERN.

This work is organized in three parts. The first part introduces the basic principles of ion-matter interaction and de-
scribes the general properties of graphite and diamond. Part two reports on the characterization of diamonds both
during and after irradiation with swift heavy ion beams. These include on-line ionoluminescence measurements
excited by 4.8 MeV/n swift heavy ion beams, in-situ UV/vis & infrared absorption and post-irradiation photolu-
minescence spectroscopy. Together with the theoretical basics, important crystallographic defects in the diamond
lattice are described in detail that are of importance for the discussion of the obtained results. The third part de-
scribes a high-power beam impact experiment on graphite materials with 440 GeV/c proton beams. Ideal material
parameters for beam-intercepting devices in the context of state-of-the-art high intensity, high power accelerator
facilities are reviewed. The dynamic response of materials towards short pulse beam impacts is phenomenologi-
cally introduced and a mathematical model to describe such events is described. The design of an experimental
platform with on-line measurement devices and numerical tools for data analysis are presented. Experimental data
is compared to finite element simulations and used to directly extract mechanical material parameters of isotropic
materials. The damping behavior is quantified and compared between different graphite grades and discussed with
respect to the mesoscopic material structure.
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2 Ion-Matter Interaction

Figure 2.1.: Stopping power of 197Au and protons as a function of specific energy in three different target materials.
Solid lines represent the stopping power due to electronic energy loss (ionizing energy loss). Dashed
lines represent the stopping power due to nuclear energy loss (non-ionizing energy loss). Calculated
using SRIM-2013 [32].

When an accelerated charged particle/ion penetrates matter it loses energy along its path until it comes to rest.
The energy deposition in the (target) material can be described by the average loss of kinetic energy, E, per unit
path length, x , which is simply the linear energy loss dE/dx of the projectile. Energy is lost in the target material
by different processes depending on the energy of the projectile. To compare ions of different atomic mass number
A, the specific energy E/A in units of MeV/n (kinetic energy per nucleon) is customarily used in place of the kinetic
energy. Non-relativistic ions of different mass, but identical specific energy, have the same velocity. Nonetheless,
since all following effects scale linearly with both specific and kinetic energy the following chapter will use the two
terms interchangeably.

At low energies, the projectile interacts with the target nuclei by elastic collisions. This so-called nuclear energy
loss results in a collision cascade and displacement of target atoms. At projectile energies larger than ∼0.1 MeV/n,
energy is lost by inelastic interaction of the projectile with the target electrons. Electronic energy loss results in
the electronic excitation and ionization of the target atoms. The evolution of nuclear and electronic energy loss
for two different projectiles is shown in Figure 2.1, which clearly illustrates the different energy loss regimes as
a function of specific energy. Furthermore, at relativistic ion energies, energy is lost by the production of photons
by bremsstrahlung or Cherenkov radiation. At ion energies above the Coulomb barrier of the target material, the
projectile has enough energy to overcome the electrostatic repulsive force of the target nuclei and can induce
nuclear reactions by strong force interaction. Hence, the total energy loss of a charged particle can be described
as:

dE
dx
=
�

dE
dx

�

nuclear
+
�

dE
dx

�

electronic
+
�

dE
dx

�

radiation
. (2.1)

Since the energy that is lost by the projectile is deposited in the target material, the stopping power S(E) of a target
material is simply1:

S(E) = −
�

dE
dx

�

. (2.2)

1 This thesis will use the terms energy loss, stopping power and deposited energy interchangeably for the energy deposited in the target.
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Radiative losses, which are responsible for the increase in energy loss beyond ∼1000 MeV/n that is observed in
Figure 2.1, are ignored in this section, because the projectiles relevant for this thesis did not exceed energies at
which radiative losses play a dominant role. The following sections introduce nuclear energy loss, electronic energy
loss and qualtitatively discuss the role of nuclear reactions at relativistic energies.

2.1 Nuclear Energy Loss

Nuclear energy loss (non-ionizing energy loss) is the dominating interaction mechanism for the deceleration of the
projectile in the last hundreds of nm of the projectile range. Low energy ion projectiles interact by elastic collision
with the target atoms. If the energy transfer to a target atom is larger than the displacement energy, the target
atom is displaced from its lattice position thereby producing a vacancy/interstitial pair. If the energy transfer is
even larger, the initially displaced atom, the so-called primary knock-on atom, can interact with other target atoms
and induce a collision cascade producing numerous vacancy/interstitial pairs, the so-called secondary knock-on
atoms.

The extent of the collision cascade mainly depends on the energy and mass of the projectile, while the displacement
energy depends on the structure and composition of the target. At energy transfers below the displacement energy,
the energy is transferred into the phonon subsystem and subsequent macroscopic heating of the target material.

2.2 Electronic Energy Loss

For projectile energies in the MeV to GeV range, electronic energy loss (ionizing energy loss) is the dominating
mechanism. Due to the high velocity of the projectile, the interaction time with the target atoms is small. Kinetic
energy of the projectile is transferred to the target electron subsystem, consisting of electrons with considerably
smaller mass and therefore smaller inertia than the target atoms. The maximum energy transfer ∆Emax for the
impact between a heavy charged particle with mass M and kinetic energy E and an orbital electron with mass me
can be approximated by the Rutherford scattering formula [33]:

∆Emax = 4
meM

(me +M)2
E ≈ 4

me

M
E. (2.3)

The collision between a 4.8 MeV/n 197Au projectile and an electron (at rest) will result in a maximum energy
transfer of ∼10 keV to the electron. These so-called δ- or primary-electrons can induce further excitation and
ionization of other target atoms. This leads to an electron cascade with additional secondary electrons.

Due to the small maximum energy transfer in a single collision, the energy loss occurs in many collisions with only
a small transfer of energy over a long distance. The average energy loss per unit length by electronic stopping can
be described by the relativistic Bethe-Bloch formula [34–36]:

−
�

dE
dx

�

electronic
= 4πe4

Z2
p,effZtNt

mev 2
p

�

ln
2mev 2

p

It
− ln(1− β)− β2

�

, (2.4)

where e is the elementary charge, Zp,eff is the effective charge state of the projectile, Zt the atomic number of the
target, Nt the target density, vp the projectile velocity, me the electron mass, It the effective ionization potential of
the target and β the ratio of the projectile velocity and the speed of light, c (β = vp/c).

For heavy ions with large Zp the effective charge state is a function of the projectile velocity. According to Bohr’s
stripping theorem, all projectile electrons with orbital velocities ve smaller than the projectile velocity vp will be
stripped off the projectile in the target resulting in a change of the charge state [37, 38]. The projectile has a
statistical net charge Zp,eff due to electrons being lost by stripping and captured by the attractive force of the
nucleus, that is smaller than the atomic number Zp of the projectile. The relation between projectile velocity and
effective charge state of the projectile is described by Bohr’s stripping theorem [39]:

Zp,eff = Zp

�

1− exp
�

−
vp

v0
Z
− 2

3
p

��

, (2.5)

8 2. Ion-Matter Interaction



where Zp is the atomic number of the projectile and v0 the Bohr velocity (v0 = 2πe/h with h being Planck’s
constant).

After the projectile has entered a target, it is decelerated and, for initial projectile energies below ∼1000 MeV/n,
the energy loss increases with the inverse projectile energy 1/E until a maximum of electronic energy loss, the
so-called Bragg peak, is reached. For the heavy ion projectiles used in this thesis, the Bragg peak is at a specific
energy between 3 and 5 MeV/n. For protons the Bragg peak is at about 0.1 MeV. For smaller projectile energies
and further deceleration of the projectile the electronic energy loss decreases with the square root of the projectile
energy

p
E as described by the Lindhard-Scharff-Schiøtt (LSS) theory [40].

2.3 Absorbed Dose

To compare the absolute effect of irradiation with different charged particles, the total deposited energy has to
be considered which is a product of both the number of ion projectiles impinging on the target per unit area, the
fluence Φ, and energy loss of the ion projectiles. Since ions of different mass have different stopping powers at
equal momentum (or equal stopping power at different momenta) a more useful metric is the absorbed dose. The
absorbed dose, with its SI unit gray Gy, refers to the energy deposited by (ionizing) radiation per unit mass of the
target matter ∆E/∆m. For a charged particle, that is stopped within the target, the absorbed dose D is calculated
by:

D =
E
L
·Φ ·

1
ρ

, (2.6)

where E is the total energy of the projectile, L the range of the projectile in the target and ρ the target density. This
equation just represents the average absorbed dose deposited within the radiation-affected volume. Depending on
the stopping power along the projectile penetration depth, the absorbed dose can locally vary. Hence, the stopping
power, dE/dx , can be used to directly calculate the dose profile as a function of depth, x:

D(x) =
dE
dx
(x) ·Φ ·

1
ρ

. (2.7)

2.4 Ion Track Formation

The energy deposition by electronic energy loss is exciting a cylindrical volume with a radial energy deposition
that falls off with 1/r2 where r is the radius from the center of the ion trajectory [41]. The maximum diameter
of this excitation cylinder is determined by the mean free path length of the highest energy δ-electrons produced
by electronic energy loss (c.f. Equation 2.3). If the deposited energy density locally exceeds a threshold value,
which depends on the target material, an ion track is produced. This ion track is a cylindrical region of amorphous
(or more generalized, damaged) material. The exact mechanism of track formation is quite complex and not fully
understood.

Qualitatively, in the regime of electronic energy loss the projectile ion transfers its kinetic energy to the electrons of
the target atoms on timescales between 10−17 and 10−16 s. The δ-electrons induce further ionization of other target
atoms resulting in an ionization cascade with a duration of 10−15 and 10−14 s [42]. Between 10−13 and 10−10 s
the highly excited electronic subsystem is coupling its energy to the atomic lattice by the excitation of phonons.
Depending on the energy density this results in the formation of defects, defect clusters and heating of the lattice,
potentially beyond its melting point. The energy transfer process between the electrons and the atomic lattice and
how the final track is generated are still disputed and a topic of research. Two models, the Coulomb explosion
model [43] and the inelastic thermal-spike model [44, 45], try to quantitatively describe these processes. Except,
only the inelastic thermal spike model is able to describe and predict the creation of ion tracks in many different
materials [46].

The inelastic thermal-spike splits the target material in two thermal subsystems to describe ion track formation
by electronic energy loss. The electronic subsystem and the lattice (or phonon) subsystem. Assuming that the
temperature gradient is purely in the radial direction, the two subsystems can be mathematically described by
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two coupled thermal diffusion equations in cylindrical coordinates where r is the radial distance from the ion
trajectory:

Ce(Te)
∂ Te

∂ t
= −

1
r
∂

∂ r

�

rKe(Te)
∂ Te(r, t)
∂ r

�

− g(Te − Ta) + A(r, t), (2.8)

Ca(Ta)
∂ Ta

∂ t
= −

1
r
∂

∂ r

�

rKa(Ta)
∂ Ta(r, t)
∂ r

�

+ g(Te − Ta). (2.9)

Te,a, Ce,a and Ke,a are the temperature, specific heat and thermal conductivity of the electron and lattice subsystem,
respectively. The heat source term A(r, t) describes the radial profile of the energy deposition by the projectile
ion within the electron subsystem and is derived from the radial energy distribution of δ-electrons [41]. The
energy dissipates as heat in the electron subsystem and is eventually transferred into the lattice subsystem. The
efficiency of heat transfer between the two systems is described by the electron-phonon coupling strength g, lower
coupling strength indicates less efficient heat transfer from the electron to the lattice subsystem. Ultimately, ion
track formation is defined as the radial area around the ion trajectory where the lattice temperature Ta exceeds
the melting temperature of the target material. Rapid quenching then freezes the molten zone into an amorphous
ion track. The initial energy transfer to the lattice can be used as an input for molecular dynamics simulations to
investigate the structure in and around ion tracks. A variety of experimental data of amorphous tracks in insulators
is well described by the inelastic thermal spike model. The model also indicates that the electron phonon coupling
strength g of insulators is approximately proportional to the square of the band gap g ≈ E2

g [47].

But, there are also drawbacks to the inelastic thermal spike model. On the spatiotemporal scales involved in the
model, macroscopic heat diffusion laws and equilibrium material properties are not directly applicable. An equi-
librium temperature T should not be considered for a process that is far from thermodynamic equilibrium on a
timescale of a few ps. Also, g is a free parameter in the model that allows to simply fit the model to experimental
data [48].

2.4.1 Models of Radiation-induced Material Modifications

Ion irradiation will lead to the creation of defects along the trajectory of the ion through the target material.
Depending on the nature of the defects, their production and the sensitivity of the material, radiation-induced
modification can be approximated by various models.

For sake of simplicity, let’s assume that the electronic energy loss of the projectile is large enough to induce amor-
phous ion tracks in a sample. These are approximated by a cylindrical volume with diameter r where the material
inside r is fully amorphized and the material outside r is unaffected. Assuming that the radius r is constant along
the ion penetration depth, every ion hitting the surface of a target is hence producing an amorphous area of cross
section σd = πr2. Overlapping ion tracks will not fully contribute to additional amorphization. The total area of
the sample is A0 = Av +Aa, where Av is the pristine area and Aa = nσd/A0 is the damaged area produced by n ions.
This is schematically illustrated in Figure 2.2b. At small number of ions, every ion contributes σd to increasing Aa.
With increasing n the chances of overlapping ion hits is increasing, so only a fraction of σd is contributing to the
surface coverage per ion. Hence, the pristine area Av will decrease as a function of fluence (number of ions per unit
area A), Φ= n/A:

dAv = −A0σddΦ. (2.10)

Under the assumption that ion hits are randomly (Poisson) distributed on the surface of the irradiated material,
the solution to Equation 2.10 is:

fa(Φ) = 1− e−σdΦ, (2.11)

where fa is the fraction Aa/A0. Equation 2.11 is shown as the single impact model in Figure 2.2a. Even though this
model was derived for radiation-induced amorphization it can be broadly applied to radiation-induced material
degradation. Even in the abscence of an amorphous ion track, ion irradiation can create a cylindrical volume
of point defects where the defect concentration roughly follows the radial energy deposition. For example, the
intensity of radiation-induced color centers in LiF crystals follows the single-impact model [49]. In this context,

10 2. Ion-Matter Interaction



Figure 2.2.: Evolution of ion-induced amorphization in irradiated materials. Different models to describe the increase
of ion-induced amorphization as a function of fluence, adapted from [50] (a). Different number n of
ion hits (red area) on an arbitrary material surface (grey area) that qualitatively describes the direct (or
single) impact model (b).

σd rather represents the effective cross section of radiation-induced defects along the ion path. Applied to the
radiation-induced modification of a material property x , Equation 2.11 can be rewritten as:

x(Φ) = (xsat − x0)(1− e
−Φ
Φd ) + x0, (2.12)

where Φd = 1/σd is the critical fluence by which a material property has degraded to 1/e of its initial value x0 and
ion tracks are starting to overlap. xsat describes the material property in the saturation regime where additional
radiation does not contribute to further material degradation. In the extreme case, this corresponds to the material
property of the fully amorphized target material.

Other radiation damage models include the cascade-overlap model. This model describes how the overlap of several
ion hits is necessary to produce a critical defect density that induces amorphization. Defect accumulation is a
process in which a lattice can accomodate a large number of radiation-induced defects before breaking down
rapidly beyond a critical defect density. Both models are typical for radiation damage induced in the nuclear
energy loss regime. The cascade-overlap and defect accumulation model are schematically shown in Figure 2.2a. A
thorough overview of the mathematical description of these models is given in [50].

2.5 Nuclear Reactions

At relativistic projectile energies that exceed the target’s Coulomb barrier nuclear reactions lead to the creation
of hadronic cascades and electronic showers. Hadronic cascades are dominated by inelastic nuclear reactions,
namely hadron-nucleus (h-N) and nucleus-nucleus (A-A) interaction. The description of these reaction by the
electromagnetic and strong force is out of the scope of this thesis. It should be noted that the interaction between
projectile and target material at projectile energies above several GeV has a certain reaction cross section to produce
additional hadronic particles. At projectile energies of several tens or hundreds of GeV, these particles possess a non-
negligible momentum that is mainly directed in the forward direction of the projectile due to Lorentz contraction.
These hadronic particles themselves lose their kinetic energy by electronic energy loss leading to a build-up of
deposited energy along the projectile trajectory, even though the energy deposition by the primary projectile is
effectively constant. A thorough review on the different processes involved and nuclear reactions can be found in
references [51–53].

The contribution of nuclear reactions to the total energy loss is mostly relevant at relativistic projectile energies.
But at projectile energies larger than the Coulomb barrier of the target, nuclear reactions induce radioactivity in
the target. The Coulomb barrier scales with the product of atomic numbers of the target and projectile as Zt Zp.
For example, the Coulomb barrier of carbon irradiated with protons is around 5 MeV, while a swift heavy ion like
197Au has to overcome a Coulomb barrier of around 1 GeV.
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3 Properties of Diamond and Graphite

Figure 3.1.: Unit cells of the diamond and graphite lattice. Unit cell of the diamond lattice viewed off-axis and along
three crystallographic directions showing four-fold (<100>), two-fold (<110> and three-fold symmetry
(<111>) (a). Unit cell of the graphite lattice viewed off-axis and along the two crystallographic directions
showing the large inter-planar distance (<11̄00>) and the six-fold symmetry along the c axis (<0001>)
(b). Created using the Blender software [54].

Carbon can form a large number of allotropes with the most common and known being graphite and diamond [55]
or more exotic allotropes like graphene [56], carbon nanotubes [57] or so-called buckyballs [58]. Furthermore, all
life on earth is carbon-based since carbon readily forms bonds with itself and other elements in multiple different
bond configurations. The ground state configuration of carbon is: 1s2, 2s2, 2p2, with the two 2p electrons in a
2px and 2py orbitals and an empty 2pz orbital [59]. Only a small excitation energy, which is readily provided by
the energy release during bonding, is necessary for the transition from the 2s orbital to the 2pz orbitals. Once in
the excited state the lowest energy configuration is realized by four equivalent bonds so the 2s orbital hybridizes
with the tree 2p orbitals to form four sp3 bonds. This leads to the tetrahedal coordination of the atoms in the
diamond lattice with a valence angle of ∼109.5° [60]. If the 2s orbital hybridizes with the 2px and 2py orbitals
three sp2 orbitals are formed in the xy plane with a valence angle of 120° and an unhybridized 2pz orbital. The
sp2 orbitals can form σ bonds by the overlap with other sp2 orbitals while the 2pz orbital can form the so-called π

bond. This leads to the planar hexagonal distribution of carbon in the basal planes of the graphite structure [61].
Thermodynamically, only the sp2 hybridized graphite structure is stable at room temperature. The sp3 hybridized
diamond lattice will, given enough energy, revert back into graphite [62].

3.1 Diamond

The diamond lattice is formed by purely sp3 hybridized carbon atoms with a bond length of 1.54 Å, the diamond
lattice is a face-centered cubic Bravais lattice with a basis consisting of two tetrahedrally bonded carbon atoms
separated by 1

4 of the lattice constant, 1.54 Å. It thereby corresponds to the Fd3m space group [63]. This results in
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an atomic density of 1.76× 1023 cm−3, which is the highest atomic density of all materials stable at room temper-
ature and ambient pressure, or a macroscopic density of 3.52 g cm−3. The diamond lattice is thermodynamically
unstable and will transform into graphite and subsequently oxidize in air at about 1000 K [64] and at 2000 K in
vacuum [65]. Due to the high temperatures necessary for this transformation, diamond is effectively stable on
geological time scales at room temperature and below.

Diamond is an insulator with a band gap of 5.47 eV, making it transparent over a broad range of photon ener-
gies [66]. Unlike most electrical insulators, pure diamond is an excellent conductor of heat because of the strong
covalent bonding within the crystal lattice that leads to efficient thermal transport by phonons. The thermal con-
ductivity of pure diamond is the highest of any known solid. Single crystals of impurity-free diamonds can have a
thermal conductivity of 2300 W m−1 K−1 at room temperature (in comparison, copper has a thermal conductivity
of 390 W m−1 K−1 and silicon 150 W m−1 K−1) [67]. Isotopically pure diamonds, 12C (99.9%), have the highest
thermal conductivity, 3000 W m−1 K−1, of any material at room temperature, roughly 7.5 times higher than that
of copper [68]. Natural diamond’s conductivity is reduced by the naturally present 1.1 % of 13C, which acts as an
inhomogeneity in the lattice [69]. The bulk modulus of defect free diamond is 443 GPa [70] at room temperature
(140 GPa for copper). The Young’s modulus is ∼1150 GPa [71] (130 GPa for copper). Diamond has the highest
hardness of all natural materials (together with silicon carbide) of 6000 and 15 000 HV (∼40 HV for copper). Its
hardness is only exceeded by synthethic nano-grained polycrystalline diamond films [72].

The material properties of diamond are significantly influenced by the presence of impurities. The three main impu-
rities, that are readily incorporated into the diamond lattice, are hydrogen, boron and nitrogen. Nitrogen impurities
hinder the movement of dislocations in the diamond lattice and create compressive stress fields, thereby increasing
hardness and toughness at the cost of reduced thermal conductivity [73]. By the incorporation of boron into the
lattice, diamond can exhibit metal-like electric conduction of 0.015Ωcm and in some cases even superconductiv-
ity [74].

The presence of nitrogen or boron, which are the most common substitutional defect in the diamond lattice, is
used to classify diamonds into two different types. Type I diamonds have a detectable nitrogen infrared absorption
signal. Type I diamonds are further divided in type Ia and Ib diamonds that contain aggregated nitrogen and single
substitutional nitrogen, respectively. Type IaA and type IaB correspond to diamonds in which the most dominant
nitrogen impurity is the A center nitrogen aggregate, two nearest-neighbor substitutional nitrogen atoms, and
the B center nitrogen aggregate, four substitutional nitrogen atoms surrounding a carbon vacancy, respectively.
Type II diamonds on the other hand have no nitrogen-related infrared absorption (the detection limit of nitrogen
is about 0.5 ppm [75] in infrared absorption spectroscopy). Type IIa diamonds also contain no detectable boron
impurities. Type IIb diamonds contain boron impurities. The type classification system of diamond is summarized
in Table 3.1.

Diamond has found a multitude of different applications. The combination of its high refractive index (n = 2.417)
and its dispersion (0.05) make it a highly brilliant gemstone [82]. Due to its exceptional hardness, diamond is
being used as an abrasive in cutting and grinding of many materials. With its high thermal conductivity, it is an
excellent heat spreader. Due to the large band gap and broad transparency, diamonds are excellent optical windows
for high-power lasers [83] or high-power gyrotrons [84].

Furthermore, diamond is routinely used in particle detector applications in high dose environments due to its
excellent charge collection efficiency and radiation hardness. An overview of accelerator-specific applications of
diamond is given in section section 4.1.

Since the beginning of the 2000s, nanodiamonds (typical particle size <100 nm) produced by the detonation of
high-explosives [85], milling of micron-size diamond powder [86] or pulsed laser ablation in liquids [87], have
attracted large interest. It was demonstrated that fluorescent nanodiamonds can be produced by irradiation with
He ions on industrial scales [88]. Due to their bio-compatibility, nanodiamonds can be used for in-vivo imaging of
biological samples [89]. Furthermore, the surface of nanodiamonds can be chemically functionalized [90] and nan-
odiamonds can hence be used as drug delivery agents [91]. A comprehensive overview of nanodiamond synthesis
and applications is found in reference [92].
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Table 3.1.: Classification system of diamond, adapted from [76].

Type Subtype Defining feature

I Nitrogen is detectable by IR absorption in the one-phonon region, [N]
>1 ppm

Ia Nitrogen is in aggregated form

IaA Most dominant nitrogen species is the A nitrogen aggregate, two nearest-
neighbour substitutional nitrogen atoms [77]

IaB Most dominant nitrogen species is the B nitrogen aggregate, four substi-
tutional nitrogen atoms surrounding a vacancy [78]

IaA/B Combination of A and B centers

Ib Most nitrogen is in the form of individual substitutional nitrogen, the C
center [79]

II No nitrogen or boron can be detected by IR absorption

IIa Nitrogen cannot be detected by IR absorption

IIb Boron concentration is larger than the nitrogen concentration [80, 81]

3.1.1 Diamond Synthesis

The diamond allotrope of carbon is metastable at room temperature and ambient pressure. While it is thermody-
namically unstable [62], which is shown in the pressure/temperature phase diagram of carbon in Figure 3.2, the
low conversion rate to graphite makes diamond kinetically stable. For bulk diamonds, the two possible synthesis
routes are (i) the thermodynamically stable high-pressure/high-temperature (HPHT) synthesis in special anvils or
(ii) the metastable synthesis by chemical vapor deposition (CVD).

3.1.1.1 High Pressure/High Temperature

The natural genesis of diamonds occurs at depths of ∼200 km in the Earth at pressures of 7 and 8 GPa and temper-
atures between 1400 and 1600 °C [94]. These conditions correspond to the carbon phase diagram where diamond
is stable (cf. Figure 3.2). High pressure/high temperature (HPHT) synthesis was the first industrialized method
to produce bulk diamonds [95]. During HPHT synthesis, diamond is produced in the thermodynamically stable
region of the carbon phase diagram from a carbon-rich melt in the presence of a solvent metal like iron, cobalt or
nickel. The presence of the solvent metal was identified to be essential to the HPHT method [96]. The driving force
of crystallization stems from the solubility gradient in the solvent caused by the temperature gradient along the
reaction cell. This is achieved by placing a so-called HPHT capsule or reaction cell, that is surrounded by a graphite
resistance heater, in a press. A schematic representation of a reaction cell is shown in Figure 3.3a.

The most common and simplest product of the HPHT method are micrometer-sized particles of type Ib diamonds
for use in grinding and cutting applications. By tightly controlling the growth conditions in combination with long
growth periods, large single-crystalline type Ib diamonds with dimensions up to ∼10 mm can be grown [97]. The
addition of a nitrogen getter mixture that contains titanium, aluminum or zirconium enables the growth of type IIa
diamonds with the same dimensions [97, 98]. In the presence of a getter, nitrogen is preferentially bound to the
getter and precipitates at the cost of a reduced growth rate due to increased uptake of inclusions in the growing
diamonds [97].
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Figure 3.2.: Pressure, temperature phase diagram of carbon. Adapted from [62, 93].

3.1.1.2 Chemical Vapor Deposition

Chemical vapor deposition (CVD) synthesis of diamonds works in a regime far from thermodynamic equilibrium
below ambient pressure. The CVD synthesis route was discovered almost simultaneously with the HPHT method
in the 1950s, but only in the 1980s industrially relevant growth rates were achieved [99]. For the production of
single-crystalline CVD (scCVD) diamond, microwave plasma-assisted chemical vapor deposition (MPCVD) is the
method of choice since the first report of homoepitaxial scCVD growth was reported in 1988 [100]. Today, high
quality type IIa single-crystalline diamond wafers of up to 92 mm diameter were produced by MPCVD [101].

At temperatures below 1000 °C and pressures below 10 kPa graphite is the thermodynamically stable phase (cf.
figure 3.2). Atomic hydrogen, produced in a high temperature plasma medium of ∼95 % H2 and ∼5 % CH4, is pref-
erentially etching away sp2 bonds and thus kinetically stabilizing the addition of carbon to the diamond lattice of a
diamond seed. Qualitatively, CHx radicals adsorb on the diamond seed producing a hydrogen terminated diamond
surface with the hydrogen being consecutively removed by hydrogen radicals from the plasma. For the sake of
completeness it should be noted that the aforementioned 92 mm diameter scCVD diamond wafer has been grown
on an iridium (001) surface by the so-called ion bombardment induced buried lateral growth mechanism [99].

scCVD diamonds are typically of type IIa but the presence of a few tens of ppm of nitrogen gas in the reaction
chamber leads to an increase of growth rate by up to a factor of 5 [102]. It is believed that the incorporation
of substitutional nitrogen reduces the energy barrier for hydrogen removal of the hydrogen terminated diamond
surface/growth layer [103, 104]. By adjustment of the nitrogen/methane ratio in the process gas scCVD diamonds
with up to 100 ppm have been produced [105]. An extensive review on the MPCVD synthesis route of diamonds
and the resulting diamond properties can be found in [99, 106]

3.2 Graphite

The graphite lattice is formed by purely sp2 hybridized carbon atoms. In contrast to the diamond lattice, bond
lengths vary along the crystal directions. Carbon atoms form in-plane covalent bonds (which define the a direction
of the lattice) with a bond length of 1.42 Å with three neighboring carbon atoms and a bond angle of 120°. The
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Figure 3.3.: Schematic representation of the high-pressure/high-temperature (HPHT) reaction cell and its contents.
The reaction cell is surrounded by a graphite heater (not shown here) and placed in a press (a).
Schematic representation of a microwave plasma chemical vapor deposition (MPCVD) reactor. Depend-
ing on the exact process the substrate can either be a seed diamond or an iridium (100) substrate (b).

resulting honeycomb structure (made of locally hexagonal carbon rings) represents a single basal plane1. The basal
plane distance along the c direction is 3.35 Å [61]. The resulting lattice is a hexagonal Bravais lattice with a basis of
two carbon atoms separated by the mentioned 1.42 Å and space group P63/mmc with lattice constants, a = 2.46 Å
and c = 6.71 Å corresponding to a density of 2.265 g cm−3 [107].

The material properties of technologically relevant graphite materials vary largely with the used production pro-
cess. For this section only the material properties of ideal graphite, which is comparable to highly-oriented pyrolytic
graphite (HOPG), will be discussed. At ambient pressure graphite does not melt but sublimates at temperatures
around 4000 K [108]. Graphite readily oxidizes in air at temperatures above 400 K [109], while service tempera-
tures in vacuum are only limited by the pressure dependent sublimation temperature. Due to the large difference in
bond strength between carbon atoms in-plane and between basal planes (basal planes are only linked by weak van
der Walls interaction of the delocalized π-orbitals) the thermal and electrical properties exhibit a large degree of
anisotropy. The in-plane thermal conductivity parallel to the basal planes is about 2000 W m−1 K−1 at room temper-
ature and mainly driven by collective phonon excitation. Perpendicular to the basal planes the thermal conductivity
is only 18 W m−1 K−1 [110] in comparison to copper with 385 W m−1 K−1. Similarly, the in-plane electrical resistiv-
ity of graphite is ∼4× 10−5

Ωcm along the basal planes and ∼5× 10−3
Ωcm through plane [111] (1.7× 10−6

Ωcm
for copper). Without the presence of a bandgap graphite is opaque in the visible range. The anisotropy is also preva-
lent in the hardness with a value of 250 HV through plane and 60 HV in-plane (40 HV for copper). Interestingly, the
Young’s modulus varies only between 18 GPa through plane and 15 GPa in-plane [112] (130 GPa for copper).

Graphite is found in many industrial applications due to the very broad range of graphite-based materials with
varying material properties. An overview of the different graphitic materials investigated in this thesis is given in
section B.1. Due to its small mosaic spread angle, highly-oriented pyrolytic graphite (HOPG) is used in monochro-
mators for synchrotron light [113] or thermal neutrons [114]. Cheaper thermally annealed pyrolytic graphite has
about the same thermal conductivity as HOPG, while having a larger mosaic spread angle, and is thus used for
high performance heat sinks [115]. High-purity isotropic polycrystalline graphite (PG), so-called nuclear graphite,
is traditionally used as moderator and structural material in nuclear power plants [116]. Conventional PG is used
as electrodes for arc furnaces or electrical discharge machining which also represents the largest industrial appli-
cation field of synthetic graphite. Low-density expanded graphite is used as gasket material in highly corrosive

1 Single or just a few stacked basal planes are known as graphene.
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environments such as crude oil pipelines, chemical reactors or nuclear power plants [117]. Even lower density
graphitic foams with fully open macroscopic porosity are being used as heatsinks for high power electronics [118].
High strength carbon fiber-reinforced graphite composites made of (usually) polyacrylonitrile (PAN) derived car-
bon fibers embedded in a graphite matrix are used as structural material in high temperature autoclaves, for rocket
nozzle cladding and the nosecone & leading edges of space re-entry vehicles [119].

3.2.1 Graphite Synthesis

The exact production route of synthetic graphite depends on the final product. A detailed description of the specific
production route for the different graphitic material investigated in this thesis is therefore provided in section B.1.
But, all routes share the same basic three step process: precursor production (i), carbonization (ii) and graphi-
tization (iii). Precursor materials can be (mixtures of) coal tar or petroleum pitch, high carbon content organic
materials or polymers, natural graphite flakes or petroleum coke. Depending on the quality of the precursor only
a fraction of the used weight is actually carbon. During carbonization volatile non-carbon species are removed
from the precursor by pyrolization in inert atmosphere at temperatures between 700 and 1200 °C. The resulting
highly porous carbonaceous material has a random sp2/sp3 ratio with a low degree of crystallinity. In the final
graphitization step the material is heated to temperatures between 2500 and 3000 °C. At ambient pressures this
leads to the conversion of sp3 bonds into sp2 bonds accompanied by increasing crystallinity and density. In the
presence of uniaxial tensile stress, basal planes are aligning along the c axis resulting in a decreased mosaic spread
angle [120].
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4 Diamond Accelerator Application and Interaction
with Charged Particle Beams

4.1 Diamond Applications in Accelerators

Apart from the commonly known usage of diamonds as gem stones in jewelry (due to its optical dispersion) and
industrial use as cutting and grinding tools (due to its hardness), diamond is used in several accelerator applica-
tions. The largest application in this field is diamond-based radiation and particle detectors, due to the availability
of high purity diamonds synthesized by chemical vapor deposition (CVD). Other, in comparison minor, applications
include diamond-based metal matrix composites used as the absorber material in the tertiary collimators of the
High-Luminosity Large Hadron Collider (HL-LHC) and diamonds for crystal collimation at LHC.

4.1.1 Particle Detectors

Historically, diamond was already used as a UV detector in the 1920s and as a detector for ionizing radiation in
the 1940s [121]. These detectors relied on natural diamond pieces that are, when taking the necessary purity
requirements into account, limited in size and quantity. With the increasing availability of high purity diamonds
synthesized by chemical vapor deposition [122], diamond has become an attractive detector material during the
1990s. Diamonds can be used as detectors for all types of ionizing radiation, UV light, X-rays, gamma rays, electrons,
neutrons, protons and heavy ions [123]. This section focuses solely on the detection of particle radiation. The main
advantages of diamond detectors in comparison to other semiconductor-based particle detectors are:

• Large band-gap: Low intrinsic charge carrier density, high resistivity; low leakage current.

• Low dielectric constant (≈1/2 of Si and GaAs): Low capacitance; low noise.

• High breakdown field: Operation at high voltages; fast charge collection.

• High charge carrier mobility: Fast signal collection.

• Large thermal conductivity: Operation without cooling.

• High binding energy: Radiation hardness.

But, diamond-based detectors do suffer from drawbacks in comparison to semiconductor-based particle detec-
tors:

• High energy required to create an electron-hole pair: Low signal.

• High density of defects: Charge trapping and recombination; unable to collect all the produced ionization
signal. Polarization effect.

Although the low signal generation is partially offset by the low noise in diamond detectors. The intrinsic signal
to noise ratio of diamond, in the absence of a bias voltage, is more than five orders of magnitude in comparison
to silicon [124]. Two specific advantages of diamond-based detector systems should be emphasized here: due
to the large displacement energy, Ed of ∼40 eV [15] that is necessary to displace carbon atoms in the diamond
lattice, diamond-based detectors are an order of magnitude more radiation-hard than silicon detectors (Ed,Si =
13 eV [15]) [125]. Furthermore, small size single-crystalline CVD (scCVD) diamond detectors can achieve signal
rise times down to ∼100 ps [126]. Even large area poly-crystalline CVD (pCVD) diamond detectors achieve signal
rise times of 5 ns, two times faster than comparable silicon-based detectors [127].

Tracking systems based on the time of flight principle were pioneered at the HADES experiment of GSI and achieved
a time precision of ∼50 ps and are used in the Proton Precision Spectrometer, the first layer of detectors of the
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CMS experiment that are just a few mm away from the colliding LHC beam [13]. Future applications include the
tracking of rare-isotope beams produced in the Super-FRS towards the R3B target at the FAIR facility [128]. 3D
pixel detectors based on poly-crystalline CVD diamonds are investigated for potential use in the ATLAS experiment
at LHC [129].

Furthermore, diamond-based detectors are used in all physics experiments of the LHC in so-called beam condi-
tion monitors that are located close to the beam pipe. These beam condition monitors are able to quickly detect
any aberrant behavior of the circulating beams in order to trigger a beam abort that leads to a dump of the
beams [130, 131]. Further iterations of the system, the pCVD-based diamond beam monitor, can provide on-line
bunch-to-bunch luminosity and beam spot measurements [132]. A more detailed introduction into the fabrication
and characteristics of diamond-based detectors is given in references [129, 133].

4.1.2 Absorber Material in HL-LHC Tertiary Collimators

Diamond-based copper matrix (Cu-Dia) composite is one of the candidate materials for the collimator upgrade
of HL-LHC. Within a series of beam impact experiments, the performance of Cu-Dia as the absorber material for
the HL-LHC tertiary collimators (currently made of tungsten) was evaluated. Cu-Dia blocks managed to survive a
direct beam impact of up to 1.95× 1013 protons per pulse (ppp) and pulse length of 3.6µs at 440 GeV/c [134].
The final collimator design was able to whitstand the same beam with an intensity of 1.73× 1013 ppp [24]. For
both cases the maximum energy density of ∼14 kJ cm−3 is about 3 times higher than the expected maximum load
of ∼5 kJ cm−3 on a tertiary collimator for the design accident of an asynchronous beam dump in HL-LHC [24].

4.1.3 LHC Crystal Collimation

The channeling effect [135] of bent single-crystals can be used to bend the trajectory of relativistic particles. This
effect is used in crystal-assisted collimation at the LHC to bend halo particles to larger offsets with respect to
the nominal beam trajectory [136]. The deflected particles are then absorbed by the conventional collimation
system of LHC. The main advantage of crystal-assisted collimation is that the conventional collimators can be
retracted to increase the beam/collimator distance. This reduces the collimator-induced impedance and therefore
potential impedance-induced beam instabilities. It also reduces beam losses by an increased aperture size at the
collimators. Under optimal conditions, crystal-assisted collimation can reduce local beam losses by an order of
magnitude [137].

Eventually, diamond was discarded for crystal collimation because producing the small bending proved to be tech-
nologically challenging. Silicon strip crystals turned out to be much better suited. Their specific mechanical prop-
erties allow to create a microscopic "secondary bending" that can be controlled by a macroscopic mechanical load
of the strip crystals [138].

4.2 Ionoluminescence in Diamond

The passage of a single 2 MeV proton generates ∼1.5× 105 electron-hole pairs along a penetration depth of 24µm
in a cylindrical volume of 1 to 2µm diameter [139]. The emissive decay of electron-hole pairs by recombination
can then be detected. This mechanism is used in cathodoluminescence (CL) spectroscopy where photon emission
is stimulated by an external electron beam (inversely to the photoelectric effect). When using ions this technique is
called ionoluminescence (IL). In addition to electron-hole pairs, electronic energy loss can excite crystallographic
defects that subsequently decay radiatively.

Literature on ionoluminescence in diamonds is scarce and to the author’s knowledge no studies with ions heavier
than carbon were performed. Most of the studies utilized MeV protons and a single study was performed with
350 keV carbon ions. An overview of the most important studies is presented in Table 4.1 that describes the inves-
tigated diamond types and a selection of color centers that were identified in the IL spectra of the respective work.
IL spectra measured on type I diamonds [20] under excitation with 1.9 MeV protons are shown in Figure 4.1a. The
most common defect detected in these studies is the A-band with its broad emission from 400 nm up to ∼600 nm
with its ZPL at ∼430 nm [140]. Other IL components are the H3 center, 3H center and the green band, which were
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Figure 4.1.: Overview of ionoluminescence (IL) spectra under irradiation with MeV protons. IL signal at different
integrated number of protons of natural type Ia diamond of unknown nitrogen impurity level and CVD
diamond with 5 ppm nitrogen impurities adapted from [20] (a). IL signal of a ’detector grade’ CVD
diamond with ≤50 ppb at different fluences adapted from [22] (b).

identified around ∼503 and ∼510 nm, respectively. The IL spectrum of a type II CVD under excitation with 2 MeV
protons at two different fluences [22] is shown in Figure 4.1b. These spectra are lacking the contribution from the
A-band in comparison to the type I IL spectra. Due to the small sample size, it is not possible to deduce a concrete
relation between dominant IL components and the diamond type or nitrogen impurity content.

4.3 Radiation Damage in Diamond

Diamond has a displacement energy between 30 and 48 eV that depends on the crystal orientation [141–143]. The
displacement energy of diamond is considerably higher than the displacement energy of 17 eV in graphite simply
due to the denser packing of the diamond lattice. Diamond is therefore considered a radiation-hard material (just
like graphite) in spite of (defect-free) diamond being a wide band gap insulator (Eg =5.47 eV).

The electrical properties of diamond, important for particle detector applications, were extensively investigated un-
der irradiation with MeV electrons [144], MeV–GeV protons, fast neutrons & 200 MeV pions [145] and 120 MeV/n
96Zn and 124Sn swift heavy ions [146]. In summary, diamond-based detector systems have a radiation hardness
that is roughly an order of magnitude higher than silicon-based detectors [125].

Radiation-induced structural changes of diamond were reported for neutrons [147–149], MeV protons [150–152],
alpha particles [153, 154], keV ions [155–161], <10 MeV ions [162–164], <100 MeV ions [165–167], <GeV
ions [168] and ∼GeV ions [169–172].

The common understanding of these studies is that radiation-induced structural damage in diamond is dominated
by nuclear collisions [156]. This is in agreement with the fact that irradiation with swift heavy ions does not lead
to the production of ion tracks [23]. According to MD simulations [173], swift heavy ion irradiation only creates
point defects. This is attributed to a short ballistic phase of primary knock on atoms, large branching of cascades
and the absence of melting by a thermal spike. All this leads to an efficient transport of the deposited energy
away from the ion trajectory. Just as in graphite, these properties are related to the strong covalent bonds in both
structures [173].

Based on Rutherford backscattering spectroscopy and assuming a threshold displacement energy of 45 eV, Uzan-
Saguy et al. estimated a threshold vacancy density of 1022 cm−3 for the amorphization of diamond [158] that was
consistent with prior works with different ions in the energy range between 40 and 350 keV [155]. Garcia et al.
extended this work to swift heavy ions with electronic stopping powers <14 keV/nm and found a critical inte-
grated nuclear energy loss threshold of 1.15× 1015 keV nm−1 cm−2 (product of electronic energy loss and fluence)
for amorphization. The threshold is independent of the electronic stopping power of the ions used [165]. Using
depth-resolved Raman spectroscopy, Kazuchits et al. reported the same trend using 167 MeV Xe ions and observed
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Table 4.1.: Overview of color centers active in ionoluminescence that were reported in literature. Ionoluminescence
spectra from references [20, 22] are shown in Figure 4.1.

Beam Diamond
Fluence

Identified color centers
(cm−2)

30 keV 12C Nat. type IIa 9× 1014 A-band (430 nm) [16]

2 MeV p CVD thin film 1× 1018 A-band (430 nm), H3 center (503 nm) [17]

2 MeV p Bulk CVD <1× 1016 A-band (430 nm), green band (510 nm), ∼2 eV nitrogen
band [18]

2 MeV p Meteorite inclusions 1× 1018 A-band (430 nm), damage peak at 512 nm [21]

2 MeV p CVD, ≤50 ppb Ns 1× 1014 3H center (503 nm), NV0center (575 nm) [22]

1.9 MeV p Type Ia & CVD A-band (440 nm), ∼510 nm [19]

1.9 MeV p CVD, 5 ppm Ns ∼2× 1013 H3 center (503 nm & 350 nm), ZPLs at 530.8 &
630.3 nm [20]

1.9 MeV p Nat. type Ia ∼1.5× 1015 A-band (440 nm), H3 center (503 nm), N3 center
(415 nm) [20]

amorphization at a vacancy density between ∼2× 1022 and 5× 1022 cm−3 [168]. Based on transmission electron
micrographs and MD simulations of diamond irradiated with 500 keV helium ions, Fairchild et al. [174] have shown
that the breakdown of the diamond lattice occurs sharply at a vacancy density of 2.8× 1022 cm−3. The diamond
lattice retains the majority of its crystallinity up to a defect-induced swelling of 16 %, which corresponds to a den-
sity of ∼2.95 g cm−3. Beyond this critical vacancy density further irradiation induces an increase of sp2 content that
stabilizes at a saturation density of ∼2.1 g cm−3. Annealing can recover the diamond lattice at vacancy densities
less than 2.3× 1022 cm−3 [175], while larger vacancy densities will induce further graphitization during annealing.
Bunk et al. [167] have shown that radiation-induced amorphization is independent of the nitrogen content for type
Ib and type IIa diamonds ≤200 ppm Ns.

Different diamond color centers relevant for this thesis are introduced within section A.1. It will be shown later
that all of these color centers are directly created by irradiation with swift heavy ions. Along with the radiation-
induced structural effects within the diamond lattice, the creation of color centers leads to dramatic changes in
the color of irradiated diamonds that is easily visible to the naked eye. Depending on the type of irradiation,
beam conditions, type of diamond and subsequent annealing conditions, diamonds of all colors can be produced.
Diamonds containing NV centers appear pink to red [176]. High concentration of H3 or H4 centers leads to a green-
yellow color [177]. The control of diamond color by radiation (in combination with heat and/or HPHT treatment)
has lead to the emergence of so-called treated diamond gem stones within the diamond industry [176].

In general, only a few studies in literature present the evolution of color center luminescence or absorption inten-
sities with increasing radiation dose [178]. One of the most studied defect in that regard is the nitrogen-vacancy
center for the purpose of creating a high NV concentration for luminescence applications [179]. Even fewer studies
investigated the effects of electronic energy loss by swift heavy ions toward (extrinsic) color centers. Schwartz
et al. showed that the production of NV centers, which is believed to depend only on the availability of nitro-
gen [180] and vacancies in the lattice [181, 182], is more efficient in swift heavy ion irradiated diamonds [171].
Depth-resolved photoluminescence studies have indeed shown that the intensity of nitrogen-vacancies is largest in
depths which experience the highest electronic energy loss [183]. The observations are attributed to either the SHI
induced thermal spike or the swift heavy ion-induced δ-electrons, since it was observed that irradiation with 10 keV
electrons leads to the direct production of nitrogen vacancies as well [171].
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5 Theory of Absorption and Optical Transitions
This chapter introduces the necessary fundamentals to understand processes like optical absorption and photo-
luminescence in diamonds. The electronic or vibrational levels involved in these processes can be correlated to
different defects in the diamond lattice. Even though the term optical generally refers to electromagnetic radiation
with frequencies visible to the human eye (∼400-700 nm), optical will be used to describe all processes involving
electromagnetic radiation at wavelengths from the UV to the IR range.

5.1 Optical Transitions

The interaction by different scattering and absorption mechanisms leads to the attenuation of an electromagnetic
wave propagating through a material. To explain the interaction of photons with matter let’s consider an electric
dipole that consists of separated positive and negative charges. In atoms, positively charged nuclei and negatively
charged electrons form such dipoles that emit electromagnetic radiation when oscillating. The frequency ω of the
emitted radiation is equal to the oscillation frequency of the dipole. For small displacements, the natural resonant
frequency ω0 of a nucleus/electron dipole is approximately given by:

ω0 ≈
√

√ k
me

, (5.1)

where k is a spring constant and me is the electron mass. When sufficient energy is provided to an atom to excite
oscillations, electromagnetic radiation is emitted with the frequency ω0. The reverse is true as well when electro-
magnetic radiation of frequency ω is interacting with an atom. The electric field can couple with the atom and
excite (non-resonant) oscillations at ω. In the resonant case, where the frequency of the excitation is ω0, energy
is absorbed by the atomic dipole. The energy levels of electrons bound to a nucleus are quantized. Hence, only
photons of the correct energy ħhω= E2 − E1 can be absorbed that promote an electron into an excited state.

Relative motion of atoms on lattice sites can also be described by oscillation of dipoles. But due to the larger mass
(or inertia) of nuclei in comparison to electrons ω0 is lower. In this case external excitation will excite lattice
phonons instead of electronic transitions.

On a macroscopic scale, absorption of light in a medium can be described by the Lambert-Beer law [184, 185]. The
change in intensity dI of light passing through a medium of thickness t and absorption coefficient α, which is the
fraction of absorbed light per unit length dz, can be described by:

dI = −Γ I(t) dz. (5.2)

By integration of Equation 5.2 for monochromatic light of frequency ω, the intensity I at position z within the
medium is given by:

I(z,ω) = I(0,ω)e−Γ (ω)z , (5.3)

where I(0,ω) is the light intensity when entering the medium at z = 0 and Γ (ω) is the spectral absorption
coefficient. An absorption spectrometer experimentally measures the transmission I(t,ω)/I(0,ω). The spectral
absorbance A(ω) is defined as:

A(ω) = −log10

�

I(t,ω)
I(0,ω)

�

. (5.4)
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Figure 5.1.: Ground and excited state of a defect within the band gap of diamond. Each state contains several
vibrational energy levels (dark blue horizontal lines) separated by ħhω. The zero phonon line (ZPL) is the
transition from and into the lowest vibrational state of the ground and excited state respectively (a).
Schematic representation of the spectral shape of a defect within the band gap both in absorption and
luminescence. The phonon sideband (PSB) is observed at energies larger than the ZPL in absorption
while the reverse is true for luminescence (b).

Thus, spectral absorbance and absorption coefficient are connected by:

Γ (ω) =
ln(10)

d
A(ω). (5.5)

Beer [185] showed that the absorbance at a given frequency of an absorption band depends linearly on the con-
centration of the chemical species that is responsible for the absorption band:

A(ω) = ε(ω)cd, (5.6)

where ε(ω) is the molar absorption coefficient defined as the absorption coefficient per unit concentration c. Hence,
by measuring the spectral transmission of a sample, the absorbance will qualitatively describe the concentration of
a luminescent defect that absorbs light at frequency ω.

5.1.1 Intrinsic Absorption of Diamond

In the absence of any defects diamond has an indirect band gap of 5.47 eV leading to its transparency for wave-
lengths >227 nm with the exception of a band from 2.6 to 6.2µm due to multi-phonon vibrational absorption. Due
to inversion symmetry of the covalent bonds between next-neighbor carbon atoms (the net dipole moment is zero),
there is no one-phonon absorption in defect-free diamond.

The maximum single phonon frequency in diamond is 1332 cm−1 which corresponds to the zero-momentum op-
tical phonon (in the Brillouin zone-center) and the Raman frequency. Multi-phonon absorption can occur up to
integer multiples of this frequency. The largest two phonon absorption is observed at 2159 cm−1 with higher order
absorption intensity decreasing dramatically with the reduced probability of the required phonon combination. The
different characteristic ranges for (multi-)phonon absorption are shown in Figure A.3.

5.1.2 Defect-related Transitions
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5.1.2.1 Electronic Transitions

Lattice distortion introduced by point defects can introduce spatially and energetically localized electronic states in
the band gap of the diamond lattice. Broad spectral features are produced in transitions where the gap state is close
to the continua of the valence or conduction bands. But, if the defect has (at least) two different states within the
band gap, the transition between these states can be observed as a sharp spectral peak that is called zero-phonon
line (ZPL).

Apart from the transition associated with the ZPL, electron-phonon coupling leads to mixed transitions that create
the phonon sideband (PSB) in addition to the ZPL. An absorbed photon can provide energy for both the zero-
phonon transition and a vibrational mode in the excited state. Hence, a phonon sideband will be observed at
higher frequency than the ZPL in the absorption spectrum. The inverse is observed in luminescence where the
energy of the emitted photon is the difference between the lowest vibration level in the excited state (according to
Kasha’s rule [186]) and a vibrational level in the ground state. The probability of transitions to different vibronic
bands during emission and absorption is determined by the strength of the electron-phonon coupling. According
to the Franck-Condon principle, the absorption and emission (luminescence) transition with the smallest change
in the configuration coordinate d/Q ≈ 0 will have the highest transition probability during excitation/relaxation
[186].

The energy of ZPLs in diamond can be determine with a resolution of a few meV in both absorption and photolu-
minescence using modern spectrometers. With this precision, ZPLs of different defects can be clearly distinguished.
The measured ratio between the spectral intensity of the ZPL and its PSB depends on the temperature. At lower
temperatures less vibrational modes are populated which increases the relative intensity of the ZPL in comparison
to the PSB. Ultimately, the lower the temperature the easier it is to distinguish between different ZPLs of different
defects.

5.1.2.2 Photoluminescence

Absorption of a photon can excite electrons bound in ground states within the band gap to higher energy levels.
The excited state then decays, after some time, by relaxing either radiatively or non-radiatively. In the case of a
radiative decay, a photon is emitted in the process of photoluminescence (PL). As mentioned, radiative decay of
an excited state occurs from the lowest vibrational mode of the excited state to a vibrational mode in the ground
state. For diamond, lifetime of excited states with radiative decay is typically on the order of a few ns.

Even though photoluminescence spectroscopy is a very sensitive technique that can detect luminescence from
single isolated defects, direct determination of defect concentrations is usually not possible. Due to the various
competing radiative and non-radiative relaxation pathways for the excited state, the intensity measured in photo-
luminescence spectra is, unlike absorption spectroscopy, not considered quantitative to directly determine defect
concentrations.

5.1.2.3 Cathodo- and Ionoluminescence

Cathodoluminescence (CL) and ionoluminescence (IL) are referring to the emission of photons due to excitation by
charged particles. CL refers specifically to excitation with electrons while IL includes all other charged particles.

The displacement energy of the diamond lattice is on the order of ∼40 eV (depending on the crystal orientation).
Hence, irradiation with electrons of energy above 180 keV can result in the production of a Frenkel defect in the
diamond lattice. At lower electron energies both elastic and inelastic scattering processes occur. Inelastic scatter-
ing produces secondary electrons, Auger electrons, and X-rays that all scatter themselves to ultimately produce
a scattering cascade. Scattering of secondary electrons can excite electrons from the valence to the conduction
band, which in turn produces a hole in the valence band. In the absence of defects with electronic states within
the diamond band gap, excited electrons can recombine radiatively with holes and the energy of the emitted pho-
ton corresponds to the band gap. If defect-related (extrinsic) electronic states are available within the band gap,
electrons might be directly excited from the valence band into a defect state. Alternatively, an electron from the
conduction band relaxes non-radiatively into a defect state that can decay radiatively.
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The exact mechanism of ionoluminescence is not as straight-forward. Ion irradiation at energies of a few MeV/n
leads to a complex chain of interaction events that occur on very different time scales. In the thermal spike model
the ion passage creates a highly-excited electron subsystem that further induces an ionization cascade. In the
following relaxation of the electron subsystem, energy is transferred to the lattice by the excitation of phonons.
Simultaneously, a fraction of the electron subsystem relaxes by exciton formation (bound electron/hole pairs) or
relaxation into defect-related electronic states which in turn can decay radiatively. It should be stressed that this
very simplified explanation does not consider the influence of the heated lattice, ion-induced creation & annealing
of both intrinsic & extrinsic defects or existing radiation damage in the lattice.

5.1.2.4 Vibrational Modes

Lattice distortions destroy local symmetry and enable one-phonon absorption in the diamond lattice. Two cases can
be considered when extrinsic substitutional atoms are introduced in the lattice. The Raman frequency corresponds
to the phonon with the highest frequency and, therefore, energy that can freely propagate through the diamond
lattice. A substitutional atom that is lighter than the intrinsic atoms (which is considered tightly bound) vibrates at
a frequency higher than the Raman frequency. Hence, these vibrations will not propagate through the lattice and
are therefore local vibrational modes (LVMs). A loosely bound extrinsic atom, which has a mass that is larger than
the intrinsic atoms, vibrates at frequencies lower than the Raman frequency. These vibrational modes are referred
to as resonant modes and can propagate a small distance through the lattice. They are created most notably by
nitrogen impurities and, due to the abundance of nitrogen in natural diamonds, led to the type classification system
of diamonds (introduced in Table 3.1).

5.2 Raman Scattering

Figure 5.2.: Schematic representation of (elastic) Rayleigh scattering and (inelastic) Raman scattering. Depending on
the energy difference between scattered and absorbed light, Raman scattering is split into Stokes and
anti-Stokes Raman scattering (a). Raman spectrum on a low nitrogen monocrystalline CVD diamond
under laser excitation with 473 nm with the Stokes Raman line at 1332 cm=1. The second order Raman
spectrum is zoomed in and displaced vertically for clarity. The dashed line indicates the noise level of
the spectrometer (b).

Raman scattering is an inelastic scattering process of light. The absorption of an incident photon can lead to the
excitation of an electron into a virtual energy level. In the case of elastic Rayleigh scattering the virtual energy
level simply decays by emission of a phonon with identical energy as the incident photon. In Raman scattering
the emitted photon has an energy that is different by integer multiples of the Raman frequency depending on the
difference between initial and final vibrational level. In the case of Stokes Raman scattering, a phonon of energy
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ħhω is emitted into the lattice during decay of the excited state and thus the emitted photon is lower in energy than
the incident photon (redshift). In anti-Stokes Raman scattering, a phonon is absorbed during decay of the excited
state and the emitted photon is higher in energy (blueshift). The sharpness and intensity of the Raman Stokes
line indicates the crystallinity of the investigated lattice (at zero temperature). The ratio between anti-Stokes and
Stokes Raman intensity is proportional to the temperature of the lattice. Both Rayleigh and Raman scattering are
shown schematically in Figure 5.2a. The Raman shift ∆ω, in units of cm−1, can be calculated by:

∆ω[cm−1] =
�

1
λ0[nm]

−
1

λ1[nm]

�

107nm
cm

, (5.7)

where λ0 is the excitation wavelength and λ1 is the emitted light from the sample.

The Raman frequency of 1332 cm−1 in diamond corresponds to the F2g vibrational mode and can be used to
evaluate the crystallinity of the sp3 hybridized diamond lattice [187]. In the context of radiation damage, sufficient
radiation dose can induce the formation of two bands at 1580 cm−1 and 1360 cm−1, which correspond to the G-
peak and D band of sp2 hybridized carbon [158]. The shift and asymmetric broadening of the diamond Raman line
can also be used to determine stress in the diamond lattice [188]. Raman scattering is observed simultaneously to
photoluminescence during excitation with a narrow-band light source like a laser. An exemplary Raman spectrum
of CVD diamond with low nitrogen is shown in Figure 5.2b. In addition to the first-order Raman peak at 1332 cm−1,
the second-order two-phonon Raman band at frequencies ≤2664 cm−1 is shown as well. The second-order Raman
band is orders of magnitude smaller in intensity, since it involves the less probable emission of two phonons into
the lattice.
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6 Experimental Details
This chapter introduces all the necessary experimental details with respect to the type and rationale behind the in-
vestigated diamond samples, beam parameters of all irradiation experiments and on-line, in-situ & post-irradiation
measurements.

Table 6.1.: Overview of irradiation experiments and samples used. The specific energy of all ions was 4.8 MeV/n.
More details about the beam parameters are provided in table 6.2.

Analysis technique Ti-Dia Cu-Dia HPHT type Ib CVD diamond

Ionoluminescence 197Au 197Au 197Au, 48Ca 197Au

FT-IR absorption – – 197Au, 48Ca –

UV/vis absorption (50 K + RT) – – 197Au 197Au

Post-irr. PL 132Xe 197Au, 238U 197Au –

6.1 Investigated Samples

An overview of the samples and ions used in the irradiation experiments is given in table 6.1. Diamond-based
metal matrix composites are investigated as a novel material for luminescence-based beam profile monitors. Beam-
induced luminescence is produced in individual diamond particles with sizes from ten to hundreds of micrometer
that are embedded in a metal matrix. With this approach it is possible to produce material samples with sizes
of a few centimeters which is sufficient for most luminescence applications at GSI and FAIR [189]. Since the
diamond phase in the composites consists of low-cost diamond powders, diamond-based metal matrix composites
can be produced at a fraction of the costs of bulk diamond samples with comparable sizes. In addition to these
composites, various bulk diamond samples of different extrinsic defect concentration were investigated as model
systems. Overall, the different diamond(-based) materials can be summarized in four different categories. The
production of synthetic diamond is introduced in section 3.1.1:

i Diamond-based titanium matrix composites (Ti-Dia): Specifically engineered composite with diamond parti-
cles of smaller size. Ti-Dia consists of diamonds with 45µm mean particle size (hot-)pressed into pure titanium
(grade 2) and titanium alloy (grade 5, titanium with 6 at.% aluminum and 4 at.% vanadium, so-called Ti64).
Diamonds in the composites are HPHT-synthesized, so-called "MBD8", diamonds of unknown nitrogen con-
centration that are mainly used in saw blades or drills via metal-bonding (producer "RHP-Technology GmbH,
Austria").

ii Diamond-based copper matrix composites (Cu-Dia): Cu-Dia represents standard thermal management ma-
terial that is not optimized for luminescence application. Various grades with different mean diamond particle
size ranging from 45 to 100µm were tested. Diamonds in these composites were selected based on the absence
of nitrogen for high thermal conductivity applications (producer "RHP-Technology GmbH, Austria").

iii HPHT-synthesized type Ib diamonds: Type Ib bulk diamonds served as a model system for the diamonds
used in the diamond-based metal matrix composites. According to the manufacturer, they typically contain
∼200 ppm of substitutional nitrogen. Diamonds with rectangular cross section and perpendicular faces were
used for spatially resolved photoluminescence mapping in the cross section of the irradiated volume. Irregularly
shaped diamonds with "large" surface area (up to 2.5× 2.5 mm2 with plan-parallel surfaces) were used for on-
line ionoluminescence and in-situ absorption spectroscopy measurements (producer "Sumitomo Tools, Japan").
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iv CVD-synthesized nitrogen-free diamonds: These type IIa diamond samples served as a model system without
extrinsic defects with a substitutional nitrogen concentration ≤5 ppb, according to the manufacturer. No nitro-
gen could be detected in infrared absorption in the samples. Samples of regular shape with 5× 5× 0.5 mm3

were used for in-situ UV/vis absorption spectroscopy at 50 K and room temperature (producer "AuDiaTec
GmbH, Germany").

Due to the simple way of manufacturing, the properties of diamond-based titanium matrix composites are of main
interest for this work. But the irregular shape of the embedded diamond particles makes the interpretation of
photoluminescence spectra non-trivial due to scattering and reflection of the excitation laser inside the diamond
particles. Absorption spectroscopy is not possible due to the fully opaque metal matrix. Commercially available
bulk single-crystalline bulk diamonds with comparable defect concentration were used as the model system for
absorption spectroscopy and photoluminescence studies. Since the role of nitrogen in the ion-induced luminescence
is not known, effectively nitrogen-free CVD diamonds were used to cross-correlate absorption measurements.

Figure 6.1.: Energy loss of 4.8 MeV/n ions as a function of penetration depth for 48Ca (a), 132Xe (b), 197Au (c) and
238U (d) in diamond with a density of 3.51 g cm=3. The total energy loss at the sample surface is indicated
by the value in keV/nm. Calculated with SRIM-2013 [32].

6.2 Irradiation Conditions and Experiments

Samples were irradiated with four different ion species with a specific energy of 4.8 MeV/n at the M3 beamline of
the M-branch at the UNILAC of GSI. The different ions comprised 48Ca, 132Xe, 197Au and 238U. During initial tests of
the diamond-based metal matrix composites, 132Xe and 238U were used. Most of the studies were mainly performed
with samples irradiated with 48Ca and 197Au ions. Figure 6.1 shows the energy loss, dE/dx and range of these ions
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in diamond with a density of 3.51 g cm−3. Maximum fluences achieved during the irradiation experiments were
around ∼5× 1013 cm−2 with a typical ion flux of ∼2× 109 cm−2 s−1. An overview of the beam parameters is shown
in Table 6.2.

Table 6.2.: Beam parameters of the ions used in this work. The specific energy of all ions was 4.8 MeV/n.

Ion Energy Pulse length Frequency

MeV ms Hz

48Ca 230.4 1.5 5 and 50
132Xe 628.8 3 50
197Au 945.6 1 and 3 5 and 25
238U 1142.4 0.2 and 0.5 ≤2

6.2.1 UNILAC Irradiation Experiments

Figure 6.2.: Schematic overview of in-situ and on-line measurement set-ups at the spectroscopy chamber of the
M3 beamline; in-situ FT-IR absorption spectroscopy (a), in-situ UV/vis absorption spectroscopy (b) and
on-line ionoluminescence spectroscopy (c). "CL" denotes condenser lenses. During FT-IR absorption spec-
troscopy, infrared light is coupled in and out of the vacuum chamber using infrared transparent vacuum
windows. For UV/vis and ionoluminescence the light is coupled in and out of the vacuum chamber using
UV-grade optical fibers and two fiber-feedthroughs.

All irradiation experiments were performed at the M3 beamline of the M-branch at the UNILAC of GSI. The M3
beamline provides a rectangular beam spots of up to ∼30× 30 mm2. The desired beam spot area is created by
cutting the beam using 4 slits that are situated in front of the sample. First, the beam spot is adjusted by the slits
to the requested size with a luminescence target at the position of the sample. Second, a Faraday cup is inserted
into the beamline behind the slits. Since the charge state of the ions and the beam spot area are known, the
current measured by the Faraday cup is converted into a particle flux per area. Thirdly, since the slits used to
define the beam spot area are connected to a potential the fraction of the ion beam that is impinging on the slits
generates a current. If the beam spot has a homogeneous intensity distribution profile, the current measured on
the slits is proportional to the current in the Faraday cup. Using this proportionality, the ion flux and therefore the
accumulated fluence are monitored during irradiation.

By experience, we know that this method introduces a systematic error between ∼10 and 20 % of the accumu-
lated fluence on the sample. All experiments were conducted in high vacuum conditions of ∼1× 10−7 mbar. The
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software-controlled "chopper" of the M3 control system stops the irradiation once a given fluence has accumulated
on the sample.

Samples that were meant for post-irradiation measurements, so-called "off-line samples", were irradiated in the
oven chamber of the M3 beamline. Three different on-line and in-situ irradiation experiments were performed in
the spectroscopy chamber of the M3 beamline. A schematic overview of these experiments is shown in Figure 6.2.

6.2.1.1 In-situ FT-IR Absorption Spectroscopy

Figure 6.2a shows the schematic layout of the FT-IR absorption spectroscopy set-up at the M3 beamline. The
infrared beam of a Thermo Fisher Scientific Nicolet 6700 is guided with an infrared mirror and coupled with
two infrared-transparent vacuum windows (one CaF2, the other ZnS) in and out of the irradiation chamber. The
transmitted infrared radiation is then detected using a nitrogen-cooled infrared radiation (MCT-B) detector. The
sample is mounted on a rotating holder. Since rotation of the sample holder takes considerable amount of time
(∼15 min), the sample was irradiated at an angle of 45° with the sample positioned in normal incidence to the
infrared beam.

All in-situ FT-IR measurements were conducted on "Sumitomo PDXC08" HPHT-synthesized diamonds. Even though
these samples exhibit an irregular shape, they have two plane-parallel (111)-surfaces obtained by cleaving. The
thickness was ∼800µm with a surface area smaller than 2× 2 mm2. Absorption spectra were recorded in the
wavenumber range between 4000 and 400 cm−1 (2.5 and 25µm, respectively) using a spectral resolution of
4 cm−1. A better spectral resolution was not achieved due to a large increase of noise at resolutions of 2 cm−1

and 1 cm−1 due to the small sample aperture of just 1.5 mm. Input spectra were recorded at least every 2 h through
an empty slot in the sample holder with the same aperture of 1.5 mm.

6.2.1.2 In-situ UV/vis Absorption Spectroscopy

Figure 6.3.: UV/vis absorption spectroscopy. An input spectrum is generated using a combined deuterium/halogen
light source. After the sample is introduced into the beam path a transmitted spectrum is measured.
The transmission is determined by the ratio of the transmitted and input spectrum.

Figure 6.2b shows the schematic layout of the UV/vis absorption spectroscopy set-up. The UV/vis input spectrum is
generated using an "Ocean Insight DH-2000-BAL" light source that combines a tungsten halogen lamp and a deu-
terium lamp with an effectively usable range of 230 and 2500 nm. The light source was coupled into a solarization
resistant multimode SMA-905 fiber optic cable with a core diameter of 600µm and 0.22 NA ("Thorlabs FG600AEA"
fiber). Coupling into the high vacuum chamber was realized using two vacuum fiber feedthroughs ("VACOM T-
MM600UV-FSMA") that matched the core diameter and NA of the other fiber optic cables. A solarization-resistant
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600µm UHV-compatible fiber connected the vacuum side of the feedthrough to the "input lens". The input and
"output lens" were two identical planoconvex lenses, so-called condenser lenses, of unknown focal length with a
diameter of 50 mm mounted in a 62 mm diameter aluminum tube each with an adjustable SMA-905 connector at
the back. The distance of the output lens to the sample, 4.5 cm, was chosen so that a 2× 2 cm2 beam spot can
safely pass between the lens and the sample at an irradiation angle of (45± 1)°. The distance of the input lens to
the sample was chosen so that the signal in the output lens was maximized. Using another solarization resistant
optical fiber cable. the output lens was connected to a second, identical, fiber vacuum feedthrough flange. The
transmitted light was then detected by an "Ocean Insights QE-Pro" dispersive spectrometer with an actively cooled
CMOS detector segmented into 1044 pixels that was connected via a 1000µm core diameter solarization resistant
optical fiber cable ("Ocean Insight QP1000-2-SR"). The spectrometer has a calibrated wavelength range of 245 and
1035 nm with a spectral resolution ∆λ of 0.76 nm. Figure 6.3 shows the UV/vis absorption transmission spectrum
together with the input spectrum of the light source in comparison to the spectrum transmitted through a pristine
CVD-synthesized type IIa diamond.

Measurements were performed in the following manner: prior to irradiation a bare input spectrum was recorded
through an empty slot on the sample holder (i). The sample holder was vertically moved to the measurement (and
irradiation) position that contained the sample and a transmitted spectrum was recorded (ii). The light source
shutter was closed using a remote-controlled 5 V TTL signal (iii). The ion irradiation was started and once a certain
fluence accumulated on the sample, the irradiation was stopped, the light source shutter opened and a transmitted
spectrum was recorded (iv). To check the stability of the light source, a new input spectrum was recorded about
every hour. Acquisition times for the input and transmitted spectra of pristine diamonds were between 1 and
2 s (depending on the sample aperture). With increasing irradiation fluence and decreasing transmission of the
irradiated diamonds, acquisition times had to be increased up to 50 s.

Investigated samples comprised "Sumitomo PDXC08" HPHT-synthesized type Ib diamonds with a thickness of
∼800µm and surface area of ∼2× 2 mm2. The aperture size for these samples was 1.5 mm. Additionally, "Au-
DiaTec Optical Grade" CVD-synthesized type IIa diamonds with a thickness of ∼500µm, rectangular surface area
of 5× 5 mm2 were investigated with an aperture size of 4 mm.

Two individual irradiations and measurements were performed at room temperature and at cryogenic temperatures
of 50 K on each sample type. Samples were cooled down using a closed-cycle He-cryostat that is integrated into
the M3 beamline. The temperature of the sample was measured with a thermocouple that was mounted on the
aluminium sample holder in the vicinity of the sample.

6.2.1.3 On-line Ionoluminescence Spectroscopy

Figure 6.2c shows the schematic layout of the on-line ionoluminescence set-up. The light emitted during radiation
is collected in a condenser lens, the same "output lens" used in the in-situ UV/vis absorption set-up presented in
the previous section. The collection diameter D of the condenser lens was ∼22 mm, determined by connecting a
fiber-coupled light source to the output lens and then measuring the projected spot size on the sample holder. The
collected light is spectroscopically analyzed in a fiber-coupled spectrometer.

Two different fiber-coupled spectrometers were used. An "Ocean Insight QE-Pro" (wavelength range of 245 and
1035 nm with ∆λ =0.76 nm) enabled triggered measurements of the full spectrum with integration times t below
10 s. Additionally, a data-acquisition system recorded the current signal of the slits that defined the beam spot,
allowing to extract the flux F and fluence Φ during the ionoluminescence measurements with 100 Hz sampling
rate. The two measurements were synchronized by a timing server. The spectrometer was triggered by the timing
generator of the UNILAC ion source. Unfortunately, this trigger signal is jittering with respect to the actual ion beam
pulses arriving at the sample. Therefore integration times of at least 2 s were necessary to average over a sufficient
number of pulses. Ionoluminescence spectra could be measured up to fluences of 2× 1012 cm−2, after which the
ionoluminescence intensity was smaller than the noise level in the spectrometer.

The spectral ionoluminescence yield Y is then calculated by normalization of the spectrometer signal I to the inte-
gration time of the spectrometer t, the collection area of the collector lens A and the ion flux F during irradiation:

Y (λ) =
I(λ)

I · A · F
. (6.1)
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Since A is proportional to the collection diameter D, that was constant for all irradiation experiments, and the
spectrometer signal having arbitrary units, the unit of the ionoluminescence yield is per ion.

In the second case, a Peltier-cooled CMOS spectrometer with a moving grating ("Horiba iHR320") was used. The
main disadvantage of this spectrometer is that measurements are not synchronized by triggering and integration
times are around tens of seconds per grating position (for a wavelength range of 300 and 900 nm the spectrometer
measured in 4 "windows" of 150 nm width). Especially at the beginning of a fluence series, where changes are
expected at fluences as low as ∼1010 cm−2 (reached within a few seconds), the intensity over the whole spectral
range is already influenced by the beam-induced changes in the sample. Hence, the integrated ionoluminescence
signal has a large systematic error at the beginning of an irradiation. But, the superior signal to noise ratio of
this spectrometer allowed the measurement of ionoluminescence spectra at fluences as high as 5× 1013 cm−2

(4.8 MeV/n 48Ca).

6.3 Depth-resolved Photoluminescence and Raman Spectroscopy

Figure 6.4.: Cross sectional view of an irradiated diamond and photoluminescence mapping. After irradiation a
"mapping", usually consisting of three line mappings that start 10µm away from the diamond surface
and extended at least 50µm deep into the diamond. Lateral distance between the line mappings is
30µm and longitudinal distance between single measurement points is 1 or 2µm. The ion range for
4.8 MeV/n 197Au ions is 30.0µm according to SRIM-2013 [32].

A set of diamonds with rectangular cross section ("Sumitomo SUMICRYSTAL PDX") was irradiated with 4.8 MeV/n
197Au ions to different fluences between 3× 109 cm−2 and 2× 1013 cm−2. After irradiation, the diamonds were
measured off-line in a confocal Raman spectrometer ("HORIBA LabRAM HR Evolution") with two excitation
wavelengths, 473 nm ("blue") and 632.8 nm ("red") excitation. Comparative photoluminescence measurements
of irradiated type Ib diamond powders of diamond-based metal matrix composites and bulk type Ib diamonds
are presented in section A.2. This section will focus solely on photoluminescence measurements of irradiated bulk
diamonds since they exhibit a virtually identical trend under irradiation as the diamond powders.

To follow the radiation damage along the ion trajectory, line scans were performed on the crystal face parallel to the
ion beam direction. A mapping measurement consisted of 3 line scans ranging from −10µm to 50µm, with 0µm
defined as the surface of the diamonds. The distance between the individual line scans was 20µm. The distance
between single measurement points along a line scan was either 1 or 2µm. The measurement geometry is shown
in Figure 6.4. To minimize the confocal depth of the system, the smallest possible confocal hole size of 20µm
was used. Due to the transparency of the diamonds, the spot size and information volume cannot be estimated
accurately. The laser has a transverse spot size of ∼3µm on a fully opaque graphite sample. To ensure that each
measurement point is measured with the same focus and information volume, a 3D topography map is created by
a depth scan of the microscope in the spectrometer control software and then used as the "focus map".

Measurements with the blue and red laser were performed at the same position on each sample by calibrating the
spectrometer for both excitation wavelengths using a silicon wafer prior to measurement. After measurement with
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the blue laser, the internal optics of the spectrometer were exchanged and a measurement with the red laser was
performed without moving the sample.

The measurement parameters were:

• Laser wavelength: λexc = 473 nm, 632.8 nm,

• Laser power: 20 mW at the laser output, <10 mW at the sample,

• 100x Objective, 0.9 NA,

• Acquisition time: 0.1 to 2 s.

• Grating: 600 lines per mm, ∆λ= 0.5nm,

• Confocal hole size: 20µm,

• Measurement range: 470 to 800 nm (λexc = 473 nm), 630 to 900 nm (λexc = 632.8 nm) ,

• Transverse laser spot size: ∼3µm (determined on an opaque graphite sample),

• Focus: 3D topography map.
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7 Spectroscopic Investigation of Ion-Induced Effects
in Diamond

This chapter discusses the results obtained by irradiation of different diamond(-based) samples with various swift
heavy ions. Radiation-induced macroscopic changes in the irradiated diamonds and ion-induced luminescence are
phenomenologically described. Results from on-line ionoluminescence, in-situ UV/vis and infrared absorption and
post-irradiation photoluminescence spectroscopy are quantitatively analyzed.

7.1 Observations on Irradiated Diamonds and Diamond-based Metal Matrix Composites

Figure 7.1.: Ionoluminescence of diamond-based copper matrix composite (Cu-Dia) with an average diamond parti-
cle size of 45µm during irradiation with 4.8 MeV/n 209Bi. Courtesy of Marilena Tomut (a). Four different
type Ib HPHT diamonds after 4.8 MeV/n 197Au irradiation to different fluences. The beam spot was
larger than the sample size. The apparent edges are the parallel surfaces on the back of the diamonds
that are still visible below 5× 1012 cm=2. (b). Micrograph of HPHT-synthesized diamond powder with
45µm average particle size. Similar diamonds are used in the manufacturing of Cu-Dia and Ti-Dia sam-
ples (c).

Figure 7.1 presents an overview of observations on irradiated in comparison to non-irradiated diamonds. Fig-
ure 7.1a shows the ionoluminescence of a diamond-based copper matrix composite (Cu-Dia) sample at the M-
branch observed with a simple CCD camera through a vacuum viewport during irradiation. With the start of
irradiation, the sample starts to emit luminescence. The intensity decreases steadily with increasing ion fluence.
Furthermore, the luminescence color is changing from what seems like green luminescence to a blueish hue.

Figure 7.1b shows the effect of SHI irradiation for a series of HPHT-synthesized type Ib diamond monocrystals.
The light yellow color, characteristic of a type Ib diamond with a concentration of a few 100s ppm of isolated
substitional nitrogen atoms (C centers) distributed within the diamond lattice, is virtually unchanged up to a
fluence of 1× 1011 cm−2 of 4.8 MeV/n 197Au ions. At 1× 1012 cm−2, the color is already dominated by a green
hue. At 5× 1012 cm−2, the diamond has an even darker shade of green and lost nearly all its transparency. At the
largest fluence of 1× 1013 cm−2 the diamond is completely blackened by radiation and fully non-transparent to the
naked eye. In comparison, pristine HPHT-synthesized diamond powder used in the manufacturing of Cu-Dia and
Ti-Dia composites is shown in Figure 7.1c. The micrograph qualitatively shows the size distribution around 45µm
and random shape distribution of the diamond powder. The light yellow color indicates indicates the presence of
substitional substitional nitrogen in the lattice of these diamonds.
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Figure 7.2.: Optical micrographs of two series of diamond-based copper matrix (Cu-Dia) composites irradiated with
4.8 MeV/n 238U (top row) and 209Bi ions (bottom row). Top row: Cu-Dia with an average diamond
particle size of 100µm. Bottom row: Cu-Dia with 45µm diamond particles. The scale bar applies to all
images.

Figure 7.3.: Ionoluminescence series of two HPHT diamonds during irradiation with 4.8 MeV/n 197Au (top row) and
48Ca ions (bottom row) recorded with a CCD camera. The start image corresponds to the first image
recorded upon beam on target. Integration time and gain setting of the camera are different between
the two rows. Each column corresponds to a similar dose on the sample.

Figure 7.2 shows optical micrographs that illustrate the evolution of two different Cu-Dia composites, one with
45µm and the other with 100µm average diamond particle size, irradiated with ion fluences up to 1× 1014 cm−2.
Just like the bulk HPHT diamond presented in Figure 7.1b, the color of the individual diamond particles in the
copper matrix changes to black with increasing ion fluence. At 1× 1011 cm−2, the diamond particles already exhibit
a green hue and at 1× 1012 cm−2 a loss of transparency. At 1× 1013 and 1× 1014 cm−2, the diamond particles have
apparently lost all transparency.

Based on these phenomenological observations, a series of questions arises: Is the radiation-induced luminescence
created by intrinsic or extrinsic defects, e.g., due to nitrogen? The ionoluminescence intensity decreases with
increasing fluence, is this decrease driven by a decrease of transparency or the ’decay’ of luminescent defects?
Is a bulk type Ib diamond a suitable model system to investigate the radiation effects of diamond-based metal
matrix composites given the difference in size and considering the unknown nitrogen content of the diamonds
in the composites? Can the ionoluminescence of diamonds ultimately be used for beam diagnostic luminescence
screens?

7.2 Ionoluminescence Spectroscopy

Figure 7.3 shows the ion-induced luminescence of a HPHT type Ib diamond during various stages of irradiation with
4.8 MeV/n 197Au (top) and 48Ca (bottom). At the start of irradiation, the diamonds emit a bright green emission
that is quickly decaying within 1× 1012 cm−2 for 197Au and 4× 1012 cm−2 for 48Ca. At large fluences, the green
emission intensity has virtually decayed, and the diamond only emits blueish light. This blue component starts to be
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Figure 7.4.: Self-normalized spectral ionoluminescence yield heatmaps of four different samples irradiated with
4.8 MeV/n 197Au up to 1× 1012 cm=2: diamond-based copper matrix composite (Cu-Dia) with 100µm
(a), Cu-Dia with 45µm (b), diamond-based titanium matrix composite (Ti-Dia) with 45µm (c) average
diamond particle size and a HPHT synthesized type Ib diamond monocrystal (d). Spectra are normalized
to the ion flux during irradiation and self-normalized to the largest ionoluminescence intensity.

visible at fluences as low as 6× 1011 cm−2. From these very basic CCD camera images, no other color components
can be identified. When comparing the visual trend between the two ion species, it seems that, at equivalent dose,
the green emission component ’survives’ higher doses when exposed to 48Ca ions. This is a potential first indication
that the decay rate of the ionoluminescence signal is not simply a function of the total dose but that it also depends
on the magnitude of the energy loss. While the total applied dose per ion at 4.8 MeV/n is only a factor of 4 higher
for 197Au, the peak electronic and nuclear stopping power are larger by at least a factor of 6 (c.f. Figure 6.1). Also,
comparing the observed luminescence in Figure 7.3 with Figure 7.1a the overall trend observed on the Cu-Dia
composite is well replicated.

Figure 7.3 also indicates the first drawback for the application of diamonds as a material for luminescence screens.
Not only is the ionoluminescence signal quickly decaying, it is also changing its wavelength. Beam diagnostic
cameras used for luminescence screens are usually equipped with narrow band-pass optical filters to increase the
signal to noise ratio by excluding any parasitic light. Hence, only a fraction of the emitted ion-induced luminescence
can be effectively used.

Figure 7.4 shows the ionoluminescence heatmaps of four diamond-based samples during irradiation with
4.8 MeV/n 197Au ions. All samples show a virtually identical ionoluminescence response composed of two dis-
tinct emission bands. A broad emission band with a steep edge at 500 nm that extends up to ∼700 nm. The second,
more narrow, emission band appears between 875 and 925 nm. Emission lines (∆λ<5 nm) can be identified at
690 nm in the diamond-based metal matrix composites (Figure 7.4a, b, c) and 575 nm in the two Cu-Dia samples
(Figure 7.4a, b). A fluence of ≤1× 1012 cm−2 is sufficient to ’quench’ the ionoluminescence intensity to ≤10 % of
its initial intensity over the measured wavelength range of 450 and 950 nm.
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Figure 7.5.: Integrated ionoluminescence in the range between 350 and 950 nm of different diamonds and
diamond-based metal matrix (Cu-Dia and Ti-Dia) composite samples irradiated with 4.8 MeV/n 197Au.
Integrated luminescence yield normalized by the ion flux measured during irradiation (a, b) and self-
normalized (c, d). The left row has linear-log scales and the right row with linear scales.

The spectral content and related defects will be discussed in more detail later. Overall, the spectral composition of
the ionoluminescence fits to the camera recording of the samples during irradiation in the same wavelength range
(c.f. Figure 7.3).

The ionoluminescence yield, normalized by the ion flux during irradiation, and integrated over the whole spec-
trometer range from 350 to 950 nm (c.f. Equation 6.1), is shown in Figure 7.5a & b. The largest ionoluminescence
yield is observed in the two Cu-Dia samples which are comparable initially. The Ti-Dia sample on the other hand has
an initial yield that is ≤25 % compared to the Cu-Dia samples. Unfortunately, direct comparison of the composites
with the HPHT diamond is not possible due to the different size (and emission area) of the monocrystalline sample
in comparison with the composites.

The self-normalized integrated IL signal, shown in Figure 7.5c & d, indicates that all samples exhibit the same
trend with variations on the order of ±10 % at any given fluence. The IL signal of all samples decays by ∼80 %
between 1× 1011 and 2× 1011 cm−2 in comparison to the initial yield and by at least 90 % at fluences larger than
1× 1012 cm−2. While these trends look entirely exponential, fits of the single impact model (c.f.Equation 2.12) did
not yield any physically meaningful fits. Figure 7.4 shows that the ionoluminescence signal has two major spectral
contributions. Hence, Figure 7.6 shows the integrated and maximum IL signal in the two characteristic wavelength
ranges between 450 and 675 nm (green) and 850 and 950 nm (infrared). The green emission band dominates the
integrated luminescence yields by about an order of magnitude in comparison to the infrared emission band at the
beginning of irradiation. The maximum luminescence intensity is also measured in the green emission band, except
for the HPHT diamond in which the infrared band has a larger luminescence intensity.

To conclude the ionoluminescence studies, the spectral components are discussed in more detail. Due to the limited
sensitivity of the fixed grating CCD spectrometer, used in the previous studies, it was not possible to identify the
spectral component responsible for the blue emission at fluences ≥1× 1012 cm−2 197Au (c.f. Figure 7.1). Another
experiment was performed with a different spectrometer during irradiation with 4.8 MeV/n 48Ca ions. The main
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Figure 7.6.: Integrated (top row) and maximum (bottom row) ionoluminescence intensity of diamonds and
diamond-based metal matrix (Cu-Dia and Ti-Dia) composite samples irradiated with 4.8 MeV/n 197Au
in the two wavelength ranges between 450 and 675 nm (a, c) and between 850 and 950 nm (b, d).

drawback of this measurement was the large integration time of at least 100 second for the acquisition of a single
spectrum and, due to the moving grating, intensity discontinuities at the edges at ∼460 nm and ∼720 nm of the
three wavelength ranges needed to cover the total spectral range between 350 and 900 nm. But, with a wavelength
resolution of ∆λ=0.5 nm and higher sensitivity ionoluminescence spectra were recorded up to 5× 1013 cm−2.

The resulting ionoluminescence spectra are shown in Figure 7.7. Up to ∼4× 1012 cm−2, the IL heatmap in Fig-
ure 7.7a coincides well with the results shown in Figure 7.4. The same spectral components around ∼530 nm
and ∼880 nm are dominating the IL signal at low fluences. Additional spectral components emerge at fluences
>5× 1012 cm−2. The featureless and broad signal around ∼530 nm evolves into two peaks at 502 nm and 532 nm
that eventually split into three peaks at ∼502, ∼519 and ∼532 nm. At fluences larger than 4× 1012 cm−2, a set
of 6 spectral lines between 389 nm and 440 nm evolves that is shown in Figure 7.7c. Additionally, a small peak
at 492 nm on the shoulder of the peak at 502 nm can be identified as well. This set of peaks is likely responsible
for the blue ionoluminescence observed at fluences >1× 1012 cm−2 (Figure 7.3). Above 650 nm, various peaks are
located at 692 nm, which was also observed in Figure 7.4, at 742 nm, at 778 nm and at 884 nm with two minor
peaks at 798 nm and 820 nm.

After identifying the spectral ionoluminescence components up to 5× 1013 cm−2 for 4.8 MeV/n 48Ca, the different
spectral lines are attributed to defects within the diamond lattice with a summary shown in Table 7.1. The spec-
tral lines ≥389 nm are attributed to the 3.188 eV center and 2.807 eV center, which are typical radiation damage
products in diamond and are attributed to the blue IL emission at high fluences. The peak at 884 nm which can
be measured from the lowest observed fluence, and which is present in the ionoluminescence spectra of all in-
vestigated diamond samples, is attributed to the 1.40 eV center, NiV-. This center is especially strong in synthetic
diamonds grown with a nickel catalyst.

It is not possible to clearly attribute the main spectral component, which is responsible for the green emission,
to one single crystallographic defect. Several different defects: the 3H center, an intrinsic color center related to
the neutral di-split-interstitial, the H3 center, related to N-V-N aggregates and the green band have overlapping
spectral features that can be associated with the observed ionoluminescence. According to literature, the green
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Figure 7.7.: Ionoluminiscence (IL) spectra of type Ib diamond during irradiation with 4.8 MeV/n 48Ca. Ionolumi-
nescence intensities have been normalized to the first spectrum recorded during irradiation up to
1.9× 1011 cm=2. IL heatmap with characteristic emission lines (a). Evolution of IL spectra at different
ion fluences (b). IL spectra at the highest ion fluences below 500 nm (c) and above 650 nm (d). Dashed
vertical lines indicate the edges of the individual spectra recorded by the moving grating spectrometer
leading to intensity discontinuities. The relative error of the fluence is estimated to be at least 20 %.

band is considered to be impacted only very little by ion irradiation and it is hence the least likely out of these three
candidates [140]. The spectral line at 575 nm that is observed in the IL spectrum of Cu-Dia (Figure 7.4a and b) is
attributed to nitrogen-vacancy defects in the neutral charge state, the NV0center.
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Table 7.1.: Spectral components during ionoluminescence spectroscopy with 4.8 MeV/n 48Ca shown in Figure 7.7
and attribution to crystallographic defects of diamond. All color centers are active in cathodolumines-
cence [140]. Measured wavelengths have a systematic error of ±2 nm, the systematic error of the energy
is thus between 3 and 20 meV depending on the wavelength. Given fluences have a systematic error of
±20 % and correspond to ion fluence where a peak at the measured wavelength can be clearly identi-
fied.

Fluence λMeasured λLiterature Description
(cm−2) (nm) (eV) (nm) (eV)

3.188 eV center

3× 1012 389 3.187 389 3.188 ZPL

3× 1012 400 3.100 398.5 3.111 ħhω1 =77 meV

3× 1012 409 3.031 409.6 3.027 ħhωO =161 meV

3× 1012 420 2.952 420.3 2.950 ħhω+ħhω1 =238 meV

3× 1012 431 2.877 432.6 2.866 2ħhω1 =322 meV

2.807 eV center

3× 1012 440 2.818 441.6 2.807 ZPL

GR1 center, V0

1× 1013 742 1.671
740.9 1.673

ZPL doublet
744.4 1.665

1.40 eV center, NiV-

5× 1012 884 1.403
884.85 1.4008

ZPL doublet
883.15 1.4035

Ambiguous spectral components

≥2× 1011 503.5 2.462
503 2.465 3H center ZPL

503.4 2.462 H3 center ZPL

>2× 1013 520 2.384 green band or phonon replica of 3H or H3

2× 1011 532 2.331 green band

Unknown spectral components

1× 1012 692 1.792 possibly Al2O3

2× 1013 778 1.594

4× 1013 798 1.554

4× 1013 820 1.512
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7.3 Depth-resolved Photoluminescence Spectroscopy

Figure 7.8 shows various photoluminescence spectra obtained at different positions and irradiation fluences of
4.8 MeV/n 197Au along the ion trajectory. Different stopping regimes of the ion can be distinguished by depth-
resolved measurements. By normalization to the intensity of the diamond Raman line in the pristine substrate, it
is possible to correlate the measured intensity to the concentration of a given defect in a first order approximation.
The overall trend observed close to the surface is in good agreement with the results obtained on the bulk PDXC
diamonds (c.f. Figure A.7, in the appendix). Measurements close to the surface correspond to the region in the
diamond that was subjected to the highest electronic energy loss and exhibit the largest absolute changes in photo-
luminescence intensity (c.f. Figure 7.8a). Regions which were subjected to the highest nuclear energy loss, close to
or at the end of the ion range, show smaller changes of the luminescence intensity but a strong degradation of the
intensity of the diamond Raman line (c.f. Figure 7.8d) at fluences ≥7× 1012 cm−2). This is a first indicator of the
general trend that will be discussed in more detail later. The production of color centers depends on the magnitude
of electronic energy loss while the degradation of the diamond lattice, indicated by the intensity of the diamond
Raman line, depends on the magnitude of the nuclear energy loss.

But this trend is reversing at a certain fluence. The intensity of the 3H center phonon sideband (PSB) at ∼520 nm
steadily increases up to a fluence of about 3× 1012 cm−2, while it decreases at larger fluences. The identical trend
is also observed for the intensity of the NV−ZPL at 638 nm and its phonon replicas at ∼650 nm and ∼685 nm.
NV−can be clearly identified at fluences ≥1× 1012 cm−2 and increases to an intensity of ∼50 % of the pristine
diamond Raman line intensity. In comparison, the 3H PSB already increases at a fluence as low as 3× 1010 cm−2

and increases to an intensity ∼3 times larger than the pristine diamond Raman line intensity indicating that ion-
induced production of 3H centers is more efficient.

The fluence of maximum 3H and NV−photoluminescence intensities between 3× 1012 and 7× 1012 cm−2 corre-
sponds to the fluence range at which the vacancy-related GR1 center with its ZPL at ∼740 nm can be reliably
identified under 633 nm excitation. This suggests a radiation-induced vacancy density threshold that leads to the
quenching of other color centers in the diamond [178]. The distribution of GR1 center exhibits an interesting pe-
culiarity. The largest GR1 center intensity is measured at the surface of the diamonds, in the region of the highest
electronic energy loss, instead of the region with the highest nuclear energy loss. But, comparison with literature
of electron-irradiated diamonds confirms that the highest GR1 intensity is systematically measured in regions that
experience the highest electronic energy loss [140].

Lastly, Figure 7.9 shows photoluminescence heatmaps of the irradiated diamonds. The highest luminescence in-
tensities are systematically located at the surface of the diamonds. On the other hand, the photoluminescence
signal, especially the diamond Raman line under excitation with 633 nm, rapidly degradades at the end of the ion
range at fluences ≥1× 1012 cm−2 (c.f. Figure 7.9b). Ion-induced effects do not abruptly stop at the end of the ion-
range. A change of the PL signal beyond the ion-range can be identified for both laser excitations, especially in the
range of the 3H center around ∼520 nm (c.f. Figure 7.9a). Reports in literature [150, 168, 174] have shown that
radiation-induced stress and lattice degradation extend up to several micrometer beyond the ion range and may be
responsible for the production of luminescent defects observed here. Albeit radiation-induced defects beyond the
ion range are not observed systematically with increasing fluence. This is tentatively attributed to variations in the
pristine samples or slightly different irradiation conditions (e.g., temperature during irradiation).
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Figure 7.8.: Photoluminescence spectra of pristine and irradiated type Ib diamond samples exposed to different
fluences of 4.8 MeV/n 197Au in units of cm=2 and excited with 473 nm (blue spectra) and 633 nm (red
spectra). Spectra were measured at different positions, corresponding to different electronic and nu-
clear energy loss dE/dx along the ion penetration depth: 0µm (a), 10µm (b), 25µm (c) and 30µm (d).
Intensities are normalized to the average intensity of the diamond Raman line between 40 and 50µm.
Spectra are displaced vertically.
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Figure 7.9.: Depth-resolved photoluminescence (PL) heatmaps of type Ib diamonds exposed to different fluences of
4.8 MeV/n 197Au in units of cm=2. Excitation under 473 nm (a) and 633 nm (b). The ion range is indicated
by the dashed vertical line. Intensities are normalized to the average intensity of the diamond Raman
line between 40 and 50µm.
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7.3.1 Diamond Raman Line and GR1 center

Figure 7.10.: Intensity of the diamond Raman line as a function of depth in type Ib diamonds exposed to different
fluences of 4.8 MeV/n 197Au under excitation with 473 nm (a) and 633 nm (b). The ion range is indi-
cated by the dotted vertical line. Intensities are normalized to the average intensity of the diamond
Raman line between 40 and 50µm. Shaded areas indicate the standard deviation of three measure-
ments.

A quantitative analysis of the diamond Raman line intensity under excitation with 473 nm and 633 nm is shown
in Figure 7.10. Under excitation with 473 nm, the intensity of the diamond Raman line increases up to a fluence
of 3× 1012 cm−2 at the surface after which the intensity decreases steadily (c.f. Figure 7.10a). The intensity of the
Raman line decreases to less than ∼3 % of the pristine intensity at the maximum fluence of 2× 1013 cm−2. The
initial increase in intensity is due to overlap of the diamond Raman line with the ZPL of the H3 center at ∼504 nm
(c.f. Figure 7.13).

The diamond Raman line under excitation with 633 nm shown in Figure 7.10b exhibits a considerably clearer
trend without an overlap with another luminescence line. The intensity of the diamond Raman line is virtually
unaffected by irradiation with fluences ≤1× 1012 cm−2 while larger fluences lead to a significant decrease of the
intensity down to about 4 % of the pristine diamond Raman line intensity at the end of the ion range.

These figures suggest that the degradation of the diamond Raman line is saturated at fluences larger than
7× 1012 cm−2, especially with 633 nm excitation. Detailed Raman spectra close to the end of the ion range
are presented in Figure 7.11. These show that the diamond Raman line is further degrading from 7× 1012 to
2× 1013 cm−2 for both excitation wavelengths. At a fluence of 2× 1013 cm−2 and at the highest nuclear energy loss
at the end of the ion range, no clear Raman line can be identified anymore.

No significant signal from sp2-hybridized carbon (graphite) can be observed neither at the position of the D-peak at
∼1360 cm−1, indicative of defects within graphite basal planes, nor at the position of the G-peak at ∼1580 cm−1,
indicative of graphite basal planes [6]. A band around ∼1630 cm−1 can be identified for both excitation wave-
lengths. While this could be a defect-induced component of the graphite G-peak, this feature probably relates to a
radiation-induced defect that is observed in diamonds irradiated with MeV ions or neutrons [140]. The signal at
∼1744 cm−1 can only be identified under 473 nm excitation and is tentatively attributed to the 515 nm center that
is observed in treated synthetic type Ib diamonds that contain nickel and exhibit luminescence from the 3H center,
similar to the type Ib diamonds used in this work [140, 190]. Under both excitation wavelengths, the diamond Ra-
man line exhibits a broadening towards lower Raman shifts which is indicative of radiation-induced tensile stresses
at the end of the ion range. Reports in literature show that this trend continues with increasing radiation dose and
is especially pronounced at the end of the ion range [168].
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Figure 7.11.: Raman spectra around the diamond Raman line close to the end of the ion range for the three highest
irradiation fluences with 4.8 MeV/n 197Au ions under excitation with 473 nm (a) and 633 nm (b). Values
in keV/nm correspond to the nuclear energy loss at the measured ion penetration depths. Dashed
vertical lines indicate the position of the Raman line in defect-free diamond at 1332 cm=1.

7.3.2 3H and Nitrogen-Vacancy Center

Figure 7.12.: Intensity of the 3H center phonon sideband (a) and the NV=center ZPL (b) as a function of depth in
diamond samples irradiated with different fluences of 4.8 MeV/n 197Au in units of cm=2 for excitation
with 473 nm. Intensities are normalized to the average intensity of the diamond Raman line between
40 and 50µm. Shaded areas indicate the standard deviation of three measurements.

Figure 7.12 shows the photoluminescence intensity of the 3H center phonon sideband (PSB) at ∼520 nm and the
NV−center ZPL at 638 nm. The 3H PSB was chosen as the reference intensity for the concentration of the 3H
defect since the 3H ZPL overlaps with the diamond Raman line under excitation with 473 nm (c.f. Figure 7.13).
Up to a fluence of 1× 1012 cm−2, both color centers have their maximum intensity at a depth of ∼25µm while the
maximum intensity can be observed close to the surface at a fluence of 3× 1012 cm−2.
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Figure 7.13.: Photoluminescence spectra of type Ib diamonds samples exposed to different fluences of 4.8 MeV/n
197Au in units of cm=2. Photoluminescence spectra under 473 nm excitation around the 3H (a) and
the NV0& NV=centers (b) measured close to the surface (depth ∼0µm). The diamond Raman line
is indicated by the *. Intensities are normalized to the average intensity of the diamond Raman line
between 40 and 50µm.

A clear correlation whether 3H or NV−centers are preferentially produced in the electronic or nuclear energy loss
regime is not possible. Up to 1× 1012 cm−2, the intensity profile of the two color centers might follow the profile
of the electronic energy loss. While nuclear energy loss provides the necessary defects to form the color centers
(keep in mind 3H and NV−are ensemble defects involving multiple crystallographic lattice sites), the magnitude
of the electronic energy loss determines the number of color centers that are ultimately produced. The higher
the ratio between electronic and nuclear energy loss, the larger the number of produced color centers up to a
threshold of lattice damage where these color centers are destroyed by additional radiation damage within the
lattice [178, 191]. The results indicate that the photoluminescence intensity of 3H and NV−centers are increas-
ing up to radiation-induced vacancy densities ∼5× 1018 cm−3 while larger vacancy densities lead to decrease of
photoluminescence intensity.

The signal at 2.46 eV (504 nm) is attributed to the 3H center (di-<100> split self-interstitial) without explanation,
even though this signal could also be related to the H3 center (N-V-N) with its ZPL at 2.463 eV (503.2 nm). Overall,
there is no single conclusive observation in the presented PL measurements, but multiple observations point to the
3H center instead of the H3 center.

The 3H center has a single vibrational replica in the Stokes region, ħhω1, that is shifted by 74 meV. H3 on the
other hand has two vibrational replica shifted by 41 meV and 81 meV, which are clearly distinguishable even at
room temperature [192]. Figure 7.13a shows a nearly symmetric PSB at the position of the 3H ħhω1 replica. Other
phonon replica ħhω2, ħhω3 and ħhω4 occur at 169, 218, and 58 meV (anti-Stokes scattering) with respect to the 3H ZPL.
Albeit these cannot be identified unambiguously. Another indicator for the 3H center is the presence of a shoulder
at 2.481 eV (499.8 nm) [140]. Lastly, the intensity of 3H ZPL relative to its PSB is larger at room temperature, while
the opposite is true for the H3 center [140, 193].

The NV center PL spectrum is shown in Figure 7.13b. The NV−center at 1.945 eV (638 nm) can be clearly identified
together with its two phonon replica shifted by 65 and 130 meV. The largest intensity of the NV−ZPL can be
observed at fluences of 3× 1012 and 7× 1012 cm−2, while the largest PSB intensity occurs at 7× 1012 cm−2. NV0can
only be detected at the two largest irradiation fluences of 1× 1013 and 2× 1013 cm−2 after the intensity of the
NV−decreased. Substitutional nitrogen in the diamond lattice acts as an electron donor for NV0centers, thus NV−is
preferentially produced by irradiation in type Ib diamonds.
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7.4 In-situ UV/vis Absorption Spectroscopy

Figure 7.14.: In-situ transmission (a, c) and absorbance (b, d) of a type Ib diamond at different fluences of 4.8 MeV/n
197Au ions. The upper row was measured and irradiated at room temperature, while the lower row was
measured and irradiated at 50 K.

In-situ UV/vis absorption spectroscopy was conducted on type Ib and type IIa diamonds irradiated to different
fluences of 4.8 MeV/n 197Au ions. Both irradiation and spectroscopy measurement were conducted at room tem-
perature and 50 K, respectively. The investigated samples comprised HPHT-synthesized type Ib diamonds with
∼200 ppm Ns and CVD-synthesized type IIa diamonds with ≤5 ppb Ns. The used type Ib bulk samples were iden-
tified as a model system for the diamond powders used in the diamond-based metal matrix composites presented
in the previous sections. Type IIa diamonds served as a quasi defect-free system to investigate the specific role of
(substitutional) nitrogen on the radiation-induced evolution of defects.

7.4.1 HPHT-synthesized Type Ib Diamond

Figure 7.14 shows in-situ measurements of the spectral transmission and absorbance of HPHT-synthesized type Ib
diamonds (∼200 ppm Ns) at different fluences of 4.8 MeV/n 197Au ions at room temperature and 50 K. Pristine
transmission spectra are characterized by an absorption edge at ∼450 nm. While pure diamond has an absorption
edge at ∼225 nm due to its bandgap of ∼5.5 eV, the absorption edge of nitrogen-containing diamonds shifts to
lower energies by the presence of substitutional nitrogen that acts as an electron donor [194].
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Figure 7.15.: Absorption of type Ib diamond at different wavelengths as a function fluence for irradiation with
4.8 MeV/n 197Au ions at room temperature (a) and at 50 K (b). Dashed horizontal lines represent the
absorption at the given wavelength of the pristine sample. Solid lines are fits of the direct impact
model, Equation 2.12, to the measurement data with the damage cross section σ given in the legend.

With increasing fluence, a dominant absorption band develops between 450 and 500 nm. Comparing this to the in-
put spectrum of the used deuterium/halogen light source shown in Figure 6.3, it is clear that this absorption1 band
is not an irradiation-induced feature but an artifact of the measurement. At high absorption levels measurements
become less reliable due to the low intensity of transmitted light and are eventually dominated by the intensity
variation of the input spectrum. Due to this, spectra are thus analyzed only above 480 nm (2.58 eV).

Independent of irradiation temperature, a large absorption band between ∼510 nm and ∼780 nm evolves with in-
creasing fluence which is attributed to radiation-induced vacancies and interstitials. The intensity of this absorption
band is larger for irradiation at 50 K. The cryogenic temperature during irradiation leads to increased defect pro-
duction due to reduced beam-induced annealing. Similar absorption spectra were observed on neutron-irradiated
and subsequently annealed nitrogen-free diamonds [195]. Furthermore, several zero-phonon lines (ZPLs) of known
color centers can be identified at ∼503 nm (∼2.46 eV), ∼656 nm (∼1.89 eV) ∼725 nm (∼1.71 eV) (only at 50 K ir-
radiation temperature) and ∼741 nm (∼1.67 eV) which are attributed to the di-split-interstitial defect (3H center),
two irradiation features the 1.889 eV and 1.711 eV centers, and the neutral vacancy GR1 center, respectively.

The ZPL at ∼503 nm (∼2.46 eV) could also be related to the nitrogen-related H3 center, N-V-N, and its ZPL at
503.2 nm (2.464 eV). This possibility is discarded because neither the NV0center at 575 nm (2.156 eV) nor the
NV−center at 638 nm (1.945 eV) can be detected in any of the absorption spectra. Photoluminescence spectroscopy
measurements presented in section 7.3 also indicate that 3H centers are the most likely candidate for a defect at
this ZPL position.

Figure 7.15 shows the absorption intensity at various wavelengths as a function of fluence modelled with the
single impact model (c.f. Equation 2.12) at the two different irradiation temperatures. No color center absorption
could be identified in direct vicinity to the wavelengths chosen for this analysis. The damage cross section σ of
the single impact model is virtually equal between the two irradiation temperatures at any of the investigated
wavelengths. The excellent agreement with the single impact model implies that irradiation with swift heavy ions
leads to the production of a featureless and broad absorption band. This can be simply attributed to an increase
of sp2-hybridized carbon in the irradiated volume. Specifically, the origin of featureless absorption bands that are
observed on so-called brown diamonds is attributed to vacancy clusters and dislocations [196].

1 Absorption (intensity) and absorbance are used interchangeably to describe the negative logarithm of the transmission normalized to
the sample thickness.
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7.4.1.1 Room Temperature Irradiation

Figure 7.16.: Characteristic absorption range of the GR1 center with its ZPL (a) and phonon sideband (PSB) (b) in
type Ib diamond irradiated and measured at room temperature for different fluences of 4.8 MeV/n
197Au ions. All spectra are background corrected. Absorbance of the GR1 center ZPL (c) and the GR1
center PSB at 2 eV (d) as a function of fluence. Solid lines are fits of the single impact model to the
measurement data with the damage cross section σ given in the legend. Shaded areas represent the
standard deviation of the fit.

Figure 7.16a and b show the background-corrected absorption intensity of the neutral vacancy GR1 center with
its ZPL at 1.673 eV (740.9 nm) and phonon sideband at ∼2 eV (∼620 nm). Background correction was performed
by first subtracting the pristine absorption spectrum. For the GR1 center ZPL a linear background between 1.54 eV
and ∼1.74 eV was subtracted and a linear background between 1.65 eV and 2.25 eV [197] was subtracted for the
sideband. The ZPL is slightly shifted to smaller energy due to expansion of the diamond lattice in comparison to
cryogenic temperatures [198]. At room temperature the absorption of the ZPL, at its maximum of ∼0.2 cm−1, is
considerably smaller than the phonon sideband of up to ∼5.5 cm−1. This is expected of a measurement at room
temperature where the phonon population leads to an increased absorption cross section of the sideband.

The ZPL absorption intensity yields a very poor fit of the single impact model with a damage cross section of
(8± 3) nm2 (c.f. Figure 7.16c). The phonon sideband on the other hand yields a fit of good quality with a damage
cross section of (23± 1) nm2 (c.f. Figure 7.16d). The maximum absorption intensity of the phonon sideband is mea-
sured at a fluence of 1.2× 1013 cm−2, while larger fluences lead to its decrease. This effect is probably due to the
quenching of existing defects or aggregation of isolated vacancies into vacancy clusters after a radiation-induced
critical vacancy density is exceeded [178]. Identical trends are observed in photoluminescence spectroscopy pre-
sented in section 7.3.
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Figure 7.17.: Characteristic absorption range of the 3H center (a) and the 1.859 eV & 1.890 eV centers (b) in type
Ib diamond irradiated and measured at room temperature for different fluences of 4.8 MeV/n 197Au
ions. All spectra are background corrected. Absorbance of the 3H ZPL (c) and the 1.859 eV & 1.890 eV
centers (d) as a function of fluence. Solid lines are fits of the single impact model to the measurement
data with the damage cross section σ given in the legend. Shaded area represent the standard devia-
tion of the fit. Dashed lines are guides to the eye.

The evolution of the absorption intensity of the di-split-interstitial 3H center ZPL at 2.462 eV is presented in Fig-
ure 7.17a and c. Background correction is performed by first subtracting the pristine absorption and then subtract-
ing a linear background between 2.4 eV and 2.47 eV. The evolution of the 3H ZPL absorption intensity exhibits the
same trend as the GR1 center phonon sideband albeit with its maximum absorption intensity of 0.8 cm−1 at a lower
fluence of 5× 1012 cm−2 and a comparable damage cross section of (27± 14) nm2.

Figure 7.17b) and d) show the evolution of the absorption of the split-interstitial 1.859 eV center, the most sta-
ble form of non-aggregated interstitials. The co-existence of split-interstitials and di-split-interstitial 3H centers
is due to the energy gain of interstitial aggregation as dangling bonds are being terminated in this process. Two
split-interstitials have four dangling bonds (two each) while a di-split-interstitial has two dangling bonds. Interest-
ingly, the absorption of split-interstitial still increases at fluences ≥5× 1012 cm−2 where the 3H center intensity is
decreasing.

The evolution of the 1.889 eV center absorption, which is an irradiation feature of unknown structure [140], is
shown in Figure 7.17b and d as well. This center is only produced in highly damaged diamond lattices as it only
appears at fluences well beyond 1× 1012 cm−2 and its evolution does not follow the direct impact model and its
trend is rather indicative of a defect accumulation process.
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7.4.1.2 Cryogenic Irradiation at 50 K

Figure 7.18.: Characteristic absorption range of the GR1 center with its ZPL (a) and phonon sideband (PSB) (b)
in type Ib diamond irradiated and measured at 50 K for different fluences of 4.8 MeV/n 197Au ions.
All spectra are background corrected. Absorbance of the GR1 center ZPL (c) and the GR1 center
side band at 2 eV (d) as a function of fluence. Solid lines are fits of the single impact model to the
measurement data with the damage cross section σ given in the legend. Shaded areas represent the
standard-deviation of the fit.

The background-corrected absorption intensity of the GR1 center, with its ZPL at 1.673 eV (740.9 nm) and its
phonon sideband at ∼2 eV (∼620 nm) at various fluences at an irradiation and measurement temperature of
50 K is shown in Figure 7.18a and b. In comparison to the irradiation (and measurement) at room tempera-
ture the GR1 center ZPL is narrower and reaches a maximum absorption of ∼1.45 cm−1 at 1.2× 1013 cm−2. The
phonon sideband intensity increases up to a maximum absorption of ∼9 cm−1 at a fluence between 0.8× 1013

and 1× 1013 cm−2. Absorption intensities cannot be directly compared between the two irradiation temperatures
due to the different absorption cross sections. But the fits of the single impact model, presented in Figure 7.18c
and d, clearly indicate that vacancy creation is more efficient at 50 K in comparison to room temperature. The
GR1 center ZPL exhibits a damage cross section of (18± 3) nm2, while the sideband has a damage cross section of
(32± 3) nm2 (room temperature: (8± 3) nm2 and (23± 1) nm2, respectively). A phonon replica of the GR1 center
ZPL at 1.714 eV (723.3 nm), that is created by the interaction with a quasilocal vibration with an energy 41 meV, is
also well approximated by the single impact model. The damage cross section of (23± 4) nm2 is in good agreement
with the evolution of the ZPL absorption intensity.
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Figure 7.19.: Characteristic absorption range of the 3H center (a) and the 1.859 eV & 1.890 eV centers (b) in type Ib
diamond irradiated and measured at 50 K for different fluences of 4.8 MeV/n 197Au ions. All spectra
are background corrected. Absorbance of the 3H ZPL (c) and the 1.859 eV & 1.890 eV centers (d) as a
function of fluence. Solid lines are fits of the single impact model to the measurement data with the
damage cross section σ given in the legend. Shaded area represent the standard-deviation of the fit.
Dashed lines are guides to the eye.

Figure 7.19a shows the absorption spectra of M2 at 2.445 eV (507 nm) and 3H centers at 2.462 eV (503.4 nm)
which are related to a radiation defect and the di-split-interstitial, respectively. The trend of the 3H ZPL absorp-
tion intensity is presented in Figure 7.19c with its maximum absorption intensity of 0.8 cm−1 at a fluence of
7× 1012 cm−2. The damage cross section according to the single impact model is (23± 9) nm2. Taking the uncer-
tainties of the fit and fluence measurement into account, these values are in agreement with the results obtained
from the irradiation at room temperature (c.f. Figure 7.17c) which yielded a damage cross section of (27± 14) nm2

and a maximum absorption intensity at 5× 1012 cm−2. The trend at 50 K clearly shows that the concentration of
3H centers is steadily decreasing beyond a certain threshold fluence. The M2 center is attributed to an intrinsic
radiation-induced defect [140]. Figure 7.19c shows that the M2 absorption intensity increases monotonously with
fluence and is indicative of a defect accumulation process.
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7.4.2 CVD-synthesized Type IIa Diamond

Figure 7.20.: In-situ transmission (a, c) and absorbance (b, d) measurements of a type IIa diamond at different
fluences of 4.8 MeV/n 197Au ions. The upper row was measured and irradiated at room temperature,
while the lower row was measured and irradiated at 50 K.

Figure 7.20 shows the in-situ UV/vis transmission and absorption spectra of quasi nitrogen-free CVD-synthesized
type IIa diamond (≤5 ppb Ns) at different irradiation fluences of 4.8 MeV/n 197Au ions. Irradiation and measure-
ments were performed at room temperature and 50 K. Both diamonds exhibit a rather flat pristine absorption
spectrum with the transmission exceeding more than 60 % at 50 K. In comparison to the type Ib diamonds (c.f.
Figure 7.14), the absorption edge is below 300 nm due to the small concentration of extrinsic defects in these
diamonds.

It is possible to identify multiple absorption bands in the absorption spectra shown in Figure 7.20b and d. The
broad absorption band between 520 and 750 nm is connected to the presence of radiation-induced interstitials and
vacancies. In this range, multiple ZPLs can be identified at about 740 nm, 656 nm corresponding to the neutral
vacancy GR1 center and 1.889 eV center, respectively. At a temperature of 50 K, ZPLs can be identified at about
665 nm and 720 nm which correspond to the split-interstitial and a phonon replica of the GR1 center, respectively.

At 50 K, additional ZPLs can be identified at wavelengths of 830 nm and 855 nm, which are already detected in
the pristine absorption spectrum. As the absorption intensity of these two ZPLs is virtually constant for all fluences
(the non-irradiated volume acts as a quasi-infinite reservoir in comparison to the irradiated volume), the ZPLs are
attributed to intrinsic absorption lines of CVD diamonds. Similar absorption bands were reported in [140].

The single impact model is fit to the absorption intensity at five different wavelengths that do not overlap with
absorption bands from color centers. The results are shown in Figure 7.21a and b. At 525, 750 and 870 nm the
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Figure 7.21.: Absorption of a type IIa diamond at different wavelenths as a function fluence for irradiation with
4.8 MeV/n 197Au ions at room temperature (a) and at 50 K (b). Dashed horizontal lines represent the
absorbance of the pristine sample at the given wavelength. Solid lines are fits of the single impact
model, Equation 2.12, to the measurement data with the damage cross section σ given in the legend.

damage cross section is about 2 times larger at 50 K in comparison to irradiation at room temperature. Whereas
the damage cross sections at 350 and 400 nm are only ∼50 % larger at 50 K.
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7.4.2.1 GR1 Center Evolution Under Room Temperature Irradiation

Figure 7.22.: Characteristic absorption range of the GR1 center with its ZPL (a) and side band (b) in type IIa diamond
irradiated and measured at room temperature for different fluences of 4.8 MeV/n 197Au ions. All spec-
tra are background corrected. Absorbance of the GR1 center ZPL (c) and the GR1 center side band at
2 eV (d) as a function of fluence. Solid lines are fits of the direct impact model to the measurement data
with the damage cross section σ given in the legend. Shaded areas represent the standard-deviation
of the fit.

Figure 7.22a and b show the background-corrected absorption spectra for the GR1 center ZPL at 1.673 eV
(740.9 nm) and the GR1 phonon sideband at ∼2 eV (∼620 nm) at room temperature. The GR1 center ZPL has
an absorption intensity of about 0.4 cm−1 while the sideband reaches an absorption intensity of about 10 cm−1

at the highest fluence of 1.3× 1013 cm−2. The absorption intensity of both the ZPL and the sideband show a
trend with increasing ion fluence that is well approximated by the direct impact model as shown in Figure 7.22c
and d. The GR1 center ZPL has a damage cross section of (18± 2) nm2 and the GR1 center phonon sideband
(21.0± 0.7) nm2.

The damage cross section for the increase in absorption intensity of the GR1 ZPL is considerably larger in the
investigated type IIa diamond in comparison to type Ib diamond. The damage cross section for the GR1 ZPL of
(8± 3) nm2 (c.f. Figure 7.16) is roughly two times smaller in the type Ib diamond. On the other hand, the damage
cross sections of the phonon side band are comparable with the damage cross section of (23± 1) nm2 in type Ib
diamond.
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7.4.3 Comparison Between Type Ib and Type IIa Diamond

Figure 7.23.: Normalized absorbance as a function of fluence of 4.8 MeV/n 197Au ions for irradiation and measure-
ment at room temperature and 50 K in type Ib and type IIa diamond with ∼200 ppm and ≤5 ppb Ns
respectively. Evolution of the GR1 center ZPL (a), GR1 center ZPL phonon replica at ħhω = 41 meV (b),
GR1 center phonon sideband (c), 3H ZPL (d), 1.859 eV center (e) and 1.889 eV center (f). Errors are
omitted for clarity. Solid lines are fits of the single impact model with the damage cross section σ in
units of nm2 given in the legend.

Figure 7.23 shows the normalized absorption intensity of the previously discussed color centers in both HPHT-
synthesized type Ib and CVD-synthesized type IIa diamonds as a function of fluence for irradiation with 4.8 MeV/n
197Au at room temperature and 50 K. Overall, the trends coincide well between the two diamond types. Damage
cross sections of vacancy-related color centers are systematically larger for irradiation at 50 K (c.f. Figure 7.23a,
b & c). The 1.859 eV center does not exhibit a clear saturation regime during room temperature irradiation while
at 50 K its trend can be well approximated by the direct impact model (c.f. Figure 7.23e). As a color center that
occurs only in irradiated diamonds, the 1.889 eV center exhibits a strong increase of absorption intensity at fluences
>1× 1012 cm−2 identifying it as a feature of a highly damaged, i.e. disordered, diamond lattice (c.f. Figure 7.23f).

There are two features that distinguish the two diamonds. The rather small damage cross section of the GR1 center
ZPL in the type Ib diamond during irradiation at room temperature and the different damage cross sections of the
3H ZPL in comparison between the type Ib and CVD diamonds (c.f. Figure 7.23d).

The GR1 center ZPL exhibits a damage cross section of (8± 3) nm2 in the type Ib diamond at room temperature in
comparison to at least 18 nm2 in the CVD diamond and at an irradiation temperature of 50 K. This indicates that
radiation-induced production of vacancies is apparently less efficient at room temperature. Since every radiation-
induced vacancy should be created simultaneously with a corresponding interstitial the same trend should be
observed in the evolution of the interstitial-related 3H and 1.859 eV center and indeed, 3H center damage cross
sections are well in agreement between the two irradiation temperatures in the type Ib diamond. Additionally,
the damage cross section of the GR1 center phonon replica and the phonon sideband agree closely between the
different diamonds and irradiation temperatures (c.f. Figure 7.23b and c. Hence, the considerable difference in the
evolution of the GR1 center ZPL is attributed to radiation-induced vacancies being captured by nitrogen during
room temperature irradiation.
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Table 7.2.: Single impact damage cross sections σ obtained from fits of the direct impact model, Equation 2.12 to
the increase of absorption for different color centers in HPHT-synthesized type Ib (∼200 ppm Ns) and
CVD-synthesized type IIa (≤5 ppb Ns) diamonds irradiated with 4.8 MeV/n 197Au ions. Spectral positions
for the different color centers is taken from [140]. ** indicates fits that yielded non-physical cross sec-
tions. – indicates no change of the absorption intensity.

Type Ib (HPHT) Type IIa (CVD)

RT 50 K RT 50 K

Wavelength Damage cross section σ

eV nm nm2

GR1 center ZPL, V0 1.673 740.9 8± 3 18± 3 18± 2 24± 2

GR1 center ZPL + ∆E=41 meV 1.714 723.4 – 23± 4 – 27± 4

GR1 center PSB ∼2 ∼620 23± 1 32± 3 21± 0.7 33± 1
3H center ZPL,
di-<100> split interstitial 2.642 503.4 27± 14 23± 9 38± 5 34± 6

1.859 eV center ZPL, I0 1.859 667 ** 17± 2 ** 16± 1
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7.5 In-situ FT-IR Absorption Spectroscopy

Figure 7.24.: Infrared transmission spectra of type Ib diamond irradiated to different fluences of 4.8 MeV/n 197Au
ions in units of cm=2 (a). Zoomed regions of the nitrogen absorption range (b) and the C-H / O-H /
N-H bond stretching region (c). Arrows indicate increasing fluences.

In-situ infrared transmission spectra of HPHT-synthesized type Ib diamond (∼200 ppm Ns) during irradiation with
4.8 MeV/n 197Au ions is presented in Figure 7.24a. The spectra are composed of three characteristic regions, the
intrinsic diamond absorption region between 2800 and 1800 cm−1 with the main diamond absorption peak at
2160 cm−1, the so-called one-phonon absorption range between 1400 and 1000 cm−1 which, in type I diamonds, is
dominated by the absorption of nitrogen-related color centers and the hydrogen-bond absorption region between
4000 and 2700 cm−1.

The intrinsic diamond absorption range is virtually unaffected by ion irradiation even at the highest fluence of
5× 1013 cm−2. No sp2-hybridized carbon species with characteristic absorption between 1600 and 1700 cm−1 can
be identified that would indicate significant distortion of the diamond lattice. Albeit, the transmission at 2670 cm−1,
which is used to normalize diamond infrared absorption spectra, decreases by about 0.05 which indicates an
increasing contribution from non-sp3-hybridized carbon species.

More significant changes are observed in the one-phonon absorption region shown in Figure 7.24c. According to the
manufacturer, the investigated HPHT diamond is a type Ib diamond with a substitutional nitrogen concentration
of ∼200 ppm. This is clearly the case as the absorption lines of the substitutional nitrogen C center at 1344 cm−1

and 1130 cm−1 are the most dominant features in the pristine infrared transmission spectrum. With increasing
ion fluence, the absorption in the range between the two absorption lines of the C center increases. This range is
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Figure 7.25.: Infrared transmission spectra of a type Ib diamond before (pristine) and after irradiation with
4.8 MeV/n 197Au in the nitrogen absorption region (a) and the C-H / O-H / N-H stretching region
(b). The corresponding absorption spectra after background subtraction are shown in (c) and (d), re-
spectively.

characteristic of the A and B centers which correspond to the aggregated nitrogen defects N2 and N4V with their
main absorption lines at 1282 cm−1 and 1175 cm−1, respectively.

Figure 7.24b shows the evolution of the hydrogen-bond stretching region. The most distinct feature is the increased
absorption at ∼3250 cm−1. More than 20 different hydrogen-bond vibrations that involve either carbon, nitrogen
or oxygen have been identified in nanodiamonds between 2800 and 3700 cm−1 [199]. Hence, a clear assignment
to a single bond vibration is not possible without spectral deconvolution.

The transmission at 2670 cm−1 is commonly used as the baseline to normalize FT-IR transmission spectra [200].
While this approach is sufficient to compare different diamonds, it is not sensitive enough to resolve the small
changes within the one-phonon and the hydrogen-bond stretching region. Therefore, a careful approach to back-
ground subtraction based on simple linear backgrounds, without baseline normalization, was chosen. A linear
background between 1400 cm−1 and the maximum transmission in the range 1060 and 1080 cm−1 was chosen for
the one-phonon region that is presented in Figure 7.25a. The hydrogen-bond stretching region is shown in Fig-
ure 7.25d with a linear background between the maximum transmission at 4000 and 3900 cm−1 and the baseline
transmission at 2670 cm−1.

The resulting background-corrected absorption spectra of the pristine & irradiated diamond at the maximum flu-
ence of 5× 1013 cm−2 and the difference are presented in Figure 7.25c and d. The largest absorption increase
of about 0.25 cm−1 in the one-phonon region of nitrogen-related defects is at ∼1225 cm−1. A centers, N2, have
their dominant absorption peak at 1282 cm−1 and a broad feature around 1200 cm−1. B centers, N4V exhibit a
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Figure 7.26.: Absorbance at different infrared wavenumbers as a function of fluence of 4.8 MeV/n 197Au ions in type
Ib diamond. A0 is the pristine absorbance. Absorbance of the C center (Ns) at 1130 and 1344 cm=1 (a)
and of the A (N=N), 1282 cm=1 & B center (4N-V), 1175 cm=1 and O-H, N-H bond stretching modes
at 3230 cm=1 (b). Solid lines are fits of the direct impact model to the measurement data with the
damage cross section σ given in the legend. Dashed lines represent guides to the eye.

set of absorption peaks at 1175 cm−1 and 1332 cm−1, but no clear peaks can be identified at these wavenumbers.
A small peak at about 1115 cm−1 evolves with increasing fluence that is attributed to the C+ center of positively
charged substitutional nitrogen [201]. The most dominant feature of the C+ center at 1332 cm−1 cannot be clearly
identified due to overlap with absorption features from both the B and C centers.

In the hydrogen-bond vibration region (c.f. Figure 7.25d) a clear evolution of at least a single peak can be identified
with the absorption intensity increasing by more than 0.75 cm−1 at 3250 cm−1. A distinct shoulder can be identified
at ∼3275 cm−1 with a tail towards higher wavenumbers while no significant changes occur below 3000 cm−1

and above 3750 cm−1. Taking all of this into account, the peak is tentatively composed of three components at
3152 cm−1, 3280 cm−1 and 3400 cm−1 with the first two components being assigned to asymmetric and the latter
to symmetric N-H stretching vibrations. Contributions could also be coming from 3240 cm−1 that is attributed to
O-H and N-H bond stretching vibrations [199].

Additionally, three absorption peaks at 2955 cm−1, 2921 cm−1 and 2845 cm−1 are virtually unaffected by irradia-
tion. These can be tentatively attributed to the vibration of hydrogen bonded in methane, CH3, to carbon atoms of
(100) and (110) lattice planes [199].

The absorption intensity of the nitrogen A, B and C centers and the hydrogen-bond vibration at their respective
wavenumbers as a function of fluence is presented in Figure 7.26. The evolution of the dominant absorption
features of nitrogen C centers at 1130 cm−1 and 1344 cm−1, respectively, is shown in Figure 7.26a. In contrast
to the observed trend, the absorption intensity of C centers should decrease with increasing fluence if C centers
are aggregating into A and B centers. But, the absorption intensity at 1130 cm−1 actually increases at fluences
>3× 1012 cm−2. Since it is overlapping with contributions from both A and B centers its trend is not directly
indicative of C centers. The intensity at 1344 cm−1 on the other hand is virtually constant with only a small
increase beyond 2× 1013 cm−2. The absence of a decrease in intensity is probably due to the small volume that
is irradiated. At a sample thickness of 800µm less than 4 %, ∼30µm (c.f. Figure 6.1), are affected by radiation-
induced changes. Thus, the non-irradiated pristine volume is acting as a quasi-infinite reservoir of C centers. The
increase at >2× 1013 cm−2 on the other hand can be attributed to an overlap with the C+ center’s dominant
absorption peak at 1332 cm−1.

Depending on the overall shape of the one phonon range (c.f. Figure A.3), the absorption intensity at 1282 cm−1

can be used to determine the density of either A or B centers [202, 203]. To qualitatively distinguish between the
two color centers, the absorption intensity at 1282 cm−1 is tentatively attributed to correlate to the concentration
of B centers while the intensity at 1175 cm−1 is attributed to B centers, respectively. The evolution of the A and
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B center absorption is presented in Figure 7.26b. Both A and B centers increase with irradiation fluence by up to
0.4 cm−1 while strictly following the single impact model.

As expected from the annealing behavior of nitrogen in diamond, C centers are converted into A centers and
ultimately B centers. Opposed to the outcome of annealing, where B centers are only observed after all C centers
have already been converted into A centers, radiation-induced aggregation leads to the simultaneous existence of
all nitrogen centers. Radiation-induced production of A centers does precede the creation of B centers as indicated
by the larger damage cross section of A centers in comparison to B centers with (6.7± 0.1) nm2 and (4.8± 0.1) nm2,
respectively. These damage cross sections are an order of magnitude smaller than what is systematically observed
in UV/vis absorption spectroscopy (c.f. section 6.2.1.2).

The absorption intensity at 3230 cm−1, which is attributed to nitrogen-hydrogen bonds, is monotonously increasing
with irradiation fluence as shown in Figure 7.26b. Hydrogen is incorporated during HPHT synthesis by the residual
atmosphere trapped in the reaction capsule, impurities in the carbon source or the metal catalyst (c.f. section
3.1.1). Fang et al. investigated the influence of co-doped hydrogen on nitrogen aggregation during annealing [204]
and showed that hydrogen is potentially reducing the energy barrier for nitrogen diffusion by either hydrogen
bonding interactions or as additional defect that further softens the diamond lattice. Computational studies of
hydrogen in diamond [205–207] have shown the stability of various hydrogen/nitrogen-related defects like VNxHx
or CHN in the diamond lattice. Hence, the radiation-induced increase of absorption related to hydrogen-nitrogen
bond vibrations in conjunction with the increase of aggregated nitrogen species is supporting the hypothesis that
hydrogen is involved in nitrogen aggregation.
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8 High-Intensity and High-Power Accelerator
Facilities

Beam intercepting devices (BIDs) are accelerator components that have to interact with the primary beam of an
accelerator by design. In general, the function of BIDs can be summarized in three different groups:

I Safety: These BIDs ensure safe operation of the accelerator and protect sensitive equipment from direct ex-
posure to primary beams. At FAIR these BIDs include the internal beam dump of the SIS100 [208], the beam
catchers of the Super-FRS [1] and beam windows that couple particle beams from the primary vacuum sections
of accelerators to atmosphere in experimental areas.

II Beam cleaning & control: Collimators continuously scrape the beam from particles travelling at non-nominal
beam trajectories. Due to the large interaction cross section of heavy ions with residual gas molecules, changes
in charge state of the primary ions will lead to significant dynamic vacuum effects behind bending magnets
of the SIS100 at FAIR that can lead to complete loss of the beam [209]. To counteract this, cryo-collimators
with low beam-induced gas desorption yields will be used to absorb any non-nominal charge state ions [210].
Stripper foils change the charge state of ion beams by direct interaction with the beam [211] and are used
in the UNILAC and UNILAC-to-SIS18 transfer line. Luminescence screens are used for transverse beam size
diagnostics at all energies in the FAIR accelerator chain [212]. A magnetic septum is used for slow extraction
operation and is exposed to the primary beam due to continuous (slow) sweeping of the beam along the septum
wires [213].

III Production targets are used to "produce" secondary particle beams. At FAIR antiprotons (pbars) will be pro-
duced by a high-power proton beam from the p-linac impinging on a solid metallic target [214]. Rare-isotope
beams will be produced by fragmentation of a heavy ion beam in the Super-FRS target [1]. Fixed-target ex-
periments like CBM or HADES employ, e.g., gold foils of few tens of µm to probe interactions in high-energy
heavy ion collisions [215].

In addition to the (instantaneous) effects of interaction with high-power primary beams, radiation damage is
especially critical for heavy ions because of their large energy loss. In comparison to proton machines like the LHC
at CERN, radiation damage is especially pronounced at GSI and FAIR. The lifetime of amorphous carbon stripper
foils at the UNILAC of GSI is limited by the stresses associated with beam-induced graphitization that leads to
compaction of the material in the beam spot [211]. The graphite of the Super-FRS beam catchers can loose up
to ∼90 % of its pristine thermal conductivity in the areas exposed to the highest doses [6]. Specifically radiation-
hard magnets were designed for the high-dose environments of the Super-FRS separator beamline [216] and the
SIS100 slow-extraction septum [217]. The sensitivity of scintillator-based beam loss monitors of the SIS18 [218]
and luminesce screens for transverse beam size measurements [219, 220] is changing significantly by radiation
damage of both low-energy and relativistic heavy ion beams.

8.1 High-Power Facilities, Beam Conditions and Production Targets

Figure 8.1a shows the state of the art in terms of stored beam energy and average beam current as a function of
(specific) beam momentum of various existing and next generation high-power accelerator facilities. As of today,
the LHC’s stored beam energy at 7 TeV/c beam momentum1 of 340 MJ (that is per one of two counter-circulating
beams) is unprecedented and will increase by a factor of 2 in the High Luminosity-LHC upgrade [223]. The next

1 In comparison to the swift heavy ions with velocities of a few ten percent the speed of light that were investigated earlier, protons with a
kinetic energy of a few tens of GeV already have velocities of ∼99.9 % the speed of light. For relativistic protons with increasing kinetic
energy the value of the kinetic energy is asymptotically approaching the momentum. Hence, in accelerator physics it is customary to
use the beam momentum as it is directly linear to the magnetic rigidity of said beam.
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Figure 8.1.: Figures of merit for high-power accelerator facilities. Stored beam energy as a function of (specific)
beam momentum of various (anti-)proton colliders (a). Average beam current (ratio of beam intensity
and pulse length multiplied by mass number) as a function of specific beam momentum for various
high-power production targets (b). Adapted from [221, 222].

generation Future Circular Collider (FCC), which will use the LHC as an injector, is pushing this frontier up to
8.3 GJ. Together with the maximum possible pulse lengths of 90µs and 326µs for LHC and FCC respectively, these
energies correspond to stored beam powers of 3.8 TW and 25.5 TW [224].

Two operational scenarios for BIDs in these machines can be introduced. Steady state losses are due to continuous
scraping of the circulating beam by a multi-staged collimation system that absorbs up to 500 kW during normal
operation (for several hours of a physics ’fill’). Quasi-instantaneous losses are due to ’dumps’ of the beams at the
end of a physics fill or for machine protection by fast rise time magnets that extract the circulating beams into
dedicated beam dumps (occurs only a few times per day). It should be stressed that for stored beam energies of
machines like the LHC, complex magnet systems are required to create a ’dilution’ pattern along the beam dump
that spreads the beam over a larger transverse area. Without dilution, direct impact of the full beams would lead
to the transformation of any material into plasma [224]. Hence, the local deposition of power (density) is only a
fraction of the several TW stated above.

Existing state of the art secondary particle production targets are operating in conditions that result in average
power conditions that reach around a MW in the neutrino target of the Neutrinos at the Main Injector (NuMI)
facility at Fermilab [7]. This frontier will be pushed with future facilities like the 5 MW neutron spallation target at
the European Spallation Source (ESS) [227] or the 2.4 MW neutrino production target of the Long Baseline Neu-
trino Facility (LBNF) at Fermilab [7]. While these power conditions are considerably lower than the peak powers
achieved in colliders, the instantaneous power deposition densities are comparable. Table 8.1 presents an overview
of different beam dumps and production targets and their design parameters. While the average beam power is
considerably lower in comparison to the instantaneous power deposited in collider beam dumps, the peak power
densities are of comparable magnitude. The peak energy deposition in the LHC beam dump of 3 kJ cm−3 is locally
reached within 8.6µs which corresponds to ∼350 MW cm−3. Neutrino production targets operate around tens of
MW cm−3, while the Super-FRS rare-isotope production target of the FAIR facility operates at an instantaneous
power density of ∼20 GW cm−3.

8.2 Material Choice for Beam Intercepting Devices

Table 8.1 indicates different materials used in various BIDs. Graphite2 is the dominant choice for relativistic beams
of particles with momenta beyond a hundred GeV/c and pulse energies in the MJ range. On the other hand,

2 Graphite will be used to refer to isotropic graphite (also known as ’nuclear graphite’) with densities smaller than the maximum
crystallographic density. Other graphitic grades will be explicitly mentioned and ideal graphite is used when referring to graphite with
nominal density of ∼2.2 g cm−3.
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Table 8.1.: Overview of different pulsed beam facilities and their (maximum) design parameters. Except CNGS all
facilities are currently in operation or are expected to come on-line until 2030. The average beam power
can be calculated by the ratio of pulse energy and cycle rate (in seconds).

Facility Material Beam type Pulse
energy

Pulse
length

Peak
E-density
per pulse

Cycle length
or rate

Beam dumps [224, 225]

CERN LHC
(Expanded)

Graphite
7 TeV p 340 MJ 90µs 3 kJ cm−3 ∼104 s

CERN SPS Graphite 450 GeV p 5.6 MJ 8.6µs 0.5 kJ cm−3 36 s

Neutrino targets [7, 226]
FNAL, US NuMI Graphite 120 GeV p 1.2 MJ 10µs 0.6 kJ cm−3 1.2 s
FNAL, US LBNF Graphite 120 GeV p 2.4 MJ 10µs 0.1 kJ cm−3 1.2 s

CERN CNGS Graphite 400 GeV p 1.5 MJ 10µs 1.5 kJ cm−3 6 s

Spallation neutron targets [227, 228]
Lund, SE ESS Tungsten 2 GeV p 360 kJ 2860µs 0.37 kJ cm−3 14 Hz
ORNL, US SNS Mercury 1 GeV p 24 kJ 0.7µs 13 J cm−3 16 Hz

Antiproton targets [229, 230]
CERN, CH AD Iridium 26 GeV p 63 kJ 0.4µs 7.5 kJ cm−3 4.8 s
FAIR, DE (Inconel) 29 GeV p 90 kJ 0.05µs 10 s

Rare-isotope targets [1]

FAIR, DE Super-FRS Graphite
≤1.5 GeV/n

238U
35 kJ 0.09µs 1.8 kJ cm−3 10 s

spallation and antiproton production targets, which operate with protons at momenta of a few GeV/c are typically
made of high-density, high-Z materials such as tungsten, iridium or mercury.

As introduced in the previous section, secondary particle production targets are not only chosen based on their
robustness towards the primary beam but also on the fundamental nuclear processes that lead to the production
of the secondary particles. Both spallation neutron and antiproton targets require high-Z target materials, either
to increase the cross section of intranuclear cascades that lead to highly excited nuclear states that decay via the
emission of a low energy neutron [231] or to increase the cross section of inelastic scattering of protons above
5.6 GeV with target nuclei for antiproton production [214]. To further illustrate the physics-driven choice, the
iridium-based antiproton target at the AD facility of CERN is continuously exposed to beam-induced transient
stresses beyond the tensile strength of iridium and requires replacement after the accumulated plastic deformation
has led to a fracture-induced loss of density which ultimately reduces the pbar yield of the target after a few months
of operation [229]. On the other hand, the ESS tungsten target consists of a helium-cooled wheel which rotates in
the beam. Its estimated lifetime is 5 years which is ultimately limited by the accumulation of radiation damage in
the stainless steel enclosure of the target [232].

Apart from the physics-driven choice of materials, why is graphite so well-suited as a target material for relativistic
high-energy, high-power beams? In the most simplest assumption, a single high-power beam pulse leads to the
same material response as a thermal shock (the definition of a thermal shock will be introduced in section 9.2).
According to Ashby [233], the generalized robustness R of a material towards thermal shock can be defined as:

R=
σt

Eα∆T
, (8.1)

with σt the tensile strength, E the Young’s modulus and α the coefficient of thermal expansion of a material. The
product Eα determines the magnitude of thermal stresses induced by an arbitrary thermal shock ∆T , which is
simply assumed as 1. Hence, high thermal shock robustness refers to a large ratio between a material’s tensile
strength and the thermal stresses it is exposed to.
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The beam-induced temperature increase ∆T is proportional to the ratio between energy density ∆E
V deposited by

the beam and volumetric specific heat (the product of specific heat cp and density ρ) of the target:

∆T =
∆E
V
·

1
cpρ

. (8.2)

Since ∆E
V is not only defined by the beam parameters but is actually a function of the target properties, ∆T

in Equation 8.1 is not simply a constant in interactions with a particle beam when considering different target
materials. The Bethe-Bloch formula (c.f. Equation 2.4) predicts that the energy ∆E deposited in a target by a
charged particle beams is proportional to the product of atomic number and nuclei density of the target Zt Nt . If
both the atomic number Z and nuclei density Nt are proportional to the macroscopic density ρ of solid materials
at room temperature, the term ∆E can be simplified to ρ2. Plugging this into Equation 8.2 and then into the
denominator of Equation 8.1, the thermal shock robustness can be adapted specifically for beam intercepting
devices to:

RBID =
σt cp

Eαρ
. (8.3)

But, more importantly than the absolute numbers, these equations show the ideal combination of thermo-
mechanical material properties for a beam intercepting device in pulsed beam conditions:

• maximize tensile strength σt to cope with thermal stresses,

• minimize coefficient of thermal expansion α to reduce thermal strain,

• minimize Young’s modulus E to reduce thermal stresses,

• maximize specific heat cp to decrease peak temperature increase,

• minimize density ρ (and atomic number Z) to decrease energy density deposited by the beam.

Obviously, peak temperatures during operation should be smaller than the melting point of the used material, or
in the case of graphite below the service temperature in vacuum. In addition to the properties governing thermal
shock robustness, the following properties should be considered as well:

• maximize thermal conductivity k to efficiently transport beam-induced energy away from the volume heated
by the beam (targets and BIDs with steady state thermal loads),

• maximize electrical conductivity γ to limit RF impedance (for circular machines [234]),

• balance density ρ (and atomic number Z) with the physics needs (for production targets).

Finally, for all application, the material sensitivity to radiation damage should be as small as possible to improve
component lifetime. From a radiation-protection point of view, nuclear reactions in low-Z targets generally produce
radioactive isotopes with shorter lifetime than high-Z targets [235].

To put all of these aspects into perspective, a non-exhaustive overview of various accelerator-relevant materials
is presented in Table 8.2. For robustness in pulsed beam conditions, graphite has the largest figure of merit ac-
cording to Equation 8.1 and Equation 8.3. But taking all design parameters into account graphite cannot fulfill all
requirements of accelerator applications.

Beryllium is the material of choice for beam windows located at ultra-high vacuum/atmosphere interfaces. It can be
manufactured in thicknesses of a few hundred µm and diameters around 10 cm while retaining vacuum tightness
(and the associated static mechanic load) in addition to dynamic beam-induced thermo-mechanical loads [236].
Oxidation in air requires temperatures in excess of 395 °C [237]. In contrast, graphite is not vacuum tight due to
its inherent open porosity and will readily oxidize at temperatures <200 °C in air [238].

The beam dump of the SPS and the collimator system of LHC rely on a combination of low-Z graphite sections,
that absorb most of the beam power, and high-Z ’absorbers’. These tungsten (alloy) ’absorbers’ stop any secondary
particles that are produced in the interaction of the primary beam with the graphite dump blocks or primary &
secondary collimators within a small volume due to their high nuclear interaction cross section. At the same time
the material has to be robust enough to withstand irradiation with a few LHC bunches in case of a beam steering
accident [239].
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Table 8.2.: Overview of materials for beam intercepting devices and their material properties. R denotes the figure
of merit of materials for robustness towards thermal shock calculated with Equation 8.1. RBID denotes the
figure of merit for robustness of materials towards pulsed beam operation calculated with Equation 8.3.
Both figures of merit are calculated using the numerical values of the different material properties for
the given units and are assumed dimensionless. Glidcop is an dispersion-strengthened copper alloy with
∼0.15 % alumina. Adapted from [235].

Be CFC Graphite Mo-Graphite
Copper-
diamond

Glidcop copper
alloy

Mo
Tungsten alloy

IT180
Z 4 6 6 ∼6.5 ∼11.4 ∼29 ∼42 ∼70.8
ρ (g/cm3) 1.84 1.65 1.8 2.5 5.4 8.9 10.22 18
cp (J/g K) 1.925 0.78 0.7 0.75 0.42 0.391 0.251 0.15
α (10−6/K) 18.4 4.1 4 5 7.8 20.5 5.3 6.8
k (W/m K) 216 167 70 547 490 365 138 90.5
Tm (°C) 1273 3650 3650 2589 1083 1083 2623 1400
E (GPa) 303 62.5 12 44 220 130 330 360
σt (MPa) 370 87 60 80 70 365 660 660
γ (MS/m) 23.3 0.14 0.07 1-18 12.6 53.8 19.2 8.6
R (a.u.) 0.07 0.34 1.25 0.36 0.04 0.14 0.38 0.27
RBID (a.u.) 0.069 0.160 0.486 0.109 0.003 0.006 0.009 0.002

For the primary and secondary collimators of the LHC, graphite was also not compatible with the impedance limit
of the circulating beams and its thermal deflection under steady-state losses was too large due to insufficient heat
transfer. To overcome these limitation anisotropic carbon-fiber reinforced graphite (CFC) was chosen at the expense
of considerably higher material cost compared to isotropic graphite [239].

Lastly, the upgrade of the collimation system for the High-Luminosity upgrade of the LHC (HL-LHC) shows the
challenging choice of materials that needs to be compatible with more severe beam conditions and the existing
infrastructure. The beam intensity and therefore stored beam energy of HL-LHC will increase by a factor of 2 in
comparison to LHC [223]. The increase in beam energy leads to a stricter impedance limit which is incompatible
with the CFC-based primary collimators [240]. The combination of reduced beam footprint and increased beam
intensity made the tungsten-based tertiary collimators incompatible with the design accident scenario.

A novel composite, molybdenum-carbide graphite (Mo-Graphite), was developed for the primary and secondary
collimators that is able to cope with the stricter design requirements [241]. Another solution includes thin-film
coatings of copper or molybdenum on CFC that locally increases the electrical conductivity [29]. Diamond-based
copper matrix (Cu-Dia) composite will be used in the tertiary collimators of HL-LHC as it fulfills the required
absorption efficiency and is compatible with the design accident scenario. The addition of a diamond phase is
necessary to reduce the specific energy density deposited by the beam in the design accident scenario [242, 243].
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9 Material Response to High-Power Beam Pulses
For

accelerators, two extremal cases can be identified: continuous (steady state) loads and (repetitive) dynamic loads
on timescales below a few tens of microseconds. This chapter will give an overview of how different pulse lengths
(of energy deposition) influence the dynamic response of a target material that is irradiated with a (high-power)
beam using a phenomenological approach. Special focus is given to the case of fast transient (pulsed) energy de-
position events and how the fast (spatially confined) temperature increase is leading to a dynamic mechanical
response.

9.1 Phenomenological Description

Figure 9.1.: Energy deposition rate as a function of time for (i) steady state, (ii) slow transient and (iii) fast transient
energy deposition events that are experienced by beam intercepting devices. The magnitude of energy
deposition rates is based on the estimated beam losses on the LHC collimation system [244].

Figure 9.1 shows the energy deposition rate as a function of time for three different energy deposition events; (i)
steady state, (ii) slow transient and (iii) fast transient. These different types of energy deposition events are distinc-
tively different with respect to the magnitude of the maximum energy deposition rate. They are representative for
the operational conditions of different accelerator components like collimators, magnetic septa, production targets
or beam dumps.

i Steady state: In steady state conditions an accelerator component is experiencing a continuous energy depo-
sition load. This scenario is representative for collimators of circulating machines like the LHC during regular
operation as the collimators are continuously scraping the halo of the beam.

ii Slow transient: Transient events are characterized by a rising and falling load over a certain amount of time.
Slow transient events on the order of seconds are experienced by magnetic septa during slow extraction, e.g.,
SIS100 septa at FAIR [213].
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iii Fast transient: Events where the energy deposition takes place on timescales far below seconds. Fast tran-
sient events occur by design due to the irradiation of a production target with a short-pulse, high-intensity
beam (few ns to tens of µs), for example the Super-FRS target [1, 245] or during a beam dump in pulsed
accelerators [208].

The focus of this thesis lies on the response of materials towards fast transient energy deposition events. These
events lead to a thermo-mechanical dynamic response of the irradiated component, that is governed by the magni-
tude of the energy deposition and the material properties of the target.

9.2 Energy Deposition, Thermal and Structural Effects

Most of the energy deposited by the interaction of charged particles with a target material is converted into heat.
In the case of a high-intensity charged particle beam with a pulse length of microseconds, the interaction induces
an temperature increase with a similar rise time. Due to spatially confined energy deposition, thermal expansion
of the interaction volume is prohibited and ultimately induces a dynamic response comparable to a mechanic
impact [246]. This dynamic response is characterized by the release of the confined stress/pressure state in the
material by stress/pressure waves that propagate through the target. Thermal shock conditions are achieved when
the target is exposed to ’quasi-instantaneous heating’ which occurs if the characteristic thermal time constant τch
is considerably longer than the thermal energy deposition length τpulse of the applied heat pulse (equivalent to the
beam pulse length). The characteristic thermal time constant τch indicates how long it takes for a physical body to
thermalize:

τch =
L2

a
, (9.1)

where L is the characteristic length of the physical body and a its thermal diffusivity. For an isotropic cylindrical
target of radius R and length L, that is subjected to a finite heat pulse in its center (with constant amplitude along
its length), the characteristic thermal time constant is equal to:

τch =
R2

a
. (9.2)

For a typical isotropic graphite (e.g., SGL Carbon R6650) with a thermal diffusivity of ∼81 mm2 s−1 [6] and a
cylinder radius of 5 mm the characteristic thermal time constant is around 300 ms.

The magnitude of the dynamic mechanical response depends on the pulse intensity, pulse length, magnitude and
rate of energy deposition, geometry of the target and strength of the irradiated material. In general, three different
dynamic regimes that depend on the energy deposition rate can be identified. The three regimes are presented in
Figure 9.2 for increasing strain. The strain induced by a high-power beam pulse can be assumed to linearly increase
with the amount of deposited energy. The resulting dynamic regimes can be attributed to the propagation of stress
waves with different amplitudes and velocities:

i Elastic stress waves: The amplitude of the generated stress waves is lower than the yield strength of the
material. Elastic stress waves propagate with the speed of sound in the material without plastic deformation.
This is the preferential regime during operation of BIDs that have to operate in pulsed conditions. Simulation of
such events can be done with standard finite element (FE) codes such as ANSYS® or even analytically [246].

ii Plastic stress waves: If the amplitude of the generated stress wave exceeds the yield strength of the material,
plastic stress waves propagate through the material at velocities smaller than the elastic speed of sound. After
damping of the stress waves, permanent deformation and/or local failure by cracking can occur. By using non-
linear elastic models this regime can also be well approximated using FE codes [247]. Albeit not favored, the
pbar target at CERN is a BID that operates in energy deposition density regimes where plastic deformation is
regularly expected [248].

iii Shock waves: In case the deposited energy is high enough to induce strains and stresses beyond a critical
threshold, a shock wave is formed. This shock wave propagates faster than the speed of sound in the mate-
rial and leads to severe plastic deformation. The interaction with high-power beam pulses creates fast shock
waves that displace material radially outward from the beam axis leading to a significant decrease in den-
sity. If this happens on time scales smaller than the length of the beam pulse, following particles that have
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Figure 9.2.: Schematic stress-strain (or pressure-volume change) curve that shows the three different dynamic
regimes that can be provoked by transient energy deposition events. σy, static is the tensile strength (at a
strain of E ·σy1) of the material under quasi-static loading conditions with a strain rate of ε̇ = 10

−3
s
−1.

σy, dyn. denotes the tensile strength at high strain rates of ε̇ = 10
3
s
−1. σc and εc are the critical stress

and strain above which shock wave propagation occurs. Adapted from [235].

not yet interacted can penetrate deeper into the target material. This effect is known as hydro-dynamic tun-
neling [249]. Modelling of such events is non-trivial and generally employs explicit FE codes such as ANSYS
AUTODYN® or LS-DYNA®. By employing a material’s equation of state, these hydrodynamic simulations can
describe non-linear events in materials at very high plastic deformations and strain rates [248, 249].

9.2.1 Damage Mechanisms

If the induced stresses and strains of the thermo-mechanical dynamic response exceed the material strength (or
melting temperature), different types of damage inside the target can occur [235]:

i Melting: In cases where the deposited energy is leading to a local temperature increase that exceeds the mate-
rial’s melting temperature, the material’s shear strength is locally reduced to zero and the material behaves like
a liquid.

ii Fracture: Fracture occurs due to stress waves with amplitudes that exceed the yield strength of the material
and if the overall plasticity exceeds the material’s maximum ductility. Fracture can occur macroscopically as
brittle failure or on the meso- and microscopical level at local defects like pores, grain boundaries or interfaces.

iii Spallation: Spallation is one of the main failure mechanisms during high velocity mechanical impacts and can
be induced by pulsed beams as well. When compressive shock waves arrive at free surfaces they are reflected
as tensile shock waves that locally exceed the yield strength of the material and fracture the material. If the
amplitude of the reflected shock wave is high enough so-called "spall" fragments can be ejected from the free
surface.
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iv Residual damage: After the target has reached thermal equilibrium and all pressure waves are damped com-
pletely, residual damage includes permanent deformation (like cracks) and residual stresses.

Furthermore, the interaction of target materials with charged particle beams will lead to an accumulation of radi-
ation damage in the target. This radiation damage is independent of the damage induced by plastic stress or shock
waves (neglecting possible beam-induced thermal annealing). Radiation damage over the lifetime of a component
degrades nearly all material properties [6, 26, 250, 251]. In a radiation-damaged material, beam-induced stresses
can then produce plastic deformation that leads to the failure of the beam intercepting device [9, 250].

9.3 Beam-induced Elastic Stress Waves

A beam pulse leads to quasi-instantaneous heating when the beam pulse length τpulse (that is considered equal to
the thermal energy deposition length) is considerably shorter than the characteristic thermal time constant τch of
the target. The resulting temperature rise ∆T in the beam-affected volume leads to thermal stresses. Due to inertia
of the surrounding material, thermal stresses are invoking dynamic stresses. If the (absolute) amplitude of beam-
induced stresses is below the compressive or tensile yield strength of the material, the problem can be described
with basic continuum mechanics by first introducing the time-dependent beam-induced thermal field and then the
resulting thermo-mechanical stresses. The model and all derivations are described in detail in references [235,
246].

To simplify the problem, the target is assumed to be an isotropic cylinder that is irradiated centrally along its
axis. The beam intensity distribution is assumed to be Gaussian and eccentricity of the beam with respect to the
cylinder axis is zero. Additionally, the energy deposited by the beam does not vary along the cylinder axis and
is deposited with constant power during the pulse length. All thermal and mechanical material properties are
considered independent of temperature. It will be shown later that this is a valid assumption for relativistic particle
beams and low-Z targets like graphite with a length of ∼1 cm.

All relevant variables are shown in Table 9.1. In order to reproduce the experimental data of isotropic graphite
samples irradiated with high-power 440 GeV/c proton beams at the HiRadMat facility, that will be presented
later, material properties are directly adapted from SGL R6650 isotropic graphite and beam parameters are an
approximation of the parameters available at the HiRadMat facility [252].

Table 9.1.: Target geometry, beam and material properties used for the analytical model. Beam properties are an
approximation of the beam properties at the HiRadMat facility for 440 GeV/c proton beams [252] that is
relevant for the discussion of the results presented in chapter 11. Material properties reflect an isotropic
graphite like SGL Carbon R6650 and are mean values over a temperature range between 300 and 1500 K.

Target geometry
Radius R 5 mm
Length L 10 mm

Beam parameters
Pulse length τ 7.2µs
Protons per pulse Np 3.45× 1013

Beam spot size σ 0.3 mm
Peak deposited energy
density per proton Ed, max, p 0.7 GeV cm−3 p−1

Material properties
Density ρ 1.84 g cm−3

Specific heat cp 1.35 J g−1 K−1

Thermal diffusivity k 70 W m−1 K−1

Coefficient of thermal expansion α 4.2× 10−6 K−1

Young’s modulus E 12.5 GPa
Poisson’s ratio ν 0.15
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Figure 9.3.: Energy deposition distribution in a cylindrical target. Schematic representation of the target in quarter-
cut geometry with the energy deposition density overlayed qualitatively (a). Radial energy deposi-
tion density of a 7.2µs long 440 GeV/c proton beam pulse with a 1σ beam spot size of 0.3 mm in a
1.84 g cm=3 graphite target (b). Energy deposition can be simply calculated by dividing the deposited
energy density with the volumetric mass density of the target. Power deposition density is calculated by
dividing the energy deposition density by the pulse length.

9.3.1 Temperature Distribution

The radial beam intensity distribution is assumed to be a homogeneous Gaussian that is centered along the target
cylinder axis z. The resulting energy deposition due to beam-matter interaction is assumed to strictly follow the
identical distribution. Additionally, the energy deposition density is constant along the cylinder axis z. Figure 9.3a
shows a schematic of such an energy deposition density in a cylindrical target. Thus, the beam-induced energy
deposition density Ed depends only on the radial coordinate r of the cylindrical target:

Ed(r) = NpEd, max, p · exp

�

−
r2

2σ2

�

= Ed, max · exp

�

−
r2

2σ2

�

, (9.3)

with the peak energy deposition density Ed, max, p = 3.869 kJ cm−3 as the product of the number of protons per
pulse (beam intensity) Np and maximum energy deposition per proton Ed, max, p taken from Table 9.1. The solution
of Equation 9.3 is shown in Figure 9.3b. The radial temperature distribution (at the end of the beam pulse) can be
directly calculated by:

T (r) =
Ed(r)
ρcp

= Tmax · exp

�

−
r2

2σ2

�

, (9.4)

where the maximum temperature of Tmax = 1558 K is reached at r = 0 where Ed = Ed, max.

With the temperature distribution at the end of the proton pulse defined by Equation 9.3 and under the assumption
of symmetry along the cylinder axis, the temperature distribution as a function of time can be calculated by solving
the heat conduction equation in cylindrical coordinates:

∂ 2T
∂ r2

+
1
r
∂ T
∂ r
+

1
r2

∂ 2T
∂ θ 2

+
1
k
∂Q
∂ t
=

1
α

∂ T
∂ t

, (9.5)

where θ is the polar angle, Q is the thermal energy in the system and α is the thermal diffusivity defined as:

α=
k
ρcp

. (9.6)
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Figure 9.4.: Analytical solution of thermal field evolution with time. Radial distribution of the beam-induced tem-
perature for different times after the beam pulse length τ (a). Time evolution of the temperature at
different radial positions (b).

For the given problem, T is independent of the polar angle θ and only the temperature distribution after the
beam pulse is of interest, where no heat is generated within the system (Q = const.). Hence, Equation 9.5 can be
simplified to:

∂ 2T (r, t)
∂ r2

+
1
r
∂ T (r, t))
∂ r

=
1
α

∂ T (r, t)
∂ t

. (9.7)

The initial temperature distribution T (r, t = 0) = T0(r) is defined by Equation 9.4. Together with the assumptions
of radial symmetry and adiabatic heating, two more boundary conditions can be defined:

∂ T (0, t)
∂ r

= 0 and
∂ T (R, t)
∂ r

= 0. (9.8)

With these boundary conditions the solution to Equation 9.7 is given by:

T (r, t) =
∞
∑

i=0

CiJ0(Λi r)exp(−αλ2
i t), (9.9)

where J0 is a zero-order Bessel function of the first kind and Ci are coefficients given by:

Ci =

∫ R

0 T0(r)rJ0(λi r)dr
∫ R

0 rJ0(Λi r)2dr
, (9.10)

where Λi are the solutions for:

J1(ΛiR) = 0, (9.11)

with J1 being the first order Bessel function of the first kind. Figure 9.4 presents solutions of Equation 9.9 using
the properties shown in Table 9.1. Figure 9.4a shows the radial temperature distribution for different times after
end of the beam pulse τpulse. The temporal evolution of the temperature at different radial positions is shown in
Figure 9.4b illustrating that the system thermalizes in less than 300 ms. In comparison, Equation 9.2 predicts a
characteristic thermal diffusion time of ∼890 ms which is in reasonable agreement with the analytical solution if
taken as a conservative upper limit for its magnitude.
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Figure 9.5.: Analytical solution of quasi-static and dynamic stresses induced by the thermal field shown in Figure 9.4.
Radial distribution of the quasi-static radial σr , circumferential σθ , and axial σz , stress at the end of
the beam pulse (a). Evolution of the quasi-static and dynamic axial stress in the center of the target
(b). Horizontal dashed lines indicate two simple solutions to the thermal stress magnitude that are
independent of both target geometry and spatial distribution of the thermal field.

9.3.2 Stress Amplitude

Based on the derived thermal distribution, stresses can be calculated from the differential equations of equilibrium.
It should be noted that the calculated stresses are quasi-static since they are not explicitly time-dependent (as
opposed to dynamic effects due to mass inertia) but only implicitly through the time evolution of the temperature
within the system.

Under the assumption that the cylinder end surfaces remain planar, axial strain is constant along the cylinder axis
and shear stresses and strains are zero due to axial symmetry. Hence, the following thermo-mechanical equations
apply to the system:

εr −αT =
1
E
(σr − ν(σθ +σz)) , (9.12)

εθ −αT =
1
E
(σθ − ν(σr +σz)) , (9.13)

εz −αT =
1
E
(σz − ν(σr +σθ )) , (9.14)

where r denotes stress or strain in the radial, θ in the circumferential and z in the axial direction with the equilib-
rium equations given by:

∂ σr

∂ r
+
σr −σθ

r
= 0 and

∂ σz

∂ z
= 0. (9.15)

The solution to the previous equations is then given by (a full derivation for these equations is given in [235,
246]):

σr(r, t) =
Eα

1− ν

�

1
R2

∫ R

0

T (r, t)rdr −
1
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∫ r

0

T (r, t)rdr

�

, (9.16)
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σθ (r, t) =
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σz(r, t) = EαT (r,∞) +
Eα

1− ν

�

−T (r, t) +
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R2

∫ R

0

T (r, t)rdr

�

. (9.18)

Figure 9.5a shows the radial distribution of the quasi-static stress at the end of the beam pulse calculated by
Equation 9.16, 9.17 and 9.18. The stress distribution indicates that the (absolute) maximum stresses are found
in the center of the cylinder at r = 0. Furthermore, largest stress magnitudes are also found at the end of the
beam pulse (t = τpulse) where the largest gradient in the radial temperature distribution occurs. For this case and
knowing that εz = αT (r,∞) = αT∞, equations 9.16, 9.17 and 9.18 can be plugged into Equation 9.12, 9.13 and
9.14, respectively:

σr(r = 0, t = τ) =
Eα

2(1− ν)
(T∞ − T0(r = 0)) , (9.19)

σθ (r = 0, t = τ) =
Eα

2(1− ν)
(T∞ − T0(r = 0)) , (9.20)

σz(r = 0, t = τ) =
Eα

1− ν
(T∞ − T0(r = 0)) , (9.21)

with

lim
r→0

1
r2

∫ r

0

T (r, t)rdr =
1
2

T0(r = 0). (9.22)

This shows that the radial and circumferential stresses are identical and half of the axial stress in the center of the
cylinder. Plugging in all necessary properties from Table 9.1, the maximum quasi-static stresses are σz = −97MPa
and σr = σθ = −48.5MPa which occur at the end of the beam pulse and in the center of the cylinder.

In addition to the quasi-static stresses, dynamic stresses occur due to inertia. A full derivation of the dynamic axial
stress component σ

′

z is outside the scope of this work. But, the two most important equations are:

σ
′

z = E
′
α(T∞ − T0), (9.23)

where E
′

is:

E
′
=

E(1− ν)
1− ν− 2ν2

. (9.24)

Equation 9.23 shows that the dynamic component of the beam-induced stress only depends on the adiabatic tem-
perature increase T∞ of the whole target after thermalization. In this case, axial dynamic stress will only be
±0.6 MPa in comparison to −97 MPa quasi-static stress. Quasi-static stresses arise from the inertia of the volume
unaffected by the rapid beam-induced heating which ultimately prevents thermal expansion. But, the two ends of
the cylinder are free to expand. The rapid expansion of the material at the outer ends produces two elastic tensile
stress waves that are travelling at the speed of sound c =

p

E/ρ towards the center of the cylinder. Upon reaching
the other extremity the waves change sign with the axial oscillation frequency:

fz =
c

2L
=

1
2L

√

√ E
ρ
= 130kHz. (9.25)

It should also be noted that dynamic radial and circumferential stress waves occur as well. The Poisson effect leads
to coupling of axial and radial waves as axial contraction or expansion will lead to the opposite deformation in the
perpendicular, in this case radial, direction (with the same being true for the radial and circumferential direction).
But these have even smaller stress amplitudes than axial waves. The radial oscillation frequency is defined as:

fr =
c
′

2R
=

1
2R

√

√

√ E′

ρ
=

1
2R

√

√ E(1− ν)
ρ(1− ν− 2ν2)

= 268kHz. (9.26)
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The overlay between quasi-static and dynamic axial stresses in the center of the cylinder is shown in Figure 9.5b.
The magnitude of the dynamic stress is only a few percent of the quasi-static stress. Also, largest stresses are
compressive. Furthermore, horizontal lines indicate two first-order approximations of the magnitude of beam-
induced thermal stresses σt:

σt = Eα(Tmax − T0), (9.27)

σt = Eα(Tmax − T0)/(1− ν). (9.28)

Where Equation 9.27 is simply Equation 9.28 with ν= 0. Using the given material parameters, the solutions to these
equations are 83 MPa and 98 MPa, respectively. The magnitude of these beam-induced stresses agree reasonably
well with the magnitude of −97.6 MPa determined by Equation 9.18 and 9.23. Albeit these two approximations
become worse with increasing T∞ (either due to smaller target radii or larger transverse beam size σ at constant
Tmax), which leads to larger contribution from dynamic stresses.

9.3.3 Frequency Response and Vibration Modes

If the amplitude of beam-induced stress waves is below the tensile strength of the target material, no plastic defor-
mation is induced in the target (c.f. Figure 9.2). Using continuum mechanics, this regime can be treated analytically
for simple geometries like cylinders or bars, as introduced in the previous section. The quasi-instantaneous heating
of the irradiated sample is comparable to a mechanical shock that induces vibrations of the sample. Lin [253] has
derived the fundamental axial and radial vibration frequencies of thin circular plates and long cylinders.

Polar coordinates are assumed for the model where the length of the cylinder is parallel to the z axis and length
and radius of the cylinder are described by L and R, respectively. In the absence of shear stresses or strains (due to
axial symmetry), the following equations describe the fundamental radial vibration frequency of a cylinder:

fr =
c
′
Kr

2π
=

Kr

2π

√

√ E(1− ν)
ρ(1+ ν)(1− 2ν)

, (9.29)

which can be numerically solved for values of Kr that fulfill:

KrRJ0(KrR)(1− ν)− (1− 2ν)J1(KrR) = 0, (9.30)

where J0 and J1 are the zero and first order Bessel functions of the first kind. For the given case introduced in
section 9.3, the first solution of Equation 9.30 is Kr = 394m for the sample parameters shown in Table 9.1.
Plugged into Equation 9.29 the first fundamental radial frequency is 168 kHz. Second and third solution for Kr are
1073 m and 1711 m which result in second and third order radial frequencies of 457 kHz and 730 kHz, respectively.
These results are not in-line with Equation 9.26, which predicts a radial frequency of 268 kHz. It will be later shown
that the model of Lin indeed reliably predicts radial frequencies for isotropic targets.

The axial frequency is given by:

fz =
c

2L
=

1
2L

√

√ E
ρ
= 130 kHz, (9.31)

which is identical to Equation 9.25.
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10 HiRadMat FlexMat Experiment
This chapter will introduce the so-called ’FlexMat’ experiment conducted at the HiRadMat facility in 2018. In the
experiment several material samples were irradiated with high-intensity short-pulse relativistic proton beams to
induce a thermo-mechanical dynamic response that was measured on-line with strain gauges and laser Doppler
vibrometry. The HiRadMat facility is outlined and special emphasis is put on the choice of investigated materials,
the rationale regarding the chosen sample geometry and implementation of the on-line monitoring devices.

The experiment was designed as a proof-of-concept for a simple, flexible and re-usable experimental set-up that
can fulfill the need for future testing of accelerator materials in high energy deposition density conditions that are
relevant at GSI and FAIR. The choice of materials for the metallic samples was driven by candidate materials for
the FAIR pbar target. Graphite materials were chosen based on relevant accelerator applications both at FAIR and
other accelerator facilities like CERN and Fermilab with the overarching goal to include as many different material
grades as possible to qualitatively assess differences in the material’s dynamic response with respect to different
material microstructures.

It should be stressed that designing and ultimately executing such a complex experiment was a large team effort
of the author’s colleagues at GSI. The final mechanical layout of the experimental chamber has been designed
by Elko Schubert. FLUKA [254] simulations of the energy density deposited by the beam in the samples for finite
element simulations were performed by Peter Katrik who was also responsible for the experimental samples related
to the FAIR pbar target. Thermo-mechanical pre-characterization of all candidate materials was performed with the
help of Fabian Jäger. Finite element simulations of the dynamic response were performed with the valuable help
of Philipp Drechsel. Mounting of strain gauges on the samples was performed by Philipp Bolz. The experiment
controls and all electric work was performed by Kay-Obbe Voss. The data-acquisition system and one of the laser-
Doppler vibrometers were courtesy of Michael Guinchard of CERN. The organizational work of Marilena Tomut as
principle investigator of the experiment is highly appreciated. Lastly, the effort of the SPS operation crew and the
HiRadMat facility team at CERN are acknowledged.
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10.1 HiRadMat Facility at CERN

Figure 10.1.: Scheme of the CERN accelerator complex with the HiRadMat facility at the TT60/TT66 extraction line
of the SPS. HiRadMat delivers proton beams with a momentum of 440 GeV/c from the SPS. Reprinted
with permission from [255].

The High Radiation to Materials facility (HiRadMat) at the Super Proton Synchrotron (SPS) of CERN (c.f. Fig-
ure 10.1) allows for materials and full scale accelerator components to be tested with high intensity, short-pulse
relativistic proton beams [252, 256]. The facility can provide pulsed beams with variable intensity, pulse length
and beam sizes. With this it is possible to deposit large energy densities up to several kJ cm−3 on time scales less
than ∼7µs in irradiated targets. Depending on the target material, a thermo-mechanic dynamic response can be
induced that can range from elastic (non-destructive) to plastic. An optical transition radiation (OTR) based beam
television (BTV) monitor measures the shape and displacement of the beam on-line for each requested beam pulse.
Available beam parameters for 440 GeV/c protons are shown in table 10.1.

Table 10.1.: Proton beam parameters of the HiRadMat Facility at SPS, CERN. Values taken from [252].

Beam momentum GeV/c 440

Max. pulse energy MJ 2.4

Protons per bunch ppb 5× 109 to 1.2× 1011

Number of bunches 1 to 288

Min. protons per pulse ppp 5× 109

Max. protons per pulse ppp 3.46× 1013

Bunch spacing ns 25, 50, 75 and 150

Max. pulse length µs 7.2

1 σ beam size mm 0.25 to 4
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Figure 10.2.: HRMT38 FlexMat experiment. Exterior view of the experimental chamber prior to installation in the
HiRadMat target area with the bending mirror for the on-line laser Doppler vibrometer (LDV) diag-
nostic (a). Target holder and target stations without the vacuum chamber (b). Experimental chamber
inside the HiRadMat target area with the beam television (BTV) for on-line beam size and displace-
ment monitoring and the radiation-hard camera (Cam.) (c).

10.2 Experiment Layout

The FlexMat experiment is shown in Figure 10.2a. The experiment’s chamber is a stainless steel vacuum vessel that
contains the target station holder (Figure 10.2b) and is mounted on an alignment support to an ’experimental table’
(provided by the HiRadMat facility) that facilitates remote handling capability (Figure 10.2c). The experiment was
equipped with a KF40 vacuum valve and a gas inlet that could be remote controlled. This enabled the vacuum vessel
to be flushed and to operate the experiment under negative pressure of ∼0.1 bar with an inert argon atmosphere
to prevent sample oxidation and attenuate any pressure spikes due to beam-induced degassing of the samples.
But most importantly, in the case of a catastrophic failure of the beam windows, atmosphere would flow into the
chamber thereby preventing the spread of potentially radioactive debris. Flushing was also foreseen as a means of
indirect cooling by replenishing the gas atmosphere inside the experiment.

The 440 GeV/c proton beam of the HiRadMat Facility was coupled in and out of the experiment with glassy car-
bon beam windows consisting of 2 mm thick HTW Sigradur G plates with a CFC backplate of 2 mm SGL Carbon
Premium sealed with a Viton O-ring. The sandwich design offers both robustness to the highest beam intensities
(3.5× 1013 ppp) and smallest beam spot sizes (σH,V = 0.25mm) available at HiRadMat and is compatible with
primary vacuum levels of ∼10−3 mbar.

A massive viewport (220 mm×160 mm) made of radiation-hard glass (SCHOTT RS323G19) with a thickness of
5 mm enabled in-situ observation of the samples with a radiation-hard camera. Laser Doppler vibrometers (LDV)
were used to monitor the surface velocity of two samples simultaneously. To reduce any vibration from the window
being picked up by the LDVs, the viewport was inclined by 2°. A set of four radiation-hard glasses were mounted on
a ’windmill-like’ mechanism inside the vacuum vessel itself to protect the viewport from any high-velocity ejecta.

The internal components of the vessel consisted of 10 mm thick aluminum alloy (EN AW 5754) plates that sup-
ported the target station holder which could be vertically displaced via a spindle drive using a high torque DC servo
motor. The irradiation position was defined using a mechanical switch that cut the DC current when activated
by glass spheres mounted on the individual target stations. Using this simple setup a position reproducibility of
≤25µm was achieved.

10.2.1 Sample Geometry

All sample in the experiment had cylindrical geometry with an outer diameter (D) of 10 mm, while the length (L)
of the cylinders varied between 10, 20 and up to 100 mm. 10 mm diameter was chosen so that the beam-induced
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Figure 10.3.: Different sample geometries used for the FlexMat experiment in front view. Single material cylindrical
samples (a). Tantalum-core graphite-shell samples (b). FAIR pbar mock-up target with inconel core,
graphite shell and aluminum sleeve (c).

maximum radial surface velocity is on the order of a few 0.1 m s−1 on the graphite samples (radial surface velocity
scales with R−2), but still large enough so that pressure wave frequencies are <1000 kHz, well below the 4 MHz
sampling rate of the data acquisition system. 10 mm length is sufficient to decouple axial and radial pressure wave
frequencies by a factor of ∼3 in isotropic materials. 20 mm length was chosen as a means to check samples with a
slower axial response.

Furthermore, cylindrical samples can be easily machined to small tolerances by lathe turning (radius and length
were machined with ≤50µm precision) and are self-centering in wedge-shaped supports. The radial size and
(horizontal & vertical) position of each sample is fully determined by two simple line scans along the radius during
experiment geometry measurement in comparison to rectangular cross sections which need several line scans on
at least two surfaces to be fully determined.

Apart from cylindrical sample made of a single material, two types of composite sample where used: 3 mm tantalum
rods embedded in different graphite shells, so-called tantalum-core samples, and a mock-up of the FAIR pbar target,
that consisted of a 3 mm Inconel rod embedded in a polycrystalline graphite shell with an outer diameter (OD) of
9 mm inside an aluminum alloy sleeve (OD 10 mm) with a total length of 100 mm. A schematical overview of the
sample geometries is shown in Figure 10.3.

Tantalum-core sample were chosen to overcome a fundamental limitation of the graphitic sample which is the
limited energy deposited by the primary beam that inherently limits beam-induced stresses to levels below the
yield strength of the investigated graphite materials. The specific energy deposition density per primary particle is
up to∼20 times larger in tantalum in comparison to graphite. Together with its small specific heat and large Young’s
modulus, large beam-induced stresses can be created by low(er) beam intensities (in comparison to graphite) which
are eventually coupling into the graphite shell. The motivation to use tantalum is described in more detail in section
B.1.7. An overview of the investigated sample materials is given in Table 10.2 with more information about the
material grades and their properties presented in section B.1.

10.2.2 Target Station Design

The target holder shown in Figure 10.4c consists of six target stations with each containing up to ten individual
samples. Samples are mounted on polycrystalline graphite (SGL Carbon R6650) supports. Polycrystalline graphite
was chosen due to its high thermal conductivity which facilitates efficient removal of the beam-induced heat from
the samples in-between consecutive pulses. Moreover, in the event of severe mis-steering of the proton beam it
is expected to be robust enough towards the highest beam intensities. Its self-lubricating properties prevent the
supports from getting jammed inside the negative cut-outs of the 13 mm aluminum plates that fix the different
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Figure 10.4.: Details of the target holder. Front view (in beam direction) of the target holder (a). Detail view of
the target holder (b). Overview of the target holder with overall dimensions indicated (c). 10 mm long
sample of target station 6 (d). Front view of a 20 mm long sample (e). Red arrows indicate the direction
of the beam and numbers the respective target stations. Samples (and their materials) are summarized
in Table 10.2.
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Figure 10.5.: Influence of the sample support on the dynamic response of a cylindrical polycrstalline graphite sam-
ple (diameter 10 mm, length 10 mm) irradiated with a high-intensity 440 GeV/c proton beam (7.2µs
pulse length). Simulated radial surface velocity (with energy deposition density calculated by FLUKA)
at 5 mm length of the sample as a function of time after the beam pulse (a). FFT of the simulated
dynamic response (b).

target stations in place. Each support has a length of 11 mm (21 mm for the samples of target station 3) with the
samples self-centering on 2 mm long 90° wedges on the extremities of the supports (Figure 10.4e). Samples were
fixed in place from the top with a force of ∼8.3 N by compressing the springs mounted in the top support from
their design length of 5.5 mm to 4 mm (spring constant 5.5 N mm−1) (see the gap between the top target supports
in Figure 10.4a).

The support of the individual sample was designed to achieve a beam-induced dynamic response of the samples
that is as close as possible to a freely suspended sample to ultimately save computational time in finite element
simulations. To check whether this statement holds true, a coupled transient thermal/structural simulation was
performed in ANSYS Mechanical Release 19.2 [257] on a polycrystalline graphite sample (SGL Carbon R6650).
Material parameters used in the simulation are given in Table 11.4. The three-dimensional energy deposition
density of a 440 GeV/c proton beam (σH,V =0.25 mm with 3.5× 1013 ppp and 7.2µs pulse length) was calculated
by FLUKA [254]. The simulation was performed once with a freely suspended sample and once with the full support
geometry, including gravity and the spring force under the assumption of a frictionless contact between sample and
support.

The radial surface velocity and frequency response of these simulations are shown in Figure 10.5. Indeed, both
simulations are virtually identical between the two support variations. The largest difference can be identified in
the amplitude of the high-frequency component around 700 kHz in the fast Fourier transform (FFT) of the radial
surface velocity, which can be neglected since it is not the fundamental radial vibration mode of the sample (as will
be shown later).
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Table 10.2.: Sample distribution in the experiment target stations. Pulse intensities indicate the overall maximum
pulse intensity extracted on the target station. Maximum pulse intensity per sample may be lower.
Average beam sizes are calculated for all shots using the same beam optics (Target Stations 1 to 3
and Target Stations 4 & 5, respectively). Densities are taken from material datasheets provided by the
manufacturer. Anisotropic samples with their main reinforcement direction parallel to the irradiated
surface are indicated by ‖, while anisotropic samples with main reinforcement direction perpendicular
to the irradiated surface are indicated by ⊥ (c.f. Figure 10.4).

Target Station 1 - D10 mm L10 mm, 28 pulses, 3.67× 1013 ppp, σH =(0.33± 0.01) mm, σV =(0.27± 0.02) mm

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

R6650 TPG ‖ R6300 Sepcarb ‖ Perf. ‖ R6650 ‖ Exp. ‖ Premium ‖ PyC ‖ FOAM

1.84 2.25 1.73 1.55 1.5 1.84 1.74 1.55 1.59 0.5 g cm−3

Target Station 2 - D10 mm L10 mm, 29 pulses, 3.51× 1013 ppp, σH =(0.33± 0.01) mm, σV =(0.27± 0.02) mm

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

R6650 TPG ⊥ ZEE Sepcarb ⊥ Perf. ⊥ PyC ⊥ Exp. ⊥ Prem. ⊥ EG ‖ HTC

1.84 2.25 1.77 1.55 1.5 1.59 1.74 1.55 1.0 0.9 g cm−3

Target Station 3 - D10 mm L20 mm, 18 pulses, 3.50× 1013 ppp, σH =(0.33± 0.01) mm, σV =(0.27± 0.02) mm

#1 #2 #3 #4 #5

R6650 Sigradur G Sepcarb ⊥ Experimental ⊥ Premium ⊥
1.84 1.42 1.5 1.74 1.55 g cm−3

Target Station 4 - D10 mm L10 mm, 94 pulses, 1.64× 1012 ppp, σH =(0.56± 0.10) mm, σV =(0.51± 0.07) mm

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

Inconel Invar Copper Inconel Invar Copper Inconel Inconel Invar Copper

8.47 8.05 8.02 8.47 8.05 8.02 8.47 8.47 8.05 8.02 g cm−3

Target Station 5 - D10 mm L100 mm, 35 pulses, 2.16× 1012 ppp, σH =(0.56± 0.10) mm, σV =(0.51± 0.07) mm

D3 mm Inconel in OD9 mm R6650 cladding in D10 mm aluminum Sleeve

Target Station 6 - D10 mm L10 mm with D3 mm tantalum core, 79 pulses, 1.74× 1012 ppp, σH =(1.46± 0.11) mm, σV =(1.02± 0.09) mm

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

R6650 R6300 ZEE
Premium

PyC
Premium R6650 Sepcarb Sepcarb/EG EG wrapped FOAM

1.84 1.73 1.77 1.59 1.55 1.84 1.74 1.55 1.59 0.5 g cm−3
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Figure 10.6.: Laser Doppler vibrometer beam paths. CAD model of the beam paths in the HiRadMat facility with
yellow and pink lines indicating the beam paths of the LDVs. Courtesy of Vincent Clerc, CERN (a).
Location of the two LDV measurement heads in the ’bunker’ (b). Final set of mirrors installed on the
linear displacement stage in front of the experimental chamber (c). Green dashed arrows indicate the
LDV beam paths. The red arrow indicates the beam direction.

10.3 Instrumentation and Data Acquisition

Each sample was equipped with bi-directional strain gauges (HBM 1-XY9x-1.5/120) to record the beam-induced
axial and tangential surface strain. Additionally, several PT100 thermosensors were mounted on all target stations
to measure the (overall) temperature rise of the target stations due to the beam-induced heating of the samples. Any
electronic measurements suffer from an electromagnetic ’blackout’ of up to ∼15µs that was induced by the short
high-intensity beam pulses passing parallel to the strain gauge wires with a distance of<3 cm (c.f. Figure 10.4d and
e). Hence, to measure the beam-induced dynamic response of the samples without any perturbations, two laser-
Doppler vibrometers (LDVs) (Polytec RSV-150) were used to measure the radial surface velocity up to a maximum
surface velocity of 20 m s−1 of two samples simultaneously . These LDVs have a depth of focus of several tens of
meter and a (theoretical) measurement range of several km with GHz sampling rate.

The LDV measurement heads were located at a shielded location at a distance of about 35 m. To couple the laser
beams of the LDVs into the experiment chamber two sets of two mirrors were used. One set (two Polytec LDV-rated
A5 paper sheet-sized aluminum mirrors) reflected the LDV laser beams parallel to the beam line onto a second
set of mirrors (two Thorlabs PF10-03-M01 2.54 cm diameter gold mirrors) directly to the samples. These mirros
were mounted in kinematic holders on a linear displacement stage to select the samples to be monitored in-situ.
A radiation-hard camera (Thermo Scientific MegaRad3 CID8726DX6) monitored the samples in-between beam
pulses. The beam path of the LDVs inside the HiRadMat facility is shown in Figure 10.6. The radial surface velocity
is proportional to the circumferential strain εθ (t) and given by:

εθ (t) =
1
R

∫

v (t)dt, (10.1)

where R is the radius of the samples and v (t) the radial surface velocity measured by the LDV.

The multi-channel digital data acquisition system (DAQ) had a maximum sampling rate of 4 MHz that recorded
the strain gage and LDV signal for a total duration of 23 ms and was triggered on the hardware signal of a beam
position monitor of the HiRadMat beam line (3 ms pre-trigger). The DAQ system is described in more detail in
reference [258].
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10.3.1 Laser Doppler Vibrometry

Figure 10.7.: Schematic layout of the basic components of a laser Doppler vibrometer using a laser with frequency
f0. The test beam is shifted by a known frequency fb using an acousto-optic modulator (a Bragg cell).
The reflected test beam is Doppler shifted by fd which is proportional to the target’s velocity. The
interference between the test beam and the reference beam generates a frequency-modulated signal
with carrier frequency fb and modulation frequency fd .

A laser Doppler vibrometer (LDV) uses the frequency shift induced by the Doppler effect of a moving target to
measure surface velocities. In the simplest terms, a LDV is a two-beam laser interferometer that measures the
frequency (or phase) difference between a reference and a test beam. When the reference beam is reflected by a
moving surface, the reflected light will be shifted in frequency fD due to the Doppler effect which is given by:

fd = 2
v cos(α)
λ

, (10.2)

where v is the velocity of the surface the reference beam is impinging on, α is the angle between the reference
beam and the velocity vector and λ is the wavelength of the reference beam. A common Nd:YAG infrared laser of
1064 nm wavelength will be shifted by ∼1.9 THz by a surface moving at 1 m s−1 at normal incidence (α= 0).

The reference and test beam interfere on a photodetector. The light frequency f0 (e.g., 1064 nm, corresponding
to 282 MHz) of the reference beam is orders of magnitude larger than the frequency shift and is higher than
the frequency response of most photodetectors. To overcome this limitation, the test beam is shifted by a fixed
frequency fb of few tens of MHz by an acousto-optic modulator (Bragg cell) before impinging on the target. Hence
the reflected light from the surface has a frequency of f0 + fb + fd . This set-up generates a frequency-modulated
interference pattern with carrier frequency fb and modulation frequency fd that can be reliably measured by the
photodiode. By demodulating the signal, the modulation frequency and thus the target’s surface velocity can be
extracted as a function of time.
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11 Dynamic Response of Graphite Samples
Irradiated with High-Power Proton Beams

The following chapter will present an overview of the FlexMat experimental campaign conducted at HiRadMat in
2018. Several highlights of the data measured in the experiment will be presented and the dynamic response of
different graphitic samples will be discussed in detail. The numerical methods used to analyze the experimental
data are described in section B.5. Parts of this work were published in reference [259].

11.1 Experimental Conditions

Figure 11.1.: Overview of 440 GeV/c proton beam pulses sent to the HRMT38 FlexMat experiment. Extracted beam
intensity in protons per pulse (ppp) from the SPS accelerator and integrated numbers of protons on
target as a function of time. Vertical dashed lines indicate the end of the irradiation for the different
target stations #1 to #6.

11.1.1 Beam Parameters

Figure 11.1 shows the time evolution of 440 GeV/c proton pulses delivered to the FlexMat experiment. The max-
imum pulse intensity achieved was 3.67× 1013 protons per pulse (ppp) (288 bunches with 1.27× 1011 pro-
tons per bunch (ppb) and 7.2µs pulse length) during irradiation on target station 1. The integrated number of
protons delivered to the experiment was ∼1.2× 1015 protons delivered by a total of 262 individual beam pulses
with about one extracted beam pulse per 10 minutes on average. The beam spot size and lateral beam position were
measured on-line for each extracted beam pulse by the HiRadMat beam television (BTV) device using an optical
transition radiation diagnostic screen. The results of these measurements are shown in Figure 11.2 for the different
transverse beam spot sizes (optics), σ = 0.25, 0.5 and 1.5 mm, requested in the experiment. The horizontal and
vertical position jitter of ≥90 % of all extracted beam pulses were within ±25 % of the mean measured beam spot
size, independently of the requested beam spot size.

Taking the average transverse beam position into account, ≥90 % of the samples of target station 1 to 3
(σ = 0.25 mm) were irradiated within ±107µm (2.14 % of the radius) around the beam axis. Target station 4
& 5 (σ = 0.5 mm) were irradiated within ±189µm (3.79 %). For target station 6 (σ = 1.5 mm), the vertical beam
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Figure 11.2.: Beam position jitter and spot size analysis recorded on the HiRadMat BTV for the different optics used
in the HRMT38 FlexMat experiment. Z score of the horizontal and vertical beam displacement for a
requested beam sigma of 0.25 mm (a), 0.5 mm (c) and 1.5 mm (e). Histogram of horizontal and vertical
beam sigmas for the different requested beam sigmas (b, d and f).

position jitter is determined to be ≤5 %, which results in ≥90 % of the beam pulses irradiated within ±369µm
(7.37 % of the radius). The geometrical alignment precision of the experiment (data shown in section B.2) was sys-
tematically smaller than the jitter of the beam position in both horizontal and vertical position. The considerably
larger scattering of the horizontal beam position for σ = 1.5 mm on target station 6 can be explained by the SPS
extraction in the horizontal plane where extraction jitter propagates along the HiRadMat beamline.
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Figure 11.3.: Peak deposited energy density of per 440 GeV/c protons and peak temperature rise at the end of a
beam pulse with maximum beam intensity in target stations 1 (a), 2 (b), 3 (c) and 6 (d) along the length
of the target stations. FLUKA simulations were conducted taking the average beam spot size for each
target station into account (c.f. Figure 11.2). The temperature rise is calculated analytically (’FLUKA
temperature’) and numerically (’ANSYS transient thermal’ with an initial temperature of 293 K.

11.1.2 Energy Deposition and Sample Temperature

Using the average beam spot sizes during the experiment as input, FLUKA simulations [254] were performed to
determine the energy density deposited by the primary beam and the beam-induced hadronic shower along the
different target stations and to ultimately determine the peak (adiabatic) temperature increase in each sample. The
temperature was determined with two different approaches. In the first approach the temperature increase from
T0 to T1 (at any point of a sample) was calculated from the deposited energy density ∆E/∆V per proton for the
respective beam intesity Ibeam by:

Ibeam
1
ρi

∆E
∆V

=

∫ T1

T0

cp,i(T ) dT (11.1)

where ρi is the density and cp,i the specific heat of sample i in a target station.

In the second approach, the temperature distribution at the end of the beam pulse was simulated in a transient
thermal simulation in ANSYS (c.f. section B.4). The specific heat of graphite does not vary considerably with
density [260]. Hence, for all carbon-based samples of target stations 1, 2 and 3, the identical specific heat was
assumed, that was based on the tabulated specific heat curve of a polycrystalline graphite standard for laser flash
analysis [260]. For tantalum a polynomial function for the specific heat with parameters from [261] was used.
As a general reference, the specific heat of graphite can be assumed to be 0.7 J g−1 K−1 at room temperature and
0.14 J g−1 K−1 for tantalum, respectively.
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Table 11.1.: Calculated maximum axial stresses σt in various isotropic graphite samples induced by the highest
pulse intensities. Density ρ, Young’s modulus E and compressive strength σc were taken from the
supplier datasheets. Poisson’s ratio ν are estimated. Flexural strengthσ f has been determined by three-
point bending and is taken from [260]. Ed corresponds to the deposited peak energy density shown in
Figure 11.3 averaged over the sample length for a beam intensity of 3.5× 1013 ppp. Tmax is the resulting
peak temperature calculated with Equation 11.1. The last two columns are first-order approximations
of the beam-induced thermal stresses σt calculated with Equation 9.27 and 9.28, respectively.

Sample
ρ E α ν σc σf Ed Ed/ρ Tmax σt σt

g/cm3 GPa 10−6/K MPa MPa kJ/cm3 kJ/g K MPa MPa

Target Station 1 L = 10mm
#1 R6650 1.84 12.5 4.1 0.18 150 66.9± 11.8 3.07 1.67 1375 55 68
#3 R6300 1.73 10 2.7 0.18 85 51.3± 1.3 3.24 1.87 1478 32 39

Target Station 2 L = 10mm
#1 R6550 1.83 11.5 4.2 0.18 130 67.0± 4.9 3.25 1.77 1424 55 67

#3 ZEE 1.77 14.5 8.1 0.18 193 146.2± 13.4 3.50 1.98 1531 145 177
Target Station 3 L = 20mm

#2 Sigradur G 1.42 35 2.6 0.17 480 128± 17 2.72 1.92 1499 136 164

The peak deposited energy densities per primary proton and the resulting peak temperatures (assuming a tem-
perature T0=293 K) for the highest beam intesities on the different target stations are shown in Figure 11.3. The
adiabatic temperature increase that was calculated by Equation 11.1 and results of finite element simulations in
ANSYS agree very well for target stations 1, 2 and 6. Some deviations between the finite element simulation and
the adiabatic temperature increase can be observed for target station 3 (Figure 11.3c) with temperature differences
of up to ∼200 K. The difference probably arises from the rather large time step used for the simulations shown in
Figure 11.3, which was necessary to simulate all samples within the target stations simultaneously.

Maximum beam-induced peak temperatures are on the order of ∼1500 K in the graphitic samples of target stations
1, 2 and 3 for the maximum beam intensity of 3.5× 1013 ppp. The first two to three samples of these target
stations experience slightly smaller energy densities due to the on-going build-up of the hadronic shower, but even
these samples reach >1350 K. Considering a room temperature of 293 K, a quasi-instantaneous peak temperature
increase ∆T of up to ∼1200 K was achieved. The deposited energy density in the tantalum cores of target station
6 varies considerably along the target station. The initial energy deposition of ∼1 GeV/(cm3 p) in the first few
mm of the first sample increases up to ∼18 GeV/(cm3 p). Due to the absence of a significant hadronic shower, the
gravimetric energy density is virtually flat in the graphite target stations. But, due to the large atomic number and
density of tantalum, the interaction with the primary proton beam produces a significant hadron shower within
the first few samples that is self-absorbed inside the subsequent samples. The hadronic shower buildup is also the
reason for the ’hook’-like shape of the deposited energy density. In the small gaps between samples the secondary
particles of the hadronic shower can ’escape’ laterally due to their large divergence angle in the beam direction.
The initial energy density will thus be lower than the maximum energy density in the preceding sample. The
tantalum cores that are close to the maximum of the hadronic shower reach temperatures up to 1700 K while the
first tantalum core only reaches ∼400 K.

11.1.3 Expected Stresses in Isotropic Graphite Samples

The peak energy density deposited by the beam and peak temperature can be used to approximate the magnitude
of beam-induced axial stresses (radial and tangential stress are simply half in the center of the sample) using
Equation 9.27 and 9.28 to approximate Equation 9.18. The expected stresses are shown in Table 11.1 for a selection
of isotropic samples. Based on the Young’s modulus provided by the material supplier, beam-induced stresses are
all lower than the compressive strength σc stated by the supplier. In comparison to the flexural strength σf, which
is a more conservative approach to estimate the strength of graphite samples due to the mixed stress state during
its measurement, beam-induced stresses are comparable or even larger. Hence, irradiation at the highest beam
intensity could potentially induce failure in some of the samples. The 20 mm Sigradur G sample of target station 3
is indicated as the sample that is most ’at risk’. For beam intensities less or equal to 1.8× 1013 ppp, that only induce
less than half of the estimated thermal stresses, fully elastic material behavior is expected.
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11.2 Dynamic Response of Graphite Materials

This section presents the results of the on-line measurements of the dynamic response during high-intensity pulsed
proton beam irradiation with an emphasis on the polycrystalline graphite samples which are most relevant for ap-
plications at FAIR [1, 208, 214]. The dynamic response of carbon-fiber reinforced graphite is qualitatively discussed
in section B.3. Presented experimental data will focus solely on the radial surface velocity measured on-line by the
laser Doppler vibrometers. The strain gauges that were mounted on the samples were unfortunately recording no
meaningful signal. It should be stressed that all results presented in the following refer to the dynamic response
induced by a single beam pulse on the different samples. Samples were irradiated several times at each beam
intensity, but due to the experiment layout, a maximum of two samples were monitored simultaneously per beam
pulse. In the case of graphite materials, where our results indicate no plasticity of the samples, cumulative effects
of multiple beam pulses are neglected.

11.2.1 Isotropic Polycrystalline Graphite

Figure 11.4.: Dynamic response of different isotropic polycrystalline graphite samples after irradiation with
4.3× 1012 ppp 440 GeV/c proton beams (0.9µs pulse length) with a transverse beam size of
σx ,y∼0.3 mm. Radial surface velocity (blue line) measured by a laser Doppler vibrometer in the center
of SGL R6300 (a), SGL R6550 (b), SGL R6650 (c) and POCO ZEE (d). Particle sizes according to the sup-
plier are given in parentheses. Dashed red lines represent the damping envelope obtained by a fit of
an exponential decay function to the local absolute maxima with the obtained damping time constant
τD stated in the legend.

Four different isotropic polycrystalline graphite grades with particle sizes ranging from 1 to 20µm (according to
the supplier) were irradiated with a series of high-intensity 440 GeV/c proton beam pulses of intensities between
∼4.3× 1012 ppp (0.9µs pulse length) and ∼3.5× 1013 ppp (7.2µs) and transverse beam sizes of σx ,y∼0.3 mm.
The dynamic response of these isotropic graphite grades, induced by individual pulses of the lowest beam intensity
of 4.3× 1012 ppp, is shown in Figure 11.4 for 1 ms after the beam pulse.
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Figure 11.5.: Detailed overview of the dynamic response of different isotropic polycrystalline graphite samples after
irradiation with 4.3× 1012 ppp 440 GeV/c proton beams (0.9µs pulse length) with a transverse beam
size of σx ,y∼0.3 mm. Radial surface velocity measured by a laser Doppler vibrometer in the center of
SGL R6300 (a), SGL R6550 (b), SGL R6650 (c) and POCO ZEE (d). Particle sizes according to the supplier
are given in parentheses.

All four samples were exposed to the same specific energy deposition of about ∼0.2 kJ g−1 (c.f. Figure 11.3). The
magnitude of the absolute radial surface velocity is therefore scaling linearly with the coefficient of thermal expan-
sion. Considering the coefficient of thermal expansion (CTE) at room temperature (c.f. Table 11.1) the measured
surface velocities are in excellent agreement with the relative CTEs of the different sample materials. POCO ZEE
with the highest CTE has the largest radial surface velocity of about ±500 mm s−1. SGL R6550 and SGL R6650
(about half the CTE of POCO ZEE) have a radial surface velocity of about ±200 mm s−1 and SGL R6300 (CTE is
about a quarter of POCO ZEE) has about ±125 mm s−1. This indicates that the beam-induced stresses are fully
elastic at this beam intensity.

While the CTE scales inversely with the particle size in isotropic graphite [262] (CTE increases with decreasing
particle size), Figure 11.4 indicates a correlation between damping of the dynamic response and the particle size
as well. Under the assumption of a fully elastic dynamic response, beam-induced stress waves are only damped
by internal friction. The dynamic response can hence be approximated by a damped harmonic oscillation with
various frequency components and is quantified with an exponential decay that is fit to the local maxima of the
absolute surface velocity. Thermalization of the samples, which leads to vanishing of the beam-induced thermal
stresses (due to the thermal gradient in the samples), starts at timescales of about 100µs but significant thermal
diffusion will only occur after ∼1 ms (c.f. Figure 9.4). SGL R6300 and SGL R6550 with 20 and 10µm particle size,
respectively, have damping time constants τD of ∼200µs, which is comparable to SGL R6650 (7µm particle size)
with a damping constant of (258± 13)µs. POCO ZEE (1µm particle size) on the other hand exhibits less efficient
damping with a larger damping constant of (610± 19)µs.

The dynamic response presented in Figure 11.4 is shown in Figure 11.5 for the first 100µs after the beam pulse.
The dynamic response of the samples is systematically characterized by an initial positive peak of the radial surface
velocity (the surface is moving towards the LDV) and then a larger negative peak (surface is moving away from
the LDV). As the samples are instantaneously heated in the interaction with the high-power beam pulse, the heated
volume is in a compressive stress state because the surrounding material cannot react fast enough due to inertia.
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Figure 11.6.: Self-normalized fast Fourier transform amplitude of the dynamic response for different isotropic poly-
crystalline graphite samples after irradiation with individual 440 GeV/c proton beam pulses of increas-
ing intensities (transverse beam size σx ,y∼0.3 mm). Fourier transform of the radial surface velocity
measured by a laser Doppler vibrometer in the center of SGL R6300 (a), SGL R6550 (b), SGL R6650 (c)
and POCO ZEE (d). Particle sizes according to the supplier are given in parentheses. Fourier transform
spectra are shifted vertically for clarity. Dashed lines indicate different experimental axial fa and i-th
order radial vibration frequencies fr,i .

The compressive stress state induces compressive relaxation waves that travel outwards along the radius. Once
these compressive waves reach the free surface of the samples, they are reflected as tensile waves that lead to
an expansion of the sample. Qualitatively, it can simply be described by an internal pressure that is acting on
the surfaces of the sample which is initially negative (compression of the sample) and is then oscillating between
negative and positive pressure (expansion of the sample).

Section 9.2 introduced that the beam-induced dynamic response is akin to a mechanical shock. Due to the short
length of the beam pulse and thus the thermal energy deposition length, samples start to vibrate at their natural
vibration frequencies. Hence, the frequency content of the dynamic response is a convolution of multiple frequen-
cies. The simplest vibration modes are purely axial vibration (the sample is expanding and contracting along the
cylinder axis) and purely radial vibration (the sample is expanding and contracting along the radius of the cylin-
der). But, due to the coupling of radial and axial stresses by the Poisson effect, the measured radial surface velocity
does not only contain information about purely radial vibrations but also of axial vibrations.

Figure 11.6 shows the normalized Fourier transform spectra of the radial surface velocity for 200µs after the
beam pulse for the isotropic graphite samples at different beam intensities. The dynamic response of all samples
contains a large number of frequencies in the range between 150 and 900 kHz while the dominating frequencies are
located systematically below ∼250 kHz. No considerable differences between the Fourier spectra can be identified
in any of the samples at the different beam intensities. Due to the brittleness of polycrystalline graphite, (brittle)
failure produces an internal interface that would dramatically change the frequency response in both amplitude
and frequency [250]. Hence, the FFT spectra indicate that the beam-induced stresses in the polycrystalline graphite
samples are elastic, even at the highest beam intensity of the experiment.

The frequencies f of axial fa and radial fr vibration modes are calculated using Equation 9.31 and 9.29, respec-
tively. Expected frequencies were calculated based on the Young’s modulus E provided by the supplier. A generic
Poisson’s ratio ν = 0.18 was used that should be valid for isotropic graphite [250, 263]. The comparison between
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Table 11.2.: Axial fa and i-th order radial fr,i vibration frequencies in polycrystalline graphite samples (R = 5 mm,
L = 10 mm). Frequencies in the rows indicated by "Supplier" were calculated using Equations 9.31 and
9.29 with the Young’s modulus E provided by the supplier. Frequencies in the rows indicated by "Exp."
were experimentally observed in the FFT and CWT of the dynamic response of the samples and E and
Poisson’s ratio ν were extracted in a parametric fit of Equations 9.31 and 9.29 to these equations.
Frequencies in the rows indicated by "FEM" are observed in the FFT of the dynamic response simulated
with ANSYS Mechanical using the given E and ν. In rows indicated by "Modal", frequencies correspond
to modes with axisymmetric total deformation simulated by modal analysis. Experimental frequencies
have a systematic error of ±2 kHz and FEM frequencies ±5 kHz.

E ν fa fr, 1 fr, 2 fr, 3
(GPa) (kHz) f(kHz) (kHz) (kHz)

SGL R6300
20µm, 1.73 g cm−3

Supplier 10 0.18 120 159 429 683
Exp. (10.14±0.66) (0.194±0.047) 114 156 438 686

SGL R6550
10µm, 1.83 g cm−3

Supplier 11.5 0.18 125 166 447 712
Exp. (10.86±0.70) (0.231±0.038) 120 172 444 718

SGL R6650
7µm, 1.84 g cm−3

Supplier 12.5 0.18 130 173 465 740
Exp. (10.77±0.70) (0.233±0.038) 118 172 442 714
FEM

11.38 0.186
120 170 435

Modal 117 176 450

POCO ZEE
1µm, 1.77 g cm−3

Supplier 14.5 0.18 143 190 510 813
Exp. (10.83±0.82) (0.339±0.018) 122 208 532 (789-846)
FEM

12.7 0.28
125 205 525 825

Modal 123 188 529

calculated and experimentally observed axial and radial vibration frequencies is shown in Table 11.2. Experimen-
tal frequencies were systematically observed within a ±2 kHz interval in all Fourier spectra, independent of beam
intensity. The amplitude at these frequencies was at least 5 % relative to the maximum amplitude in the Fourier
spectrum.

Frequencies of the axial vibration mode are systematically larger than the frequencies observed experimentally.
The largest difference is observed for POCO ZEE, where the expected axial vibration frequency is 143 kHz, while
the experimental axial vibration frequency is (122± 2) kHz. The experimental frequencies of SGL R6550 and SGL
R6650 are virtually identical, even though the manufacturer indicates a 10 % larger E in R6650.

After identifying the axial and vibrational frequencies in the Fourier spectra, the set of experimental frequencies
can be plugged into Equation 9.31 and Equation 9.29 to extract the Young’s modulus and Poisson’s ratio from a
parametric fit. The extracted Young’s modulus and Poisson’s ratio are presented in Table 11.2 as well. According to
the parametric fit, all polycrystalline graphite samples have a virtually identical Young’s modulus. Estimated Young’s
moduli vary between (10.14± 0.66) and (10.83± 0.83) GPa. Poissons’s ratios of the SGL Carbon polycrystalline
graphite grades are virtually identical with values of (0.233± 0.038) and (0.194± 0.047), and are in reasonable
agreement with the generic Poisson’s ratio of 0.18 for isotropic graphite [263]. Only POCO ZEE has a considerably
larger Poisson’s ratio of (0.339± 0.018).

Based on the Fourier spectra alone, association of a peak to a certain vibration mode is ambiguous. As will be shown
in section 11.2.2, Young’s modulus and Poisson’s ratio can be extracted from a parameter scan of finite-element
simulations of the dynamic response and a modal analysis of the sample geometry. Using this approach, a Young’s
modulus of 11.38 GPa and Poisson’s ratio of 0.186 were estimated for SGL Carbon R6650 and 12.7 GPa and 0.28
for POCO ZEE, respectively, which are overall in good agreement with the experiment.
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Figure 11.7.: Self-normalized absolute continuous wavelet transform. Heatmap of the CWT of the radial surface ve-
locity for 500µs after irradiation with ∼8.6× 1012 ppp 440 GeV/c proton beams (1.8µs pulse length).
Heatmap of the CWT of SGL R6300 (a), SGL R6550 (b), SGL R6650 (c) and POCO ZEE (d). Particle sizes
according to the supplier are given in parentheses. Self-normalized Fourier transform spectra of the
radial surface velocity are overlayed on top of the data for comparison (c.f. Figure 11.6).

Now that the dominant frequencies and associated vibration modes of the dynamic response are identified, damp-
ing of these vibration modes can be determined quantitatively. The Fourier transform of the signal contains no
time information of the original signal. But, damping can be determined from the time evolution of the contin-
uous wavelet transform (CWT) amplitude at any given frequency fi . The self-normalized absolute CWT of the
dynamic response for the isotropic graphite samples after irradiation with ∼8.6× 1012 ppp proton beams (1.8µs
pulse length) is shown in Figure 11.7. The FFT spectra from Figure 11.6 are overlayed for comparison.

It is expected that damping is larger at higher frequencies. The total energy of a harmonic oscillator is the sum
of kinetic and potential energy which is continuously converted from one to the other with frequency f . The
equivalent for an elastic wave is the conversion of kinetic energy (proportional to the strain rate) to strain energy
(proportional to the displacement) of a mass element. Hence, any small losses in the conversion between kinetic
and strain energy of the elastic wave will be multiplied by its frequency. Figure 11.7 shows that this is indeed true
in all of the polycrystalline graphite samples. In SGL R6550 for example (c.f. Figure 11.7b) , the CWT amplitude of
the third radial vibration mode at 718 kHz is damped within ∼200µs, while the second vibration mode at 444 kHz
is damped within ∼300µs.

The damping time constant τD,i at frequency fi is determined by fitting an exponential decay function into the
absolute maxima of the CWT amplitude for time t > 0 after the beam pulse (c.f. Figure B.9). Overall damping
is determined in the same way using the (absolute) maxima of the radial surface velocity (c.f. Figure 11.4). The
resulting damping time constants of the different polycrystalline graphite samples are shown as a function of
frequency for all beam intensities in Figure 11.8. In-line with expectation, the damping time constant decreases
nearly linearly with increasing frequency except for a single outlier of SGL R6550 at ∼230 kHz (Figure 11.8b).
There might be a correlation between particle size and damping constant in the different polycrystalline graphite
grades. Considering the main vibration modes with the largest amplitudes, τD is virtually identical between SGL
R6300 and SGL R6550 with 20 and 10µm particle size at around 340µs. For SGL R6650 and POCO ZEE with
particle sizes of 7 and 1µm τD increases to (536± 41)µs and (843± 37)µs, respectively.
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Figure 11.8.: Damping time constant τD as a function of frequency. τD has been obtained from an exponential
decay fit of the local maxima of the absolute CWT at frequency f for SGL R6300 (a), SGL R6550 (b), SGL
R6650 (c) and POCO ZEE (d). Damping time constant at zero frequency indicates the damping of the
overall signal. Particle sizes according to the supplier are given in parentheses. * indicate the frequency
with the largest amplitude in the Fourier spectrum of the dynamic response shown in Figure 11.6.

It is counter-intuitive that the graphite grades with smaller particle sizes damp stress waves less efficiently than
graphite grades with larger particle sizes. It was expected that smaller particles sizes lead to more dissipation of
the stress waves due to the increased number of interfaces that can act as scatterers. However, one has to consider
that the particle sizes are considerably smaller than the wavelength of the elastic waves. An elastic wave of 500 kHz
frequency has a wavelength of ∼5 mm in graphite (speed of sound in polycrystalline graphite is ∼2500 m s−1). The
scattering and reflection at the free surfaces of the samples might hence determine the damping efficiency, which
should be roughly equal for all samples in this case.

But, there is a potential explanation for the large difference in damping between POCO ZEE and the SGL Carbon
polycrystalline graphites. POCO ZEE is produced without a binder phase (c.f. section B.1), whereas SGL Car-
bon polycrystalline graphite grades are produced with a binder phase based on phenolic resin. Micro-mechanical
characterization of nuclear graphite grades indicates differences in the Young’s modulus and density between the
binder and filler phase [264]. The different mechanical properties between the two phases will create an acous-
tic impedance mismatch which will locally dissipate elastic waves by continuous reflection of a fraction of the
amplitude of these waves [265].

Lastly, variance-weighted means of the damping time constants for the different axial and radial vibration modes
are shown in Table 11.3 and will be used as an input for Rayleigh damping in FE simulations shown in section
11.2.2.
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Table 11.3.: Damping time constant τD,i at different frequencies fi in isotropic graphite determined by continuous
wavelet transformation. Values are averaged over all beam intensities as variance-weighted means and
errors are the standard error. fa and fr,i correspond to axial and radial vibration modes, respectively.
fa,har indicates an overtone of the axial vibration mode. * indicates the damping of the frequency with
the highest amplitude in the Fourier spectra of a sample. Frequencies of these modes are given in
Table 11.2. The value at zero frequency corresponds to the damping time constant of the measured
LDV signal.

τD(0) τD( fa) τD( fr,1) τD( fa, har.) τD( fr,2) τD( fr,3)
(µs) (µs) (µs) (µs) (µs) (µs)

SGL R6300 (20 µm) (222±11) (351±52) (238±7)* (203±9) (122±4) (114±6)
SGL R6550 (10 µm) (211±10) (326±13) (268±13)* (327±7) (174±5) (108±4)

SGL R6650 (7 µm) (258±13) (536±41) (394±17)* (248±5) (210±8) (69±3)
POCO ZEE (1 µm) (610±19) (913±73) (843±37) (783±14)* (183±7) (186±9)

11.2.2 Finite Element Simulation of Isotropic Samples

Analysis of the dynamic response for the isotropic polycrystalline graphite samples showed that the beam-induced
stresses in these samples are most probably entirely elastic for all beam intensities in the experiment. Hence, it is
possible to simulate the dynamic response in a coupled thermo-mechanical FEM simulation where stresses depend
linearly on the strain with the Young’s modulus as gradient and where plastic deformation can be neglected.

The deposited energy density per volume element is estimated with a Monte Carlo simulation of the interaction
between the proton beam and the irradiated sample in FLUKA [254]. Both the measured transverse beam spot
size in horizontal and vertical direction, assuming a bivariate distribution with two parameters σx and σy , and
eccentricity ∆x and ∆y of the beamspot with respect to the cylinder axis of the samples are considered for a
specific beam pulse (c.f. Figure 11.2).

Assuming that the deposited energy density is fully converted into heat, beam-induced heating is introduced as an
internal heat source (interpolated to each mesh point) that is active from t = 0 s for the duration of the beam pulse
length τbeam. For a given energy density per proton ∆E/∆V the power density P/∆V for a beam pulse of intensity
Ibeam and pulse length τpulse can be directly calculated at each position (x i , yi) in the sample:

�

P
∆V

�

(x i , yi) =
Ibeam

τpulse

�

∆E
∆V

�

(x i , yi). (11.2)

In the first step, a transient thermal simulation is solving the thermal evolution of each mesh point. In a second
simulation step, the thermal field is coupled to a transient structural simulation which calculates displacements
of each mesh point according to the thermal strain induced by α∆T . Choosing a sufficiently small timestep, e.g.,
∆t = 100 ns, will reproduce a comparable dynamic response of the samples as observed in the experiment. A
thorough overview on how to implement such simulations in ANSYS Mechanical is presented in section B.4.

Damping is introduced in the simulation using Rayleigh damping. Mass damping is neglected due to the high fre-
quency of the dynamic response, hence only stiffness damping due to internal friction is considered by its coefficient
β:

β =
2

τD(2π fD)2
, (11.3)

where fD is the frequency with the highest amplitude in the Fourier spectrum of the experimental dynamic response
(c.f. Figure 11.15 and Table 11.2) and τD is the associated damping time constant (c.f. Table 11.3). The following
FEM simulations in ANSYS workbench were performed in the scope of a master’s thesis under supervision of the
author [266]. All simulations use temperature-dependent specific heat values, while all other thermo-mechanical
parameters are temperature independent.
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Figure 11.9.: Beam-induced dynamic response from experiment (red) and FE simulation (blue) for a SGL Carbon
R6650 sample irradiated with a 4.53× 1012 ppp 440 GeV/c proton beam (0.9µs pulse length). Radial
surface velocity as a function of time (a). Fourier transform of the radial surface velocity for 200µs after
the beam pulse (b). Dashed vertical lines indicate axial, fa and radial vibration modes with frequencies
fr,i that are presented in Table 11.2.

11.2.2.1 Polycrystalline Graphite, SGL Carbon R6650

Figure 11.9 shows the result of a coupled thermo-mechanical finite-element (FE) simulation of SGL Carbon R6650
irradiated with 4.53× 1012 ppp 440 GeV/c protons (0.9µs pulse length). Radial surface velocity of the FE simula-
tion is evaluated at the mesh point that is in the center along the length of the cylinder axis at z = L/2, on the
surface at x = R and vertically in the center at y = 0. Rayleigh damping was included with a damping time constant
of 394µs at a frequency of 172 kHz. For this simulation, the coefficient of thermal expansion was introduced as a
temperature-dependent magnitude measured by dilatometry [260].

The simulated and experimental radial surface velocity are in excellent agreement as shown in Figure 11.9a. The
simulation is able to replicate the maximum (absolute) surface velocity within a few percent over a time scale
of 100µs. Qualitatively, the frequency content is well-matched and the overlap of the surface velocity peaks is
not drifting (in time). This is also indicated by the comparison of the Fourier spectra of experiment and simu-
lation shown in Figure 11.9b. Frequencies of the axial and radial vibration modes are well in agreement. But,
the simulation overestimates the Fourier transform amplitude by about 50 % for the first radial vibration mode at
fr,1 = 172 kHz and underestimates the amplitude of the second radial vibration mode at fr,2 = 444kHz by about
50 %.

The continuous wavelet transform (CWT) shown in Figure 11.10 indicates excellent agreement of the frequency
content of the dynamic response between experiment and simulation. Even the amplitude modulation of the axial
vibration mode is replicated. Due to a finite energy deposition length by the beam τbeam, elastic stress waves are
generated during the entire pulse length and the continuous interference of these waves leads to an amplitude
modulation. But, damping of the higher order radial vibration modes is considerably overestimated by the simula-
tion. The radial vibration mode at 444 kHz can be clearly identified in the CWT of the experiment beyond 100µs,
whereas in the simulation, the signal is almost entirely damped within 150µs (c.f. Figure 11.10a and b).

The Young’s modulus E and Poisson’s ratio ν, that were used for this simulation, were determined in a parameter
scan of the simulation for different combinations of E in the range from 10 to 20 GPa and ν from 0.1 to 0.3. The
best convergence between experiment and simulation was found for a Young’s modulus of 11.38 GPa and Poisson’s
ratio of 0.186. This was also confirmed by a modal analysis of the sample geometry using these material param-
eters. Modal analysis predicted fundamental axisymmetric vibration modes at frequencies that are in reasonable
agreement with the dominant frequency contributions observed in the simulation and experiment as indicated
in Table 11.2. The extremal cases of the total deformation of these vibration modes are shown in Figure 11.17.
The Young’s modulus and Poisson’s ratio determined by the parametric simulations are in reasonable agreement
with the values directly extracted from the dynamic response measured in the experiment, (10.77± 0.70) GPa
and (0.233± 0.038), respectively. Lastly, it should be noted that the supplier apparently overestimates the Young’s
modulus of this material grade.
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Figure 11.10.: Continuous wavelet transform (CWT) of the radial surface velocity of the SGL Carbon R6650 sample
irradiated with a 4.53× 1012 ppp 440 GeV/c proton beam (0.9µs pulse length). Heatmap of the ab-
solute CWT of the radial surface velocity measured experimentally (a) and of a FE simulation (b). The
input signals for the continuous wavelet transformation are shown in Figure 11.9.

Figure 11.11.: Modal analysis of the sample geometry with mechanical properties of SGL R6650. Extremal cases of
the total deformation of different fundamental vibration modes. Blue indicates negative displace-
ment of the mesh point from its original position, while red indicates positive displacement. (Anti-
phase) Axial vibration mode with fa (a), in-phase axial vibration mode (b), 143 kHz vibration mode
(c), first radial vibration mode fr,1 (d), in-phase axial vibration harmonic mode fa, har. (e), second radial
vibration mode fr,2 (f). Length and diameter of the cylinders are 10 mm.
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Figure 11.12.: Beam-induced dynamic response from experiment (red) and FE simulation (blue) for a POCO ZEE
sample irradiated with a 4.53× 1012 ppp 440 GeV/c proton beam (0.9µs pulse length). Radial surface
velocity as a function of time (a). Fourier transform of the radial surface velocity for 200µs after the
beam pulse (b). Dashed vertical lines indicate axial, fa and radial vibration modes with frequencies
fr,i that are presented in Table 11.2.

11.2.2.2 Polycrystalline Graphite, POCO ZEE

Another polycrystalline graphite, POCO ZEE, was simulated in a series of parametric thermo-mechanical simula-
tions. The best estimate simulation in comparison to the experiment is shown in Figure 11.12 for irradiation with
4.63× 1012 ppp 440 GeV/c proton beams (0.9µs pulse length). Rayleigh damping was implemented in the simu-
lation with a damping constant of 783µs at 254 kHz. Figure 11.12a shows that the maximum surface velocities of
the dynamic response are underestimated by the simulation. Since the radial surface velocity is sensitive to the co-
efficient of thermal expansion, a more precise simulation requires a temperature-dependent coefficient of thermal
expansion. The Fourier spectrum, shown in Figure 11.12b, between simulation and experiment match up well. The
relative amplitude of the different vibration modes is in excellent agreement, which indicates that the damping is
well replicated in this simulation.

Figure 11.13 shows the CWT of the dynamic response of the experiment and the simulation. The time evolution
of the CWT amplitudes below 400 kHz are well in agreement between experiment and simulation. The parametric
simulations yield a best-estimate Young’s modulus and Poisson’s ratio of 12.7 GPa and 0.280, respectively. In com-
parison, Young’s modulus and Poisson’s ratio directly extracted from the experimental data are (10.83± 0.82) GPa
and (0.339± 0.018), respectively. But, comparison with modal analysis has shown vibration modes at fa=123,
fr,1=188 and fr,2=529 kHz with identical extremal deformation cases to the modal analysis shown in Figure 11.11.
Hence, the estimate of the simulation for the Young’s modulus and Poisson’s ratio is reasonable.
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Figure 11.13.: Continuous wavelet transform (CWT) of the radial surface velocity of the POCO ZEE sample irradiated
with a 4.53× 1012 ppp 440 GeV/c proton beam (0.9µs pulse length). Heatmap of the absolute CWT
of the radial surface velocity measured experimentally (a) and of a FE simulation (b). The input signals
for the continuous wavelet transformation are shown in Figure 11.12.
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11.3 Dynamic Response of Tantalum-Core/Graphite Shell Samples

To check the response of graphite under larger stress loads, target station 6 contained graphite samples with a
3 mm tantalum core. The following section will present selected experimental results together with the Fourier and
continuous wavelet transform with the aim of illustrating the general behavior and specific differences observed in
the different materials.

Effects will be discussed in the context of different beam conditions including (i) low intensity pulses of
∼1× 1011 ppp (pulse length of 25 ns), where the response of all samples is expected to be in the elastic regime; (ii)
medium intensity pulses of ∼6× 1011 ppp (300 ns) where the beam could have induced failure in several samples
and (iii) high intensity pulses of at least ∼1.2× 1012 ppp (600 ns) which lead to significant changes of the dynamic
response in all samples.

Materials of focus are SGL R6650 (samples #1 and #6, that are exposed to different levels of deposited energy
density) and POCO ZEE (sample #3). SGL R6300 (sample #2) and SGL Premium (#5) are not shown in detail,
because they show a similar behavior in comparison to SGL R6650 and SGL Premium PyC, respectively (c.f. Ta-
ble 10.2). Samples comprising expanded graphite (sample #8 and #9) are also not discussed, as their complex
structure leads to a complex response that is not understood.

Figure 11.14.: Radial surface velocity of sample #1 R6650 after irradiation with a 1× 1011 ppp 440 GeV/c proton
beam (25 ns pulse length). Dynamic response within the first 400µs (a). Response within the first
25µs (b). Response between 150 and 180µs (c). The dashed red lines represent a guide to the eye
for the damping envelope.
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11.3.1 Dynamic Response of #1 Tantalum-Core/SGL R6650 Polycrystalline Graphite

Figure 11.14 shows the radial surface velocity measured by the LDV on sample #1 Ta/SGL R6650 at a pulse
intensity of 1× 1011 ppp (25 ns pulse length). The dynamic response is damped within ∼0.4 ms to a large extend.
This damping rate is orders of magnitudes faster than the damping observed in pure tantalum. Torregrosa et al.
reported damping in pure tantalum, irradiated with a similar pulse intensity and transverse beam size, on the order
of several tens of milliseconds [267]. The graphite shell surrounding the tantalum core is efficiently damping the
dynamic response. The observed damping is in agreement with the damping observed on the pure graphite samples
(c.f. Figure 11.4). Hence, the damping of the tantalum/graphite samples is largely dominated by the graphite.

Two distinct frequency components, a high frequency component with a period of∼1µs (∼1000 kHz) and a low fre-
quency component of ∼9.5µs (∼105 kHz), can be identified in the radial surface velocity signal (cf. Figure 11.14a
and b). The high frequency component is attributed to the radial pressure wave in the tantalum core, while the low
frequency component is emerging due to the axial pressure wave in the tantalum core and graphite shell. Under
the assumption that equation Equation 9.31 can be applied to a two-body cylinder, the calculated axial pressure
wave frequencies (L = 10mm) are 167 kHz (period of ∼6µs) in the tantalum core (E =187 GPa, ρ =16.6 g cm−3)
and 125 kHz (∼8µs) in the graphite shell (E =12.5 GPa, ρ =1.83 g cm−3, c.f. Table 11.2).

Predicting a radial wave period for the entire core-shell sample consisting of tantalum and graphite is non-trivial.
But, since the energy deposition occurs mainly in the tantalum core, the frequency of the radial pressure wave
within the tantalum core can be approximated with Equation 9.29. The calculated radial pressure wave frequency
is 987 kHz (∼1µs) in the tantalum core (R = 3mm). It should be stressed that although these frequencies were
calculated for isotropic cylinders, the magnitude of frequencies agrees well with the experimental results. An earlier
irradiation experiment by Torregrosa et al. has also shown the propagation of the radial pressure wave emerging
from a tantalum core through a graphite matrix [268]. The dis- and re-appearance of the radial wave (compare the
velocity trend prior to and after 150 µs in Figure 11.14c) can be attributed to the emergence of multiple radial wave
frequencies. The non-uniform deposited energy density along the axis (cf. Figure 11.3d) and finite pulse length lead
to an amplitude-modulated wave. Similar amplitude-modulation is observed in the bare graphite samples as well
(c.f. Figure 11.22), albeit at frequencies below 300 kHz.

Figure 11.15.: Frequency analysis of the dynamic response of sample #1 Ta/R6650 after irradiation with 1× 1011 ppp
within the first 200µs. Power spectral density as a function of frequency with dashed lines indicating
different fundamental vibration frequencies (a). Continuous wavelet transform of the absolute radial
surface velocity. Color coding represents the values of the normalized absolute radial surface velocity
(b).

The mentioned periods and the amplitude-modulation can be identified in the fast Fourier transform (FFT) and
continuous wavelet transform (CWT) of the dynamic response which are both shown in Figure 11.15. In the
low frequency range, the axial pressure waves in tantalum, 167 kHz, and graphite, 125 kHz can be identified. In
the high frequency range, the highest amplitude occurs at a frequency of (970± 10) kHz, relatively close to the
predicted radial frequency of 987 kHz with many different high frequency contributions in the range between
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Table 11.4.: Material properties of tantalum and polycrystalline graphite SGL R6650 used in the coupled transient
thermal/transient structural ANSYS simulation.

Material property Tantalum Graphite

Density ρ (g cm−3) 16.6 1.83

Specific heat capacty cp (J g−1 K−1) 0.151 0.7

Young’s modulus E (GPa) 187 12.5

Coefficient of thermal expansion α (K−1) 6.5× 10−6 4.2× 10−6

Poisson’s ratio ν 0.35 0.18

Thermal conductivity k (W m−1 K−1) 54 95

850 and 1100 kHz. Other, minor contributions occur in the frequency range around ∼450 and 650 kHz. The am-
plitude modulation of the high frequency radial waves is clearly seen in the continuous wavelet transform in
Figure 11.15b.

11.3.1.1 Comparison with Simulation

To check whether the response of the sample is elastic at a beam intensity of 1× 1011 ppp, a finite element sim-
ulation of the sample was performed in ANSYS. The same simulation approach as for the full graphite samples
(presented in section 11.2.2) was used. Temperature- and strain-independent thermal and mechanical material
properties were considered for tantalum and SGL R6650 graphite which are summarized in Table 11.4. No Rayleigh
damping was considered in the simulation. The spatial distribution of the deposited energy was extracted from a
FLUKA Monte Carlo simulation using an inhomogeneous Gaussian beam intensity profile with σH =1.46 mm and
σV =1.02 mm that is impinging on the sample centrally. The interface between the tantalum core and the graphite
shell was approximated using a ‘rough’ contact that allowed separation between the bodies in the radial direction
but prohibited sliding along the cylinder axis.

Figure 11.16a shows the comparison between the radial surface velocity obtained by the finite element simulation
and the corresponding experimental response for the first 20µs after irradiation. The radial surface velocity is
only slightly overestimated by the simulation and is well in agreement with the experiment for the first 10µs
after the beam pulse. It is notable that the maximum surface velocity does not occur within the first oscillation as
typically observed for isotropic samples due to the acoustic impedance mismatch between tantalum and graphite.
A comparison between the Fourier spectra of the experimental and simulated radial surface velocity is shown in
Figure 11.16b. The simulation replicates the relative power density of the different frequency components poorly in
the absence of damping. But the frequency components of the signal are replicated reasonably well. The simulation
has its most dominant contribution at ∼180 kHz which corresponds to the axial pressure wave in the tantalum
core, while the contribution from the radial pressure wave at ∼990 kHz is severely underestimated. The peak at
∼460 kHz is observed clearly at a beam intensity of 6× 1011 ppp (the dynamic response is shown in Figure 11.19),
but not at 1× 1011 ppp due to the large differences in damping between these two beam intensities. Furthermore,
several peaks between 600 and 850 kHz are present in the simulation but not observed in the experiment.

To determine the physical significance of the different frequency components, a modal analysis of natural vibration
modes (up to a frequency of ∼1000 kHz) was conducted for the geometry of the sample in ANSYS. Seven vibration
modes with frequencies that coincide with the dominant contributions observed in the experimental and simulation
results were identified and are compared within Table 11.5. The opposite deformation cases of these vibration
modes are shown in Figure 11.17. The two vibration modes at 153.4 and 186.4 kHz are both attributed to the axial
vibration of the sample. In comparison to the modal analysis of graphite (c.f. Figure 11.17), vibration modes are
more complex with a large number of zero points along the cylinder axis.

Furthermore, experimental and simulation results were analyzed by continuous wavelet transform to compare
whether the different frequency components can be unambiguously identified in the experimental signal and are
not simply noise in the FFT. The resulting CWT heatmaps, superimposed with the Fourier spectra, are shown in
Figure 11.18. In this case a complex Morlet wavelet with bandwidth frequency 4 and center frequency 5 was used.
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Figure 11.16.: Comparison between experimental and simulation results for sample #1 Ta/SGL R6650. Experimental
(blue) and simulated (black) radial surface velocity as a function of time for 20µs after the beam
pulse of 1× 1011 ppp (25 ns pulse length) (a). Normalized power spectral densities for the first 100µs
of the simulation and the experiment at two different beam intensities (b).

Table 11.5.: Comparison of frequency components identified in the FFT of the experimental results, the FFT of the
simulations for a beam intensity of 1× 1011 ppp and modal analysis of the sample geometry. Frequen-
cies obtained from FFT have a systematic error of ±10 kHz.

Experiment FFT (kHz) Simulation FFT (kHz) Modal analysis (kHz)

1× 1011 ppp 6× 1011 ppp 1× 1011 ppp

160 170 170 153.4 / 186.4

330 330 330 319.5

460 470 480 477.3

- 810 800 804.0

910 910 880 899.7

980 990 980 978.4
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Figure 11.17.: Qualitative opposite extreme deformation (left and right) of different vibration modes obtained by
modal analysis of sample #1 SGL R6650 that coincide with dominant frequency contributions mea-
sured during the experiment. The vibration modes have frequencies of 153.4 (a), 186.4 (b), 319.5 (c),
477.3 (d), 804.0 (e), 899.7 (f) and 978.4 kHz (g). Color coding qualitatively represents the normalized
magnitude of deformation. Scale bars correspond to 10 mm.
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Figure 11.18.: Continuous wavelet transform of the measured and simulated radial surface velocity of sample #1 SGL
R6650. The normalized power spectral density plot is overlaid in white. Solid lines indicate vibration
modes of the sample geometry obtained by modal analysis. Experimental result at 1× 1011 ppp and
25 ns pulse length (a), 6× 1011 ppp, 300 ns (b), and simulation result at 1× 1011 ppp, 25 ns (c).

This combination of wavelet properties leads to a frequency resolution of ∼10 kHz of the CWTs, which makes
them directly comparable to the resolution of the Fourier spectra. Albeit this comes at the cost of smaller temporal
reproducibility. For example, the amplitude-modulation of the radial pressure wave at ∼50µs cannot be identified
in comparison to Figure 11.15 for irradiation with 1× 1011 ppp. But the CWTs clearly show that the frequency
components of the simulation are well in agreement with the experiment. Hence, the dynamic response of the
sample at 1× 1011 ppp is most probably entirely elastic. Differences between the simulation and the experiment
are due to the simulation not considering any damping.

11.3.2 Dynamic Response of Tantalum-Core Polycrystalline Graphites at 1× 1011 ppp and 6× 1011 ppp

Figure 11.19 shows the radial surface velocity measured by the LDVs for irradiation with 440 GeV/c proton beam
pulses with intensities of 1 (25 ns pulse length) and 6× 1011 ppp (300 ns) in different polycrystalline graphite
samples #1 Ta/R6650, #6 Ta/R6650 and #3 Ta/POCO ZEE. At a beam intensity of 1× 1011 ppp, the three materials
exhibit similar signals that are dominated by the high-frequency radial pressure wave of the tantalum core with a
period of ∼1µs. The difference in the maximum observed velocity (∼0.1 m s−1 for #1 Ta/R6650 and ∼1 m s−1 for
#6 Ta/R6650) scales linearly with the ratio between the deposited energy density (∼12) in the tantalum cores of
the two samples, indicating fully elastic response of the samples at this beam intensity.

At 1× 1011 ppp the response of #6 Ta/R6650 exhibits a degree of amplitude-modulation not observed in any other
measurements. The sample was being hit eccentrically by the beam with a horizontal offset of 0.23 mm and 0.13
mm vertical offset (∼5 % of the radius). Thus, beam-induced bending modes (typical frequencies are below the
axial pressure wave frequency, <100 kHz) can be induced by the eccentric beam hit. But, no low-frequency signal
was observed in either the FFT or CWT of the signal (shown in Figure 11.21b and Figure 11.22b).

The damping time constant, τD was extracted using an exponential decay function (indicated by the damping
envelope shown in Figure 11.19) for the overall dynamic response. As detailed in the previous section, the dynamic
response is composed of various vibration modes. To compare the trend of the overall damping of sample #1
Ta/SGL R6650 with the damping as a function of frequency, time constants were extracted from the CWT of the
dynamic response for the six most dominant vibrations, that were identified by modal analysis (c.f. Figure 11.17).
The damping time constants at these frequencies are shown in Figure 11.20b-g as a function of beam intensity.
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Figure 11.19.: Radial surface velocity (solid blue line) and calculated damping envelope (red dashed line) for 200µs
after irradiation of three different polycrystalline graphite samples: #1 Ta/SGL R6650 (a), #6 Ta/SGL
R6650 (b), and #3 Ta/POCO ZEE (c) at beam intensities of 1× 1011 ppp, 25 ns pulse length (top) and
6× 1011 ppp, 300 ns (bottom) beam intensity. The energy density indicates the peak deposited energy
density in the tantalum core averaged over the length of the sample calculated with FLUKA.

Figure 11.20.: Damping time constant τ of the overall dynamic response for samples #1 Ta/SGL R6650, #6 Ta/SGL
R6650 and #3 Ta/POCO ZEE as a function of pulse intensity (a). Damping time constant as a function
of beam intensity for different frequencies (blue circles) of sample #1 Ta/SGL R6650 obtained from
continuous wavelet transform in comparison to the overall damping time constant (black line) of the
radial surface velocity (b–g). Frequencies have a systematic error of ±10 kHz.
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Figure 11.21.: Frequency analysis of the radial surface velocity shown in Figure 11.19. The normalized spectral power
density within the first 100µs after irradiation is shown for beam pulses with intensities of 1 and
6× 1011 ppp of samples #1 Ta/SGL R6650 (a), #6 Ta/SGL R6650 (b) and #3 Ta/POCO ZEE (c).

There is no clear correlation between higher frequencies and decreasing damping time constant for a single pulse
intensity. But all damping time constants systematically decrease with increasing beam intensity. This trend is also
observed when comparing the overall damping between the different polycrystalline graphite samples, which is
shown in Figure 11.20a. There is no obvious correlation between graphitic micro-structure and damping. The
trend that was observed on the pure graphite samples, #3 Ta/POCO ZEE had the largest damping time constant
(c.f. Table 11.3), is apparently inverse. At low beam intensities, #3 Ta/POCO ZEE has the smallest damping time
constant, while the two Ta/SGL R6650 samples have larger damping time constants. The more complex sample
geometry, especially the quality of the mechanical interface between the tantalum core and the graphite shell,
is dominating the damping in comparison to the microstructure effect that was observed in the pure graphite
samples.

The steep increase in damping, which occurs between 1× 1011 ppp and 6× 1011 ppp, is tentatively attributed to
the beam-induced temperature increase in the tantalum cores and the onset of plastic deformation. This is also
consistent with the increased damping with increasing pulse intensity observed on pure tantalum [267].

Figure 11.21 shows the self-normalized Fourier spectra of the dynamic response presented in Figure 11.19. The
frequency composition does not change significantly at higher pulse intensities, with the exception of the tantalum
radial pressure wave signal (at ∼1000 kHz) in sample #6 Ta/R6650. The radial pressure wave amplitude almost
vanishes for the irradiation with 6× 1011 ppp as indicated by Figure 11.21b.

To check the presence of the radial pressure wave, Figure 11.22 shows the CWT of the dynamic response for 100µs
after the beam pulse. The high frequency radial pressure wave signal is still observable in the CWT as opposed to
the Fourier transform. The high frequency radial pressure wave is damped within ∼20µs, hence its amplitude in
the Fourier spectrum (which is calculated over the first 100µs of the dynamic response) is small in comparison to
the low frequency axial pressure wave. Also, the increased damping of the radial pressure wave from 1× 1011 to
6× 1011 ppp, that is not observed for the #1 Ta/SGL R6650 sample at lower deposited energy density, indicates
that the damping might already be affected by plasctic deformation in the sample.

The large difference in the Fourier spectra and CWT of the POCO ZEE sample (shown in Figure 11.21c and Fig-
ure 11.22c) in comparison to the other two samples is not understood. In both cases, only the high frequency radial
pressure wave can be identified. The axial pressure waves at ∼200 kHz can be seen in the CWT, but only barely.
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Figure 11.22.: Continuous wavelet transform of the radial surface velocity presented in Figure 11.19 for three differ-
ent polycrystalline graphite samples #1 Ta/SGL R6650 (a), #6 Ta/SGL R6650 (b) and #3 Ta/POCO ZEE
(c) at 1× 1011 ppp (top) and 6× 1011 ppp (bottom) pulse intensity.
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Figure 11.23.: Radial surface velocity (solid blue line) and calculated damping envelope (red dashed line) as a func-
tion of time for 100 and 200µs after the beam pulse for two different carbon-fiber reinforced
graphite composites and graphitic foam: #4 Ta/SGL Premium PyC (a), #7 Ta/ArianeGroup Sepcarb
(b) and #3 Ta/POCO FOAM (c) at 1× 1011 ppp, 25 ns pulse length (top) and 6× 1011 ppp, 300 ns
(bottom) pulse intensity. The energy density indicates the peak energy deposition in the tantalum
core averaged over the length of the sample calculated with FLUKA. The perturbations in (c) are
nonperiodic.

11.3.3 Dynamic Response of Tantalum-Core Carbon-fiber reinforced Graphites and Graphitic Foam at
1× 1011 ppp and 6× 1011 ppp

Figure 11.23 shows the radial surface velocity after irradiation with pulse intensities of 1× 1011 and 6× 1011 ppp
in samples #4 Ta/SGL Premium PyC, #7 Ta/ArianeGroup Sepcarb and #10 Ta/POCO FOAM. The response of
the fiber-reinforced graphite (CFCs) grades and the graphitic foam differs significantly from the response of the
isotropic polycrystalline graphite samples discussed in the previous section (cf. Figure 11.19). Measured maximum
surface velocities are considerably smaller at comparable energy densities deposited in the tantalum cores. In both
CFC samples, #4 Premium PyC and #7 Sepcarb, the maximum surface velocity increased only by a factor of ∼2.5
when increasing the beam intensity from 1 to 6× 1011 ppp. Both CFCs exhibit considerably stronger damping
with time constants <100µs in comparison to the PGs. Fiber-reinforcement planes consist of individual fibers
that are bundled together in so-called rovings, which are then woven into mats that are interconnected by a
discontinuous graphite matrix. The increased damping of the CFCs is ascribed to the large number of interfaces.
Moreover, the average pore volume of CFCs is larger than in PGs because of the lower density of CFCs. Surprisingly,
Ta/POCO FOAM has a damping time constant on the order of ∼200µs although it has the lowest density (less than
∼30 % of the PGs), largest porosity (∼75 %) and macroscopic pore diameter of several hundreds of micron [269].
Furthermore, the response of Ta/POCO FOAM is rather ’clean’ in comparison to the CFCs with a well-defined
(damped) periodic response.

Figure 11.24 shows the frequency analysis of the dynamic response. Both CFCs exhibit a large number of super-
imposed frequencies (cf. Figure 11.24a and b), which is explained by the anisotropy of the CFCs (E⊥/E‖ ≈ 5 in
Sepcarb) that leads to complex pressure wave superposition. In contrast to the PGs (cf. Figure 11.21), the high
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Figure 11.24.: FFY analysis of the radial surface velocity shown in Figure 11.23. The normalized spectral power
density within the first 100µs after irradiation is shown for beam pulses with intensities of 1 and
6× 1011 ppp of samples #4 Ta/SGL Premium PyC (a), #7 Ta/ArianeGroup Sepcarb (b) and #3 Ta/POCO
FOAM (c).

Figure 11.25.: Continuous wavelet transform of the radial surface velocity presented in Figure 11.23 for three differ-
ent polycrystalline graphite samples #4 Ta/SGL Premium PyC (a), #7 Ta/ArianeGroup Sepcarb (b) and
#3 Ta/POCO FOAM (c) at 1× 1011 ppp (top) and 6× 1011 ppp (bottom) pulse intensity.
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frequency radial pressure wave of the tantalum core is rather small and broad in #4 Ta/Premium PyC and #7
Ta/Sepcarb and is suppressed in sample #10 Ta/POCO FOAM. The continuous wavelet transform of these sam-
ples is presented in Figure 11.25 and, as observed in the PGs, the radial pressure wave of the tantalum core is
amplitude-modulated. Due to the strong damping, it is difficult to identify it in the velocity signal. The absence of
a clear radial pressure wave in #10 Ta/POCO FOAM can be explained by the large acoustic impedance mismatch
between tantalum and POCO FOAM (E =0.4 GPa [270], ρ =0.5 g cm−3), which leads to a splitting of the radial
signal into multiple components (cf. inset of Figure 11.24c).

11.3.4 Dynamic Response at High Intensities

Figure 11.26 shows the dynamic response of the poylcrystalline graphite samples at the highest pulse intensities
of 1.2 to 1.7× 1012 ppp during the experiment. The dynamic response degraded quite dramatically in comparison
to irradiation with 1× 1011 and 6× 1011 ppp. The maximum surface velocity does not follow the beam intensity
linearly, except for #1 Ta/R6650 (cf. Figure 11.19). Radial surface velocities of sample #6 Ta/R6650 should be
above 10 m s−1 (see maximum surface velocity at 6× 1011 ppp (Figure 11.19b) compared with 1.69× 1012 ppp
(Figure 11.26c)). Also, for #3 Ta/POCO ZEE, the surface velocity under high intensity is unexpectedly low. It can
safely be assumed that failure has occurred in samples #3 Ta/POCO ZEE and #6 Ta/R6650. This is also indicated
by the severe “deformation” of the first oscillation of the dynamic response in #6 Ta/R6650 and the large difference
between the absolute maximum and minimum surface velocity (indicating loss of energy by plastic deformation or
failure).

Determining an exact intensity, or deposited energy density, limit below which no material failure should be ex-
pected is difficult. Due to the target station layout, all samples were irradiated in-line and the observed material
behavior results from the cumulative effects of several beam pulses. It is important to note that even under such
high beam intensities, the axial pressure wave of the tantalum core is observed in all samples, indicating that the
mechanical interface between tantalum core and graphite shell is still functional to a certain degree. This is also
supported by the presence of the radial pressure wave, albeit the frequency response is heavily “smeared” compared
to the response at lower beam intensities.

Figure 11.27 shows the radial surface velocity of the anisotropic samples #4 Ta/Premium PyC, #7 Ta/Sepcarb
and #10 Ta/POCO FOAM induced by the highest beam intensities during the experiment. Again, in contrast to
the low and medium intensity irradiation, shown in Figure 11.23, dramatic changes in the samples’ response
are observed. The absolute maximum and minimum surface velocity in samples #4 Ta/Premium PyC and #10
Ta/POCO FOAM are very different. For samples #7 Ta/Sepcarb and #10 Ta/POCO FOAM the maximum surface
velocity still increases nearly linear with beam intensity (cf. Figure 11.23). #7 Ta/Sepcarb shows the “cleanest”
response at high beam intensities, but failure cannot be completely excluded because of the deformation of the
individual oscillations.
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Figure 11.26.: Measured dynamic response for maximum applied pulse intensity on samples #1 Ta/SGL R6650 (a), #6
Ta/SGL R6650 (b) and #3 Ta/POCO ZEE (c). Left: radial surface velocity (solid blue line) and calculated
damping envelope (red dashed line). Right: continuous wavelet transform as a function of time for
100µs after the beam pulse.
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Figure 11.27.: Measured dynamic response for maximum applied pulse intensity on samples #4 Ta/SGL Premium
PyC (a), #7 Ta/ArianeGroup Sepcarb (b) and #3 Ta/POCO FOAM (c). Left: radial surface velocity (solid
blue line) and calculated damping envelope (red dashed line). Right: continuous wavelet transform
as a function of time for 100µs after the beam pulse.
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Figure 11.28.: Absolute maximum surface velocity (symbols) as a function of deposited energy in the tantalum core
for samples #1, #3, and #6 (a) and samples #4, #7, and #10 (b). The inset is a blow-up of the dashed
box. Lines represent a guide to the eye for the proposed range of deposited energy where the sample
shows an overall elastic response. Error bars are smaller than the symbols.

11.3.5 Macroscopic Materials Response

The energy density deposited into the tantalum core of different samples depends on the position along the target
station and is deduced from FLUKA simulations considering the size and intensity of the primary beam as well
as the production of secondary particles (cf. Table 10.2 and Figure 11.2). Due to the complex wave superposition
given by the tantalum core/graphite sample geometry, the highest radial surface velocity might occur after the
first oscillation has reached the surface. Figure 11.28a and b show the absolute maximum radial surface velocity
reached within 20µs after irradiation as a function of deposited deposition density in the tantalum core.

Assuming elastic response of the tantalum core and the surrounding graphite, the radial surface velocity increases
linearly with the deposited energy density (or in the frame of one sample, with the beam intensity). Sublinear
surface velocities at highest beam intensities are ascribed to material failure (indicated by the dashed line in
Figure 11.28a). For the given geometry, tantalum should exhibit a quasi-elastic response up to a beam intensity of
at least ∼9× 1011 ppp in the most loaded sample position #6 according to literature [271], which corresponds to
an energy density of ∼2.6 kJ cm−3. For the two Ta/SGL R6650 polycrystalline graphite samples (#1 and #6), the
evolution of the maximum surface velocity follows the same trend. For energy densities larger than ∼3.5 kJ cm−3

the velocities are smaller than the linear trend. It is not clear why #3 Ta/POCO ZEE has a smaller range of linear
response. POCO ZEE has a higher flexural strength than SGL R6650 and is hence expected to be more robust.

The dynamic response of the carbon fiber-reinforced graphite grades #4 Ta/Premium PyC and #7 Ta/Sepcarb is
shown in Figure 11.28b. Both CFCs exhibit significantly smaller maximum surface velocities of up to ∼6 m s−1 in
comparison to the polycrystalline graphite samples (maximum surface velocity ∼10 m s−1). At deposited energy
densities below ∼1 kJ cm−3, both samples exhibit a linear trend. In #7 Ta/Sepcarb, this is followed by a sublinear
behaviour at energy densities>2 kJ cm−3. We do not expect that this is due to catastrophic failure but rather ascribe
the effect to the low-strength matrix. Even though the investigated CFCs have the highest flexural strength of the
materials studied in this work, the tensile strength of the graphite matrix in Sepcarb is only 17 MPa. Structural
integrity is therefore provided by the fiber reinforcement, but local failure can readily occur in the low-strength
graphite matrix and at the interface between fiber reinforcement planes and the matrix.

The macroscopic response of #10 POCO FOAM, shown in Figure 11.28b, is rather peculiar, as it fully follows a
linear trend. Since POCO FOAM has a flexural strength of only 3 MPa, catastrophic failure was expected already at
low pulse intensities. Even though the response degraded dramatically at high intensities (cf. Figure 11.27c), the
response between 1× 1011 ppp and 6× 1011 ppp was virtually unchanged (cf. Figure 11.23c). This is probably the
most surprising result of this work and is indicating that low-density graphitic foam might be a good candidate for
high power beam dumps as the low-density leads to a significant dilution of the energy deposition density.

124 11. Dynamic Response of Graphite Samples Irradiated with High-Power Proton Beams



Part IV.
Conclusions and Outlook

Accelerator componends need to fulfill the demands of ever-increasing beam intensities and the accompanying in-
crease of stored beam power of next generation accelerator facilities. Due to the specific particle radiation-related
advantages in comparison to classic engineering materials like steel, copper or titanium (alloys), graphitic materi-
als are used in the extreme radiation environments of modern and next generation accelerators of facilities such
as FAIR/GSI or CERN. Accelerator components like beam intercepting devices need to cope with beam-induced
thermo-mechanical loads that are generated in the interaction with pulsed beams on timescales of a few microsec-
onds. In addition to these quasi-instantaneous radiation effects, radiation damage limits the lifetime of components
over time scales of months or years and is especially pronounced at heavy ion factilies like FAIR and GSI when com-
pared to proton accelerators.

This thesis focused on the study of two very different aspects of radiation effects in carbon-based materials. The
ionoluminescence properties of diamonds were characterized to investigate the suitability of diamond-based metal
matrix composites as luminescence screens for high-intensity heavy ion beams at energies close to the Bragg peak.
Various graphite grades were irradiated with high-intensity proton beams to investigate their dynamic response
towards high-power pulsed beams and to identify potential correlations with their micro- or mesostructures.

Luminescence Properties of Diamond Under Swift Heavy Ion Irradiation

Various synthetic diamond(-based) samples were irradiated with 4.8 MeV/n ions ranging from 48Ca to 238U to in-
vestigate the suitability of diamond-based metal matrix composites for beam diagnostic luminescence screen of
high-intensity swift heavy ion beams at energies close to the Bragg peak. Investigated samples comprised diamond-
based metal matrix composites, bulk monocrystalline HPHT-syntesized type Ib and CVD-synthesized type IIa dia-
monds. Based on similar trends that were observed in both ionoluminescence and photoluminescence spectroscopy,
bulk type Ib diamonds served as a model system for the diamond powders used in the diamond-based composites.
Optical microscopy has shown strong ion-induced color change of type Ib diamonds from a light yellow hue over
dark green towards black that indicates a near-complete loss of transparency. Ionoluminescence spectroscopy of
diamond-based metal matrix composites and bulk type Ib diamonds which contain nitrogen impurities of the order
of a few hundreds of ppm has shown a broad emission band in the visible green spectrum around 530 nm with a
sharp edge at ∼500 nm excited by irradiation with 4.8 MeV/n 48Ca and 197Au ions. Possible origins of this band are
the 3H center, H3 center or the green band with their ZPLs and PSB close to the emission maximum. Another band
in the near-infrared at ∼885 nm can be clearly attributed to the presence of NiV- 1.40 eV centers.

The integrated ionoluminescence signal decays rapidly with increasing fluence. A moderate fluence of
≤2× 1011 cm−2 of 197Au ions, corresponding to ≤2.9 MGy is sufficient to reduce the integrated ionolumines-
cence signal to ≤20 % of its initial value. At fluences larger than 1× 1012 cm−2 197Au ions (14.4 MGy), a blue
emission is observed during irradiation. Under excitation with 4.8 MeV/n 48Ca ions, a set of emission lines is
identified between 380 and 450 nm at fluences ≥4× 1012 cm−2 (14.5 MGy) that increase in intensity up to the
ultimate fluence of 5× 1013 cm−2 (181.3 MGy). The blue emission is attributed to the 3.188 eV and 2.807 eV cen-
ters, which are both typical radiation damage products in all types of diamonds. The maximum intensity of these
centers is ≤2.5 % normalized to the maximum intensity of the first ionoluminescence spectrum measured by in-
tegrating the light between the start of irradiation up to a fluence of 2× 1011 cm−2 (0.7 MGy). Furthermore, the
broad green band decays into a structure with two peaks at 502 nm and 532 nm. Together with the broad band
around 520 nm, the 502 nm peak is tentatively attributed to the ZPL of either the di-split-interstitial 3H center or
N2V H3 center. Furthermore, an ionoluminescence signal from neutral vacancy GR1 centers can be identified at
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fluences ≥1× 1013 cm−2 (36.3 MGy). Even though all investigated diamonds contained a significant amount of ni-
trogen (as indicated by their yellow color), only two samples had a nitrogen-related ionoluminescence signal of the
NV0center. Photoluminescence spectroscopy was conducted on a large number of HPHT-synthesized type Ib dia-
mond samples with ∼200 ppm substitutional nitrogen after irradiation with fluences as low as 3× 109 (45 kGy) up
to 2× 1013 cm−2 (297.7 MGy) of 4.8 MeV/n 197Au ions. Spatially resolved photoluminescence spectra with a reso-
lution of 1 to 2µm under excitation with 473 nm and 633 nm probed different energy losses along the ion trajectory,
dominated by either electronic (close to the surface) or nuclear energy loss (around the maximum ion range). The
intensity of the diamond Raman line under excitation with 633 nm is sensitive to the nuclear energy loss at the
end of the ion range. A low fluence of 1× 1011 cm−2 corresponding to a vacancy density of (1.1± 0.3)× 1019 cm−3

is sufficient for the onset of degradation within the diamond lattice. At 2× 1013 cm−2 the Raman line intensity is
degraded by >95 % at the end of the ion range at a vacancy density of (2.2± 0.3)× 1021 cm−3.

Vacancy-related GR1 centers, on the other hand, are sensitive to electronic energy loss. Close to the surface their
intensity increased by nearly 3 orders of magnitude under 633 nm excitation when exposed to 2× 1013 cm−2 197Au
ions. Even though the largest vacancy density is produced at the end of the ion range, this result is in line with
literature [272]. It is argued that ion-induced vacancy/interstitial pairs need to separate by a sufficient distance
via diffusion for the vacancies to be active as GR1 centers, while the necessary activation energy is supplied by
electronic energy loss. Additionally, the increasing vacancy production (per incident ion) at the end of the ion range
produces vacancy clusters rather than single vacancies. But, at the same time a non-linear dependence with the
vacancy density can be identified. The maximum GR1 intensity is at a vacancy density of (3.3± 0.5)× 1019 cm−3,
which is in reasonable agreement with the value of ∼7× 1019 cm−3 reported in literature [178].

Photoluminescence spectra under 473 nm excitation indicate that the ZPL at 502 nm can be attributed to 3H centers
due to the successful identification of multiple phonon replicas of its ZPL, which supports the notion that the 3H
center is a dominant component in the ionoluminescence spectra of these diamonds. Irradiation with 1× 1011 cm−2

197Au ions is sufficient to create a clear ZPL and phonon sideband signal in both photo- and ionoluminescence. The
intensity of the 3H phonon sideband reaches its maximum intensity at 3× 1012 cm−2, which is about three times
larger than the pristine diamond Raman line.

The 3H phonon sideband intensity reaches its maximum at a vacancy density of (4.4± 0.5)× 1018 cm−3 and was
measured in the sample where this vacancy density was accompanied by the highest electronic energy loss. The
maximum intensity occurred close to the surface after irradiation with 3× 1012 cm−2 197Au ions. At this location,
the nuclear energy loss is about 3 orders of magnitude lower in comparison to the electronic energy loss. In other
words, the intensity of 3H centers scales with the ratio between electronic and nuclear energy loss. The intensity
of 3H centers decreases steadily with increasing vacancy density beyond (4.4± 0.5)× 1018 cm−3. A similar trend
is observed for the NV−center with its maximum ZPL intensity between 4× 1018 and 1× 1019 cm−3, which scales
with increasing ratio between electronic and nuclear energy loss as well. Overall, the absence of the nitrogen-
aggregate H3 centers and the NV0centers indicates that direct production of nitrogen-related color centers by swift
heavy ion irradiation is rather inefficient in comparison to intrinsic defects like the 3H or GR1 center.

In-situ UV/vis absorption spectroscopy measurements were conducted at room temperature and 50 K on a set of
HPHT-synthesized type Ib diamonds with ∼200 ppm substitutional nitrogen and CVD-synthesized type IIa dia-
monds with ≤5 ppb up to a fluence of 2× 1013 cm−2 (297.7 MGy) of 4.8 MeV/n 197Au ions. The hugely different
nitrogen levels were chosen to investigate the influence of extrinsic nitrogen defects on radiation-induced effects.
UV/vis measurements and irradiations at a temperature of 50 K were chosen to potentially detect additional ab-
sorption lines, while irradiations and measurements at room temperature were representative of the dynamics
during ionoluminescence measurements. Pristine type Ib diamonds showed an absorption edge between 400 and
500 nm due to the presence of nitrogen C centers, while pristine CVD diamonds did not exhibit an absorption edge
in the measurement range ≥300 nm. Loss of transmission between 350 and 870 nm was observed in both dia-
mond types that strictly followed the single impact model for fluences ≥1× 1012 cm−2 independent of irradiation
temperature. Single impact cross sections were systematically larger for smaller wavelengths with cross sections be-
tween (14.0± 1.2) and (20.0± 0.7) nm2 at 525 nm in comparison to 3.0± 0.1 to (7.0± 1.5) nm2 at 870 nm. These
cross sections also indicate that loss of transmission is no major contributor to the decay of the ionoluminescence
intensity below 1× 1012 cm−2.

Several color centers were successfully identified in the UV/vis absorption spectra, the vacancy related GR1 center
with its ZPL, a ZPL phonon replica and its phonon sideband, the 3H center, the 1.859 eV and the 1.889 eV center,
respectively. An absorption peak at the position of the 3H center ZPL was unambiguously identified in the type
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IIa diamonds, which is the strongest evidence that the peak at 503 nm observed in photo- and ionoluminescence
is in fact not related to any nitrogen defect. The 3H center has its maximum absorption at a fluence between
3× 1012 and 7× 1012 cm−2. One peculiarity is identified in the trend of the GR1 ZPL in type Ib diamond irradiated
at room temperature. Its single impact cross section is (8± 3) nm2 and thus considerably lower in comparison to
(18± 3) nm2 (at 50 K) and the CVD diamonds with (18± 2) to (24± 2) nm2. This trend has not been observed for
the GR1 phonon sideband. A possible explanation is that the GR1 phonon sideband is formed by all vacancies in the
diamond, including those which are also bound in other complex defects (e.g., NV0centers), while the ZPL absorp-
tion intensity is correlated solely with isolated vacancies. This assumption is supported by the fact that only type Ib
diamond contains extrinsic defects that can potentially form complex defects with diamond vacancies. Irradiation
at 50 K is severely limiting defect diffusion and hence the production of these complex defects. To investigate the
ion-induced dynamics of the nitrogen A (N4V), B (N2) and C centers (Ns), in-situ FT-IR absorption spectroscopy
was performed. The absorption of both A and B centers increases for 197Au ion fluences ≥1× 1012 cm−2, indicating
the direct radiation-induced creation of nitrogen B centers without additional annealing. The evolution is described
well by the direct impact model. The corresponding cross sections for A centers and B centers is (6.7± 0.1) nm2

and (4.8± 0.1) nm2, respectively. This indicates no significant nitrogen aggregation at fluences <1.5× 1013 cm−2.
Thus, nitrogen aggregate defects do not contribute to the ionoluminescence signal of diamonds at fluences below
1× 1012 cm−2. Together with the abscence of H3 centers (N2V) in any PL and UV/vis measurements, and the small
difference in cross section between A and B centers, indicates that N2V is not produced in large concentrations by
ion irradiation as an intermediate product in the nitrogen aggregation of A centers into B centers.

Given the presented results, diamond (-based metal matrix composite) is a poor candiate for beam diagnostic lumi-
nescence screens. Diamond and diamond-based metal matrix composites are exceptionally radiation-hard in terms
of structural and thermo-mechanical stability due to the abscence of ion tracks in both the diamonds and the metal
matrix. But, the luminescence properties, especially those under excitation with heavy ion beams, are changing
rapidly. In comparison to chromium-doped alumina, which is presently the standard material for luminescence
screens at both GSI and CERN, the use of diamond suffers from various drawbacks. The ion-induced luminescence
intensity is spread over a large wavelength range with two distinct bands in the visible green (at ∼530 nm) and in
the near-infrared (at ∼845 nm). While the near-infrared band decreases in intensity with increasing ion fluence,
the green band also changes its shape and evolves into three different components. Diamond looses at least 80 % of
its initial ionoluminescence intensity after 2× 1011 cm−2 4.8 MeV/n 197Au ions. To induce the same loss of intensity,
chromium-doped alumina requires 1× 1012 cm−2 5.9 MeV/n 197Au (which has virtually identical peak electronic
energy loss at the surface in comparison to 4.8 MeV/n) [25]. Moreover, the emission efficiency of chromium-doped
alumina is at least 100 times larger than diamond under the same irradiation conditions.

Lastly, the author would like to challenge the general assumption that radiation damage in diamond is solely driven
by nuclear energy loss. Depth-resolved PL measurements showed a strong sensitivity of various color centers to-
wards electronic energy loss. These defects produce additional energy levels within the diamond band gap that
influence the dielectric function. Hence, it might be possible to connect radiation-induced changes in electrical
properties, that are relevant for diamond detector applications, to changes in optical properties since both depend
on the dielectric function. Presently, most literature of radiation-induced degradation of electric properties in di-
amond is related to irradiation effects of protons or neutrons. Our results might be especially interesting for the
diamond detectors in future FAIR experiments that are exposed to heavier particles and therefore higher electronic
energy losses. Also, the presented results might be of interest regarding the dynamics of radio coloration in dia-
monds and aggregation of nitrogen on geological timescales due to natural radiation. Many of the color centers
reported in this work are unambiguously connected to the presence of crystallographic defects. Future molecular
dynamic simulations in combination with the thermal spike model could check if the simulations reliably predict
the presence of the radiation-induced defects presented in this work.
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High-Power Pulsed Radiation Effects in Graphitic Materials

The variety of commercially available graphite grades vary hugely in terms of density, anisotropy, micro- &
mesostructures, thermal, electrical, and mechanical properties. While figures of merit can indicate the most suitable
graphitic material for a beam intercepting device, e.g., the beam dump of SIS100 or the target of the Super-FRS at
FAIR, dedicated experiments are necessary to investigate the dynamic behavior of graphite materials under these
extreme conditions.

This work introduced the experimental results of high-power pulsed beam irradiation of graphitic materials. Sam-
ples were irradiated with short pulse 440 GeV/c proton beams of varying beam intensity at the HiRadMat facility
of CERN. Using a set of laser Doppler vibrometers the radial surface velocity was measured on-line after pulsed
beam irradiation. Investigated samples had densities between 0.5 and 2.2 g cm−3 and represented a cross section
of materials relevant for beam intercepting devices. The level of anisotropy varied from model materials like Ther-
mal Pyrolytic Graphite, that exhibits material properties close to ideal graphite, to fully isotropic polycrystalline
graphite or glassy carbon. Between different samples of the same type of graphite, samples exhibited different
microstructures, e.g., varying precursor particle size, porosity, or type of reinforcement in anisotropic carbon-fiber
reinforced graphites. This work concentrated predominantly on the dynamic response of polycrystalline graphites,
due to their application in beam intercepting devices at FAIR.

Various isotropic polycrystalline graphite were irradiated with a series of high-intensity 440 GeV/c proton beam
pulses of intensities between 4.3× 1012 ppp (0.9µs pulse length) and 3.5× 1013 ppp (7.2µs) and transverse beam
sizes of σx,y∼0.3 mm. At the maximum beam intensity, a peak energy density between 3 and ∼3.5 kJ cm−3 (cor-
responding to a maximum specific energy of up to 2 kJ g−1) was deposited in the samples that induced a peak
temperature increase ∆T of up to ∼1200 K.

Polycrystalline graphite samples of different particle sizes showed a clear correlation between particle size and
damping of beam-induced pressure waves. POCO ZEE, the material with the smallest particle size of 1µm and
no filler phase, has a damping time constant τD of (610± 19)µs in comparison to SGL Carbon polycrystalline
graphites (particle sizes between 7 and 20µm and a filler phase) with a damping time constant between (211± 10)
and (258± 13)µs. Fourier and continuous wavelet transformation clearly showed components of the dynamic
response at fundamental vibration frequency of these samples. Axial vibration frequencies were measured around
(130± 10) kHz in all samples, while first order radial vibration frequencies were around (170± 20) kHz. Given the
cylindrical sample geometry with both 10 mm outer diameter and length, these frequencies are in good agreement
with analytical models of the uncoupled axial and radial vibration frequencies of long cylinders.

As Fourier spectra of the dynamic response did not degrade with increasing beam intensity, the dynamic response
of all polycrystalline graphite samples is assumed to be fully elastic. Thus, Young’s modulus and Poisson’s ratio of
polycrystalline graphite samples were estimated using the measured axial and radial vibration frequencies. The
dynamic response of SGL Carbon R6650 and POCO ZEE was cross-checked with finite-element thermo-mechanical
simulations using ANSYS Mechanical. Parameter scans yielded a Young’s modulus and Poisson’s ratio of 11.38 GPa
and 0.186 for SGL Carbon R6650, and 12.7 GPa and 0.28 for POCO ZEE. In both materials the radial surface
velocity was simulated with ≤10 % deviation with respect to the experiment. Modal analysis showed modes at nat-
ural frequencies that were consistent with the frequencies observed experimentally. Considering irradiation with
the maximum beam intensity and a peak beam-induced energy density of ∼3.5 kJ cm−3, thermo-mechanical sim-
ulations of SGL Carbon R6650 indicate a maximum compressive stress of 68 MPa, which is below the material’s
compressive and flexural strength. Compared to the peak energy density that will be reached in the Super-FRS pro-
duction target of ∼2 kJ cm−3, the results of this study suggest that SGL Carbon R6650 should be able to withstand
the beam-induced stresses during operation at FAIR in the absence of radiation damage.

In addition to the bulk graphite samples, graphite samples that contained a tantalum core were tested in beam
conditions were severe plastic deformation occurs in the tantalum cores and as indicated in this work, also in the
surrounding graphite. While the non-linear behavior of tantalum can be simulated well in these beam conditions,
the behavior of graphite in this highly non-linear regime is poorly understood.

Nine tantalum-core/graphite-shell samples were irradiated by high-power proton beam pulses to measure the
beam-induced dynamic response. Each sample was irradiated with 440 GeV/c proton beams of increasing intensity
and pulse length between 5× 1010 (25 ns) and 1.7× 1012 ppp (600 ns). Out of the nine materials, two isotropic
polycrystalline graphite grades with different precursor particle size and microstructure, SGL Carbon R6650 with
7µm particle size with a filler phase and POCO ZEE with 1µm particle size and no filler phase were described
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in detail. Furthermore, two anisotropic carbon-fiber reinforced graphite (CFC) materials (∼1.5 g cm−3), pyrolyzed
SGL Carbon Premium with a 2D fiber-reinforcement and 3D-reinforced ArianaGroup Sepcarb, and low-density
POCO FOAM (0.5 g cm−3) were presented in addition.

At the maximum beam intensity of 1.7× 1012 ppp, the most loaded tantalum cores was exposed to a maximum of
∼5 kJ cm−3 leading to a temperature increase of up to ∼1450 K. The resulting beam-induced stresses in the tanta-
lum core are coupling into the surrounding graphite as pressure waves. Both the radial and axial pressure wave of
the tantalum core were successfully identified in the dynamic response, measured on the surface of the surrounding
graphite, and agreed well with the analytical model. To cross-correlate the dynamic response, modal analysis and
thermo-mechanical finite element simulations were performed on tantalum/SGL R6650 using ANSYS Mechanical.
Several vibration modes with radial symmetry were identified in the modal analysis, that agree with both the dom-
inant frequencies of the Fourier and continuous wavelet transform of the experimental data. Further comparison of
the experimental data with thermo-mechanical simulations at small beam intensities≤6× 1011 ppp (≤0.1 kJ cm−3)
indicate fully elastic behavior of both the tantalum and surrounding graphite in these beam conditions.

In each sample, the maximum surface velocity increases linearly with increasing beam intensity (and therefore
deposited energy density in the tantalum core) up to a threshold. Beyond this threshold, the surface velocity either
decreases or exhibits an erratic trend by strongly deviating from linearity. This sub-linear behavior is interpreted
as an indication of material failure. Unfortunately, identifying a strict failure limit for each sample is not possi-
ble. It is expected that the onset of plastic deformation in the tantalum core occurs at beam intensities between
6 and 9× 1011 ppp (∼1.7 to 2.6 kJ cm−3). But due to the experiment layout, samples were irradiated multiple
times with beam pulses of increasing intensities and therefore accumulated beam-induced deformation. Thus, the
experimental data is not directly indicative of the pristine material response.

In SGL Carbon R6650, which surrounded the tantalum core exposed to the highest energy deposition density, the
first signs of failure were observed at a pulse intensity of ∼6× 1011 ppp (∼1.7 kJ cm−3) where a lower amplitude
of the second radial oscillation of 2.5 m s−1 in comparison to the first oscillation of 5 m s−1 was observed. But,
a linear increase of the maximum surface velocity is observed up to ∼3.4 kJ cm−3 which might indicate that the
mechanical interface between the tantalum core and the surrounding graphite is still intact. Hence, it is assumed
that the sublinear radial velocity trend >3.4 kJ cm−3 is due to failure in the surrounding graphite. On the other
hand, POCO ZEE exhibits sublinear radial surface velocities at energy deposition densities >1 kJ cm−3, which is
attributed to (local) failure of the graphite surrounding the tantalum core.

The dynamic response of carbon-fiber reinforced graphite exhibited a dramatic change at deposited energy densities
within the tantalum core <1 kJ cm−3. Massive degradation of the frequency response was observed by both fast
Fourier and continuous wavelet transformation. Based on the larger flexural strength of the investigated CFC grades
in comparison to polycrystalline graphite, CFCs were considered more robust. The observed changes in the dynamic
response are hence attributed to local failure of the low-strength graphite matrix in these materials. While fiber-
reinforcement leads to high strength in the reinforcement direction, the graphite matrix in ArianeGroup Sepcarb
has a tensile strength of only 17 MPa for example. The dynamic response of POCO FOAM, with the lowest strength
of all investigated graphitic materials, has a strictly linear behavior with increasing pulse intensity. Up to a beam
intensity of 6× 1011 ppp (1.6 kJ cm−3 in the tantalum core), POCO FOAM exhibited a constant dynamic response
in terms of frequency content. Degradation of the dynamic response occurred only at beam intensities larger than
1.2× 1012 ppp (3.2 kJ cm−3).

The used sample geometry, a high-Z material surrounded by a graphite shell, is indicative of a potential layout of
the pbar production target at FAIR. Catastrophic failure was not observed in any of the tantalum-core/graphite-
shell samples. Thus, proper operation with respect to pbar production would be ensured by all investigated graphite
materials. The presented data indicates that energy densities beyond 4 kJ cm−3 (within the tantalum core) will lead
to some kind of (local) failure in the surrounding graphite independent of the used graphite material. Ultimately, to
be able to scale to the operational conditions of the FAIR pbar target, thermo-mechanical finite element simulations
will be necessary. The results of this work should enable the development and benchmarking of equation of states
and strength models for explicit simulations over a large range of stresses and strain rates to reproduce both the
elastic behavior and gradual material failure that was observed experimentally for various graphite materials.

The results on low-density graphite foams with 0.5 and 0.9 g cm−3 indicate that these foams are robust enough
to endure a few high-power beam pulses at least. The low density leads to lower energy loss by charged particle
beams in comparison to graphite grades with higher densities. Graphite foam might be an interesting candidate
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material for high-power beam dumps to ’dilute’ the peak energy density deposited by high-energy particle beams.
Thus, future experiments should investigate the robustness towards tens or hundreds of beam pulses to assess the
performance of these materials for long term operation in beam dumps, which must function for thousands of
cycles within their service life.

A post-irradiation characterization campaign of the samples was not possible within this work due to the residual
radioactivity of the experiment and the samples. After sufficient radioactive cooldown, beam-induced material
modification of the samples, for example internal cracks, could be identified by X-ray tomography measurements.
These could be potentially correlated with the trends observed on the tantalum core samples. Raman measurements
on the irradiated surfaces of the graphite samples could show microstructural modifications, that are not due to
radiation damage, but due to the accumulation of high-power pulsed beam effects.
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A Color Centers and Swift Heavy Ion Irradiation of
Diamond

A.1 Crystallographic Defects and Color Centers in Diamond

The diamond lattice can host a variety of different defects that originate from (intrinsic) lattice distortions or ex-
trinsic substitutional or interstitial impurities. These defects can be created during synthesis of the diamonds or
by external stimuli like radiation (gamma rays, electrons, neutrons, protons and ions), heating or pressure. The
assignment of diamonds to different types is based on the species and concentration of the major defects in the dia-
mond lattice which in turn influence the material properties (c.f. Table 3.1). The most dramatic impact on material
properties can be observed in the color of diamonds. Transparency of diamonds increases with decreasing defect
concentration. Nitrogen impurities induce a yellow color, dislocation loops a brown color and boron impurities
a blue color in diamonds. The electronic properties of diamond are changing together with the color as well. At
high concentrations of boron, diamond can have a metal-like conductivity of 0.05Ω cm while retaining a thermal
conductivity of 700 W m−1 K−1 [273].

Hundreds of different defects were identified in the diamond lattice by different spectroscopic methods [140].
Depending on the defect (structure), a defect can be "active" in one or multiple spectroscopic methods that in-
clude electron paramagnetic resonance (EPR), photoluminescence (PL), cathodo-luminescence (CL), absorption of
infrared light (IR) and the absorption of UV and visible light (UV/vis). Historically, the IR absorption spectrum
is used to distinguish and classify diamonds into two main group; with and without nitrogen impurities, because
nitrogen is the most common impurity in natural and synthetic diamonds. Eventually, those two groups were ex-
tended to account for the state of nitrogen aggregation and the presence of boron in diamonds without any nitrogen
impurities. The classification system that is widely adopted in the diamond community [76](Table 3.1) does not
include all possible type of defects (and/or colors) found in natural, synthetic and/or treated diamonds [178].
Many defects traditionally have their own acronym in diamond spectroscopy which is based on the treatment of
the diamond to induce/enhance the intensity of the defect, N ("Natural"), GR ("General Radiation"), R ("Radia-
tion"), TR ("type II Radiation") or H ("Heated") followed by a number [274]. When an acronym is available for
a certain defect this work will use this name when referring to said defect, otherwise the spectral position of the
zero-phonon line in eV will be used.

The following sections will discuss the most important intrinsic and extrinsic defects that were identified in the
diamonds investigated with photoluminescence, UV/vis absorption, IR absorption and ionoluminescence (IL) spec-
troscopy in this work. It shall be stressed that this overview is not exhaustive and does not necessarily include all
defects which are induced by swift heavy ion irradiation, but only those which were identified in the measurements
performed within this work.

A.1.1 Intrinsic Defects

Intrinsic defects are those which can occur in the diamond lattice in the absence of non-carbon atoms. These can
be vacancies and interstitials in different charge states and structural configurations.

A.1.1.1 Isolated Vacancy, GR1 center

One of the most well-known and studied irradiation-induced defect in the diamond lattice is the neutral vacancy,
the so-called GR1 center. GR1 is observed in nearly all irradiated diamonds [275]. It is characterized by two
zero-phonon lines (a doublet), with one ZPL at 741.1 nm (1.673 eV) and the other at 750.1 nm (1.653 eV), respec-
tively [276, 277]. Threshold displacement energies for the creation of vacancies in the diamond lattice between
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Figure A.1.: Perfect diamond lattice (a). Diamond lattice with a vacancy, indicated by the dashed circle (b).

Figure A.2.: Perfect diamond lattice (a). Neutral <001>-split interstitial (b). 3H center, di-<001> split interstitial in the
Humble configuration (c). Threefold coordinated interstitials are indicated in gray and fully coordinated
interstitials in black. Reprinted figure with permission from Goss, J.P. et al. , Physical Review B, 63,
195208 2001. Copyright 2021 by the American Physical Society.

30 and 48 eV were reported [142, 143], which is considerably higher in comparison to the threshold displacement
energy in graphite of 17 eV.

The migration energy of an isolated vacancy in the diamond lattice is (2.3± 0.3) eV determined by isothermal an-
nealing [278, 279]. At temperatures between 600 and 700 K a substantial amount of vacancies will recombine with
interstitials (simultaneously formed with vacancies) while a fraction of the vacancies can form new complexes with
other defects [280, 281]. Annealing at temperatures of at least 1100 K leads to the formation of di-vacancies [282–
284].

A set of absorption lines in the wavelength range between 412 and 430 nm (2.880 and 3.010 eV), the so-called
GR2 to GR8 color centers, are attributed to additional excited states of the neutral vacancy [285]. Furthermore,
if electron donors are present in the diamond lattice, vacancies can capture electrons to form the so-called ND1
color center with a sharp ZPL at 393.7 nm (3.149 eV) [286] that can also be used to estimate the concentration of
negative vacancies [282]. The negative vacancy has a higher migration energy than the neutral vacancy [278].

Due to the ability to form a large number of different defect complexes with other (extrinsic) defects in the lattice,
the production rate of vacancies by ionizing radiation is not only a function of the deposited energy and the
irradiation temperature but also depends heavily on the type of diamond to be irradiated [282, 287]. The lattice
structure of an isolated vacancy is shown in Figure A.1.
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A.1.1.2 <001>-split Self-interstitial

Interstitials are co-produced in the formation of vacancies. The first spectroscopic signal that proved to originate
from interstitials was the so-called R2 center detected by electron paramagnetic resonance in electron irradiated
defect-free diamonds [288]. Only much later this defect was identified as the split interstitial by EPR measurements
under uniaxial stress [287]. According to ab-initio calculations the neutral <001>-split interstitial, I0, was found
to be the most stable split interstitial configuration in the diamond lattice [289]. Two optical absorption lines at
735.8 nm (1.685 eV center) and 666.9 nm (1.859 eV center) are attributed to the <001>-split self-interstitial [290]
that are consistent with calculations for the observed symmetry and structure of the defect [291].

The migration energy during thermal annealing of the <001>-split interstitial is (1.6± 0.2) eV [292]. Irradiation
experiments showed that the annealing during electron irradiation is different to the thermal annealing of the
<001>-split interstitial [281]. A highly mobile interstitial species, labelled I∗, with a migration energy as low as
0.3 eV is apparently produced by irradiation-induced electronic excitation. This highly mobile species is therefore
responsible for a five-fold increase in the concentration of interstitials (and vacancies) at irradiation temperatures
below 300 K. The structure of the <001>-split self-interstitial is shown in Figure A.2b.

A.1.1.3 Di-<001>-split Self-interstitial, 3H center

The 3H center is an optically active color center in luminescence and absorption with a ZPL at 503.4 nm (2.463 eV)
(not to be confused with the H3 ZPL at 503.2 nm (2.464 eV)) that is produced by irradiation in all types of di-
amonds. However, the production rate is higher in type Ib diamonds [293]. The intensity of the 3H center is
increasing with increasing irradiation dose, but it does so only erratically [290].

The production rate of 3H centers by electron irradiation at room temperature depends heavily on the presence
of nitrogen aggregates in the diamond lattice. It increases linearly with increasing A center concentration and de-
creases linearly with increasing B center concentration [280]. Production of 3H centers was observed at irradiation
temperatures as low as 80 K [274].

The intensity of 3H centers can be increased by annealing up to 400 °C, while higher annealing temperatures
reduce it. This is attributed to a charge transfer effect as illumination with UV light is able to return the original
intensity up to 1000 °C [197]. Furthermore, 3H centers can be optically bleached by UV or intense blue laser
illumation [294]. This also points to a charge transfer effect (photochromism) that should lead to the presence of
another ZPL with the same time constant for enhancement / bleaching. Furthermore, the intensity of 3H can be
quenched by the presence of neutral vacancies, GR1 centers, implying that changes in the 3H center intensity do
not directly correlate with changes in its concentration [294].

The structure of 3H centers was determined to be a special configuration of the di-<001>-split self-interstitial
defect. The 3H center is always accompanied by the EPR active R1 center that was well replicated within ab-initio
calculations by the neutral di-<001>-split self-interstitial [295]. The vibrational properties of 3H centers fit to the
positively charged "Humble configuration" of the di-<001>-split self-interstitial [295]. The structure of the defect
is shown in Figure A.2c.

A.1.2 Nitrogen-related defects

Nitrogen impurities are the most studied extrinsic defects in diamonds. The small mismatch in atomic radii between
nitrogen and carbon leads to a significant solubility of nitrogen (together with hydrogen and boron) in the diamond
lattice. Furthermore, the presence of nitrogen leads to an increased growth rate of diamonds in both HPHT and CVD
synthesis (cf. subsection 3.1.1). Nitrogen concentrations as high as 5000 ppm in natural diamonds [296], 3000 ppm
in HPHT synthesized diamonds [170] and 10 000 ppm in detonation nanodiamonds [297] were reported. Due to
the stiffness of the diamond lattice most impurity defects are substitutional with nitrogen being one of the few
extrinsic defects that also forms (complex) interstitial defects [298, 299].

The abundance of nitrogen-containing diamonds lead to the classification of diamonds based on the type of nitrogen
defects. Substitutional nitrogen and more complex aggregated nitrogen defects are easily detected in infrared
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Figure A.3.: Characteristic infrared absorption of a pristine type Ib diamond. The one phonon range relates to
defect-induced absorption bands and especially nitrogen. Intrinsic absorption of the diamond lattice
corresponds to the two phonon region. The three phonon region is created by hydrogen-bond vi-
brations. Zoomed regions of the spectrum are presented in red. The insets show the features of the
different nitrogen centers and the aggregation pathway by annealing. Important absorption features
are indicated by the dashed lines. The standard spectra of the nitrogen centers are adapted from the
"DiaMap" software [200].

absorption spectroscopy. Diamonds classified as type I diamonds contain nitrogen while type II diamonds contain
only trace amounts of nitrogen (≤5 ppm). Type I is further divided based on the presence of aggregated, type
Ia, or single substitutional nitrogen, so-called C centers, as type Ib. Type Ia is further sub-divided based on the
aggregation stage of nitrogen, diamonds containing a majority of nitrogen pairs N2, A centers, are classified as type
IaA while diamonds majorly containing N4V, B centers, are classified as type IaB [76, 290] (c.f. Table 3.1). The
characteristic infrared absorption of the different type I diamonds is shown in Figure A.3.

Mixtures of different nitrogen defects occur in natural diamonds. The specific mixing and aggregation of nitrogen
defects, which can be determined based on the intensity of different infrared absorption lines, can be used for
geo-dating of natural diamonds and can be used to distinguish between natural and synthetic diamonds [300,
301].

Apart from infrared active defects, nitrogen forms a large number of defect complexes together with intrinsic
defects that can be optically active in absorption and photoluminescence spectroscopy. A well-known example is
the nitrogen-vacancy center, NV, in its neutral and negative charge state. Other defects include N2V that depending
on its charge state is either the (neutral) H3 center or the (negative) H2 center, the H4 center, N4V2 and N3 center,
N3V [302].

A.1.2.1 C Center

The C center is the simplest nitrogen defect in the diamond lattice. A carbon atom is substituted by a nitrogen
atom in the diamond lattice as shown in Figure A.4a. Diamonds rich in substitutional nitrogen are classified as type
Ib diamonds. Natural type Ib diamonds occur only rarely and are known as "canary diamonds" gemstones due to
their deep yellow to brown color. Substitutional nitrogen acts as a "deep donor" that can donate an electron and
form donor energy levels within the band gap. The donor electrons can be excited to the conduction band by light
with a wavelengths smaller than ∼564 nm (∼2.2 eV) that results in the yellow color of such diamonds and can be
detected as an absorption edge in UV/vis absorption spectroscopy [294].
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Figure A.4.: Structure of infrared active nitrogen defects in diamond. The C center, Ns (a). The A center, N2 (b). The
B center, N4V (c). Nitrogen atoms are indicated in blue.

The infrared absorption spectrum of C centers is characterized by a sharp peak at 1344 cm−1 and a broad feature
at 1130 cm−1 (c.f. Figure A.3 which are routinely used to determine the concentration of nitrogen C centers [303].
Additionally, if acceptor defects like the GR1 center, V0, co-exist in the diamond lattice C centers can be transformed
into positively charged C+ centers, N+. The C+ center has a characteristic infrared absorption with a sharp peak
at 1332 cm−1 and multiple broader, weaker peaks at 1115 cm−1, 1046 cm−1 and 950 cm−1 [201].

A.1.2.2 A Center

The A center is the first aggregation stage of nitrogen formed by a pair of neutral substitutional nitrogen atoms on
adjacent lattice sites, N2 or N=N and is shown in Figure A.4b. It is the most common defect in natural diamonds.
It does not impart color on diamonds as it produces a UV absorption edge at around ∼310 nm (∼4 eV) outside the
visible spectrum [77]. The A center has a characteristic infrared absorption without sharp features that distinguishes
it considerably from the B and C centers (c.f. Figure A.3). The strongest peak at 1282 cm−1 is used to estimate the
concentration of nitrogen A centers. [202].

A.1.2.3 B Center

The exact atomic structure of the B center in diamonds is not exactly known since no direct spectroscopic evidence
was found [304]. But, the general consensus is that the B center consists of four nitrogen atoms surrounding a
vacancy, N4V [301] shown in Figure A.4c. The B center exhibits characteristic infrared absorption with a broad
feature at 1280 cm−1 and a shark peak at the Raman frequency of 1332 cm−1 (c.f. Figure A.3) with the latter being
used to determine the concentration of nitrogen B centers [203].

B centers naturally do not occur together with C centers due to the nearly full conversion of C centers into A
center aggregates [305]. The direct formation of B centers by irradiation has not been observed yet. But, forma-
tion of B centers (accompanied by A and C centers) after annealing of neutron irradiated type Ib diamonds was
observed [147].

A.1.2.4 Nitrogen-Vacancy Centers

The nitrogen-vacancy center, NV, is the simplest defect complex that nitrogen impurities form in the diamond lattice
and are optically active in their neutral, NV0and negative charge state, NV−. The negatively charged NV−center is
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Figure A.5.: Perfect diamond lattice (a). NV center, NV (b). H3 center, N2V (c). N3 center, N3V (d). Nitrogen atoms
are indicated in blue.

one of the most studied defects in diamond1 due to its potential application in quantum computing and sensing.
Single defects can act as single photon sources [306] and individual or ensemble defects can be used for optically
detected magnetic resonance (ODMR) [307] with spin coherence times of >1 ms at room temperature [308]. For
a more detailed overview of its properties the reader is referred to the review in [309]. The atomic structure of the
NV−center is shown in figure A.5b.

The characteristic features of NV0and NV−are their respective ZPLs at 575 nm (2.156 eV) [310] and 637 nm
(1.945 eV) [311], that are active in absorption, photo- and cathodoluminescence. The structure of the NV−center
was determined by the correlation between the annealing behavior of neutral and negative vacancies, GR1 and
ND1 centers [77], and confirmed by EPR spectroscopy [312].

In the absence of an EPR signal the ZPL at 575 nm was assigned to NV0 based on the correlation between the
intensities of the two ZPLs at 575 nm and 638 nm by annealing of neutron irradiated diamonds [313]. Further
evidence is provided by the charge transfer between NV0and NV−by photoconversion [314].

The migration energy of NV centers of ∼4.5 eV [182, 315, 316] is considerably lower than the migration energy
of substitutional nitrogen, 6.3 eV. This difference is experimentally observed in the increased aggregation rate of
irradiated diamonds during annealing [305]. Nitrogen vacancies can be created by electron or neutron irradiation
of type Ib diamonds and subsequent annealing at temperatures of >600 °C [317, 318], directly by irradiation with
swift heavy ions [171] or ion-implantation of nitrogen into type IIa diamonds and subsequent annealing. The latter
approach even allows to control the spatial distribution of nitrogen vacancies [317].

In addition to the previously introduced A and B center nitrogen aggregates, there are several multi-nitrogen-
vacancy defects, NnV. Photoluminescent active ZPLs at 986 nm (1.257 eV) and 503.2 nm (2.463 eV) belong to the
negative and neutral charge states of the di-nitrogen vacancy, N2V, the so-called H2 and H3 center, respectively.
The structure of N2V- was directly identified by its EPR signal [319] while the connection between H2 and H3
centers was established based on the observed photochromism between the two centers [320, 321]. The forma-
tion energy of N2V (in the neutral charge state) is 5.41 eV according to ab-initio density functional theory (DFT)
calculations [182]. The structure of the H3 center is shown in Figure A.5c.

A.1.2.5 Nitrogen Aggregation

Annealing at high temperatures (up to>2000 °C) and possibly high pressures (several GPa) leads to the aggregation
of single substitutional nitrogen into complexes such as N2 [202] and at longer annealing times and/or higher
temperatures N4V [203]. In its simplest form this process can be described as:

4 N −*)− 2N2 −*)− N4V+ I · {1}

Where each step is the result of different (multi-staged) aggregation pathways that can occur in reverse as well.
The extent of aggregation and the specific mixing of different aggregate species can be used to estimate the time

1 http://apps.webofknowledge.com/CitationReport.do?product=WOS&search_mode=CitationReport&SID=
E48HIB3gMNTr3GORzCE&page=1&cr_pqid=1&viewType=summary&colName=WOS
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and temperature experienced by natural diamonds in the Earth mantle and to distinguish between natural and
synthetic diamonds [300, 301].

The aggregation of C centers into A centers (2N −→ N2) is significantly enhanced by the presence of radiation
damage at annealing temperatures of 1500 °C [305]. It was observed that the concentration of aggregated nitrogen
exceeded the vacancy concentration by a factor of 100, implying that substitutional nitrogen is a much more
efficient trap for vacancies than N2. At high temperatures NV defects diffuse through the lattice and eventually
capture another N to form N2V. Afterwards the vacancy can be emitted to repeat the process. The vacancy mediated
process can be described as:

N+ V −*)− NV (step 1)

NV+N −*)− N2V (step 2) {2}

which shows how a small number of vacancies can significantly increase the nitrogen aggregation rate. To produce
NV centers by annealing of irradiated type Ib diamonds, the annealing temperature and pressure need to be chosen
so that the undesired second step in the reaction above occurs as slow as possible. DFT calculations have shown
another possible pathway involving nitrogen interstitials for nitrogen aggregation at lower temperature that is
mediated by carbon interstitials, which are co-produced with vacancies [316]. The process can be described as:

N+ I −*)− C+Ni (step 1)

C+Ni +N −*)− N2 + I (step 2) {3}

where the final carbon interstitial is able to repeat the process. Interstitial mediated aggregation is most probably
observed in synthetic HPHT diamonds grown with a Ni or Co-containing catalyst as it is believed that substitutional
Ni or Co, incorporated during growth, release interstitials that mediate aggregation [322].

The exact formation mechanism of N4V is disputed but in the easiest form N4V aggregation can be described by:

N2 + V −*)− N2V (step 1)

N2V+N −*)− N3V (step 2) {4}

N3V+N −*)− N4V (step 3)

which is supported by the fact that N3 centers, N3V (shown in Figure A.5d) are nearly always observed together
with B centers,N4V [301].

A.1.2.6 Nickel-related Defects

Since nickel is a catalysts for the growth of synthetic diamonds during HPHT synthesis, quite a number of diamond
color centers are associated with nickel. Generally, due to the large size difference between nickel and carbon,
nickel is preferentially incorporated as an interstitial into the diamond lattice [323] even though substitutional
nickel defects can also form [324]. The most studied nickel-related defect is the NiV defect that can have charge
states of 0, 1- and 2- [325]. The NiV– 1.40 eV center has a ZPL doublet at 884.85 and 883.15 nm and is active
in PL and CL [326, 327]. It is observed in synthethic CVD and HPHT diamond. Another nickel-related defect is
the 2.157 eV center with its ZPL at 574.8 nm which is a center that is only observed in high-nitrogen synthetic
diamonds grown in the presence of nickel and annealed at temperatures beyond 1700 °C.

A.1.2.7 Radiation-induced Defects

Radiation-induced defects are usually well studied in the context of electron irradiation due to the inherent con-
nection to cathodoluminescence spectroscopy [191]. Radiation-induced defects naturally occur as competing and
therefore undesired by-products during implantation of nitrogen for the (controlled) creation of nitrogen-vacancy
centers [178]. Since irradiation with ions (and electrons for that matter) is both a source of newly created lattice
defects and radiation-induced annealing, radiation-induced defects cannot be strictly separated from defects cre-
ated by annealing. For example, most of the nitrogen-related defects introduced previously can be created by a
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combination of irradiation and annealing, while the 3H center is directly created by irradiation [178]. As already
mentioned, data on the evolution of color center intensity with increasing fluence is scarce and, if available, the
information is usually reported for low energy ion irradiation in the range of a few keV.

The most intuitive radiation-induced defect is the GR1 center (neutral vacancies). Most striking in the context
of radiation damage is the observation that GR1 production is most efficient in the high electronic energy loss
regime [191]. Furthermore, the creation efficiency is higher for lighter ions, whereas irradiation with heavy ions
produces vacancy clusters rather than isolated vacancies [178]. Also, the luminescence intensity of GR1 and 3H
center has a non-linear fluence dependence. Both are enhanced by irradiation until reaching a maximum before
decreasing with fluence due to aggregation of vacancies. The maximum GR1 intensity was observed at a vacancy
density of ∼7× 1019 cm−3 [178].

A.2 Photoluminescence Spectroscopy on Irradiated Diamond

To complement ionoluminescence spectroscopy measurements a large number of pristine and irradiated diamonds,
both bulk and embedded in metal matrix composites, were characterized with photoluminescence spectroscopy.
The first section qualitatively discusses the irradiation-induced changes in different diamond-based metal matrix
composites and the measurement-related issues with these types of samples.

A.2.1 Diamond-Based Metal Matrix Composites and Bulk HPHT Diamond

Different diamond-based metal matrix composites were irradiated with increasing fluences of 4.8 MeV/n 132Xe,
197Au and 238U ions. High-statistics photoluminescence (PL) measurements under 473 nm excitation, based on at
least 100 individual measurements, are presented in Figure A.6. The peculiar representation of the measurement
data is necessary because a representation of a simple average and a standard deviation would indicate non-
physical (negative) intensities for wavelengths with the largest intensity scattering. A fully quantitative analysis of
comparable data on model system diamonds is presented in section 7.3.

The photoluminescence spectra of the pristine samples can be divided in two characteristic regions; below and
above ∼600 nm. The region below 600 nm is dominated by the Raman line at 504.8 nm (1332 cm−1) and PL
signals from the 3H or H3 center and their phonon replicas, both in the stokes and anti-stokes region with respect
to their ZPLs at 504.6 nm and 504.4 nm, respectively. Above 575 nm, spectra are dominated by the ZPLs and the
phonon sideband (PSB) of the neutral nitrogen-vacancy NV−and negative NV−centers at 575 nm and 638 nm,
respectively.

Pristine diamond-based titanium matrix (Ti-Dia) composite exhibits the overall smallest scattering between differ-
ent measurement positions while the diamond-based copper matrix composites with 45µm (Cu-Dia45) exhibits
strong scattering in the range above 600 nm and diamond-based copper matrix composite with 100µm average
diamond size (Cu-Dia100) exhibits strong scattering over the whole wavelength range.

With increasing fluence all samples show the same qualitative trend. At a fluence of 1× 1012 cm−2 the intensity
of NV centers is increasing in all samples while the 3H/H3 range is rather stable. For larger fluences the intensity
of NV centers decreases while a change within the 3H/H3 range below 600 nm can be observed. The intensity is
decreasing inhomogeneously between the different samples and ions while the peak at the position of the Raman
line is broadening. At the highest fluences of 5× 1013 cm−2 and 1× 1014 cm−2 spectra of both Cu-Dia45 and Cu-
Dia100 have a peak around ∼740 nm that can be attributed to the GR1 center which is related to isolated vacancies
within the diamond lattice.

The scattering between different measurement locations becomes smaller with increasing irradiation fluence. This
’spatial homogenization’ is explained by the homogeneous coverage of the diamond with multiple ions at high
fluences. Furthermore, the observed radiation-induced discoloration can be explained by a loss of transmission.
This loss of transmission, or increase of absorption, within the irradiated volume leads to the excitation laser being
attenuated more in comparison to the pristine sample thus leading to a smaller probing volume which is thus
assumed to be more homogeneous.
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Figure A.6.: Photoluminescence spectra of different diamond-based metal matrix composites under 473 nm excita-
tion irradiated with different 4.8 MeV/n ions. Spectral intensities are normalized to the intensity of the
diamond Raman line at 504.8 nm. Diamond-based titanium matrix (Ti-Dia) composite under irradiation
with 132Xe (a), diamond-based copper matrix (Cu-Dia) composite with 45µm average diamond size
and irradiation with 4.8 MeV/n 197Au (b) and Cu-Dia with 100µm average diamond size and irradiation
with 238U. Color coding represents the normalized probability to measure a given photoluminescence
intensity as a function of wavelength for at least 100 individual measurement locations. Higher opacity
indicates higher probabilities.
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These observations indicate the major obstacles in the photoluminescence characterization and comparison be-
tween different diamond-based metal matrix composites. In pristine samples, spectra depend heavily on the mea-
surement position and large statistics are necessary for representative measurements. This is tentatively attributed
to the large mean free path length of the excitation laser within the diamond particles in combination with the
random shape of the diamond particles which leads to multiple internal reflections of the excitation laser within
the diamond.

In combination with the different diamond grids and processing parameters used in the production different PL
spectra are measured in the pristine composites. Another aspect is the significance of the measured intensity. Even
though the intensities of individual measurements are normalized to the intensity of the diamond Raman line, the
presence of either the 3H and/or H3 center (identified by the presence of their phonon sidebands) with ZPLs as
close as a nanometer to the diamond Raman line, is obscuring the ’true’ intensity of the diamond Raman line.
Hence, it is impossible to properly deconvolve the intensity of the diamond Raman line. Or simply put, the used
normalization approach has little significance in the absence of a true standard.

Some of the measurements exhibit a periodic modulation of the spectral intensity, e.g. Ti-Dia at 1× 1013 cm−2 and
Cu-Dia100 in the pristine state and at 1× 1011 cm−2. Similar intensity modulations can be observed in nano-
diamonds [328] and infrared transmission measurements of samples with plane-parallel surfaces [329]. Even
though measurements were performed through a ’flat’ surface of a diamond (cf. Figure 7.1) and the photolu-
minescence spectrometer is equipped with confocal optics the random orientation and shape of the diamonds leads
to multiple scattering and reflection within the diamonds. The measured intensity at any wavelength is therefore
not indicative of the diamond volume within the confocal plane but is convoluted with contributions from multiple
scattering and/or reflections.

A.2.2 HPHT Diamond

The suitability of Sumitomo PDXC HPHT diamonds as the appropriate model system for the characterization of
ionoluminescence properties with respect to the diamond-based metal matrix composites was already discussed in
section 7.2. Figure A.7 shows PL measurements on these diamonds before and after irradiation with 4.8 MeV/n
197Au ions under excitation with 473 nm and 633 nm. Measurements on these diamonds exhibit a scattering that
is small enough to use a simple representation of a single spectrum, without statistical normalization. Intensity
scattering from point to point is less than 5 %.

Even though these diamonds exhibit a similar ionoluminescence spectrum in comparison to the composite samples,
the PL spectra show significant differences. The pristine samples have a smaller signal below 600 nm and virtually
no intensity in the NV center related wavelength range above 600 nm. Since it will be shown later that the signal
below 600 nm can be clearly attributed to the interstitial-related 3H center, it can be assumed that the bulk HPHT
diamonds simply have a considerably lower defect density in their pristine state.

The absence of a significant NV0or NV−center signal in the pristine HPHT diamonds in comparison to the com-
posites is attributed to the annealing of the composites during production. During hot isostatic pressing in the
production of the composites; 30 min between 700 and 900 °C for Ti-Dia and Cu-Dia45 and up to 240 min at 900 °C
for Cu-Dia100 can already lead to significant nitrogen-vacancy creation [330]. And indeed, the sample which was
exhibited to the longest thermal treatment exhibits the largest nitrogen-vacancy signal as shown in Figure A.6c.

With increasing fluences a similar trend can be observed in both the bulk HPHT diamonds and composite samples.
Below 1× 1012 cm−2 the peak close to the diamond Raman line at 503 nm is very sharp and the phonon sideband
at ∼520 nm increased to its maximum intensity. Simultaneously, the vacancy-related GR1 center with its ZPL at
∼745 nm is now clearly detectable. For increasing fluences the 3H/H3 peak at the diamond Raman line under
blue excitation is broadening significantly while the GR1 center color center intensity is larger than the Raman line
under 633 nm excitation.

In conclusion, PL measurements on irradiated HPHT diamonds replicate the trend observed on the irradiated
composites well enough, from the difference in the NV center related signals, which is attributed to the thermal an-
nealing of the diamonds in the composites during production. The large volume and high lattice quality (indicated
by the absence of interstitial-related 3H PL signal in the pristine sample) leads to a much reduced scattering of the
measured PL intensity. Albeit, there are two drawbacks to be mentioned: the diamond geometry still doesn’t allow
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Figure A.7.: Photoluminescence spectra of Sumitomo PDXC HPHT diamonds on pristine and irradiated samples with
different fluences of 4.8 MeV/n 197Au in units of cm=2 excited with 473 nm (blue spectra) and 633 nm
(red spectra). Spectra are normalized to the intensity of the diamond Raman line indicated by the star
sign and are displaced vertically for easier visibility.

scanning along the ion trajectory and the (normalized) intensity still has little (physical) significance since PL mea-
surements were conducted through the irradiated surface. Even though a confocal spectrometer was used depth
scans with confocal optics are considered ambiguous [331]. Hence, a different diamond with a more appropriate
geometry was ultimately chosen for PL characterization.
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B High-Power Proton Beam Irradiation

B.1 Overview of Materials Irradiated with High-Power Proton Beams

A broad range of carbon-based materials are applied in high-dose environments like accelerators and fusion or fis-
sion reactors. The current section will give a thorough overview of the production processes and thermo-mechanical
properties of the different materials investigated in this thesis. In general, the materials in this thesis can be grouped
into six different material classes:

i Isotropic polycrystalline graphite is a high density (∼1.8 g cm−3) graphite material that exhibits isotropic
material properties. Used as structural and moderator material in nuclear power plants. Regularly used as
absorber material in accelerator collimators and beam dumps.

ii Carbon-fiber-reinforced graphite is a medium density (∼1.5 g cm−3) composite material of greatly enhanced
strength due to reinforcement with carbon-fibers. Strong anisotropy depending on the number of fiber rein-
forcements. Used in potentially highly loaded beam intercepting devices like the LHC primary collimators.

iii Expanded graphite is a low density (∼1 g cm−3) graphite-based material with very high in-plane thermal
conductivity. Limited thickness (<1 cm) due to production process and machinability. Used for high temperature
gasket seals in nuclear power plants. Energy diluter in the LHC beam dump and matrix material for the p-bar
target at CERN.

iv Graphitic foam is a highly graphitic low density (∼0.5 g cm−3) material with macroscopic pores. Low strength,
but high thermal conductivity with little anisotropy. Developed for high power heat sink applications that has
emerged as a potential energy diluter material for the Future Circular Collider beam dump.

v Glassy carbon is a non graphitizing fully sp2 bonded carbon with medium density (∼1.5 g cm−3). Very low
thermal and electrical conductivity with high hardness and strength. Chemically inert material for electrochem-
istry and high temperature crucibles. Disordered model material for highly irradiated graphite. Accelerator
applications include beam windows and diagnostic screens for relativistic particle beams.

vi Pyrolitic carbon is a high density (∼2.2 g cm−3) graphite material with high microstructural order of individual
graphite basal planes. Highly anisotropic with material properties close to that of ideal graphite. High perfor-
mance heat sink material. Model system of ideal graphite to investigate radiation effects of graphite-based
materials.

B.1.1 Isotropic Polycrystalline Graphite

Isotropic polycrystalline graphite (PG) is produced from the mixing of a filler and a binder phase. The filler is
usually petroleum coke, while the binder is petroleum or coal tar pitch. The particle size of the final material is
determined by the particle size of the filler that can be controlled by pre-milling of the filler. After mixing the
filler/binder mixture is pressed into a green body by cold isostatic pressing (CIP) at ∼200 MPa. The green body is
then carbonized between 700 and 1200 °C that results in a carbonaceous but porous material due to the removal of
volatile gases. Additional impregnation with binder and subsequent carbonization is used to decrease the average
pore size and increase the density. In the final step the material is exposed to temperatures between 2500 and
3000 °C that leads to graphitization of the material and removal of volatile impurities.

For nuclear applications, which require very low level of impurities, especially those of high neutron capture cross
section like boron, the filler and binder are chemically pre-treated with chlorine or fluoride compounds that bind
boron in gaseous species upon heating to 1000 and 2000 °C. Due to the random orientation of the coke particles
in combination with isostatic pressing the final material exhibits fully isotropic material properties. Particle sizes
can vary from several hundreds of micrometer all the way down to 1µm. In general, the grades of available
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polycrystalline graphite are closely related to their particle size. Smaller particle sizes lead to a higher density and
higher strength at the cost of higher thermal expansion [262].

For fine-grain polycrystalline graphite grades with particle sizes between 1 and 20µm, densities of 1.7 and
1.9 g cm−3 at a porosity of 10 and 20 % can be expected with pore sizes that are of a similar size. Thermal con-
ductivity varies between 70 and 140 W m−1 K−1 with a coefficient of thermal expansion (CTE) between 4× 10−6

and 8× 10−6 K−1, that is roughly inversely proportional to the particle size. Mechanical strength is on the order
of 40 and 100 MPa. The combination of high thermal conductivity and low CTE in comparison to metals make
polycrystalline graphite highly resistant to thermal shock.

As mentioned isotropic polycrystalline graphite is used as a structural material or moderator in nuclear power
plants, commonly called "nuclear graphite" [116]. Isotropic graphite is a candidate material for the heat shield
and island divertor in the Wendelstein X-7 stellarator fusion device [332]. Due to its excellent performance in
high dose environments, polycrystalline graphite is the material in the Super-FRS production target and beam
catchers at FAIR [333]. Polycrystalline graphite is the absorber material in the injection and extraction beam dumps
of SIS100 at FAIR [334]. At CERN isotropic graphite is employed in the internal beamdump of the SPS [225],
as the collimator material for the pre-HiLumi SPS-to-LHC transfer lines [335] and the LHC beam dump [336].
Polycrystalline graphite is used in the 1 MW neutrino production target NOvA [337] and is the baseline material
for the 2.4 MW production target of the future Long Baseline Neutrino Facility (LBNF) at Fermilab [338].

B.1.2 Carbon Fiber-Reinforced Graphite

Carbon fiber-reinforced graphite (CFC)1 is a composite material that contains carbon fibers embedded in a graphite
matrix. Carbon fibers are usually produced using polyacrylonitrile (PAN), repeating unit (C3H3N)n, yarns. After ox-
idization in air at ∼300 °C, oxidized PAN yarns are then carbonized at temperatures between 1000 and 2000 °C and
ultimately graphitized in an inert atmosphere at 2000 and 3000 °C. Figure B.1 schematically shows the orientation
of graphite basal planes in such a PAN derived carbon fiber [339]. Another production route is the synthesis via
melt spinning of mesophase pitch. Fiber diameters are generally on the order of about 5 and 15µm. High quality
PAN fibers usually exhibit a higher tensile strength of up to ∼10 GPa and a Young’s modulus of ∼300 GPa while
pitch derived fibers have a lower tensile strength of ∼4 GPa, they can have a considerably higher Young’s modulus
of up to ∼1000 GPa [340]. This is mainly attributed to the larger size of carbon crystallites in pitch derived fibers
and higher ultimate carbon content [341]. This difference is also apparent in the thermal conductivity of the two
different fibers: PAN fibers have a thermal conductivity between 20 and 130 W m−1 K−1, while pitch derived fibers
have thermal conductivities that can be up to 800 W m−1 K−1 at room temperature [342].

Fiber-reinforced composites are produced by multiple different ways, usually determined by the degree of rein-
forcement. For this work 2D- and 3D-reinforcement are of importance. In 2D-reinforced CFCs carbon fiber yarns
are bundled together in rovings which are then woven into fabric mats. These mats are then laminated with resin
or just simply stacked [343]. In the case of 3D-reinforcement, carbon fiber plies (sheets with a uni-directional
orientation of fibers) are stacked in two directions. The third reinforcement direction is achieved by a so-called
needling process [344, 345].

The carbon fiber laminate is then carbonized at 800 and 1000 °C. As the resulting matrix has a large porosity, addi-
tional densification is performed by liquid impregnation or chemical vapor deposition. During impregnation, liquid
resin or pitch is introduced and pre-graphitized. This is repeated several times until the desired density is achieved.
During chemical vapor deposition, hydrocarbon gases are used to infiltrate the matrix at elevated temperatures of
700 and 2000 °C. Densification through CVD has the advantage that fiber laminates can be densified without the
need of resin, enabling a higher degree of graphitization, hardness and density of the final material. The process is
inherently slow and more expensive in comparison to liquid impregnation.

Due to the large anisotropy of the carbon fibers, CFCs also exhibit anisotropic properties. With an increasing
number of reinforcement directions (up to 6 [346]) this can be counteracted at the main drawback of increased
manufacturing costs. Material properties of CFCs vary hugely, depending on type of used fiber, roving size, laminate
structure, matrix composition, densification route and final graphitization parameters.

1 There are several names for composites of carbon fibers embedded in a highly graphitized carbon matrix; carbon fiber-reinforced car-
bon (CFRC), carbon-carbon (C/C) or reinforced carbon-carbon (RCC). Carbon fiber-reinforced graphite (CFC) will be used throughout
this thesis.
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Figure B.1.: Schematic representation of the graphite basal plane orientation in PAN-derived carbon fibers.
Reprinted with permission from [339]

Since CFCs combine high strength at high temperatures they are routinely used in furnace charge carriers, aircraft
brakes, rocket nozzles, nose tips and leading edges of re-entry vehicles [119, 343]. All of these applications de-
mand service temperatures in excess of 2000 °C. 2D-CFCs are used in the current generation of the LHC primary
collimators, but will be exchanged with molybdenum-carbide/graphite composite material [241] in the HiLumi
upgrade due to impedance restrictions [240]. CFC is regularly used as backplate which supports the vacuum seal-
ing components in beam windows for relativistic particle beams and was employed in the beam windows of the
FlexMat experiment (c.f. section 10.2). Furthermore, the extraction absorber of the SPS and the collimators of the
SPS-to-LHC transfer lines at CERN are made of 3D-CFC [30].

B.1.3 Graphitic Foam

The production of graphitic foam can be divided in three sub steps: foaming, carbonization and graphitization.
Foaming creates the general structure of the foam while carbonization and graphitization remove residual volatile
material and adjust the final thermomechanical properties of the foam [347].

Liquid mesopitch precursor is heated in inert atmosphere slightly above its softening point during foaming. The
pitch decomposes and releases volatile gas bubbles in the subsequent melting step. As these gas bubbles rise
to the surface, mesophase crystals are oriented "upright" inside the melting pitch. With increasing temperature,
the viscosity of the liquid mesophase is increasing and gas bubbles are eventually captured in the liquid pitch.
Once the temperature is high enough only a solid skeleton of non-melting pitch is left. Subsequent carbonization
between 600 and 1000 °C breaks down the remaining organic compounds into a pure carbon structure, while the
mesophase crystals are growing. In the final grahitization process the carbon structure is transformed into graphite
at temperatures above 2800 °C. The final structure exhibits fully open porosity of 60 and 80 % with a normal pore
size distribution of average pore diameter of up to several hundreds of micrometer.

Due to the alignment of the mesophase crystals during foaming, graphitic foam produced in this way exhibits
anisotropic material properties with thermal conductivities of 135 and 245 W m−1 K−1 along the bubbling direction,
or out of plane direction2, and 35 and 70 W m−1 K−1 in the in-plane direction. The density varies between 0.5 and
1 g cm−3. Compared to the other materials presented in this section graphitic foam has the lowest mechanical
strength with a flexural strength below ≤10 MPa.

The combination of low density and high thermal conductivity makes graphitic foam a commonly used material
for heat sinks of high-power electronics. This has also translated to heat sink applications in particle detectors.
Graphitic foams will be used in the upgrade of the inner tracking detector (ITk) of the ATLAS detector for HL-
LHC [348] and the micro vertex detector system of the PANDA experiment at FAIR [270, 349]. Furthermore, due
to its even lower density than expanded graphite, graphitic foam is a candidate material for the energy diluter of

2 During production this is called the Z-direction, while manufacturers regularly call this the "out of plane" direction.
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the FCC beamdump [350] if its mechanical strength is sufficient to withstand the beam-induced stresses during a
beam dump.

B.1.4 Glassy Carbon

Glass-like carbon, or glassy carbon3, is produced by slow pyrolysis of thermosetting polymers or cellulose at tem-
perature between 600 and 3000 °C. By keeping the heating rate sufficiently low the development of pores due to
the outgassing of the precursor is suppressed.

The resulting microstructure is related to fullerene-like, randomly-interconnected tortuous graphitic sheets with
100 % sp2 bonded carbon [351–354]. Even though glassy carbon only has sp2 bonds, graphitic sheets are heavily
bend due to the presence of heptagonal or octagonal carbon rings in comparison to ideal hexagonal rings. At
low pyrolization temperatures many small domains form that agglomerate to larger, less curved flakes at higher
temperatures. As a result, thermomechanical material properties depend strongly on the pyrolization temperature
during production [355]. Furthermore, glassy carbon has a large amount of nano-sized pores while exhibiting fully
closed porosity that leads to low densities between∼1.4 and 1.5 g cm−3 and very low gas and liquid permeability.

Due to the random interconnection of individual sheets, glassy carbon exhibits fully isotropic material properties.
It has low thermal conductivity, usually below ∼10 W m−1 K−1, high temperature resistance (depending on the
grade, service temperature in vacuum can be up to 3000 °C), high hardness and high strength with flexural strength
≥100 MPa. Glassy carbon is routinely used as an electrode material in electrochemistry, high temperature crucibles
and prosthetics [356]. Accelerator-based applications include the use of glassy carbon as diagnostic screens for
relativistic beams and, in combination with CFC, as beam windows (c.f. section 10.2). It is also assumed that glassy
carbon is the structure of graphite material after high fluence irradiation with swift heavy ions [6].

B.1.5 Thermally Annealed Pyrolitic Graphite

Thermally annealed pyrolytic graphite (TPG) is a form of highly anisotropic graphite that is comparable to highly-
oriented pyrolytic graphite (HOPG). The pyrolytic graphite precursor is grown in a chemical vapor deposition (CVD)
process in which hydrocarbon gases are broken down to form basal planes on a substrate. After deposition, pyrolytic
graphite is annealed at temperatures in excess of >2500 °C to induce further graphitization. In comparison, HOPG
is produced by the annealing of pyrolytic graphite in the presence of an additional compressive force that leads to
an even better alignment of the basal planes with mosaic spread angles ≤1°.

Due to a nearly perfect ABAB stacking of the basal planes in thermal pyrolytic graphite it exhibits material properties
very close to ideal graphite. TPG has a density of 2.26 g cm−3 and all thermomechanical properties exhibit strong
anisotropy. The thermal conductivity parallel to the basal planes, in plane, is ∼1500 W m−1 K−1 while the out of
plane thermal conductivity is only ∼20 W m−1 K−1. The CTE is close to zero in plane, while out of plane it is
∼25 K−1 at room temperature. The flexural strength of TPG is ∼40 MPa when the graphite planes are parallel to
the bending force, while in the other case it is ∼100 MPa. The anisotropy is even more pronounced in the material’s
Young’s modulus that is ∼1050 GPa in plane and only ∼35 GPa out of plane.

TPG is routinely used as a heat sink in high power electronics, e.g. as heat sinks for LEDs in automotive applica-
tions [115]. Due to its highly anisotropic mechanical properties, TPG is not suitable as beam intercepting device
but it is used as a structural part and heat sink in the baseboard of the ATLAS inner tracking detector (ITk) upgrade
for HL-LHC [348].

B.1.6 Expanded Graphite

As the name suggests, expanded graphite is produced by rapid expansion of chemically intercalated natural graphite
flakes. After intercalation, the natural graphite flakes are exposed to rapid heating to 900 and 1200 °C that leads to
the evaporation of the intercalation agent. The exfoliated graphite particles are then rolled or molded into sheets

3 It should be noted that glassy carbon is a trademark, but for historical reasons glassy carbon will be used synonymously for glass-like
carbon.
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without assistance of a binder. Molding or rolling leads to mechanical interconnection between the individual
particles that ultimately determines the final thickness and density of the sheet that usually vary between 0.1
and 3 mm and 0.7 and 1.4 g cm−3. The density heavily influences the thermomechanical properties of expanded
graphite.

All thermomechanical properties of expanded graphite exhibit large anisotropy because the order along the c-
axis of the individual graphite particles is well preserved even after intercalation and expansion. By rolling or
molding most of the graphite particles are oriented preferentially with the c-axis parallel to the thickness of the
sheets. Hence, expanded graphite has a high in-plane thermal conductivity of ∼150 and 500 W m−1 K−1 and a
low through-plane thermal conductivity of ∼5 and 20 W m−1 K−1. Expanded graphite retains all the beneficial
properties of pure graphite like chemical inertness, high service temperature in vacuum and high thermal and
electrical conductivity. Additionally, sheets can be easily shaped and have high compressibility. This makes expanded
graphite a widely used material for high temperature gaskets (suitable for use in high-dose environments of nuclear
power plants [117]) and thermal management applications. It is also used as the energy diluter in the LHC beam
dumps due to its low density of 1 g cm−3 and excellent thermal conductivity [244, 336]. Expanded graphite is also
a candidate material for the matrix of the new antiproton production target at CERN [271, 357].

B.1.7 Tantalum

Tantalum is a bcc metal with high density (16.69 g cm−3), high-Z (73) and a melting point of 3017 °C that belongs
to the group of refractory metals (together with niobium, molybdenum, tungsten and rhenium) [358]. Tanta-
lum exhibits a large resistance to chemical corrosion. Despite its bcc crystal structure, tantalum is relatively
easy to machine at room temperature. Tantalum is quite strong with a Young’s modulus of annealed tantalum
of ∼190 GPa but exhibits a large degree of ductility. At room temperature, with a yield strength of ∼170 MPa and
ultimate tensile strength of ∼320 MPa, annealed tantalum shows elongation at break above 30 % [359]. Addition-
ally, tantalum exhibits a high spall strength of ∼5 GPa at room temperature determined by spall gas-gun-driven
experiments [360].

Major industrial application of tantalum includes its use in high-capacitance capacitors for portable electronics.
Its high corrosion resistance in particular to acids makes tantalum a low-cost alternative to platinum in chemical
process equipment. Due to its high density and melting point, tantalum is used in shaped charge liners in warheads
and explosively formed projectiles [361]. In this context, the dynamic mechanical properties of tantalum are ex-
tensively studied over a large range of temperatures and strain rates. These measurements were used to extract
parameters for strength models, like the Johnson-Cook model, that are directly applicable in explicit numerical
simulations. An extensive review of the dynamic behavior, its implementation into explicit codes and radiation
damage is presented in reference [229, p. 24–27].

Tantalum itself is not directly a matter of research within this thesis, but tantalum was used as a "core" ma-
terial within a dedicated target station of the FlexMat experiment to "drive" surrounding graphitic material to
higher stresses in a beam impact experiment. A detailed description of these special targets is presented in sub-
section 10.2.2. Tantalum was chosen as the "core" material mainly due to its high density, large atomic number,
and high mechanical robustness. The combination of high density and large atomic number leads to an increase
of the specific energy deposition density by 440 GeV protons up to a factor of ∼20 in comparison to pure graphite
(with a density of 1.8 g cm−3). In addition, its low specific heat of ∼0.2 J g−1 K−1, that is about 3 times smaller than
graphite’s, large temperature gradients of several hundreds of K can be generated with relatively low beam inten-
sities of ∼1× 1011 ppp. The resulting thermo-mechanical stress is coupling into the surrounding graphite where it
can induce failure. Tantalum was extensively studied for the redesign of the p-bar target at CERN and has shown
excellent robustness towards beam impact. Even under beam impact conditions where plastic deformation is oc-
curring, tantalum exhibited a quasi-elastic response due to its large ductility before fracture, that was replicated
in numerical simulations [229, 271, 357, 362]. This allows the study of graphite at larger stresses than normally
achievable in beam impacts on pure graphite while having a (numerically) well known and therefore predictable
behaviour of the "core".
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Figure B.2.: Horizontal and vertical displacement of the targets with respect to the virtual beam axis for target
stations 1 through 6 (a-f). Red lines indicate the center of the beam axis. Circles indicate the position and
radius of individual samples in the respective target stations. H and V indicate the average horizontal
and vertical displacement of the targets within a target station while R indicates the average radius
measured by metrology.
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B.2 Geometry Measurement of the FlexMat Experiment

The experiment was designed with a single vertical displacement stage for the target holder. The displacement
stage has a single fixed irradiation position with either one of the six target stations in the irradiation position
or the target holder completely out of beam. Hence, determining the relative position of the targets within the
target stations in the irradiation position and the absolute position of the irradiation position with respect to the
experimental chamber was a crucial input to define a ’virtual beam axis’ to align the experiment as precise as
possible.

Each target of the experiment was measured with a scanning probe coordinate measurement device. Two line
scans along the radius at the extremities of the targets were performed to measure the horizontal and vertical
displacement (in the transverse plane normal to the beam axis) and the actual radius of each target. Results of the
geometry measurement are shown in Figure B.2. The radius of all targets is well defined within (5.0± 0.5) mm in
all target stations. Absolute vertical displacements are on average smaller than ±100µm and are scattering well
below ±150µm. Only target station 5 had an exceptionally large vertical displacement of (262± 6)µm. Absolute
horizontal displacements are also within ±100µm.

With the smallest beam size requested for the experiment ofσH,V =0.25 mm and the alignment uncertainty of about
≥100µm, it can be summarized that all targets should be impacted within ±1 σ which corresponds to about 5 % of
the radius of the targets. This level of precision is plenty enough to reduce contributions from axial bending modes
induced by eccentric beam impacts. Also, the horizontal beam jitter for σH,V =0.5 mm and 1.5 mm is considerably
larger than the precision of alignment (c.f. Figure 11.2).

B.3 Dynamic Response of Anisotropic Graphite Irradiated with High-Power Proton Beams

In addition to the dynamic response of isotropic polycrystalline graphite samples presented in section 11.2, the
following section will qualitatively introduce the beam-induced dynamic response of anisotropic carbon-fiber re-
inforced graphite (CFCs) grades. As composite materials made up of a carbon-fiber phase and a graphite matrix,
CFCs exhibit strong anisotropy. CFCs have large thermal conductivity, high Young’s modulus and low coefficient
of thermal expansion along the well-graphitized carbon fibers (the in-plane direction). Material properties in the
matrix are in general considerably worse due to the low degree of graphitization and porosity of the matrix. The
through-plane direction (normal to the fiber reinforcement planes) is hence dominated by the material properties
of the matrix. Since the orientation and processing of the carbon fibers offers a lot of room for customization, three
extremal cases will be presented: ArianeGroup Sepcarb, a 3D-reinforced CFC, SGL Carbon SIGRABOND Perfor-
mance, a 2D unidirectionally reinforced CFC and SGL Carbon SIGRABOND Premium, a 2D-reinforced CFC with
woven rovings.

The different types of reinforcement are schematically shown in Figure B.3. 3D reinforcement will generally pro-
duce less anisotropic material parameters at the expense of mechanical strength and thermal conductivity along
the main reinforcement direction. 2D Unidirectional reinforcement refers to fibers that are oriented in a single
direction per reinforcement layer, in the case of SIGRABOND Performance consecutive layers are rotated by 90°
with respect to each other. Unidirectional reinforcement leads to better incorporation of the fibers into the matrix
and larger strength. SIGRABOND Premium is reinforced by layers of woven rovings. In SIGRABOND Premium a
single roving consists of (on average) 3000 individual carbon fibers. Individual reinforcement planes are rotated
by 45° with respect to each other. In the following section, ⊥ will indicate samples where the main reinforcement
direction was oriented normal to the beam axis (and parallel to the base surfaces of the sample cylinders). Vice
versa, ‖ denotes samples in which the main reinforcement direction was oriented parallel to the beam axis (and
normal to the base surfaces of the sample cylinders).

An overview of the dynamic response of the different CFC samples after beam impact with 9× 1012 ppp 440 GeV/c
protons (1.8µs pulse length) is shown in Figure B.4. Qualitatively, the CFCs exhibit a less ’clean’ dynamic re-
sponse in comparison to the polycrystalline graphite samples (c.f. Figure 11.4). This is also indicated by the overall
damping envelope, which yields damping constants with considerable uncertainties. Albeit damping is much more
efficient in the CFCs. Ignoring the uncertainties, damping is more efficient when the reinforcement planes are nor-
mal to the beam axis (⊥ orientation) in ArianeGroup Sepcarb and SGL Carbon Premium. The increased damping
is explained by the large number of interfaces introduced by the reinforcement planes and the large porosity of the
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Figure B.3.: Schematic overview of different carbon fiber reinforcements. The YX plane indicates the reinforcement
direction, which is generally called the in-plane direction according to suppliers. The YX surface nor-
mal indicates the non-reinforced direction that alternates between matrix and reinforcement planes,
generally called the through-plane direction. 3D-reinforcement of a 2D-reinforced CFC by single fiber
needling through the reinforcement plane (a). Unidirectional reinforcement where fibers within a single
reinforcement plane are oriented strictly in one direction (b). 2D-reinforcement with a woven roving.
A roving consists of several thousand of individual carbon fibers that are woven to form a single rein-
forcement plane (c).

matrix. The graphite fibers have densities that are comparable to ideal graphite, the low density of the CFCs, which
is of the order of 1.5 g cm−3, is hence due to the porosity in the matrix.

Maximum (absolute) radial surface velocities are systematically below 100 mm s−1. This indicates that the coef-
ficient of thermal expansion (CTE) has to be smaller than or comparable to the coefficient of thermal expansion
of SGL Carbon R6300 with 3.1× 10−6 K−1. Between the three CFCs, ArianeGroup Sepcarb has the lowest CTE as
indicated by the smallest radial surface velocity in either sample orientation.

The strong anisotropy due to the fiber reinforcement planes is also seen in the large difference of the Fourier spectra
of the two different sample orientation. Figure B.5 shows the normalized Fourier spectra of the CFCs. The dynamic
response of ArianeGroup Sepcarb and SGL Carbon Performance have entirely different Fourier spectra when com-
paring the different sample orientations. The Fourier spectrum of ArianeGroup Sepcarb in the⊥ orientation consists
of more frequency peaks of comparable amplitude in comparison to the ‖| orientation which is dominated by two
peaks below 200 kHz. SGL Carbon Performance exhibits the opposite trend, the ‖| orientation has more peaks in
the Fourier spectrum. The Fourier spectra of the different orientations in SGL Carbon Premium on the other hand
are strikingly similar.

This is also confirmed by the continuous wavelet transform (CWT) of the dynamic response of SGL Carbon Pre-
mium. The CWTs shown in Figure B.6 of the two sample orientations are comparable. Photo documentation con-
firmed that both samples indeed had different orientations. According to the supplier, the CTE should vary between
0 (parallel to the fiber reinforcement plane) and 8× 10−6 K−1 (perpendicular to the reinforcement plane) which is
clearly not in line with the radial surface velocity measured between the two orientations.

Unfortunately, to simulate the dynamic response of the CFCs the knowledge of at least five different elastic constants
is necessary. With the conclusion of this work, it was not possible to obtain a full dataset of mechanical properties to
simulate the dynamic response. Due to the large phase space of elastic constants a parameter scan by FE simulation
did not yield any meaningful results.
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Figure B.4.: Comparison of the dynamic response of carbon fiber reinforced graphite samples impacted by
9× 1012 ppp 440 GeV/c protons (1.8µs pulse length). Fiber reinforcement planes are oriented normal
⊥ (left column) and parallel ‖ (right column) to the beam direction. Dynamic response of 3D-reinforced
ArianeGroup Sepcarb (a, b), SGL Carbon Performance with unidirectional reinforcement (c, d) and 2D-
reinforced SGL Carbon Premium (e, f). Dashed red line indicates the overall damping envelope with
the damping constant given in the legend. Horizontal dashed lines indicate the ±1σ noise level of the
measurement.
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Figure B.5.: Self-normalized fast Fourier transform amplitude of the dynamic response for different CFC samples
in two orientations after beam impact with 9× 1012 ppp 440 GeV/c protons (1.8µs pulse length). Fiber
reinforcement planes are oriented normal⊥ and parallel ‖ (right column) to the beam direction. Fourier
transform of the radial surface velocity measured by a laser Doppler vibrometer in the center of 3D-
reinforced ArianeGroup Sepcarb (a), SGL Carbon Performance with unidirectional reinforcement (b)
and 2D-reinforced SGL Carbon Premium (d). The input signals for the fast Fourier transformation are
shown in Figure B.4.

Figure B.6.: Continuous wavelet transform (CWT) of the radial surface velocity of SGL Carbon Premium CFC in
two different sample orientations impacted with 9× 1012 ppp 440 GeV/c protons (1.8µs pulse length).
Heatmap of the absolute CWT of the radial surface velocity measured on the sample with reinforce-
ment planes normal (a) and parallel to the beam axis (b). The input signals for the continuous wavelet
transformation are shown in Figure B.4.
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Figure B.7.: Finite element analysis workflow. Schematic overview of the multi-stage approach to simulate the dy-
namic response of short pulse particle beam irradiation (a). Typical mesh used in a coupled thermo-
mechanical FEA simulation (b). Extrapolation of the FLUKA energy deposition map to the mesh ele-
ments as an internal heat generation in ANSYS transient thermal (c) and the resulting temperature
field (d). Axial stress from a transient structural analysis in ANSYS using the temperature field as a ther-
mal load at every timestep (e). Simulation results from ANSYS 2019 R2.

B.4 Finite Element Analysis Workflow

To model the dynamic response of the irradiated samples, multi-stage finite element simulations were performed
in the simulation software ANSYS Mechanical Release 19.2 [257]. For the given case of a beam-induced thermo-
mechanical load, three sub steps are necessary to evaluate the dynamic response:

1. an energy deposition map that describes the energy per volume element deposited by the particle beam in
the sample;

2. a temperature field that contains the temperature increase of the sample due to the energy deposition by the
particle beam;

3. the mechanical loads due to coupling of the temperature field to thermal strain.

This approach is schematically shown in Figure B.7a. FLUKA [254] is a statistical code that employs the Monte Carlo
method to describe the interaction of a particle beam with a sample. Particle beam parameters are introduced
by a transverse intensity distribution, approximated by a bivariate normal distribution with σ1,2 describing the
standard deviation of the transverse beam spot size in the horizontal and vertical plane, the particle species and
their momentum. The sample is introduced with its geometry, macroscopic density and atomic composition. The
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resulting energy deposition map describes the energy deposited per unit volume per particle (of the beam) in the
sample.

The energy deposition map is introduced as an internal heat generation in W m−3 within ANSYS. The energy depo-
sition map is scaled with the beam intensity and pulse length so that the product of pulse length and internal heat
generation is identical to the energy deposited per unit volume (c.f. Equation 11.1). To reduce computational time,
the sample is approximated by a quarter cylinder solid body with two symmetry planes that is able to reproduce
bivariate intensity distributions (and therefore energy deposition) under the assumption of centered beam impact.
A typical mesh is shown in Figure B.7b where the element size along the cylinder axis has a constant element size of
0.5 mm while the radial direction is meshed in the center with elements as small as 0.125 mm. Both mesh inflation
and quadratic element order are necessary to replicate the large gradients of the internal heat generation produced
by beam pulses with transverse beam sizes as small as σ ≈0.25 mm. The energy deposition map is then projected
onto the mesh elements in ANSYS using simple distanced based averages as shown in Figure B.7c. The exact same
mesh was also used for modal analysis.

The time evolution of the temperature field is then simulated by applying the internal heat generation for the
pulse length τbeam. Convergence of the results shown in this work was achieved with a time step of 0.1µs. The
temperature field at the end of a beam pulse is shown in Figure B.7d. Due to the short time period of interest of
a few hundreds of microseconds, the temperature field can be modelled adiabatically where, for the given case,
the total (thermal) energy of the system remains constant after the initial energy deposition by the particle beam.
This is justified by the characteristic thermal diffusion time of the system that is of the order of a few hundreds of
milliseconds (c.f. Equation 9.2).

The mechanical analysis is conducted by importing the temperature field as a thermal load for every timestep into
a transient structural simulation within ANSYS. Due to the used quarter geometry and symmetry no additional
boundary conditions are necessary within ANSYS. The sample supports and their geometry in the experiment was
chosen so that the resulting dynamic response is virtually identical to a freely suspended sample (c.f. Figure 10.5).
The resulting axial stress distribution at the end of a beam pulse is shown in Figure B.7e. To verify the convergence
and physical significance of results, they were verified in comparison to the analytical equations for the temperature
field (c.f. Figure 11.3) and thermal stresses (c.f. Table 11.1).
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Figure B.8.: Sampled signal of Equation B.3 with 4 MHz sampling rate with dimensionless amplitudes Ai =
{1, 2.5,5, 2}, frequencies fi = {130, 170,280,580} (in kHz) as a function of time without (a) and with
damping τD =50µs (b). Comparison of discrete Fourier transform, calculated by numerically solving
Equation B.6 (DFT) and using the FFT implementation in the NumPy package of python (FFT) for the
undamped signal (c) and damped signal (d).

B.5 Numerical Analysis of Beam-Induced Dynamic Response

As introduced in the previous sections, beam-induced thermal shock leads to mechanical vibrations of the beam-
impacted sample that is composed of several different vibration modes each with distinct vibration frequencies.
Hence, the dynamic response of a target can be described by a linear combination of cosine waves with frequency
fi and amplitude Ai:

f (t) =
i=N
∑

i=0

Ai cos(2π fi t)e
−t/τD,i , (B.1)

where τD,i is the damping constant of each frequency fi . Assuming that τD,i is independent of frequency, the
equation simplifies to:

f (t) = e−t/τD

i=N
∑

i=0

Ai cos(2π fi t). (B.2)

In the context of the target, such an equation would qualitatively describe the variation of stress/pressure or strain
as a function of time somewhere in the sample after the end of the beam pulse. Since the oscillations are induced
by the beam impact (and are zero beforehand), Equation B.2 has to be slightly modified:

f (t) =

¨
∑i=N

i=0 Ai cos(2π fi t)e−t/τD t ≥ 0

0 t < 0
. (B.3)

In the experiment, the radial surface velocity of the cylindrical targets is measured by the laser Doppler vibrometer
at L = L/2 (in the axial center) and r = R (on the surface). Chapter 11 shows that the measured signal can be well
approximated by the above equations. Hence, the following describes the numerical methods used to identify the
different frequency components in the measured signal.
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B.5.1 Fourier Analysis

In general, Fourier analysis refers to the approximation or representation of a given function by trigonometric
functions. A time series of data points can be decomposed in into sinusoids of different frequencies with their
amplitudes representing the frequency spectrum.

The (continuous) Fourier transform of a continuous function x(t) is defined as:

x̂(ξ) =

∫ ∞

−∞
x(t)e−i2πξtdt, ∀t ∈ R, (B.4)

which is the amplitude x̂ at pseudo-frequency ξ. Conveniently, if t refers to time (in seconds) the pseudo-frequency
ξ is identical to frequency f (in Hertz). After evaluation of this equation for all values of ξ, the original function
x(t) can be represented as the integral of complex exponentials for all frequencies ξ:

x(t) =

∫ ∞

−∞
f̂ (ξ)ei2πξxdξ, ∀ξ ∈ R, (B.5)

which is the inverse Fourier transform. The complex number x̂ contains both the amplitude and phase information
for frequency ξ.

But experimental measurements of dynamic effects do not directly determine continuous functions. Instead, a series
of data points evenly spaced in time is measured. In other words, a measurement device measures N data points
x(n) with a sampling rate of fs (the time difference between two measurement points is 1/ fs), which will simply
be called ’signal’. The transform of such a discrete signal at k is described by the discrete Fourier transform:

x̂(k) =
1
N

N−1
∑

n=0

x(n)e−i 2πk
N n, k ∈ N. (B.6)

This equation shows that x̂(k) is periodic with only N different values for k. If the signal is measured as a function
of time, k is connected to the real frequency f by:

f (k) = fs
k
N

. (B.7)

This also defines the frequency resolution ∆ f of the frequency spectrum of the discrete Fourier transform which is
simply fs/N . The inverse of the discrete Fourier transform is defined by:

x(n) =
N−1
∑

k=0

f̂ (k)ei 2πk
N n. (B.8)

Let’s assume Equation B.3 with frequencies fi = {130, 170,280,580} (in kHz) and corresponding dimensionless
amplitudes Ai = {1, 2.5,5, 2}, with τ = 50 µs and without damping (τ =∞). The continuous function is now
sampled for N = 441 points with a sampling frequency fs = 4 MHz starting 5µs prior to the excitation (beam
impact). The resulting signals are shown in Figure B.8a and b which clearly indicate that the amplitude is zero
prior to the excitation (beam impact).

Figure B.8c and d show the normalized frequency spectrum when applying Equation B.6 to Equation B.3. The fre-
quency spectrum denoted as FFT (fast Fourier transformation) is calculated by the discrete Fourier transformation
of the NumPy package [363] of python [364] which is ultimately going to be used for all frequency spectra in this
work due to simple implementation that is computationally fast [365]. The Fourier transforms show clear peaks at
the frequencies fi . Even with a damped signal, identification of different frequencies in the Fourier transform is un-
ambiguous. Albeit the damping leads to completely different Fourier amplitudes which might not be representative
of the actual magnitude of a frequency component when damping also becomes a function of frequency.
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Figure B.9.: Continuous Wavelet Transformation. Damped signal calculated by Equation B.3 with with dimensionless
amplitudes Ai = {1, 2.5,5, 2}, frequencies fi = {130, 170, 280,580} (in kHz) and damping τ = 50µs. A
wavelet is schematically overlayed (a). Heatmap of the modulus of the continuous wavelet transform
calculated with the signal sampled at 4 MHz and a complex Morlet wavelet with center frequency 2.0 Hz
and a bandwidth of 1.5 using Equation B.10 (b). Comparison between the CWT as a function of time in
comparison to the original signal for 580 (c), 280 (d) and 170 kHz (e). The damping envelope indicated
by the dashed line is identical between a, c, d and e.

B.5.2 Continuous Wavelet Transformation

The inherent drawback of Fourier transformation is that there is no information on how amplitudes of different
frequencies are evolving over time (e.g., due to damping). To overcome this, continuous wavelet transformation
can be used to calculate the time evolution of the frequency spectrum of a (discrete) signal [366]. Time resolution
is achieved by scanning a wavelet that is displaced along the time axis by ∆t and multiplying it with the original
function. The integral of this product will be large if the frequencies contained in the Fourier transform of the
wavelet are close to the frequency content of the signal. To scan through different frequencies the wavelet is
multiplied by a set of different scale factors a that shift the frequency content of the wavelet.

The continuous wavelet transform (CWT) Xw of a continuous function x(t) for scale a at time ∆t is defined as:

Xw(a,∆t) =
1

p

|a|

∫ ∞

−∞
x(t)ψ

�

t −∆t
a

�

dt, a ∈ N, (B.9)

where ψ is the complex wavelet function. For a discretely sampled signal the CWT changes to:

Xw(a, b) =
1

p

|a|

N−1
∑

n=0

x(n)ψ
�

n− b
a

�

, b ∈ N, 0≤ b ≤ N − 1, (B.10)

which is the CWT for scale a at sample point b. Out of the different available wavelets this work will rely solely on
the complex Morlet wavelet:

ψ(t) =
1
p
πτ

e2πiωψ t e
−t2
τ , τ,ωψ ∈ R≥0, (B.11)
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which is a complex exponential that is symmetrically damped in time by a Gaussian distribution. ωψ is the cen-
ter frequency (in Hz) of the wavelet and τ is the bandwidth parameter. Both bandwidth and center frequency
determine the non-linear tradeoff between time and frequency resolution. The bandwidth parameter determines
how fast the wavelet decays. Increasing τ will lead to a better frequency resolution at the expense of the time
resolution.

The center frequency on the other hand determines the ’center-of-mass’ frequency in the Fourier transform of the
wavelet. The complex Morlet wavelet also allows the direct calculation of the frequency f of a given scale a:

f (a) =
ωψ fs

a
. (B.12)

Figure B.9a shows the damped signal presented in Figure B.8b that is schematically overlayed with the real part of
a complex Morlet wavelet. The resulting CWT heatmap of the sampled signal (N = 441, fs = 4MHz) is presented
in Figure B.9b and shows the modulus of the wavelet amplitude. The three different frequency components of the
signal are clearly visible, and the damping is replicated reasonably well. The three main frequency components
are shown in more detail in Figure B.9c-e. But, it is also clear that the CWT has a worse frequency resolution in
comparison to the DFT/FFT shown in Figure B.8d. The FFT has sharp peaks that are defined within a few tens of
kHz whereas the CWT has broad peaks in the frequency spectrum that are up to hundreds of kHz wide.

In summary, a center frequency of 2.0 Hz and a bandwidth of 1.5 was chosen for all CWTs (if not explicitly
mentioned otherwise) in this work as a reasonable tradeoff between time and frequency resolution. CWT was
implemented in the data analysis workflow using the python PyWT package [367].
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