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A B S T R AC T

Cyberspace, already a few decades old, has become a matter of course for most of us, part
of our everyday life. At the same time, this space and the global infrastructure behind it
are essential for our civilizations, the economy and administration, and thus an essential
expression and lifeline of a globalized world. However, these developments also create
vulnerabilities and thus, cyberspace is increasingly developing into an intelligence and
military operational area – for the defense and security of states but also as a component
of offensive military planning, visible in the creation of military cyber-departments and
the integration of cyberspace into states’ security and defense strategies. In order to
contain and regulate the conflict and escalation potential of technology used by military
forces, over the last decades, a complex tool set of transparency, de-escalation and
arms control measures has been developed and proof-tested. Unfortunately, many of
these established measures do not work for cyberspace due to its specific technical
characteristics. Even more, the concept of what constitutes a weapon – an essential
requirement for regulation – starts to blur for this domain. Against this background,
this thesis aims to answer how measures for the de-escalation of state-led conflicts in
cyberspace and arms control of cyberweapons can be developed. In order to answer this
question, the dissertation takes a specifically technical perspective on these problems
and the underlying political challenges of state behavior and international humanitarian
law in cyberspace to identify starting points for technical measures of transparency, arms
control and verification. Based on this approach of adopting already existing technical
measures from other fields of computer science, the thesis will provide proof of concepts
approaches for some mentioned challenges like a classification system for cyberweapons
that is based on technical measurable features, an approach for the mutual reduction
of vulnerability stockpiles and an approach to plausibly assure the non-involvement
in a cyberconflict as a measure for de-escalation. All these initial approaches and the
questions of how and by which measures arms control and conflict reduction can work
for cyberspace are still quite new and subject to not too many debates. Indeed, the
approach of deliberately self-restricting the capabilities of technology in order to serve
a bigger goal, like the reduction of its destructive usage, is yet not very common for
the engineering thinking of computer science. Therefore, this dissertation also aims to
provide some impulses regarding the responsibility and creative options of computer
science with a view to the peaceful development and use of cyberspace.
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1
I N T RO D U C T I O N

1.1 Motivation and Problem Statement

Cyberspace, understood as the entirety of IT network systems, their hardware and
software infrastructure, as well as the information contained, processed and transmitted
therein (NIST, 2012), is increasingly becoming an intelligence and military operational
area (Faesen et al., 2022; Kai et al., 2022). States are creating military cyber departments
and integrating this domain into their defense policy strategies (Kastelic et al., 2021) and
Russia’s attack on Ukraine in 2022 presented a first glimpse of the role which cyberspace
activities of state and non-state actors can play in an actual armed conflict (FortiGuard,
2023; Greenberg, 2023). The militarization of cyberspace, a virtual, non-physical domain
that defies the rules of physical space, poses new challenges for established approaches
of sustaining international stability (Futter, 2020). Even if important political steps
have been initiated to develop a common international perspective on these challenges
(German Government, 2021; Security & Europe, 2016), actual measures that can regulate
or even limit this development in cyberspace are still missing. Comparable technological
transformation processes also referred to as a revolution in military affairs (RMA) have
occurred repeatedly in the past decades, such as the development of nuclear weapons
and missile technology, bio- and chemical weapons, as well as the efforts to weaponize
outer space. In order to limit the military escalation potential of such developments,
various measures have been established and further developed over the years. On the
one hand, these were intended to safeguard national security interests and, on the other
hand, to create inter-state stability. One of these measures has been arms control and
disarmament, that played quite an important role with its dualism of political as well as
practical approaches:

Arms control (. . . ) refers to mutually agreed upon restraints or controls
(usually between states) on the development, production, stockpiling, pro-
liferation, deployment and use of troops, small arms, conventional weapons
and weapons of mass destruction. Arms control includes agreements that
increase the transparency of military capabilities and activities, with the in-
tention of reducing the risk of misinterpretation or miscalculation. (NATO,
2023)

Unlike, for example, companies, which are bound by national or international legislation,
state behavior is usually based on voluntariness and the willingness to cooperate and
comply with committed rules. This means that arms control measures cannot prevent
states from performing activities that are contrary to agreed behavior or from gray area
actions like espionage. Arms control negotiation usually accepts these limitations in
order to achieve at least any kind of agreement that can help to mitigate the military
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threats, which historically worked best when states had mutually shared interests. An
essential, yet not always included, component of arms control agreements that addresses
this aspect is the accompanying implementation of specific procedures that enable states
to mutually control the contractual commitments, the so-called verification regimes.
Such procedures are usually practical, down-to-earth measures of counting things,
measuring specific values and comparing them with defined thresholds or surveilling and
monitoring industrial facilities1 (Woolf, 2010). Especially for these parts of arms control
treaties, peace and conflict research within the natural sciences has made significant
contributions over the last decades by providing necessary technical knowledge, defining
rules and limits that reflect the desired degree of control and by developing technical
means for monitoring, measuring and compliance checking. As computer scientists are
the experts that understand and shape the technical foundations of cyberspace as well as
create the software that runs everything within this domain, the challenges and threats
that arise from the militarization of cyberspace highlights their responsibility regarding
the peaceful development of this domain (Reinhold, 2016a; Reuter, Aldehoff, et al.,
2019) or, as Jürgen Altmann put it:

There is a particular gap in research on IT-specific issues. Synergies with
the civilian IT security and network monitoring measures already taking
place can certainly play a major role. (Altmann, 2019b) (translated from
German)

The following thesis aims to take these demands seriously by using the tools, research
methods and technological concepts of computer science and especially cybersecurity
to analyze the political requirements and needs of arms control and de-escalation, to
gain insights into the technical aspects of these challenges and to provide measures
and approaches towards their solution. Connected with this approach is the hope and
desire, to provide impulses for connections between the computer science and peace
and conflict research and to inspire further research on how technical solutions can help
sustain a peaceful cyberspace.

1.2 Related Work and Research Gap

Regarding early arms control and de-escalation measures for cyberspace, some work
has already been done. One popular, yet important approach is the proposal to map the
lessons learned from other militarized technologies to cyberspace, in order to assess the
specific challenges of cyberspace but also the chances to adopt already existing arms
control measures. Hansel et al. (2018) have done this for preventive arms control of
ballistic missiles, Kühn (2014) for tactical ballistic missiles (TCBM), Maybaum and
Tölle (2016) analyzes arms control of conventional military technologies Maybaum and

1Examples of such verification regimes are the Treaty on Open Skies (OSCE, 1992), which allows a state
to fly over the territory of the contracting parties on defined routes and to take photographs, radar and infrared
images in order to check military installations and stocks. Other examples are the international sensor network
of the Comprehensive Nuclear-Test-Ban Treaty Organization (CTBTO) for seismic tremors and the network
of atmospheric radionuclide detectors, which can be used to detect underground nuclear tests. Another, quite
prominent example is the organization of the UN-affiliated International Atomic Energy Agency (IAEA),
whose tasks include monitoring Iran’s nuclear program under the JCPOA ("Joint Comprehensive Plan of
Action") treaty, for example by means of on-site inspections (IAEA, 2015b).
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Tölle (2016) and Litwak and King (2015) assesses the experiences from nuclear arms
control. All of these approaches come to the conclusion that cyberspace possesses some
unique features, that inherently differ from physical domains, hindering the transfer of
established approaches to this domain. Some experts even argue that these aspects, as
well as the technical principles of cyberspace, render these attempts practically unimple-
mentable or completely impossible, such as Burgers and Robinson (2018) and Perkovich
and Levite (2017). Other work, for example by Altmann (2019a) and Pawlak (2016) or
proposals like Security and Europe (2016) confirm these fundamental problems, arguing
for the necessity to develop a common international understanding of the topic and the
threats and dependencies of cyberspace. Further work focuses on the question of how
malicious cyber tools could actually be used in an open conflict or declared war, and how
this might differ from the omnipresent espionage activities. Current perspectives range
from a primarily intelligence-focused meaning of cyberweapons as proposed by Rovner
(2020) on one end, to the usage of cyberweapons as a replacement for conventional
warfare and boots on the ground as argued by Bigelow (2019) on the other. In connection
with these considerations, further research like by Buchanan and Cunningham (2020)
discusses how the complex, usually long-ranging processes of military planning, that
involves comprehensive preparation, signal intelligence, reconnaissance etc. will shape
the activities of military forces in this domain.

Nevertheless, despite all these challenges, cyberspace is a completely human-designed
and continuously adapted domain (Shea, 2018), and the further development of its
functional principles is entirely possible. This opens possibilities for the development of
conflict de-escalation and arms control measures for cyberspace Reuter et al. (2022),
but also requires the adoption or even the reinvention of concepts and definitions that
build the foundation for arms control. This includes specific challenges like the central
question of what constitutes a cyberweapon as raised by Biller and Schmitt (2019), or
how the strong dual use character of cyberspace can be taken into account, as discussed
by Riebe and Reuter (2019a, 2019b). Other work, like Stevens (2018), focuses on
the challenge of how regulation, monitoring and dismantling can work for something
that does not even physically exist and the fundamental impossibility of quantifying
software digital data as argued by Hansel and Nanni (2018), which counteracts control
procedures based on the limitation and quantity determination as outlined by Eilstrup-
Sangiovanni (2018) that are essential for verification measures. Additional aspects that
directly relate to this characteristic of cyberspace are addressed by J. A. Silomon (2020)
who highlights the uncontrollable spread of malware and the knowledge of security
vulnerabilities, by UNHCR (2019) that analyses the problems with the traceability of
the transfer of defense equipment and defense technologies or by Bendiek and Schulze
(2021) and Broeders et al. (2020) who examine the difficulties in attributing cyberattacks.

The mentioned work provided highly required and valuable input for the national
as well as international debates regarding the militarization of cyberspace and how
to mitigate the effects of this development. Nevertheless, as far as it is possible to
judge these different kind of works together, they have in common that they usually
address political levels regarding security policies and are therefore based on political
science and its approaches, theories, and concepts. They therefore do not analyze the
specifics of cyberspace on the technical level of the hard- and software that shape the
cyberspace and its infrastructures, thus failing to provide practically applicable measures
for arms control or de-escalation of conflicts in cyberspace. This shortcoming is espe-
cially exemplified by the lack of concepts for assessing potentially harmful software as
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a cyberweapon. Current research either proposes an assessment of the triggered effects
and its comparison to effects of conventional weapons (e.g. CCDCOE (2017) and Herr
(2014)) or an assessment of the presumable intent or the strategic considerations of
the attacker (e.g. Dewar (2017) and Orye and Maennel (2019)). This approach is not
applicable for a regulation in the context of arms control, where an assessment has to
take place before the actual usage of an assessed tool, leaving out any speculations about
a possible intent or strategic goal of a hypothetical attacker. This essential requirement
for any regulation has to be based upon directly measurable capabilities and by assessing
the technical characteristics of an analyzed tool, being the only available parameters. So
far, no research has taken this into account. Existing approaches, for example from Hatch
(2018) and Maathuis et al. (2016), are usually hindered by the lack of a fundamental
analysis of the technical peculiarities of weaponized malicious cyber tools in contrast to
other weapons and the physical domains that they are aimed at, like sea, air and land.
A similar situation exists for the proposal of practical disarmament or de-escalation
measures in cyberspace. Whereas organizational proposals for a vulnerability equity
process (VEP) that should mitigate the negative effects of states stockpiling vulnerabili-
ties, as made for example by Schulze (2019) and US White House (2017), no concepts
have been developed so far that would allow the reduction of vulnerability stockpiles
of multiple states as a disarmament approach. Such measure would require any kind
of comparison capability between stockpiles, and an algorithm that takes the technical
properties of vulnerabilities and their machine-readable description into account. So
far, this has not been proposed. Similarly, this lack of technical-rooted concepts also
affects the discussed challenge of verification approaches, where measuring technical
properties lies at its core. The same holds true for the de-escalation of imminent or ongo-
ing conflicts in cyberspace, with its necessity to mitigate threats arising from false-flag
operations by either uncovering the actual attacker or otherwise provide information
about the non-involvement into an attack.

1.3 A im and Research Question

In light of the identified research gap, this thesis aims to contribute to the development
of practical cyber arms control and de-escalation measures, that can actually be im-
plemented and applied alongside political efforts for the peaceful development of this
domain. With this regard, the main research question of this thesis is:

How can measures for the de-escalation of state-led conflicts in cyberspace and
arms control of cyberweapons be developed?

In order to answer this question, the following sub-questions are required to understand
the specific constraints, identify starting points for arms control in cyberspace and to
finally develop such measures. The methodological approach of consecutively answering
these question is further explained in chapter 1.4.

• Which domain-specific characteristics of cyberspace make it difficult to trans-
fer established procedures for verification measures of other, well-researched
weapons-capable technologies such as nuclear, biological, chemical and conven-
tional weapons to cyberspace and why?
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This question and its different aspects are dealt with in particular in the chapters
6, 7, 8 and 9.

• What are the challenges that arise from malicious state-led activities in cyberspace,
its militarization and current technological trends that undermine the security of
this domain, which can be addressed by arms control and de-escalation measures?
This question and its different aspects are dealt with in particular in the chapters
11, 12, 13 and 14

• Which existing procedures from other areas of computer science can be adopted
and applied to develop arms-control and de-escalation measures in cyberspace?
What are suitable technical parameters, technical requirements and limitations for
implementing such measures?
This question and is dealt with in particular in the chapters 15, 16 and 17.

This work is intended as a basis for further concrete implementations of arms control
and de-escalation procedures in cyberspace. The developed and presented measures
should provide a thought-provoking perspective, that cyber arms control can actually
work and how such measures can technically be implemented. Nevertheless, this work
can only be a start to this complex topic. It therefore aims to provide impulses for further
scientific peace research with its transfer of concepts and methods of arms control,
dual-use assessment, non-proliferation and disarmament to cyberspace.

Finally, it is important to highlight that the presented measures of arms control are only
intended for IT systems of institutions which are already under direct state legislation
or control and likely to be responsible for cyber activities in foreign IT networks, such
as military networks or the IT systems and networks of intelligence services. While
this has its limitations, it prevents the establishment of unlawful surveillance measures,
which would ultimately contradict the purpose of fostering a peaceful development of
cyberspace.

1.4 Methodology and Structure of the Thesis

This dissertation consists of four parts: a synopsis and three parts with the publications.

Synopsis

Chapter 1 presents the motivation for developing IT-based measures for the de-
escalation of state-led conflicts and arms control for cyberspace (1.1). It describes
the context and the related work of this dissertation (1.2), outlines the aims and objec-
tives (1.3), summarizes the structure of the document (1.4) and presents the containing
publications together with the authors contributions (1.5).

Chapter 2, 3 and 4 present the steps that have been undertaken to answer the different
research questions and the empirical and theoretical findings of this thesis.
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Chapter 5 presents the discussion, the limitations and conclusion of this dissertation
with regard to the research question as well as perspectives for future work.

Publications

The publications that are published as chapters of this thesis are structured into three
thematic parts that reflect the methodical approach of this work. In the following, the
content, methodology and contribution of each of these parts are presented, with a focus
on their role in answering the central research question of this dissertation. A detailed
presentation of all publications is given in chapter 1.5.

Part A – Concepts and Challenges of Peace in Cyberspace: Regarding the identified
research gap and the interdisciplinary nature of this work between computer science and
political requirements, a first necessary step is to analyze what arms control means for
cyberspace and what the challenges are for implementing arms control in this domain.
This helps to identify the constraints, limitations and specific boundary conditions for
the development of cyber arms control and cyberconflict deescalation measures and
creates a foundation for the following thematic parts B and especially part C, which
contain the actual results of this thesis.

The first thematic part therefore starts with discussing the different aspects of peace,
war, and the militarization of cyberspace as a point of reference and for setting relevant
definitions. Building up on this, the publications of this part focus on the questions
above by firstly assessing the existing approaches for other weaponized technologies
and how they can be applied to the domain cyberspace (6). Especially in light of the
Russian war against Ukraine, it then discusses what the term war means for conflicts
in cyberspace and how the events seen in Ukraine match the so far existing scholarly
perspectives of a cyberwar (7). Following up on this, it then analyzes the technical
specificities of the cyberspace domain that prevent establishing arms control approaches
(8) and assesses which further challenges towards the establishment of such measures
exist (9).

The methodological approaches of the publications collected in part A are based pri-
marily on cross-sectional literature analyses between information technology and, in
particular, IT security as well as political science with a focus on security policy (6, 7, 8,
9). In addition, the literature reviews are supported by qualitative expert interviews (9)
to assess the challenges for a cyber arms treaty.

Among peer-reviewed publications (7 and 9), part A also contains two papers (6 and 8)
that were originally written for and published in a scientific educational book (Reuter,
2019). Due to the "leveling the ground" character of this first part, these papers are
included, as they provide an overview of the mentioned challenges and the necessary
terminology.

Part B – Threats From Malicious Activities in Cyberspace and Technological
Trends: Based on part A, the next step towards the reduction or prevention of state
based cyberconflicts is the identification of the specific threats for and in cyberspace
by malicious activities of states and how they differ from threats in physical domains.
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Regarding the potential regulation of the weaponized malicious cyber tools, this es-
pecially regards the analysis of what a state-owned cyberweapon actually is and how
software can be evaluated and classified as such. The assessment further has to include
challenges that arise from technological trends, that already or may potentially influence
the cyberspace domain and how malicious activities are or might be performed. These
insights allow for the identification of starting points for measures of arms control in
cyberspace and provide a dedicated overview of the specific problems that have to be
addressed for a peaceful development of cyberspace.

To realize this objective, the second thematic part, as a first step, develops a model for
the definition of cyberweapons, that didn’t require speculations about the presumable
attacker or their intent and that therefore can be applied before the actual usage of
a malicious cyber tool (10). Further on, the attribution problem, as an all-affecting
challenge of cyberspace is analyzed, to understand its influence on the escalation
dynamics of conflicts in cyberspace and the risks of conflicts by mistake (11). After that,
the problem of vulnerability and exploit stockpiling, as the "base material" is addressed,
by discussing how and under what conditions a formal mechanism on a national level
(a so-called vulnerability equity process - VEP) can support the reduction of such
stockpiles as a measure of disarmament (12). In addition to conflicts in cyberspace, the
very infrastructures that constitute this domain itself are increasingly becoming part of
conflicts. Therefore, the vulnerabilities and dependencies of the global undersea fiber
optic infrastructures are analyzed (13), to assess where arms control and de-escalation
measures need to include the physical space. Finally, in order to include potential
upcoming challenges, the current overarching technological disruptive trend of artificial
intelligence is assessed to take its influence on the weaponization of cyberspace into
account (14).

Methodologically, the publications of part B also use a cross-sectional literature analysis
to analyze the current research perspectives on the mentioned challenges (10, 11, 12, 13,
14). Beyond that, further approaches have been applied. The cyberweapon assessment
(10) defines a framework that is built upon a step-by-step analysis of multiple technical
measurable parameters that follow the life cycle of weapons, alongside the respective
assessment spectrum for each parameter. The vulnerability disclosure assessment (12)
uses a game-theory approach, that applies the theoretic concept of a prisoners’ dilemma
to colliding national security interests, which results in what game theory calls a tragedy
of the commons, to develop best practices for escaping a situation where rational-actions
on a local level produce irrational effects on a global scale. Finally, the global undersea
fiber optics network is modelled based on graph theory concepts (13) and analyzed with
quantitative network analysis to quantify redundancies as a measure of dependency and
vulnerability for territorial entities.

The publication in chapter 14 has been written and published in a book (Reinhold &
Schörnig, 2022), for which I was involved as co-editor. However, this publication also
went through a blind peer-review process.

Part C – Approaches for the peaceful development of cyberspace: The final step con-
cludes the previous parts with the presentation and discussion of actual approaches for
the peaceful development of cyberspace. It develops and evaluates technical procedures
for de-escalation in cyberconflicts as well as for the disarmament of cyberweapons in
order to show that and how already existing computer science research can be used and
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adapted for this task. Given the complex nature of this topic, the possible application of
the presented approaches and the necessary technical adjustments are discussed, as well
as the limitations and the required political steps of involved actors.

With regard to this goal and the underlying research question, the third part first develops
a technical concept of how to collect network connection information, that can plausibly
assure the non-involvement of an actor in a cyberconflict (15) in order to mitigate
the escalation potential of false-flag operations. With regard to the non-disclosure of
vulnerabilities and exploits, a second technical concept called ExTRUST presents an
approach, describing how state actors can compare their stockpiles without revealing
any secrets or the necessity to uncover the actual vulnerabilities (16). This allows
participating actors to detect identical items that can be considered for disclosure as
a measure of disarmament. The third paper analyzes the possibilities and limitations
of verification measures for malicious cyber capabilities (17). It presents technical
approaches and starting points for state actors to mutually control and oversee each
others "military cyber arsenals" as an important pillar of potential arms control treaties.

Regarding the methodology, the publications of part C develop technical concepts (15
and 17) or fully implementable algorithms (16). A core approach of these works has
been the focus on already existing IT measures and approaches, especially from IT
security and cryptography. The presented concepts therefore analyze and discuss the
usage of existing measures as well as its limitation for arms control and necessary
adoption or extension.

Part C also contains a paper (17 that was originally written for and published in a
scientific educational book (Reuter, 2019). This paper has been included as it analyses
the broad range of practical arms control approaches and assesses further possible
starting points for applying them to cyberspace. Together with the presentation of the
developed technical measures (15 and 16), this hopefully presents a good basis for future
work.

1.5 Underlying Publications and Contributions of the Authors

In the following, all publications that are combined in the three thematic blocks and
which have been previously published as articles (journal articles, conference papers
and book chapters) are briefly presented alongside their publication reference. The
publications have been created by multiple authors, with me in the role of the leading
and corresponding author. However, the contributions of the co-authors, which have been
gratefully provided, are very important as well. Therefore, the independent academic
contributions to each publication, as confirmed by all authors, will be declared for
each chapter. External co-authors that are not part of the research group "Science and
Technology for Peace and Security" (PEASEC) at the Department of Computer Science
at the Technical University of Darmstadt are listed with their respective affiliation.

Please note: For better readability, the spelling of the terms "cyberspace", "cyberattack",
"cybersecurity", "cyberpeace", "cyberwar", "cyberwarfare", "cyberweapon" as well
as "cyberconflict" was standardized and adapted accordingly in the publications. The
spelling in the respective publication references has not been changed. Additionally,
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the spelling of the publication texts has been unified to American English and spelling
mistakes have been corrected.

1.5.1 Part A: Concepts and Challenges of Peace in Cyberspace

Chapter 6: "From Cyberwar to Cyberpeace" analyzes the ongoing trend and the
security implications of the militarization of cyberspace based on historical de-
velopments and transformations due to advancements in military technologies as
well as the political progress that has been made and peace preserving political
tools that have been developed since. It discusses the challenges of applying these
established measures to cyberspace and emphasizes the role of social initiatives,
such as the cyberpeace campaign of the "Forum InformatikerInnen für Frieden
und gesellschaftliche Verantwortung" (Forum of computer scientists for peace
and societal responsibility).

Published as: Reinhold, T., & Reuter, C. (2019b, March 13). From Cyber War to
Cyber Peace. In C. Reuter (Ed.), Information Technology for Peace and Security:
IT Applications and Infrastructures in Conflicts, Crises, War, and Peace (pp. 139–
164). Springer Vieweg. https://doi.org/10.1007/978-3-658-25652-4_7

Author Statement Thomas Reinhold has written the chapters 6.1 to 6.4,
performed the necessary literature analysis as well as the assessment of the state-
of-the-art perspective on cyberwar challenges. Christian Reuter supported the
refinement of the argumentation and structuring of the paper.

Chapter 7: "Military Cyber Activities in Russia’s War Against Ukraine and Their
Significance for the Debates on the Containment of a Cyberwar" analyzes the
military activities in cyberspace in the context of Russia’s war against Ukraine
and assesses these events regarding the previously prevailing notion and perspec-
tives of what a cyberwar could be. Based on this, conclusions are drawn, firstly
regarding the future significance of cyber activities for Russia in times of peace
and conflict in terms of the general military use of cyber assets, and secondly
with regard to future international debates on the containment of cyberwar and
the harmful use of cyber assets. The included text is a translation of the original
German publication.

Published as: Reinhold, T., & Reuter, C. (2023b). Zur Debatte über die Einhegung
eines Cyberwars: Analyse militärischer Cyberaktivitäten im Krieg Russlands
gegen die Ukraine. Zeitschrift für Friedens- und Konfliktforschung. https://doi.org
/10.1007/s42597-023-00094-y

Author Statement Thomas Reinhold has written the chapters 7.1 to 7.4 and
performed the underlying analysis of the events during the war, based on media
news, as well as the following initial scientific analyses. Thomas Reinhold has
performed the comparison with prior scientific approaches towards the concept
cyberwar and performed the conclusion towards expectable further malicious
events in cyberspace in progress of this war, as well as possible changes in
the perception of the concept of "cyberwar" going beyond it. Christian Reuter

https://doi.org/10.1007/978-3-658-25652-4_7
https://doi.org/10.1007/s42597-023-00094-y
https://doi.org/10.1007/s42597-023-00094-y
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supported the refinement of the argumentation, structuring of the paper and with
providing insights into the scientific perspectives of cyberwar and cyberpeace.

Chapter 8: "Arms Control and its Applicability to Cyberspace" discusses the necessity
of arms control for cyberspace. It gives an overview of the general architecture of
arms control regimes and the complex issue of establishing and verifying com-
pliance with agreements. Building on these considerations, the chapter presents
important treaties and first approaches, including the Wassenaar Arrangement,
the recommendations of the OSCE, and the UN GGE 2015.

Published as: Reinhold, T., & Reuter, C. (2019a, March 13). Arms Control and
its Applicability to Cyberspace. In C. Reuter (Ed.), Information Technology for
Peace and Security: IT Applications and Infrastructures in Conflicts, Crises, War,
and Peace (pp. 207–231). Springer Vieweg. https://doi.org/10.1007/978-3-658-2
5652-4_10

Author Statement Thomas Reinhold has written the chapters 8.1 to 8.4.
Thomas Reinhold has performed the analysis and comparison of prior arms control
approaches and confidence building measures and performed the analysis of
already existing early approaches and regulatory measures of malicious activities
in cyberspace as well as the limitations that come with this domain. Christian
Reuter supported the refining of the argumentation and the structuring of the
paper.

Chapter 9: "Challenges for Cyber Arms Control: A Qualitative Expert Interview
Study" focuses on the debates regarding these challenges and the obstacles of
dual-use, proliferation, constant technological progress, the importance of the
private sector, difficulties in defining and verifying the weapon, and difficulties
in attributing attacks. By employing a literature review as well as qualitative
expert interviews, the chapter aims to provide a state-of-the-art perspective on
these topics, the question to what extent does expert knowledge align with the
challenges discussed in the literature and what conclusions can be drawn for
further debates.

Accepted and getting published as: Reinhold, T., Pleil, H., & Reuter, C. (2023).
Challenges for Cyber Arms Control: A Qualitative Expert Interview Study.
Zeitschrift für Außen- und Sicherheitspolitik (ZfAS). https : / /doi .org /10 .100
7/s12399-023-00960-w

Author Statement The paper constitutes a joint work with Helene Pleil (Dig-
ital Society Institute at the European School of Management and Technology
Berlin) and Christian Reuter. As corresponding and leading author, Thomas Rein-
hold was in charge of the overall research design and management of the paper.
Following the structure of the paper, Thomas Reinhold has written the introduc-
tion (9.1), supported by Helene Pleil and developed the theoretical perspective
as well as the related work (9.2) together with Helene Pleil. The methodology
(9.3) has been mainly written by Helene Pleil, but has been thematically and
methodically supervised and led by Thomas Reinhold who also contributed the
research question, supported choosing the interview partners and the creation of

https://doi.org/10.1007/978-3-658-25652-4_10
https://doi.org/10.1007/978-3-658-25652-4_10
https://doi.org/10.1007/s12399-023-00960-w
https://doi.org/10.1007/s12399-023-00960-w
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the interview guidelines. The interviews and their coding have been performed by
Helene Pleil. The analysis of the interviews and the empirical findings (9.4) have
been performed by Helene Pleil and Thomas Reinhold together. The discussion
and especially the interpretation of the results regarding the research context of
arms control (9.5) as well as the limitations, future work and the final conclusions
(9.6), has mainly been written by Thomas Reinhold based on a draft version
written by Helene Pleil. Christian Reuter supported especially in creating the
paper structure and streamlining the arguing of our contribution and refining the
paper.

1.5.2 Part B: Threats From Malicious Activities in Cyberspace and Technological
Trends

Chapter 10: "Towards a Cyberweapons Assessment Model – Assessment of the
Technical Features of Malicious Software" analyzes the current perspectives on
cyberweapons, identifying their weaknesses of being either based on assumptions
about adversarial actors or being applicable only after the usage of a malicious
tool. In contrast to these approaches, it presents an indicator-based assessment
model based on specific functional aspects of malware and parameters that can
be measured prior to the application of malicious software. This enables the
categorization of malicious tools as cyberweapons.

Published as: Reinhold, T., & Reuter, C. (2021). Towards a Cyber Weapons
Assessment Model – Assessment of the Technical Features of Malicious Software.
IEEE Transactions on Technology and Society, 3(3), 226–239. https://doi.org/10
.1109/TTS.2021.3131817

Author Statement Thomas Reinhold has written the chapters 10.1 to 10.5.
Thomas Reinhold has performed the literature analysis of the current perspectives
on cyberweapons, performed the comparison of these different approaches and
developed the research question regarding a technical assessment model for this
classification. Thomas Reinhold performed the assessment of which technical
parameters exist that are suitable for this approach, developed the assessment
model to classify malicious software as "cyberweapon" based on technical pa-
rameters and performed the analysis of this approach based on two examples
cases. Based on this, Thomas Reinhold performed the assessment of the limitation
of this approach and further necessary research. Christian Reuter supported in
refining the argumentation, defining the research question, and in structuring as
well as streamlining the paper.

Chapter 11: "Spotting the Bear: Credible Attribution and Russian Operations in
Cyberspace" discusses the tools and techniques that could help to identify the
hackers who have conducted a cyber-operation and elaborates why credible
attribution in the case of cyberattacks carried out or masterminded by state actors
is so challenging. Based on case examples regarding malicious activities by
presumably Russian based actors, the paper addresses the technical, intelligence
and geopolitical aspects of attribution and highlights, explaining what attribution
is and highlighting its importance in the domain of cybersecurity.

https://doi.org/10.1109/TTS.2021.3131817
https://doi.org/10.1109/TTS.2021.3131817
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Published as: Herpig, S., & Reinhold, T. (2018, October). Spotting the Bear:
Credible Attribution and Russian Operations in Cyberspace. In N. Popescu &
S. Secrieru (Eds.), Hacks, leaks and disruptions: Russian cyber strategies (pp. 33–
42, Vol. 148). European Union Institute for Security Studies (EUISS). https://ww
w.jstor.org/stable/resrep21140.7

Author Statement The text constitutes a joint work with Sven Herpig (Stiftung
Neue Verantwortung, SNV). As corresponding and leading author, Thomas Rein-
hold was in charge of the overall design and management of the paper. Following
the structure of the paper, Thomas Reinhold has written the introduction that
explains the attribution problem (11.1) as well as analyzed and discussed the
technical aspects of attributing malicious cyber activities (11.2.1). Sven Herpig
provided the subchapter with regard to the intelligence aspects of attribution
(11.2.2). The discussion of the geopolitical aspects of attribution was a joint
effort (11.2.3). The conclusion of the paper (11.3) has been written by Thomas
Reinhold with support of Sven Herpig, especially with regard to the selection of
the example cases.

Chapter 12: "Wannacry About the Tragedy of the Commons? Game-theory and the
Failure of Global Vulnerability Disclosure" analyses the incentives and challenges
of vulnerability disclosure by state actors and the problem of colliding inter-
ests between cybersecurity on the one hand and purpose of foreign espionage,
surveillance and law enforcement on the other hand. Based on the game theory
of "tragedy of the commons" and the so-called "prisoners dilemma", the article
develops a set of international best practices to escape this dilemma, focussing on
the questions of the smallest common denominator of such a global vulnerability
disclosure regime and under what conditions such an agreement could be reached,
based on the case example of the 2017 incidents regarding EternalBlue.

Published as: Schulze, M., & Reinhold, T. (2018). Wannacry About the Tragedy of
the Commons? Game-Theory and the Failure of Global Vulnerability Disclosure.
European Conference on Information Warfare and Security, ECCWS, 2018-June,
454–463. https://www.proquest.com/openview/f6ccddd62973bd8997c3fcd40951
f4f1/1?cbl=396497&pq-origsite=gscholar&parentSessionId=7jm9tc94UMKa
Tk9pAtTjzd%2BhJYdl8V55qGHqrUpnUM8%3D

Author Statement The text constitutes a joint work with Matthias Schulze
(German Institute for International and Security Affairs, SWP). As corresponding
and leading author, Thomas Reinhold was in charge of the overall research design
and management of the paper. Following the structure of the paper, Thomas
Reinhold has written the introduction and identified the research gap (12.1).
Matthias Schulze provided the theoretical concepts of game theory and specifically
the prisoner’s dilemma (12.2). The application of these concepts on vulnerability
disclosure, digital goods and the behavior of state actors (12.3) has been carried
out by Thomas Reinhold. Thomas Reinhold also developed the recommendations
for inter-state cooperation (12.4) in the process of the disclosure of vulnerabilities
with support of Matthias Schulze with regard to game theory peculiarities. The
conclusion of this paper (12.5) was a joint effort. Matthias Schulze presented the
paper to the ECCWS conference.

https://www.jstor.org/stable/resrep21140.7
https://www.jstor.org/stable/resrep21140.7
https://www.proquest.com/openview/f6ccddd62973bd8997c3fcd40951f4f1/1?cbl=396497&pq-origsite=gscholar&parentSessionId=7jm9tc94UMKaTk9pAtTjzd%2BhJYdl8V55qGHqrUpnUM8%3D
https://www.proquest.com/openview/f6ccddd62973bd8997c3fcd40951f4f1/1?cbl=396497&pq-origsite=gscholar&parentSessionId=7jm9tc94UMKaTk9pAtTjzd%2BhJYdl8V55qGHqrUpnUM8%3D
https://www.proquest.com/openview/f6ccddd62973bd8997c3fcd40951f4f1/1?cbl=396497&pq-origsite=gscholar&parentSessionId=7jm9tc94UMKaTk9pAtTjzd%2BhJYdl8V55qGHqrUpnUM8%3D
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Chapter 13: "The Digital Divide in State Vulnerability to Submarine Communications
Cable Failure" analyses the dependencies of coastal and island states on subma-
rine communication cables (SCC) as part of the physical internet infrastructure
to provide internet connectivity. The paper models the worldwide SCC network
based on publicly available data, analyses the global network properties with a
focus on putting the remaining bandwidth capacities in three different failure
scenario simulations of SCC breakdowns. It identifies 15 highly vulnerable states
and overseas territories, and another 28 territories that are classified as partially
vulnerable to SCC failures and contributes to a better assessment of the necessity
of preventive protection measures and redundancy of critical telecommunica-
tion infrastructures in states and territories characterized by high and medium
vulnerability.

Published as: Franken, J., Reinhold, T., Reichert, L., & Reuter, C. (2022). The
Digital Divide in State Vulnerability to Submarine Communications Cable Failure.
International Journal of Critical Infrastructure Protection, 38. https://doi.org/10
.1016/j.ijcip.2022.100522

Author Statement The text constitutes a joint work with Jonas Franken,
Lilian Reichert, and Christian Reuter. The idea and the research question were
drafted by Thomas Reinhold. Thomas Reinhold came up with the initial idea to
research the global submarine ICT infrastructures with regard to its dependencies
for states as well as the methodological approach of mapping and combining
public data for the analysis. Jonas Franken has drafted chapters 13.1 and 13.2,
where Thomas Reinhold has improved both chapters with regard to the research
context and the research question. Thomas Reinhold was responsible for the
development of the research method in chapter 13.3 and the data mapping design.
Jonas Franken compiled two unified data sets from public data, conducted the
data analysis, and drafted chapters 13.3 and 13.4, which have both been extended
and refined by Thomas Reinhold. The discussion in chapter 13.5 was performed
by Jonas Franken and Thomas Reinhold together and drafted by Jonas Franken,
with support and refinement of Thomas Reinhold. The conclusion in chapter
13.6 was drafted by Jonas Franken and augmented by Thomas Reinhold. Lilian
Reichert provided constant feedback focused on method and related works, as
well as conceptual critique and thorough proofreading. Christian Reuter was a
general advisor of this work and contributed with continuous feedback during all
phases of the paper writing process.

Chapter 14: "Cyberweapons and Artificial Intelligence – Impact, Influence and the
Challenges for Arms Control" is dedicated to the current boost of artificial in-
telligence algorithms and – among others – their application for tools used in
cyberspace. It analyses already existing applications as well as current and future
trends of this development, discusses their influence towards defensive and of-
fensive usage of cyber tools and which specific challenges cyber arms control
measures will face in view of these technological advances.

Published as: Reinhold, T., & Reuter, C. (2022, October 9). Cyber Weapons and
Artificial Intelligence: Impact, Influence and the Challenges for Arms Control.
In T. Reinhold & N. Schörnig (Eds.), Armament, Arms Control and Artificial

https://doi.org/10.1016/j.ijcip.2022.100522
https://doi.org/10.1016/j.ijcip.2022.100522
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Intelligence: The Janus-faced Nature of Machine Learning in the Military Realm
(pp. 145–158). Springer International Publishing. https://doi.org/10.1007/978-3-
031-11043-6_11

Author Statement Thomas Reinhold has written the chapters 14.1 to 14.7,
starting with the analysis of how cyberattacks and their defense are currently
performed and, based on a literature analysis, how this could evolve. Based
on this, Thomas Reinhold performed an assessment of the current trends and
leap-forwards in the development of artificial intelligence applications, how this
could affect the militarization of cyberspace and which problems arise from the
fusion of artificial intelligence and malicious cyber activities. Considering this,
Thomas Reinhold analyzed the impact of these technological trends on top of the
already existing challenges of developing arms control measures for cyberspace,
but also how artificial intelligence might help to develop arms control for the
cyberspace domain. Thomas Reinhold provided a conclusion and outlook towards
this ongoing trend. Christian Reuter supported this work throughout the process of
developing the paper and the research question, helped to refine the argumentation
as well as with structuring and streamlining the paper.

1.5.3 Part C: Approaches for the Peaceful Development of Cyberspace

Chapter 15: "Preventing the Escalation of Cyberconflicts: Towards an Approach to
Plausibly Assure the Non-Involvement in a Cyberattack" discusses the ambiguity
of digital data, especially regarding the attribution of cyberattacks and the problem
of misinterpreting available information, which increases the risk of misinformed
reactions and conflict escalation. In order to reduce this risk, this paper proposes
a transparency system based on technologies which usually already exist for IT
security measures that an accused actor in a specific incident can use to provide
credible information which plausibly assures his non-involvement. The paper
analyses the technical requirements, presents the technical concept based and
discusses the necessary adjustments to existing IT networks for its implementation.
With regard to its intended benefit of conflict de-escalation, the limitations of
this approach are assessed, regarding the technical limits as well as the political
motivation, the behavior of states and cheating.

Published as: Reinhold, T., & Reuter, C. (2023a). Preventing the Escalation of
Cyber Conflicts: Towards an Approach To Plausibly Assure the Non-Involvement
in a Cyberattack. Zeitschrift für Friedens- und Konfliktforschung (ZeFKo). https:
//doi.org/10.1007/s42597-023-00099-7

Author Statement Thomas Reinhold has written the chapters 15.1 to 15.6.
Thomas Reinhold analyzed the current state of cyberconflicts, illustrated by two
exemplary cases, presented a schematic model of such incidents and preformed
the analysis of current perspectives on de-escalating such tense situations. Thomas
Reinhold performed the assessment of the technical characteristics of cyberspace
that support the escalation of cyberconflicts, developed the outline for a technical
system that could help to reduce this escalation risk based on an analysis of
the political and technical requirements for such an approach. Regarding the

https://doi.org/10.1007/978-3-031-11043-6_11
https://doi.org/10.1007/978-3-031-11043-6_11
https://doi.org/10.1007/s42597-023-00099-7
https://doi.org/10.1007/s42597-023-00099-7
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implementation of this measure, Thomas Reinhold discussed the limitations and
pitfalls of the systems and presented the outlook for further research. Christian
Reuter supported the refinement of the research question, the argumentation of
the measures, the structuring of the paper and regarding the discussion of its
limitations.

Chapter 16: "ExTRUST: Reducing Exploit Stockpiles with a Privacy-Preserving
Depletion System for Inter-State Relationship" analyses the situation of state
actors stockpiling vulnerabilities for strategic or law enforcement interest, thus
resulting in a situation where multiple states probably stockpile at least some
identical exploits. This paper proposes a privacy-preserving approach that allows
multiple state parties to privately compare exploits and check for items that
occur in multiple stockpiles without disclosing them, thus identifying matches
known by multiple parties that can potentially be published to be fixed. Although
ExTRUST focuses on the context of inter-state relations, and considers the special
constraints of cooperation between state actors and the requirements within
such environments, it can also be used for other zero-trust use cases, such as
bug-bounty programs and the confidential check if a reported vulnerability is a
zero-day exploit or already known.

Published as: Reinhold, T., Kühn, P., Günther, D., Schneider, T., & Reuter, C.
(2023). EXTRUST: Reducing Exploit Stockpiles With a Privacy-Preserving De-
pletion System for Inter-State Relationship. IEEE Transactions on Technology
and Society. https://doi.org/10.1109/TTS.2023.3280356

Author Statement The text constitutes a joint work of Thomas Reinhold with
Philipp Kühn, Christian Reuter as well as Daniel Günther and Thomas Schneider
(both part of the research group Cryptography and Privacy Engineering at the
Department of Computer Science at the Technical University of Darmstadt). As
corresponding and leading author, Thomas Reinhold was in charge of the overall
research design and management of the paper. Following the structure of the paper,
Thomas Reinhold has written the introduction (16.1). The related work chapter
(16.2) was a joint work of Philipp Kühn, Daniel Günther and Thomas Reinhold,
who analyzed and identified the research gap (16.2.4). Thomas Reinhold carried
out the analysis of the requirements (16.3). Philipp Kühn provided the model
for an Identifier of Vulnerabilities (16.4) and developed the Blockchain-based
prototype under the guidance of Thomas Reinhold (Ch. 16.5.1 and 16.5.2). The
evaluation of this approach (16.5.3) is a collaborative work of Philipp Kühn – who
provided the analysis of the identifiers – and Thomas Reinhold, who also carried
out the technical and conceptual evaluation. The results and findings had been used
for the ExTRUST system using Multi-Party Computation (16.6). Its development
and evaluation had been carried out by Daniel Günther and Thomas Schneider.
The discussion of our work was a joint effort with Daniel Günther, who conducted
the Multi-Party Computation related evaluation (Ch. 16.7.1 and 16.7.2). Thomas
Reinhold has been responsible for the conceptual evaluation of this approach
with regard to the application context of arms control (Ch. 16.7.1 and 16.7.2),
further application scenarios (16.7.3) as well as the conclusion and future work
(Ch. 16.8). Christian Reuter and Thomas Schneider supported with discussing the
related work, refining the paper structure and arguing our contribution, as well as
with support in the revision processes.

https://doi.org/10.1109/TTS.2023.3280356
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Chapter 17: "Verification in Cyberspace" analyses one of the pillars of arms con-
trol and non-proliferation treaties, that provides practical measures to mutually
control the treaty compliance, and the challenges regarding its development for
cyberspace due to its unique technical characteristics. Based on these peculiarities
and the fact that cyberspace is a man-made domain, it discusses the possibilities
for adjusting its technical settings, rules and principles and how this may help to
reduce the threat of ongoing militarization. Offering some alternatives, the chapter
elaborates on suitable and measurable parameters for this domain and presents
potentially useful verification approaches.

Published as: Reinhold, T., & Reuter, C. (2019c, March 13). Verification in
Cyberspace. In C. Reuter (Ed.), Information Technology for Peace and Security:
IT Applications and Infrastructures in Conflicts, Crises, War, and Peace (pp. 257–
275). Springer Vieweg. https://doi.org/10.1007/978-3-658-25652-4_12

Author Statement Thomas Reinhold has written the chapters 17.1 to 17.5.
Thomas Reinhold has performed the analysis regarding the research question,
how verification (in the context of arms control) can work for the cyberspace
domain and which impediments exist towards the application of established
approaches. Based on these, Thomas Reinhold has performed the assessment of
which approaches exist that are based on the technical features of cyberspace,
discussed how they can be implemented and the limitations of this approach.
Christian Reuter supported the refinement of the argumentation and the structuring
of the paper.

https://doi.org/10.1007/978-3-658-25652-4_12


2
F I N D I N G S PA RT A : C O N C E P T S A N D C H A L L E N G E S O F P E AC E
I N C Y B E R S PAC E

The goal of part A is to identify the domain-specific characteristics of cyberspace
that make it difficult to transfer established arms control procedures to cyberspace, in
order to reflect the current state of the debates and perspectives and to identify the
limits and specific boundary conditions for the development of cyber arms control and
de-escalation of cyber conflicts. This includes analyzing the behavior of states in this
domain and the question of what constitutes a cyberwar.

2.1 Malicious Actors in Cyberspace

Although cyberspace has been a domain of diverse actors – from activists, intelligence
services and criminal groups – for at least two decades, the revelation of Stuxnet in
2010 had a major impact on this situation. The paper "From Cyberwar to Cyberpeace"
(Chapter 6) analyses the development of the militarization of cyberspace over the
last decade based on a literature review and an assessment of international security
policies. It shows that Stuxnet, even if not the first presumably state-led cyberattack,
demonstrated two major aspects with its complex attack, the enormous amount of
preparation and commitment as well as its severe and highly vulnerable target of
a nuclear enrichment facility. First, at least some state actors have the knowledge,
intention and resources to develop tailor-made malicious software and perform years-
long hidden attacks on IT systems. Secondly, even critical infrastructures, which had
been assumed to have special safety and protection measures in place due to their
criticality, are vulnerable to cyberattacks and thus, that societies are vulnerable due to
the dependencies on these systems. This insight had a major impact on the security
politics of many states, as governments have been increasingly perceiving cyberspace
as a military domain. According to an extensive study of national security policies
held by the United Nations Institute for Disarmament Research in 2013, at least 47
states operated military cyber programs, of which ten nations had a nominally offensive
intention (UNIDIR, 2013). Although since then no other comparable comprehensive
study has been performed, Wikipedia currently lists 66 states that declare having military
cyber programs (Wikipedia, 2023), whereas the "Cyber operations’ tracker" database of
the Council for Foreign Relations currently lists 47 states that "are suspected of [have
been] sponsoring cyber operations" since 2005 (Council on Foreign Relations, 2023).
Even NATO has integrated defense in cyberspace into collective defense according
to article 5 at its Warsaw Summit 2016 and the EU has established a common cyber
defense strategy (EU-Commission, 2022).

Besides the sheer amount of newly established military cyber forces and their activities,
the paper finds that the strategic approaches behind military cyber capabilities also
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changed. For one, defending against threats in cyberspace proves to be a challenge,
and the defense perimeter moves from the defenders’ own IT systems into the systems
of current or presumed malicious actors. This trend of "active defense" or "forward
defense" (Herpig et al., 2020) builds upon the rational that creating friction in the
systems of an attacker might support mitigating an ongoing threat and denying the
attacker’s own cyberattack tool-set and infrastructure. Some countries extend this to
being active in foreign IT systems even in peacetime – an approach called "persistent
threat" – in order to completely prevent attempted attacks and disrupt opportunities.
On the other hand, the comparably cheap and technological off-the-shelf availability of
cyberattack knowledge and tools led to an "empowerment" of small states. For instance,
North Korea, which would not be able to establish itself as relevant players in the field of
conventional armament due to financial and technical resources, has become a powerful
and active player in cyberspace, thus establishing itself as a regional power.

2.2 The Nature of Cyberwarfare

One of the main questions regarding the militarization of cyberspace was what a military
conflict in or with the support of the cyber domain will look like and which range of
cyberspace activities have to be expected.

The study "Military Cyber Activities in Russia’s War Against Ukraine and Their Sig-
nificance for the Debates on the Containment of a Cyberwar" (Chapter 7) focused on
this question, based on a structured literature analysis and the comparison of prevailing
theories of an anticipated state-led cyberwar. The paper finds that experts expected a
continuum between a primarily intelligence-focused meaning of cyberweapons on the
one hand and the use of cyberweapons as a replacement for conventional warfare and
boots on the ground on the other. In theories of the intelligence-focused meaning of
cyber means of action, the domain of cyberspace serves primarily for intelligence and
military information gathering and, in open military conflicts, for tactical and strate-
gic planning and command and control. Accordingly, such a form of cyberwarfare is
characterized primarily by extensive but cautious and covert cyber operations that aim
at information gathering and do not pursue damaging intentions. On the other end,
the "boots on the ground replacement" perspective expects cyber activities that cause
severe damages, including the loss of life. Such an approach presupposes comprehensive
planning and preparation in peacetime as part of military strategic planning to identify
relevant military IT targets in cyberspace, infiltrate them and install, hide and maintain
backdoors in order to have the option for deploying the payload in times of conflict.
This perspective includes the concern that so-called critical infrastructures might be of
particular interest for potential cyberattacks due to the potentially disruptive effects and
large-scale impairments to a state that can directly limit the military options for action.

Russia’s invasion of Ukraine and the ensuing war have, among many other security
certainties, demonstrated for the first time the role of cyberspace in an open war. In
contrast to the analyzed expectations, a review of publically available media and other
coverages of the events since the start of the war in 2022 shows that a comprehensive
cyberwar in which military action in cyberspace plays a decisive role has so far not
occurred. This is probably a result of Russia’s specific situation, tactical planning
failures and misjudgments, as well as the immediate, very strong support of Ukraine,
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especially in cyberspace. An analysis of scientific and political research papers in
combination with critical inclusion of publically available news and OSINT1 information
showed, that apart from a prelude phase of the war that included concerted cyberattacks,
conventional military force has been the weapon of choice for Russia even during
the mid-2022 initiated phase of attacks specifically on critical infrastructures. This
suggests that a full cyberwar as a boots-on-the-ground substitute is rather unlikely.
Nevertheless, cyberspace will probably continue to gain in importance as a military
domain, especially with regard to tactical planning in the area of interdiction and
disruption of communications and supply infrastructures, which we have seen in Russia’s
war on a large scale. This development can also result in even more cyber activities
of state-led actors in foreign IT systems in peacetime for intelligence gathering and
either preparations for armed conflicts or precautions. A specific development that had
not been expected and discussed in prior theories concerns the role of non-state actors,
which to a certain degree have been motivated and in some parts allegedly ordered by
state institutions, that have undertaken enormous and unexpected activities in cyberspace
on both sides. Their activities at least contributed to undermining Russia’s restrictive
information policy regarding the war, created a lot of friction on both sides of the conflict
and bound IT security resources. This development raises concerns about how actions
of non-state actors can be contained in future conflict situations in order to be able to
control conflict dynamics, prevent unintended conflict escalations, protect the civilian
population and avoid an international proliferation of the actors involved in the war.
Finally, it opens the question of the extent to which civilian actors could become military
combatants and what the consequences would be for the "ius in bello" (the law in times
of war) in particular and the perspective on the war in general if cyber-combatants
presumed to be actively intervening in a conflict are completely decoupled from the
territorial limitations of a belligerent confrontation.

2.3 Arms Control and Its Challenges in Cyberspace

Regarding the analyzed challenges of militarization, the question arises of how a peaceful
development of this domain and a reduction of the current threats can be achieved.

The paper "Arms Control and its Applicability to Cyberspace" (Chapter 8) analyzes,
based on a literature review, how prior arms control approaches can be applied in cy-
berspace, which challenges exist and where new solutions that take the specifics of
cyberspace into account are necessary. It summarizes the development and implementa-
tion of different arms control measures, that can generally be divided into three different
parts: war prevention and the reduction of conflict probability, damage limitation in
the event of armed conflicts and reduction of armament-related costs. It assesses that,
besides ongoing political processes of finding a common understanding and terminology
of this new technology, the domain cyberspace itself has some very specific characteris-
tics that are different from the other domains land, air and sea. The paper identifies and
analyzes these characteristics, that pose a problem for transferring previous arms control
approaches. This includes the virtuality of this domain, the non-physical representation
of code, the seamless duplication of data, the strong dual-use aspect of cyber tools and
the problematic differentiation between defensive and offensive usage as well as the

1Open Source Intelligence
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complex and complicated assignment of responsibilities for malicious activities in this
domain.

The study "Challenges for Cyber Arms Control: A Qualitative Expert Interview Study"
(Chapter 9) focus on the current political process under the head of the UN and the OSCE.
The paper analyzes the work in the context of the "UN Group of Governmental Experts
on Advancing responsible State behavior in cyberspace in the context of international
security" regarding the recognition of applicable and existing rules of international law
for cyberspace, the UNODA organized "Open ended working group on security of and
in the use of information and communications technologies" discussions and proposals
of capacity building and developing a common political ground for cyberspace debates
as well as the concepts for confidence and trust building measures proposed by the
OSCE. The study finds, based on a qualitative interview study, that a lot of ground has
to get covered and highlights, that – according to experts – essential problems still exists.
This especially concerns the lack of a binding definition for the term cyberweapon, the
dual-use dilemma and the lack of a working distinction between civil and military IT
products, as well as the still insufficient multi-stakeholder inclusion of the private sector.
The study further highlighted missing solutions like for the yet unsolved challenge of
verification measures for cyberspace or a reliable attribution mechanism, which involves
technical as well as political dimensions to attribute malicious cyber activities to their
origin.

Finally, a finding that impacts all the above-mentioned challenges and processes, is that
states are currently still in the discovery phase as to what advantages and opportunities
cyberspace could offer them. As a result, they are just beginning to perceive cyber tools
as strategically valuable and have diverging interests, even between states that otherwise
share common values and goals. The many possible use cases of cyber instruments are
considered highly relevant and worthwhile for states, as they do not want to forego the
associated advantages, and especially espionage activities tend to become unexpected
norm setters for state behavior in this domain. This results in a situation where malicious
cyber tools are being widely used by various states, while any attempt of an agreement
to limit this behavior encounters the states’ fear of disadvantages vis-à-vis competitors.
In addition, states have to deal with a variety of non-state actors that also posses such
tools. These actors are therefore relevant for the restriction of the use of cyberweapons,
but are probably not addressable by arms control agreements that are usually concluded
exclusively between states. A situation which is yet completely unsolved.
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The publications of part B analyze the challenges that arise from the militarization of
cyberspace as well as current technological trends that undermine the security of this
domain in order to identify the specific threats to be addressed with arms control and to
identify starting points for the development of practical measures.

3.1 Assessment Model for Cyberweapons

Among the findings from part A, there was a distinct conclusion that cyberspace has
some unique features that strongly differ from other domains like air, land and sea. This
situation results in some special threats and challenges, especially for any approaches
to a de-escalation of state-led cyberconflicts and cyber arms control. Part B of the
publication of this doctoral thesis focuses on these challenges, analyses the underlying
problems and their influence on the development of cyber arms control measures.

One of the primary challenges regarding the regulation of malicious activities in cy-
berspace is the missing of an internationally binding, commonly agreed upon definition
of what constitutes a cyberweapon, a question that has been researched in the paper
"Towards a Cyberweapons Assessment Model – Assessment of the Technical Features
of Malicious Software" (Chapter 10). Via a structured analytical review of existing ap-
proaches that focus on this classification of malicious cyber tools, the study reveals that
these utilize either an assessment of the intent of the attacker or the purposed potential
or actual triggered effects of the assessed tool. While these are valuable approaches for
political processes and debates, that focus primarily on norms like the dos and don’ts
for state behavior in cyberspace, they lack a specific feature. These approaches are not
applicable in advance of a specific incident and their presumed intent will always be
influenced by speculation, political and strategic considerations, and the interests of
various relevant actors. In contrast, arms control, as well as any regulation towards
the non-use of specific tools as a preventive approach, has a necessity for assessment
measures that are applicable regardless of subjective considerations and especially be-
fore the tool has been used. Given this requirement, the paper developed an assessment
model that is based on existing technical parameters of IT soft- and hardware. The
assessment model deconstructs potential military weapon systems into their components
and the multitude of different interoperating parts, materials and underlying technolo-
gies for their development and production. The model identifies several parameters
and indicators that can be collected, tracked, or counted, provides evaluation ranges
for each parameter and proposes an assessment schema that reflects the different steps
from development to deployment of potential weapons. The evaluation of three selected
example cases showed that the classification of potential cyberweapons is possible based
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on distinguishable, measurable features of a malicious cyber tool regardless of its prior
usage and independently of speculations about its intent. Although the assessment model
does not claim to be exhaustive, nor can such a generalization that considers a broad
range of parameters deliver "sharp edges", it nevertheless provides a standardized and
unified procedure to determine if a specific malware can be considered a cyberweapon.
It is therefore meant as a decision support for case-by-case assessments, which exactly
fits the necessity of cyber arms control.

3.2 The Attribution Problem

A second, most pressing problem that is directly rooted within the technical features of
cyberspace, like its virtuality and the multiple technical solutions to hide the path of an
attacker throughout the internet, is the so-called attribution problem. This term describes
the challenge of tracking a cyberattack to its origin, in order to either politically confront
the attacker or to initiate countermeasures to mitigate an imminent threat. Being able
to pinpoint the source of an attack is also an essential requirement of international
humanitarian law and especially the UN Charta which allows measures of self-defense
for a threatened state as an exception to the otherwise complete prohibition of state
violence. The study "Spotting the Bear: Credible Attribution and Russian Operations
in Cyberspace" (Chapter 11) focuses on this problem based on examples of malicious
cyber activities from Russian actors by analyzing previous cases of cyberattacks and
their attribution. It revealed that attribution could have two further audiences to get
addressed and aims to reach, besides the perspective on the attacker itself. It showed
that on the one hand, the so-called public attribution of an attack refers to convincing
the public of a state of a certain assessment in order to allow the government to choose
from a wider range of policy options. On the other hand, the so-called transnational
attribution refers to convincing allies, bilaterally or as a whole (for example through
NATO), of the validity of the attribution.

Regarding the attribution process and the determination of the question "who is the
attacker", the case analysis finds that attribution usually has three dimensions that
have to be taken into account. First, the technical dimension of gathering information
about the network connections and activities of an attacker prior to an attack or whilst
in progress. In order to support this data collection, appropriate measures must exist
in the domestic IT systems and networks of a state ("inner scope measures") and in
foreign IT systems ("outer scope measures") that an attacker has presumably used. The
technical tools can be further distinguished into preventive measures, that constantly
observe, collect and store data, and reactive measures that can be used to mark and
track down an attacker during an ongoing operation. The analysis showed that this
dimension is not sufficient, either because the required data is not completely available,
but also because the physical origin of an attacking IT system cannot automatically be
equated with the origin of the attacker. The second dimension that needs to be taken
into account, in order to draw the right conclusions from the gathered information,
regards the intelligence aspect of attribution. This relates especially to human and
signal intelligence, either gathered through a state’s own means or accessed via shared
resources by allies. Such information can help to filter or assess the technical information
and connect it to previous or other current events, as well as databases of known tools
or tactics. The downside of this dimension is whether collected proof can be presented
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to international organizations (e.g. UN, NATO) and/or the public. This would likely
mean exposure of the intelligence operation, possibly decrease the likelihood of it still
being effective in the future, and even provide attackers with information to counter-
respond or circumvent being tracked. This underlines what our analysis also showed,
that attribution needs a third dimension, the geopolitical assessment, which supplements
gathering hard facts and concrete evidence in order to validate the assessment. This
geopolitical perspective ultimately focuses on the attacker’s motivation and the two
questions who would directly and most significantly benefit from the attack or from the
attack being mistakenly attributed to a third party and to what extent the attack could be
part of a larger deception strategy of a state.

The analysis demonstrated that attribution and accusations in specific conflicts need
to be based on a credible, evidence-based argumentation that has to be made by the
affected state. Enabling states to conduct more severe responses to cyberattacks would
require public and international attribution. This in turn leads to a Catch-22 situation in
intelligence sharing. Pointing the finger at the usual suspect without credible attribution
when a cyberattack occurs not only further emboldens the attacker in their projection of
power (while they continue to deny responsibility) but fails to sufficiently convince the
public or the international community.

3.3 A State’s D ilemma with Vulnerabilities

Vulnerabilities in IT software and hardware products are the essential material of
most malicious cyber activities. Intelligence services, law enforcement agencies or
military forces being active in cyberspace and performing their duties, usually rely on
vulnerabilities for a specific IT system or product that can be turned into an exploit to
gather access to computers or networks. Therefore, these organizations have an inherent
interest in withholding collected vulnerabilities and stockpile them, in order to have them
available when needed. This creates a dilemma, as any potent vulnerability that has not
been disclosed and therefore has not been patched remains open for exploitation. This
potentially leaves a lot of IT systems vulnerable, also threatening civil or commercial IT
systems. Moreover, states further risk that another actor finds the very same vulnerability
and exploits it. Thus, states engaging in cyber-operations have conflicting interests:
stockpiling vulnerabilities for a national advantage or disclosing vulnerabilities to
increase cybersecurity for everyone.

The paper "Wannacry About the Tragedy of the Commons? Game-theory and the Failure
of Global Vulnerability Disclosure" (Chapter 12) assesses this dilemma based on a case
study analysis of the WannaCry malware incident from 2017. It develops a game-theory-
driven model of the conflicting interests of states in order to derive preliminary strategies
to achieve cooperation in disclosing vulnerabilities on a global scale, using theories
of international relations. The used so-called "prisoner’s dilemma" presents a thought
model of a situation of uncertainty which applies to the strategic rationality behind
hoarding zero-day exploits that has three possible outcomes: (a) both actors cooperate
and responsibly disclose vulnerabilities, gaining an increased level of cybersecurity as
a common shared good; (b) only one of the actors discloses his vulnerabilities, whilst
the other actor keeps his vulnerabilities, leaving him at a strategic advantage; and (c)
a situation where both actors keep their vulnerabilities hidden, thus being and staying
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vulnerable to cyberattacks. A core insight from the model is that any kind of uncertainty
in combination with missing communication leads to the worst possible variants, as
actors are incentivized to not give up their strategic possibilities.

An easy-to-reach incentive for cooperation can be mutual agreements about threat and
vulnerability sharing between partners, which resembles a reiterated or tit-for-tat cooper-
ation. The analysis showed that such sharing platforms hugely benefit those participating
in them. They further could be utilized to raise the costs of non-cooperation by the
exclusiveness of time-critical threat warnings, where non-partners will get informed
only with the official patch release and the vulnerability warning of the manufacturers.
A different analyzed approach is to lower the benefits of non-cooperation by shortening
the life cycle and thus the utility of vulnerabilities via legally binding definitions and
procedures on how long an actor could keep the knowledge of vulnerabilities until it
needs to get disclosed, a so-called "vulnerability equity process" (VEP). The utilization
of vulnerabilities can also be reduced by further fostering or mandatorily regulating
internationally standardized bug-bounty programs for all software vendors, which can
be economically feasible. More radical suggestions of the study include changing the
pay-off structure for vulnerability brokers and cyber-criminals by drying out the vulnera-
bility black market. This could, for example, be reached by an international vulnerability
purchase program, in which states and corporations would share the financial burden
in buying all available vulnerabilities from the market and encourage ethical hackers
to disclose them for more competitive rewards than typical bug bounty programs. A
minimum rule that has actually been followed in the ShadowBroker incident – the
incident that revealed the origins of the later-on performed WannaCry attacks – is the
obligation of states to inform IT product vendors if a nation’s cyber-stockpile gets stolen.
This approach can even be institutionalized into an international organization, much like
the WHO or the IAEA, that could standardize, collect and proliferate notifications of
cyber incidents.

3.4 Threats and Vulnerabilities of the Global Internet Backbone

A special threat of malicious activities in cyberspace that has been emphasized during
Russia’s war against Ukraine is, that the global IT infrastructures of the internet are
becoming a target themselves in order to undermine civil or military communication
capabilities or to create fear and uncertainty. Additionally, the majority of the global
market of Internet backbone vendors is owned by private companies that either can
become the plaything of global national strategies or – like in the case of China – are
under the direct influence of a state. Given the dependencies on these infrastructures,
which are the focus of the study "The Digital Divide in State Vulnerability to Submarine
Communications Cable Failure" (Chapter 13), the global submarine fiber optic com-
munication cables (SCC) as the backbone of the whole internet are of the most critical
reliance for most parts of the world, modern societies and economies. More than 98% of
international online communication is handled via fiber optic cables laid in the world’s
oceans. While there is a strong global east-west SCC dominance, the situation highly
differs from a global north-south perspective or regions with many islands. Even states
that are mostly surrounded by terrestrial borders or that have a strong land-based supply
with internet and communication capacities rely on submarine cables for communica-
tion with their embassies due to economic connections or for military forces abroad. In
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contrast to this dependency, over 80% of the 1.3 million kilometers of active submarine
fiber optic cables are currently located in an inaccessible deep sea below 1500 m depth,
which makes it impossible for authorities or private companies to ensure continuous
surveillance and physical protection of them.

The paper analyses this unbalanced situation and aims to quantify the dependency of
states on SCC and to identify vulnerabilities. In order to realize this approach, the paper
uses a network modeling and analysis of the global SCC network, in addition with
publically available data of the cables’ relevant factors like the life span of each cable,
network bandwidth and redundancies. It further includes a socio-economic development
factor for each state as a measure of economic strength to build cables, as well as the
dependency on the internet connectivity of the society and economy. Based on this
information, a network of nodes has been created (representing states and network
peering points) and edges, representing the submarine cables. An analysis of this model
via quantitative network analysis revealed, that for the vast majority (n = 126) of the
territories examined, there is only a low probability of an internet outage after SCC
failure by natural causes like earthquakes, shark attacks etc. Although, a concerted
intentional attack that would destroy more than one cable, thus reducing the redundancy,
could alter this picture significantly. Besides this conclusion, 43 territories with an
increased risk of cable failure were identified, 15 of which did not even have one
sufficient SCC as redundancy. In addition, the study found a positive correlation between
a lower redundancy level and a low socio-economic development status (developing
country or least developed country). Therefore, states and territories in the Global South
are more likely to be highly vulnerable to SCC faults. At the same time, they often do not
offer economic incentives to implement additional SCCs. This situation might improve
with the upcoming impact of emerging internet-providing technologies like low-earth-
orbit satellite internet and their adoption in contexts that the study rated as vulnerable,
which could provide sufficient broadband connectivity in some time without requiring
the construction of fiber optic cables. From the perspective of developing countries
without any backbone connection or with low redundancy levels, a crucial question will
also be whether the pricing of these services will lead to a further intensification of the
Global Digital Divide.

3.5 How Artificial Intelligence W ill Change Malicious Cyber Tools

Whereas the weaponization of cyber tools has been under discussion for quite some
time, either from the perspective of necessary and appropriate defensive measures or as a
new category for offensive planning, the emergence of improved algorithms in artificial
intelligence and machine learning (AI/ML) and its recent technological leap is probably
going to changes this field of application drastically. This situation is analyzed in the
study "Cyberweapons and Artificial Intelligence – Impact, Influence and the Challenges
for Arms Control" (Chapter 14). Based on a comparison of artificial intelligence and
machine learning with cyber tools, the study highlights that – from a technological
perspective – both are natural siblings. They are based on complex computer code that
is developed and deployed within the same domain, require to a considerable extent
similar know-how in programming, code logic and software life cycle management and
are usually based on modularized, extendable and interchangeable software frameworks
to provide adaptability and expandability. Additionally, computer code offers optimal
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conditions for creating and facilitating training and testing environments for AI/ML
applications, as the environment can be defined and shaped in every specific detail and
according to the intended requirements. An additional literature analysis of the current
technological challenges for military cyber tools revealed the problem of a growing
amount of information that needs to be processed in contrast to the decreasing time to
react to incidents. AI/ML algorithms and especially modern approaches such as deep
learning were developed specifically for such cases, involving the processing of large
amounts of data, detecting patterns and filtering out relevant information from digital
noise.

Based on this assessment, the study found that using AL/ML for weapon systems
introduces some essential problems on different levels. First and foremost the question
of autonomy and meaningful human control, which has been discussed extensively in the
context of drones and other lethal or non-lethal autonomous weapon systems (LAWS).
Furthermore, the black-box character of AI raises the challenge, which measures exist
that allow an understanding of the relation of the input-output processing of an AI. The
study found that a dedicated field of research (XAI – Explainable Artificial Intelligence)
is working on such concepts that provide tools to follow the decisions during the
reasoning process (ad-hoc XAI) or the decisions to be recapped once they are made
(post-hoc XAI). So far, these approaches are mere theoretical concepts that lack general
applicability or are hindered by specific technical features of machine learning, such as
the distributed and numerical representation of learned information. As an additional
challenge, AI/ML algorithms are trained for specific situations and decisions before they
are integrated into production systems. This results in a situation where operators of the
finished application might be unlikely to know the specific details of the training data,
nor have any chance to see, perceive or understand the assumptions and preconditions
of this data. The analysis found that these aspects, in addition to the speed of reaction,
possibly prevent any opportunity for double-checking decisions by human operators.

The study further found, that applying AI/ML measures especially to automatic cyber
defensive operations will probably further aggravate the ambiguity of the attribution
problem. Wrongful automatic conclusions about the origin of an attack could be trig-
gered either by incorrect or insufficiently trained algorithms, biased input information or
by following intentionally created false trails. In addition, an attacker with knowledge
about the applied AI can possibly replicate it to use this knowledge in order to tailor
their attacks either to avoid detection or to purposefully generate incorrect conclusions.
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Part C concludes the results from the prior parts by developing practical measures
for arms-control and de-escalation measures in cyberspace. It discusses how existing
procedures from other areas of computer science can be adopted and applied for such
measures, identifies suitable technical parameters and discusses the technical require-
ments and limitations for their implementation?

4.1 De-escalating Cyberconflicts

The ambiguity of digital data, that has already been discussed as a fundamental challenge
regarding the attribution problem, contains the inherent risk of misinterpreting available
information and therefore increases the threat of misinformed reactions. With the
complex and often time-consuming process of the secure identification of the sources
of malicious cyber activities declared to be impractical by many experts, especially
situations with the necessity of immediate responses to counter and mitigate cyber threats
could lead to misguided responses and create a momentum for the escalation of conflicts,
rendering politically tense situations especially vulnerable for false flag operations.
Regarding this situation, the study "Preventing the Escalation of Cyberconflicts: Towards
an Approach to Plausibly Assure the Non-Involvement in a Cyberattack" (Chapter 15)
assessed possible technical measures, that enable state actors to provide verifiable data
that support a plausible argumentation for a non-involvement of the state’s military
forces and intelligence services in a specific previous or ongoing cyber incident. The
analysis showed that such measures need to fulfill four key characteristics: (a) it has to
cover a time frame that is long enough to satisfy an accusing actor, (b) needs to collect
data from all relevant IT networks without hindering their functionality, (c) must contain
details on the endpoints of all connections that had been established and should rely on
information that is always accessible during the network-based data transmission and
(d) has to use a tamper-proof, non-circumstantial data acquisition and storage measure
that is considered trustworthy even in non-cooperative actor relationships.

The study found that the necessary information analysis and storage for such a mea-
sure usually already takes place in most cases, as an IT security measure to monitor
connections, identify malicious activities, detect or track hacking attacks and for access
control. Based on this conclusion, the paper developed and presents a concept for the
implementation of a system for the plausible assurance of non-involvement in a cyber
incident, based on already existing IT networking infrastructure and without requiring
changes to an existing IT network, apart from immutable storage. Additionally, the paper
found that existing techniques to anonymize logged information provide the necessary
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secrecy for state actors as an incentive to implement the measure, without losing the
evidential value of the collected information.

Although the radius of a possible implementation is and needs to be limited to specific
networks of military forces or intelligence services to prevent the establishment of a
surveillance system, this is not considered problematic regarding the research focus.
Arms control measures directly aim for implementation by government institutions,
which already have a special role that is usually associated with high responsibility
and legal obligations. In contrast, the analysis also found that participating actors have
different possibilities for dishonest behavior by using proxies or filtering the logged
information. Apart from this, states and their institutions often have divergent, sometimes
contradictory interests and political decisions and intentions sometimes contradict
concluded agreements. Nevertheless, the study found that the main motivation for a
state to establish measures that can plausibly assure their non-involvement in a specific
cyber threat is their self-interest in preventing the escalation of a conflict or of being
falsely held accountable for malicious activities. The de-escalation effect of the measure
is directly linked to a states’ credibility. In conclusion, this means that it is in a state’s
interest to comply with the measure in order to keep a tool at hand that would provide
information for the chance of de-escalating uninvolved cyberconflicts.

4.2 D isarmament for Cyberspace by Reducing the Vulnerability Stock-
piles

The findings regarding the dilemma for state agencies of using and withholding vulner-
abilities already pointed out that, on the one hand, these agencies can have a justified
interest in using vulnerabilities for their tasks. On the other hand, there is a lack of mea-
sures to reduce these stockpiles. Even the discussed VEP1 is, so far, mainly a concept
that has not yet been considered by many states. A major obstacle to such an approach
is the reluctance of participating parties to disclose sensitive information about their
own capabilities, which is generally seen as giving up tactical advantages, effectively
resulting in an international arms race for offensive cyber capabilities. This leads to a
situation where multiple states are likely to stockpile at least some identical exploits.
Based on the rational choice consideration that identical vulnerabilities or exploits
can be considered a candidate for disclosure, the paper "ExTRUST: Reducing Exploit
Stockpiles with a Privacy-Preserving Depletion System for Inter-State Relationship"
(Chapter 16) proposes a technical solution called ExTRUST. It is based on a multi-party
computation approach that allows multiple actors to compare stockpiles for matching
entries, while completely preserving their confidentiality. To enable this comparison,
the paper developed and presents an approach for the unique, unambiguously machine-
readable identification of vulnerabilities, based on a review of existing identification
and classification measures. The approach provides a trade-off in description detail, that
avoids both different vulnerabilities being described by the same identifier as well as the
same vulnerability being described with different identifiers.

ExTRUST is developed for a zero-trust environment and does not rely on any precondi-
tions of trust in advance or assumptions of good nature in order to reflect the special
constraints and impediments of interacting states. The theoretical analysis, as well as the

1Vulnerability equity process, see chapter 12
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implementation and testing, found that ExTRUST is scalable and allows parties to join or
exit the measure at any time. It is decentralized and does not require a neutral authority
to operate or maintain the system. The measure can be performed independently by
each participating party, while feedback of a match is only available to these parties
who submitted the specific obfuscated vulnerability information. The analysis found
that ExTRUST is, although not real-time calculable, practical and performant for an
arms control context. ExTRUST furthermore ensures the confidentiality of vulnerability
or exploit information against any party, submitted data cannot be modified or corrupted
by any party, the system prevents false positive intersection results and can withstand
several attack scenarios like brute-force attacks, or dishonest participants.

Based on ExTRUST, states would be able to secretly check and compare their stockpiles
of vulnerabilities as a practical measure of disarmament for cyberspace, supporting the
reduction of the amount of undisclosed IT vulnerabilities.

4.3 Verification in Cyberspace

One of the pillars of arms control treaties is the so-called verification. It defines measures
that enable treaty members to mutually control the treaty compliance by observing,
counting or monitoring specific actions and their accordance with the respective rules.
The amount and degree of measuring and controlling of technical parameters as part
of verification are usually part of the negotiation process of an arms control treaty and
are written down in the contract documents. The already discussed specific features of
cyberspace, that differ from other domains, make it hard to apply established verification
measures to this domain. Based on a technical analysis of these peculiarities and
a literature analysis, the paper "Verification in cyberspace" (Chapter 17) compares
the cyberspace challenges with selected established verification measures for nuclear,
biological and chemical weapons technology.

Previous findings regarding the characterization of malicious tools as cyberweapons
(See chapter 10) have already identified measurable parameters of IT systems, networks
and infrastructures. Based on these findings, the paper found that, on the one hand, a set
of parameters exist which are physically obvious, hard to disguise or manipulate and
visible for surveillance, qualifying them for monitoring a status quo, detecting techno-
logical developments of facilities as well as revealing significant changes of established
capacities. These parameters include the power supply of a facility, the available network
bandwidth, the amount of peering to other networks, the cooling systems as well as the
required maintenance staff. As the degree of invasiveness of each verification measure
directly influences a state’s incentive to participate in a treaty, a stronger monitoring
that requires a deeper integration into a facility is harder to negotiate. The study found
that among these parameters, the CPU and the network processing power of a facility,
measures to monitor the network connections or even using technologies like Deep
Packet Inspection (DPI) can reveal irregularities or discrepancies from the day-to-day
activities of a facility.

Regarding the possible implementation of such measures, that paper found that the
dual-use character of cyberspace can be an advantage for implementing cyberspace
verification into military or intelligence service networks. Because monitoring networks
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and data connections is also a core task of IT security measures, a lot of technological
measures of IT facility surveillance have already been established and the results of these
monitoring measures can be used and interpreted for arms control, as far as the validity
of the logged information and its tamper-proof storage is given. Although negotiating
cyberspace verification measures is still a challenge to be undertaken, and the overall
international political situation currently does not favor arms control initiatives, this
leaves room for optimism for the establishment of verification measures, which had
been an important stabilization factor in the past.
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D I S C U S S I O N A N D C O N C L U S I O N S

5.1 D iscussion

The aim of this thesis was to identify the challenges for implementing arms control and
de-escalation measures of state-led conflicts in cyberspace, to find starting points for
such measures and, based on that, to exemplarily develop such measures as an impulse
for further research. This thesis answers this research questions, by identifying and
discussing in a first step the specific characteristics of cyberspace, of technological
trends that shape this domain and of the intents, goals and behavior of the state-actors
behind malicious activities. The findings show that for an increasing amount of states,
cyberspace is becoming a domain for intelligence gathering or another measure to exert
military force, as questioned by Buchanan and Cunningham (2020), demonstrating
a long ranging strategic involvement in cyberspace to identify, establish and sustain
access options already in times of peace. Especially considering the different theoretical
perspectives of how cyber activities will be used in open military conflicts, as raised
by Rovner (2020) or Bigelow (2019), Russia’s war against Ukraine demonstrated this
situation for the first time, with focused attacks on critical ICT infrastructures. The
analysis of these incidents shed a light on the so-far theoretical perspective on a po-
tential cyberwar, confirming two developments that can undermine IT security on a
global scale: First, such measures are rooted in activities in foreign IT systems that can
trigger unwanted effects even in times of peace and second, it advances the collection
and non-disclosure of vulnerabilities. At the same time, the findings show that due to
the identified technical specifics of cyberspace, the risk of miscalculations regarding
the origin of an attack, misperceptions of threats and misreactions of states are high.
Regarding the transfer of established arms control measures, as proposed by Hansel
et al. (2018), Kühn (2014), and Maybaum and Tölle (2016), the findings highlighted
big differences of cyberspace in comparison to other domains, strongly limiting this
approach. On the other hand, they also revealed that a lot could still be learned from the
political struggles of the last decades, regarding the underlying concepts and challenges
of arms control, the political incentives as well as regulatory problems like the dual-use
character, as proposed by Riebe and Reuter (2019a).

Regarding the question of which challenges arise from malicious state-led activities
in cyberspace, the thesis finds the still lacking common understanding of the to-get-
regulated item to be one of the main obstacles towards potential cyber arms control
measures. The thesis therefore developed and proposes a classification model and ap-
propriate assessment schema that can be used to determine the "weapon character"
of a specific software, answering a question raised for example by Biller and Schmitt
(2019) and thus providing a key tool for any regulation approach. In contrast to exist-
ing approaches of CCDCOE (2017) and Herr (2014) or Dewar (2017) and Orye and
Maennel (2019), this measure is applicable prior to the actual usage of the software
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and regardless of the triggered effects or the presumable intent of an attacker. This
also demonstrated that the technical aspects of cyberspace did not necessarily hinder
arms control measures, as argued by Burgers and Robinson (2018) and Perkovich and
Levite (2017), confirming the perspective of Reuter et al. (2022), that developing these
tools for cyberspace is possible and demonstrating how it can be done. The analysis
of the thesis also found that regardless of challenges that are still unsolved, like for
example the attribution problem, further technological advances like the application of
AI into cyberspace tools will likely increase the complexity for arms control debates. To
a certain degree, the thesis found that these approaches can build on existing debates
that have already been going on for some years for other types of weapons, for example
for lethal autonomous weapon systems (LAWS).

Regarding the question of how existing IT measures can be used for cyber arms control
and which adjustments or new approaches are necessary, the thesis shows that computer
science already has developed a lot of tools and concepts, that can be adapted and
applied to this context. In addition, the analysis highlighted that for many cases, the
tools and infrastructures which are already used for IT security measures often provide
the necessary tools that can be applied to arms control tasks, which falls in line with the
initially mentioned premise of Altmann (2019b), to take advantage of synergies with
existing IT measures, developed for civilian purposes. Based on this results, the thesis
answers the question of how de-escalation and arms control measures for cyberspace
can be developed by identifying suitable technical parameters and starting points. It
develops and proposes such measures, demonstrate their applicability and discusses
necessary adjustments of existing IT infrastructures as well as its limitations. Beyond
that, the thesis provides impulses to connect these developed inter-state disarmament
measures with already existing national approaches, like the consideration of vulnerabil-
ity disclosure as argued by Schulze (2019) and US White House (2017).

Nevertheless, the thesis also discusses the political dimension of arms control and
the constraints that come with this context. This especially relates to the fact that states
presumably follow different, sometimes diverging interests, that will deviate from agreed
upon behavior or circumvent measures if it’s in their interest, thus requiring a great deal
of pragmatism regarding the possible outcome of these measures. The thesis argued
that this aspect can partly contrast the methodical approaches of a computer scientist,
which usually try to find the optimal solution for a problem and where, from a secu-
rity standpoint, a system is either secure or it’s not. Nevertheless, given the presented
challenges and necessity for tools that can help to foster the peaceful development of
cyberspace, the thesis concludes that it is better to develop solutions that provide a small
and limited gain of security, regulation or transparency for cyberspace than having no
solutions at all. In light of the main research question of this thesis, these results match
the overarching goal of arms control, to reduce the potential of violent conflicts while
accepting the flaw and gaps in agreements. This perspective builds on the optimism that
early small steps might make it easier for states to reach an agreement and comply with
– as the necessary concessions are rather small – and that the progress made in this way
improves the likelihood of future, more far-reaching agreements. The thesis therefore
showed that, beside all limitations and necessary future work, it is possible to develop
measures for the de-escalation of state-led conflicts in cyberspace and arms control of
cyberweapons.
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5.2 L imitations

The overarching approach to develop technical measures of arms control and conflict
deescalation in cyberspace has some general limitations, which will be discussed in the
following.

For one, the amount of related work that this thesis could be built upon is quite limited.
Whereas the political dimensions of cyber arms control already have been debated
quite extensively in political science as well as peace and security policy publications
(e.g. Burgers and Robinson, 2018; Eilstrup-Sangiovanni, 2018; Futter, 2020; Hansel
et al., 2018 or Altmann, 2019a), the actual application of existing IT measures and
methods to provide technical solutions for cyber arms control is quite new and focus
on the adoption of IT procedures like for example the usage of bug bounty programs
as a measure of arms control (J. A. Silomon, 2020). Thus, the idea and results of this
thesis of developing algorithms and software tools for arms control and de-escalation,
as especially presented in chapters 16, 15 and 17 has to be seen as pioneering work.
Although the constraints and requirements of the developed measures directly build
upon political necessities and circumstances and the results are weighted against these,
they still are part of scientific work that has yet to hold up in a real-world implemen-
tation. The thesis provides simulations and estimations where necessary in order to
underline the applicability of the proposed measures (for example in chapter 16.7), but
could at best provide proof of concept implementations (like e.g. in chapters 16.4, 16.5
and 16.6). Other parts, especially when it touches complex IT network infrastructures,
still have to be implemented, modeled and evaluated (like e.g. discussed in 15.6.3).
When it comes to treaty negotiations, especially the practical verification measures
are usually discussed and agreed upon to an extremely detailed degree that defines the
specific circumstance of the measure, the allowed tools, the access, the personnel to
run or control the tools as well its evaluation and so on 1. All of these aspects are part
of the negotiation process and could be deliberately weakened, changed or modified
in order to reach a level between all negotiating state that allows the adoption of a
political agreement. It is, therefore, not necessarily useful to define the technical mea-
sure in every detail, but rather to demonstrate the effectiveness and applicability of the
overall concept and highlight starting points (like for example in chapters 10.3 and 17.4).

Another limitation that inherently results from the political context of this work is
the discrepancy between any measure – as waterproof and secure as it technically
might be – and the actual compliance of the state to its hypothetical implementation.
As discussed for instance in chapter 15.6.1, this aspect has always had to be taken
into account by arms control measures. In the best case, the measure anticipates this
discrepancy and conceptually mitigates these limitations (as for example discussed in
chapter 16.3.1), non-complying behavior can be detected and politically sanctioned
or the compliance itself offers such important benefits, for example through security
guarantees or de-escalation options, that states refrain from deviating behavior in order
to not jeopardize the effectiveness of the benefits as argued for example in chapter 15.6.3.

1As an example see the verification and monitoring regulations that are part of the Joint Comprehensive
Plan of Action (JCPOA) (IAEA, 2015b), also known as "Iran deal".
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A limitation that especially affects the performed expert interviews in chapter 9.4 lies in
the fact that the development of technical cyber arms control measures requires a lot
of highly specific technical knowledge of how cyberspace works, about IT networking
concepts and techniques or about malware, their development, deployment and life
cycle. Whereas cyberwar and cyberpeace have so far been the focus of political science
and security policy debates, the sometimes insufficient detailed technical knowledge
within these expert circles might have led to inaccurate or even false assessments of
the feasibility of cyber arms control. This has especially become visible regarding the
still ongoing perspective that attribution of cyberattacks is not possible (like discussed
in chapter 11.1) or that cyberweapons cannot be defined due to the specific technical
circumstances (as discussed in chapter 10.2); topics that have both been addressed with
this thesis.

One final but important limitation regards the aspect that the debates on cyberwar and
cyberweapons are very much subject to current developments and some concept that so
far has only been discussed theoretically has to hold against actual events, for example
the ongoing Russian war against Ukraine and the question of what constitutes a cyberwar
as discussed in chapters 7.1 and 7.2. It is important to keep in mind that the sources to
assess the events in this war or similar incidents are usually limited to news and other
media outlets, social media channels or reports from IT security companies. All these
sources are usually hard to verify, often lack technical details, and are sometimes meant
to support the specific perspective of one side. This limits the scientific and empirical
value of these sources, leaving room for interpretation.

5.3 Future Work

With regard to the results and the discussed limitations, future work should cover the
refinement of the proposed measures and their modeling toward the preparation of real-
world applications. This should include, for example, the simulation of IT networks with
different topologies, sizes, activities and interconnections to create reliable estimations of
logging sizes and required storage capacities regarding the proposed verification as well
as the de-escalation measures. Although probably not implementable any time soon, this
will further help to create a complete implementation blueprint as support for political
negotiations. Regarding the global cyberspace infrastructures, the already existing
model of the submarine cable network should be extended by including terrestrial
cable connections, peering stations, and in the best case, satellite network supply to
further enhance the analysis of dependencies, threats and weak points and bottlenecks
of internet connectivity. Further work should also be put into the proposed and followed
approach of applying existing IT methods and techniques to arms control, disarmament
and de-escalation measures for cyberspace. This affects, for example, the question of
marking civilian or humanitarian objects with a "digital red cross" and other symbols in
order to highlight their special claims for protection, as agreed upon in humanitarian
law for times of military conflicts. This work has already begun under the head of
the ICRC (ICRC, 2022a). Although the mentioned limitations of non-compliance also
apply here, this still could provide an aid to protect non-military IT systems from
unintentional damages. Another possible future work regards the question of how
the proliferation of cyberweapons can be tracked or regulated. Although such digital
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products are seamlessly duplicatable, a lot of efforts have already been put into the
comparable area of digital rights management (DRM) that tackles the same problem of
restricting the usage of digital goods to its permitted – usually commercial – purpose.
Finally, it will be important to discuss the above measures, ideas and concepts with
political actors to test the applicability of the measures, refine them or develop new
concepts that hopefully can be of support one day for political negotiations and treaties.

5.4 Conclusion

The thesis shows that computer science can provide input for the analysis of the specific
challenges of arms control and de-escalation in cyberspace and that it is possible to
develop technical solutions for this challenge. Although by far complete and merely
an impulse for further research, the thesis presents and discusses food-for-thought
impulses that can be built upon in future work and which counter the still widespread
opinion that arms control in cyberspace is almost impossible. The thesis also shows and
emphasizes the role and responsibilities of computer scientists and the necessity of their
contributions to peace and conflict research in the natural sciences. Their know-how
is of utmost importance in order to further develop tools and measures that will help
to sustain the peaceful development of the domain cyberspace. Finally, a last but quite
important conclusion that derives from the political aspects of this thesis is that it’s
essential and necessary to listen to the politicians and decision-makers that shape the
political cyber realm. Although from a technical and engineering point of view often
imperfect, this is the level where cyber arms control measures have to be presented,
where they will be discussed and – in the best case – proceeded to international political
forums that can pave the way towards a peaceful development of cyberspace.
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F RO M C Y B E RWA R T O C Y B E R P E AC E

Abstract The encompassing trend of digitalization and widespread dependencies
on IT systems triggers adjustments even in the military forces. Besides necessary en-
hancements of IT security and defensive measures for cyberspace, a growing number
of states are establishing offensive military capabilities for this domain. Looking back
on historical developments and transformations due to advancements in military tech-
nologies, the chapter discusses the political progress that has been made and tools that
have been developed since. Both of these have contributed to handling challenges and
confining threats to international security. With this background, the text assesses a
possible application of these efforts to developments concerning cyberspace, as well
as obstacles that need to be tackled for it to be successful. The chapter points out
political advancements already in progress, the role of social initiatives, such as the
cyberpeace campaign of the Forum InformatikerInnen für Frieden und gesellschaftliche
Verantwortung (forum of computer scientists for peace and societal responsibility), and
potential consequences of the rising probability of a cyberwar regarding the prospects
of cyberpeace.

Original Publication Reinhold, T., & Reuter, C. (2019b, March 13). From Cyber
War to Cyber Peace. In C. Reuter (Ed.), Information Technology for Peace and Security:
IT Applications and Infrastructures in Conflicts, Crises, War, and Peace (pp. 139–164).
Springer Vieweg. https://doi.org/10.1007/978-3-658-25652-4_7

6.1 Introduction

In Iran in June 2010, a malicious software (malware) had been discovered on specialized
industry control computers of a uranium enrichment plant, which has been used to
sabotage the facility via centrifuge manipulation. Analyses of the program, which is
now known as Stuxnet revealed that the sabotage had already been running for several
years, and that the hackers must have possessed remarkable technical skills as well
as detailed knowledge of the plant’s construction. Because of the high development
costs and effort for such malware capable to attack an industrial facility disconnected
from the internet, a governmental agent was assumed to be the driving force behind
Stuxnet. This assumption has been confirmed, and Stuxnet is now known to be a joint
project of US and Israeli military and intelligence services (Nakashima & Warrick,
2012; Sanger, 2014). However, Stuxnet has not been the first malware allegedly applied
by a state. For example, in 2007, the Israeli military was accused of sabotaging Syrian
air defense systems (Fulghum, 2007). And in Estonia, servers have been attacked and
temporarily disabled, presumably by Kremlin-based activists from Russia (Bright, 2007)
– incidents which are said to have occurred during the Caucasian war in 2008 in a similar
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form (Danchev, 2008). Since 2010, such events have been repeatedly receiving public
attention, the latest case being in 2015, when the German Federal Parliament’s internal
communication system “Parlakom“ was spied upon for months, and documents, access
details and personal communication by deputies and their employees were presumably
stolen. The attack severely impeded the parliament’s work and could not be stopped
until the system was shut down completely during the summer break. A video made by
FIFf (FIfF e.V., 2017) motivates the discussion around cyberwar and cyberpeace. Their
central argument why cyberwar needs to be prevented, and offensive cyber strategies
of militaries and secret services stopped, is that cyberweapons are in many ways as
dangerous and inhumane as biological and chemical weapons, which have already been
outlawed by the international community. Accordingly cyberweapons are malware
(such as viruses, worms and Trojans), which work only when based on loopholes in
the security of alien systems. Therefore, cyber armament consist mainly of searching
alien networks, institutions and devices for potential vulnerabilities, or even creating
them. Of course, as there is a market for everything, access to and knowledge of security
gaps can also be bought. In cyberwar, aggressors use their control over systems to harm
the opposing party. In practice, this means that anything containing a computer can be
attacked. Thus, every PC, every router and telephone, every control system, be it small
or large, become potential weapons. If our critical infrastructure (e.g., transportation
systems, waterworks, hospitals and power plants) were switched off or even used against
us, the consequences would be just as devastating as in an attack with conventional
weapons.

Nonetheless, governments around the globe are arming for offensive cyberwar and
even Germany started to establish dedicated military cyber forces. A broad societal
discussion about the legality of turning our devices into weapons that can be used
against us at any time, has yet to materialize. However, FiFf names several reasons
why cyberweapons should be outlawed, and money currently spent on keeping critical
infrastructure vulnerable used to close security gaps instead.

• Firstly, cyberweapons can be used anonymously. In global virtual networks
such as the internet, it is impossible to identify the real perpetrator, as they mostly
use several devices to execute the attack in order to make backtracking impossible.
Furthermore, they are often committed at a time that suggests a different origin.
And even if traces of the attack can be found, they do not prove anything because
they are digital, and it is therefore impossible to tell whether they were left
intentionally or accidentally.

• Secondly, cyberweapons cannot be controlled. Malware is often programmed to
have an independent existence. If it is then willingly used as a weapon, or simply
activated by accident, is out of control. Weapons of this sort can lie dormant in
systems for years before causing any harm. What further distinguishes cyber-
weapons from conventional weapons is that they can easily be stolen, infinitely
reproduced and spread simply by copy and pasting them.

• Lastly, cyberweapons are expensive and threaten us more than they benefit us.
Militaries and secret services spend vast amounts of money on analyzing systems
and buying security gaps. As only open loopholes can be used as weapons, buyers
of information on them have an interest to keep them open as long as possible.
Consequently, huge quantities of money are being spent globally to deliberately
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keep our critical infrastructure insecure and vulnerable. Naturally, these weak-
nesses also can be, and are daily being, found and exploited by criminals and
terrorists (FIfF e.V., 2017).

This chapter first illustrates the relevance of cyberwar as a realistic part of future warfare
and goes on to identify current challenges that the militarization of cyberspace poses. A
central difficulty consists of the application of international law to cyberspace, which is
partly due to the characteristics of cyberspace and partly due to the lack of international
norms and definitions concerning cyberspace. These problems also make arms control
in cyberspace more difficult than of more conventional weapon types. We further present
measures that could be taken towards achieving cyberpeace, and some campaigns that
try to raise public awareness of the necessity to act in this direction.

6.2 Current Challenges of Cyberwar

6.2.1 Militarization of the Cyberspace

Since the discovery of Stuxnet, the term cyberwar – derived from the term cyberspace
– has been coined in connection to incidents of this kind. However, it is neglecting
an important distinction which has to be considered when handling and interpreting
such events: If the initiators of a cyberattack have not been ordered directly by a
government, the attack in question is a “normal” criminal offense, which is a matter
of national and international criminal prosecution and police cooperation. For these,
multilateral agreements already exist, such as the Budapest Convention on Cybercrime
issued in 2001 (EU-Council, 2001). Only once a government is the assumed attacker,
interpretation of the incident concerns the political level and becomes relevant in terms
of international law.

Here, a critical distinction has to be made regarding an appropriate reaction: Are we
dealing with an intelligence service espionage, sabotage, or military activities directed
towards clear strategic goals? For this purpose, we need to look at the damage already
inflicted. Depending on the attacker’s intention and applied malware, the range can
reach from simple theft to temporary shutdown of an IT service to a specific damaging
of IT and subordinated systems (G. D. Brown & Tullos, 2012).

Questions concerning cyberwar are exceeding the purely technical aspect of IT system
maintenance or attacks on such systems. Apart from the aspects of defense and offense,
as well as the necessary tools, states’ security-political and military-strategical doctrines
play a significant role. These determine to which degree a state identifies the cyberspace
as a military domain, and how it treats according measures by other states.

For a few years, since the discovery of Stuxnet at the latest, governments have been
increasingly perceiving the cyberspace as a military domain. According to a study by
the United Nations Institute for Disarmament Research, at least 47 states operated
military cyber programs in 2013, of which ten nations had a nominally offensive
intention (UNIDIR, 2013). Documents from Edward Snowden’s collection give further
evidence. We find that in 2012 Barack Obama, being US president at the time, instructed
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his military and Secret Service leaders to create a list of the most important potential
military targets in cyberspace and to develop solutions for the disturbance of these targets
up to their destruction (Guardian, 2013). The consequence of this presidential directive
becomes evident regarding the cyber espionage and manipulation opportunities revealed
in 2013, which the National Security Agency (NSA) has been developing in the US, and
partially distributed as hidden digital sleeper agent in commercial projects. Traditionally,
the NSA is subordinated to the US cyber command leader, i.e. the offensive cyber
forces of the US army, who therefore have direct access to NSA technologies. Since
2016, these have been officially used for the first time in the war against the “Islamic
State” (US White House, 2016). In the Warsaw Summit Communiqué in 2016, the
NATO has integrated defense in cyberspace into collective defense according to article
5, and is therefore also evaluating cyberattacks and the aspect of military aggression.

Germany has adapted to the change as well; the Federal Armed Forces already had a unit
for Computer Network Operations (CNO) since 2006, that consisted of approximately
60 members. The CNO forces are assigned to the organizational unit of the strategic
reconnaissance command. This unit’s task is the offensive access to foreign IT systems.
However, they are currently training in enclosed training networks, and have not yet
been utilized according to official announcements (German Federal Parliament Defense
Commitee, 2016). At the end of 2017 the Federal Defense Ministry has officially
comprised the organizational units in the Federal Armed Forces that are dealing with
IT and cyberspace into a separate organizational unit. “Cyber and information space”
consists of 13800 offices and shares an organizational level with the military service
branches of army, marine, air force as well as the medical service (German Ministry of
Defense, 2016). Furthermore, the CNO unit has been enhanced to a “Center for network
operations” and expanded by 20 posts. Due to the necessary intelligence information
on relevant targets in the cyberspace, it is presumably cooperating closer with the
federal intelligence service. The strategic guidelines of the White Paper show that
these restructuring measures are linked to improved defense possibilities, as well as an
enforced strategically offensive orientation of the Federal Armed Forces in cyberspace:
“The empowerment of the Federal Armed Forces’ common action in all dimensions
is the superior benchmark” and an “impact superiority has to be reached across all
intensity levels” (German Government, 2016) (translations by author). To reach this
goal, the Federal Ministry of Defense in cooperation with Federal Ministry of the
Interior, Building and Community founded a new agency for innovations in IT security
that should take an example of the US Defense Advanced Research Projects Agency
(DARPA). The tasks of this agency are to initiate, promote and finance research and
innovation projects in the field of cybersecurity, especially “tomorrow’s IT security
solutions” (Manthey & Fleischer, 2023). For the period from 2019 to 2022, the agency
can spend a total of around 200 million euros.

The increasing militarization of cyberspace holds a number of challenges in the domains
of international law and security policy for the international society and individual states,
which will be referred to in the following sections.

Until now, there has been no full-blown cyberwar. However, as mentioned above and
in further detail in Table 6.1 below, there have been quite a few cyber incidents with
different objectives and magnitudes. This hints at possible scopes and consequences of
future cyber attacks, and therefore the (growing) relevance of the topic.
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Year Alleged
actor1

Description

2007 Russia The cyberattack on websites of the government and other in-
stitutions, banks and ministries of Estonia that prevented their
access is often considered to be the first significant state driven
cyberattack. An official involvement was denied by Russia and
the attack attributed to a patriotic russian youth organisation.

2008 Russia The cyberattacks performed against websites of Georgia and
South Ossetia during the military conflict with Russia prevented
public information platforms and media services from working.
These incidents are often considered to be the first attempts to
use cyber capabilities as measure in military conflicts.

2010 USA /

Israel
The malware Stuxnet was used to silently sabotage the Iranian
nuclear program. Its presumably long development and deploy-
ment time, which involved very specific information on the
targeted industrial systems, were an international “eye opener”
how states use attacks over the cyberspace for foreign policy
intends.

2012 Iran A malware named Shamoon/Wiper was used against industrial
oil companies in Saudi Arabia. The malware had been explicitly
developed to spread out fastly within infected networks and
to render the targeted computers useless by deleting relevant
operating system files. It affected up to 30.000 IT systems.

2012 USA /

Israel
The malware Flame was used for espionage and intelligence
purposes in the Middle East. It was considered to be the most
versatile malware development so far with a huge variety of
modules to infect different IT systems and perform multiple
tasks on them. Therefore, Flame is seen as the first state devel-
oped “cyberattack multi purpose frame work”.

2013 China A report from the US-based IT security company Mandiant
analysed several long term cyberattacks and revealed a military
cyber force in China, based on IT forensic analysis. The Unit
“PLA 61389” had been accused of different espionage attacks
with custom tailored cyberweapons.

2014 Israel The malware campaign Duqu 2.0 was used for espionage pur-
poses with particularly versatile cloaking mechanisms. It is
presumably a further development and extension of earlier ver-
sions that had been detected 2011.

1The alleged actor is mostly based on published information by intelligence or law enforcement agencies.
The underlying evidence had been seldomly revealed and it had to be taken into account, that such charges
can have political motivation too. Also it’s important to note, that the distinction between hacking activities by
a state and its institutions and non-state groups that are not directly connected to a state but under its indirect
control is hard to make.
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2014 Palästina XtremeRAT was a spear phishing malware campaign in the
context of the Middle East conflicts that had been used by a
Palestinian activist group for espionage and data theft.

2015 USA The Equation Group is the name of a malware campaign with
an extremely complex infrastructure and technological basis.
The campaign had been active for several years, with earliest
indications from 1996. Its highly developed tools and malware
frameworks had clearly been developed and extended over years
and share similarities with incidents like Stuxnet and Flame.

2015 Russia In the context of the western Ukraine conflict, Russia was
accused for attacks against Ukrainian energy companies that
stopped the power supply for around 700.000 residents for
several hours. The malware Black-Energy and Killdisk were
used to gain access and shut down IT systems.

2016 Russia In the preparations of the US presidency elections of 2016,
cyberattacks were performed against the Democratic National
Committee that led to a severe data breach. Some of the docu-
ments were leaked subsequently. The cyberattack is seen as part
of severe and long-lasting interference within the democratic
election process of the USA.

2017 Iran A malware that targeted specific industrial control systems
(SCADA) was deployed against Saudi Arabian petro chemical
companies. It had been specifically designed to trigger physical
harm and destruction in these facilities, although this never
happened due to programming errors.

2017 North-
Korea

After the leak of the fatal zero day exploit EternalBlue, wich
had been stolen from the NSA and affected Microsoft Windows
systems, a malware called “WannaCry” was deployed that used
this exploit. It could have spread massively around the world
and hold affected users to ransom by encrypting their hard
drives.

2018 Russia In spring 2018, a hacking attack against German governmental
IT systems and networks was published. The attack had been
active but cloaked for more than a year and had been performed
very carefully - without automatic replication or infection of IT
systems. Its primary goal presumably had been espionage.

Table 6.1: List of relevant cyber incidents with presumably state or state influenced
actors
Source for all: https://cyber-peace.org/cyberpeace-cyberwar/relevante-cybervorfalle/

6.2.2 International Law in the Cyberspace

With regard to the established rules of international operation, the question arises how
they can be applied to cyberspace. The difficulty of this debate already becomes evident

https://cyber-peace.org/cyberpeace-cyberwar/relevante-cybervorfalle/
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with the discussions on a common definition of cyberspace: While the US-American
and Western European interpretation is guided by technical standards and covers the
number of IT systems and their network infrastructure so that security mostly refers
to the integrity of these systems, other countries like Russia or China consider the
information which is saved, transmitted and published therein as part of the cyberspace.
As a result, security, especially on a national level, exceeds the integrity of technical
systems and becomes an issue of control of and access to this information – a point of
view which is difficult to reconcile with human rights principles (UN General Assembly,
2011).

Tallinn Manual The experts of the NATO Cooperative Cyber Defense Center of
Excellence (CCDCOE) made a first effort towards solving this problem in 2013 with
the so-called "Tallinn Manual", a handbook including 95 guidelines for nations in case
of a cyberwar. Even though it is not binding, it points out the specific characteristics of
the cyberspace in which international law applies (CCDCOE, 2013), and indicates how
international law can be interpreted for military conflicts in this new domain. In 2017,
the CCDCOE published a second version of the manual called the "Tallinn Manual
2.0 on the International Law Applicable to Cyber Operations" (CCDCOE, 2017) that
continues this evaluation, especially of state behavior, as well as rules and norms in
peace time.

V irtuality of Cyberspace The central challenge lies within the virtuality of
cyberspace, which undermines approaches and regulations based on territorial borders or
the localization of military means. Equally problematic are the immateriality of malware
as well as the unlimited possibility to reproduce it. Furthermore, due to the structure of
cyberspace and the principles of data transmission, it is easy to act secretly or to cover
up the actual origin of the attack. In addition, IT systems are often highly interconnected,
and directly or indirectly control processes of so-called critical infrastructures, such
as electricity or water supply, communication or traffic (German Ministry for Interior
Affairs, 2009). The impairment of a nation’s IT system can therefore have potentially
incalculable consequences of grave impacts on originally not intended targets. Because
concealed access to IT systems with the aim of espionage or military situation overview
is often linked to the application of malware and manipulation of the IT system functions,
the threshold for such threats is very low.

Regarding central concepts of international law, these characteristics of cyberspace raise
a range of issues. For example, this concerns the international agreement on nonviolence
and the right of self-defense according to article 2, paragraph 4, and article 51 of the
UN Charter, as well as the principles of adequacy and proportionality of military
reactions: What does “use of force” mean in the cyberspace? When are malware and
diverse cyber attack tools and methods considered “weapons”? When do we speak of an
“armed attack”?

Previous approaches to apply these concepts to the cyberspace usually refer to conse-
quences of classical, so-called kinetic weapons to evaluate specific cyber incidents and
possible reactions legitimized by international law. Thus, the Tallinn Manual defines
armed attacks in cyberspace as “cyber activities that proximately result in death, injury,
or significant destruction” (CCDCOE, 2013).
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Characteristics of the Application of Malware Such an approach, however,
falls short since it does not sufficiently consider that the scope, timing and form of
damage of cyberattacks are in many forms not comparable to conventional weapons:

• First, it is possible for malware to spread uncontrollably beyond IT networks and
affect external systems which were not the target of the attack and which possibly
belong to an uninvolved nation. For example, inactive versions of Stuxnet have
been discovered on tens of thousands of systems worldwide (Falliere et al., 2011).
Application of malware operating secretly over a longer time frame or using
indirect ways of sub-system manipulation, and thus not inflicting directly visible
and assignable damage, is equally problematic.

• In addition, the current trend towards cloud technologies further complicates the
geographical localization of IT systems. Linked to this is the so-called attribution
problem: Every nation’s right of self-defense implies that the origin of an attack
to which the nation is forced to react promptly, must be clear. In cyberspace,
however, as mentioned above, it is common practice to carry out attacks from
external systems specifically hijacked for this purpose to cover up the source.
As a consequence, the retracing of these attacks through several steps cannot be
carried out timely and in a forensically secure manner. The precise limitation of
permitted military use of malware proves to be equally difficult. Usually, IT tools,
methods and software used by criminals, IT security experts and military forces
to access IT systems are barely distinguishable. Nevertheless, depending on the
intention, their usage has very different outcomes: E.g., revelation, analysis and
remedy of weaknesses (IT security expert), theft of credit card details (criminals)
or the destruction of an air force monitoring program (military). Apart from
the tools, the identifiability of state or military agents and the term combatants
in cyberspace, as well as their distinction to civilians, are hard to achieve with
current technologies. However, such labels are essential for dealing with agents
in crisis and war situations.

In the United Nations and the Organization for Security and Co-operation in Europe
(OSCE), expert groups are discussing these questions. However, we cannot yet see
specific approaches for binding international regulations in cyberspace, especially with
regard to the “right to war” (ius ad bellum) and the “law of war” (ius in bello).

6.2.3 Lacking International Norms and Definitions

Cyberwar vs . Cybercrime A basic problem when evaluating incidents in the
cyberspace consists in the distinction between normal criminality in cyberspace, so-
called cybercrime, and governmental actions as well as those directed against other
nations, referred to as cyberwar. Furthermore, the evaluation of a threat by a cyber
incident as well as the reaction on political and legal level is up to the affected state.
Based on already established regulations on cybercrime, international agencies like
ICPO-Interpol or Europol are dealing with international criminality in cyberspace. At
the same time, the European Network and Information Security Agency (ENISA) is
consulting and connecting EU states via cooperation centers.
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In contrast to this, it is difficult to apply established norms to cyber incidents which are
allegedly traced back to state agents or third parties under governmental order, since
the partaking agents cannot be identified and therefore covenants cannot be verified,
and because of a lack of internationally binding agreements. It is controversial whether
international humanitarian law can be applied to the cyberspace because of national
sovereignty and the right of self-defense, but also with regard to nations’ responsibilities
in cyberspace. Another question concerns the scope of damage caused by a cyberattack,
which would correspond to an armed attack and therefore legitimize national self-defense
according to art. 51 of the UN Charter.

The NATO CCDCOE, among others, has been largely contributing to the answer to
these questions with the two Tallinn Manual publications (CCDCOE, 2013, 2017), along
with the UN Group of Governmental Experts with their reports (Tikk-Ringas, 2012)
and the Organization for Economic Co-operation and Development (OECD). All are
dealing with the application and extension of established norms of international law to
the cyberspace, difficulties and limitations resulting from this, and discussing different
solution approaches. While the groups agree on the fact that cyberattacks, under certain
circumstances, can violate the national sovereignty, there are significant differences
concerning clear definitions for cyberattacks. Especially so, when it comes to their
comparability to armed attacks and the issue of appropriate reaction to a cyberattack,
such as the use of conventional weapons. The underlying differences of states on these
issues still strongly inhibit the development of internationally binding agreements (Tikk
& Kerttunen, 2017).

B inding Norms Apart from questions concerning the motivation for a cyberattack,
establishing binding norms is further complicated by differentiating between cyber
activities without the intention of damage, and those attacks which are actively carried
out with the aim to disrupt external IT systems. Both kinds of access basically corre-
spond to similar principles and use comparable tools. They particularly differ in terms
of the malware installed and controlled by the attacker, which performs the desired
damaging function on the target system (payload). The latter can consist of copying and
stealing information, but also in completely shutting down thousands of afflicted PCs,
as demonstrated in the attack on the Saudi company Aramco (Bronk & Tikk-Ringas,
2013).

Attribution Problem Another problem for applying international law lies within
the attribution problem of attacks in cyberspace mentioned above, i.e. timely identifica-
tion of an attack source. This is much harder in the cyberspace than with conventional
weapons, since the attackers possess a great range of options to cover up their own
identity. Even though debates often refer to the practical impossibility of attribution,
authors like Herb Lin (Lin, 2011) argue that under certain circumstances, the identi-
fication of the origin network is sufficient to gain details about the offender, so that
the exact source computer does not necessarily have to be identified. Apart from this,
the planning and operation of a specific access to complex systems takes a certain
time, where transmission data can be collected, forensically analyzed and used for an
attribution under consideration of the current international political situation (Clark
& Landau, 2010). Using this approach, in spring 2013, the US-American IT forensic
company Mandiant identified a cyber unit of the Chinese People’s Liberation Army



50 From Cyberwar to Cyberpeace

(PLA Unit 61398) as initiators of several attacks against US-American organizations
and institutions carried out throughout many years. They published their insights (Man-
diant Corporation, 2013) at a time of high-level meetings between the US and Chinese
presidents and state secretaries on security in cyberspace.

Elaboration of International Norms and Cyber Weapons Furthermore,
the elaboration of international norms for the cyberspace becomes difficult due to
the aforementioned definition of cyberweapons. As explained above, the hardware
and software tools for accessing external systems do not reveal many details on the
specific intention. The OECD analyzed this question with regard to characteristics
of conventional weapons: “There is an important distinction between something that
causes unpleasant or even deadly effects and a weapon. A weapon is “directed force” –
its release can be controlled, there is a reasonable forecast of the effects it will have, and
it will not damage the user, his friends or innocent third parties.” (Sommer & Brown,
2011). Based on these criteria, the authors of this OECD study identified important
reference points for the evaluation of specific malware, taking into account technical
details, the political situation of the national agents, and their presumed intention. They
suggest a classification of all malware in a continuum between “low level cyberweapons”
(the manipulation of websites or purposefully sent emails inflicted with malware for
espionage purposes) and “high level cyberweapons” (attacks with direct and lasting
disturbing or destructive effect). A sufficient distinction of malware and the decision
whether it is a weapon according to international law can therefore only be made in the
context of individual cases.

6.2.4 Arms Control in the Cyberspace

The presented difficulties and ambiguities which the international community is facing
with regard to militarization of the cyberspace also raise issues of security policy. On
the one hand, considering the increasing cyber threats and the higher awareness of
risk around critical infrastructures, it is clearly important to protect IT systems more
effectively and sustainably. On the other hand, improvement of defense know-how,
analysis of attack scenarios and identification of weak points also imply an increase in
potential ability for offensive actions in IT systems. A sensible technical distinction is
not possible at this point, while limitations to purely defensive activities by military
forces are of declarative character only.

Active Defense Similar problems emerge from the active defense concept con-
sidered by NATO CCDCOE (Minárik, T. & Stinissen, Jan, 2014) and German Federal
Armed Forces (German Federal Parliament Defense Commitee, 2016). The essence of
this idea lies within preventing cyber threats not only by purely defensive measures
like disconnecting network connections, but also via hack-back, i.e. the intrusion into
and disruption of the offender’s IT systems. Apart from the problem that the perceived
source of an attack does not necessarily lead back to the actual attacker, offensive
capabilities have to be established here. Furthermore, an elaborate knowledge of the
domain is required, i.e. knowledge of the goals, their state and technical details, as well
as on the used software and its version, to be able to use cyberweapons effectively and
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purposefully, so that, if necessary, intelligence service activities can be initiated in the
potential attackers’ IT systems prior to an attack.

Apart from this, knowledge on security gaps in the target systems are necessary for
specific access. In many past incidents, security gaps in popular and widely used software
such as email programs, browsers or Office applications have been used. An increase
in military offensive activities does not benefit an open approach to security gaps and
their closure – instead, the trade with such knowledge has been flourishing, be it on the
black market or by companies that seek, buy and commercially exploit such security
gaps (Reinhold, 2014a).

Dual Use Along with the militarization of cyberspace, considering the current
uncertainties on the international evaluation of the new military potential, there is a
risk of an arms race between states. With regard to the established international arms
control measures and disarmament initiatives, new questions arise in this context. IT
assets as well as software security gaps with potential military value are commonly used
by civilians. While this so-called dual use character creates the necessity for a thorough
export examination, the software characteristics mentioned above make it difficult to
comprehend the proliferation and use, cases of exports and to verify the commitments
of importers and purchasers of these systems.

As a first step for monitoring trade with IT systems of value for intelligence service or
military, the Wassenaar Arrangement on Export Controls for Conventional Arms and
Dual-Use Goods and Technologies, established in 1995, has been extended to include
so-called intrusion software in 2013 (“The Wassenaar Arrangement on export controls
for conventional arms and dual-use goods and technologies - List of dual-use goods and
technologies and munitions list,” 2017) (The Wassenaar Arrangement Secretariat, 2022).
Even though this multilateral arrangement which currently includes 42 states should
be regarded critically (Holtom & Bromley, 2010), it is an essential starting point for
establishing regulations and the future of arms control in cyberspace.

In order to prevent an arms race, further trust-building measures between states are
crucial. These should allow states to discuss their ideas of security, perceived threats
and those addressed in the context of security strategies, as well as initiated measures.
The goal is “to reduce and even eliminate the causes of mistrust, fear, misunderstanding
and miscalculations with regard to relevant military activities and intentions of other
states” (UN, 1988) and to establish communication channels for further conversations
or crisis situations.

First bilateral agreements on a common interest in security of civil IT systems, as well
as limitation of potentially threatening intelligence service espionage, already exist.
Especially the USA and China have been leading high-level discussions in the past
years, establishing the first bilateral contract specifically referring to IT security in 2015,
where both states addressed important potential threats in the cyberspace (Nakashima
& Mufson, 2015). This process has been accompanied by bi- and multilateral military
crisis training for cyber incidents (Hopkins, 2012).

Computer Emergency Response Teams Another important step towards trust-
building measures consists in the development and establishment of collective incident
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reporting systems, i.e. clearly structured and hierarchical warning and reporting systems
for critical cyber incidents, such as already existing Computer Emergency Response
Teams (CERT) on national level, or for partial networks like academic research as-
sociations. The European Union is moving towards a transnational protection of IT
infrastructure stability by introducing national obligation to report such incidents, and
an interconnected transmission crossing national borders.

All this is contributing to reducing irrational fear of the “cyber doomsday” which is often
spread through media. The cyber incidents of the past years have shown that cyberattacks
by state agents rarely result in total conflicts carried out over the internet, but rather
become of interest for foreign policy, as it is the case with classical espionage incidents.
For example, the US government used a data theft in the context of a cyberattack on
an affiliated company of Sony located in the US in 2013 as an opportunity to impose
sanctions on North-Korean citizens and companies, even though there was no sufficient
evidence.

6.3 Measures for Cyberpeace

The militarization of cyberspace also concerns its civil, individual use. The NSA affair
of 2014 and 2015 has demonstrated the wide range of surveillance and control options
in the cyberspace – from an aggregation of various data by IT services and social
networks to total surveillance or a well-aimed hardware manipulation (Appelbaum
et al., 2013) – and the degree to which their military use in the context of international
competition for dominance in cyberspace affects universal human rights. The destructive
and economically disastrous malware campaigns WannaCry and NotPetya from 2017
(Ehrenfeld, 2017; Fayi, 2018; Fruhlinger, 2017, 2022; Mohurle & Patil, 2017), both
based on zero days exploits which had been stolen from the NSA, demonstrated once
again the risks of the non-disclosure of vulnerabilities for intelligence or military
purposes.

At the same time, the cyberspace resembles the commons regarding its broad impact
and social dependencies (Ostrom, 1990). Constant intelligence service activities in
the cyberspace as well as the purposeful weakening of IT systems, or the conscious
manipulation of IT infrastructures in favor of military strategies are hence impairing a
commonly used asset.

Therefore, it is essential that states face the numerous challenges on the way to a peaceful
use of cyberspace. Apart from the aforementioned questions referring to arms control
and trust-building measures, these challenges also concern the structures behind the
cyberspace itself: The discussions about an increased participation by international
committees such as the International Telecommunication Union of the United Nations in
decisions concerning the development and technological expansion of the cyberspace are
still ongoing. For quite some time, emerging nations like Brazil have been demanding
an end of dominance of the US-American Internet Corporation for Assigned Names
and Numbers, which is coordinating the domain name system and the assignment of IP
addresses, as well as a broad participation of all nations in designing the cyberspace.
However, even economic actors that often provide the technical infrastructures or
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essential services demand multi-stakeholder debates on the future embodiment of the
cyberspace and binding rules for the actors in this domain2.

As a domain defined and controlled completely by humans, the cyberspace offers
prerequisites for a peaceful formation on the one hand – that is, if we are success-
ful in establishing an international sense for its importance. On the other hand, the
all-destructive cyberwar will probably never happen due to increasing international
dependencies. “Cyberweapons” will rather be included in the military strategic planning
arsenal, and primarily used along with conventional methods. However, this should not
satisfy all peace activists.

Due to different characteristics of problems cyberwar and cyberpeace pose, as well
as the multitude of stakeholders involved and their interests, various possibilities to
influence and shape the process are offered. To do this successfully, measures need to
be targeted at the respective bargaining level and context of discussion. In this context,
Götz Neuneck (Neuneck & Mölling, C., 2001) proposes differentiating between three
areas of measures:

• cooperative and declaratory approaches

• informational approaches and

• technical approaches

In the following these areas will be presented. As cyberspace provides the unique
chance of perfect human control and design, the focus of information scientists
lies on questions regarding the possible realization of peace building measures,
such as trust building, arms control and verification by technical means. To be
more precise, they consider how technical foundations and operating principles
of cyberspace can contribute to this goal. Although findings from past decades
concerning similar lines of questioning in different technological areas (e.g.,
nuclear armament, biological and chemical weapons, as well as the Outer Space
Treaty) are not necessarily transferable, the experiences of these long-standing
endeavors can provide important indications and impulses for the upcoming
debates on the peaceful usage of cyberspace.

6.3.1 Cooperative and Declaratory Approaches

Cooperative approaches pursue coordination and trust building at a low level amongst
relevant actors of the different states and their military organizations. In practice, this
implies promoting interaction of representatives at conferences and in workshops. While
doing so there is opportunity to discuss and explain threat scenarios, cyber doctrines and
security concepts, in order to gain mutual and common understanding of the problems,
as well as develop a uniform language regarding the issues at hand. Moreover, joint
military drills to cyber scenarios can help to establish channels of communication,

2As an example, see the proposal for a "Digital Geneva Convention" by Microsoft (https://blogs.microsof
t.com/uploads/2017/03/Transcript-of-Brad-Smiths-Keynote-Address-at-the-RSA-Conference-2017.pdf)
or Google’s proposal for a new law framework (https://www.blog.google/topics/public-policy/digital-securit
y-and-due-process-new-legal-framework-cloud-era/)

https://blogs.microsoft.com/uploads/2017/03/Transcript-of-Brad-Smiths-Keynote-Address-at-the-RSA-Conference-2017.pdf
https://blogs.microsoft.com/uploads/2017/03/Transcript-of-Brad-Smiths-Keynote-Address-at-the-RSA-Conference-2017.pdf
https://www.blog.google/topics/public-policy/digital-security-and-due-process-new-legal-framework-cloud-era/)
https://www.blog.google/topics/public-policy/digital-security-and-due-process-new-legal-framework-cloud-era/)
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reduce worries of armament and mistrust. Examples of such drills are “Cyber Europe”
(2010 and 2012) (ENISA, 2011, 2012) and the China-US-Wargames (2012) (Hopkins,
2012), the latter of which were organized by NGOs.

Another possible approach consists of establishing platforms for the purpose of ex-
changing information on the details of defensive and offensive measures the respective
actors are conducting or planning in cyberspace. Such information can compensate
perceptions of opposing parties’ potential for aggression and destruction. Emergency
communication could also be conducted over such channels, which can serve as an early
warning system in the way of the ‘red telephone’.

Further cooperative approaches are mutual support (“capacity building”) in establishing
national measures of protection against cyberattacks, linkage of national reporting- and
emergency teams for cyber incidents (CERT), the development of collective cyberspace
treaties, and in the long run, measures of arms control and verification. Particularly for
the latter, however, there is an apparent lack of willingness to cooperate.

Next to these cooperative approaches, there are declaratory ones that states can unilater-
ally self-commit to as a policy of détente. Among these are the defensive orientation of
armed forces as well as their security- and defense doctrines, and limitations in terms
of the establishment of cyber forces. This can be reflected in the total amount of cyber
forces, their drills and training scenarios, their technical equipment and organizational
embedment in military operations. Renunciation of the “first use” of cyberweapons also
belongs into this category.

A large fraction of these measures is of regulative character. It is in the nature of rules that
they are, inter alia, declared out of political rationales and can be broken. Nonetheless,
they are suited to counteract distrust, misjudgment of opposing parties’ potentials and
motivations, and rash reactions.

6.3.2 Informatory Approaches

A substantial part of states’ security concepts comprises the collection, central notifica-
tion and analysis of security incidents in state-owned and commercial institutions. In
the realm of cyberspace, the concept of CERTs has existed for several decades. These
central, intra-organizational registration offices collect incidents and report them to
affiliated CERT-organizations, to warn and inform partners about security problems.
This concept is being picked up by states for some years now, and extended, linked
and hierarchically organized in whole economic branches up to government agencies.
Especially the European Network and Information Security Agency (ENISA) promotes
such linkage inside and between EU states and develops concepts for the categorization
of cybersecurity incidents (ENISA, 2018), as well as the classification and definition of
security warning levels (Dekker & Karsberg, 2014).

A further measure in this area is the creation and harmonization of statutory reporting
obligations of relevant security incidents in the commercial and private sector, in order to
identify cyber threats in good time and share this information over CERT infrastructures.
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6.3.3 Technical Approaches

As mentioned above, the development of peace building technical options is an important
part of this project. Such measures are currently barely being discussed on an interna-
tional level, although the technology of cyberspace is firstly designable, and secondly,
a multitude of relevant data and information that are suited for interchange and trans-
parency building are already generated and saved by computer systems. The spectrum
of technical measures that can be analyzed encompasses short-term approaches from
the field of classical cybersecurity, such as the exchange and analysis of communication
and log data of computer systems and networks, as well as more research-intensive
questions, such as the improvement of the detectability of cyberattacks and their origin,
or questions of mapping borders and the attached accountability of states in cyberspace
(so-called attribution). Further aspects concern the depiction of neutral territory and
objects as defined by the Geneva Convention, or the development of sensory measures
of verification of cyberspace disarmament treaties (Reinhold, 2018a).

6.3.4 Cyberpeace Campaign

In their campaign “Cyberpeace” (FIfF e.V., 2017), the Forum calls to end all military
operations on the internet by raising awareness of such dangers for, among others,
individual privacy and human rights. The greatest danger, according to the Forum,
lies in (unreported) weaknesses and loopholes inside IT systems which are used for
cyberattacks. Because such attacks can hardly be controlled, they might affect civilian
parties and even critical infrastructures responsible for the supply of energy, water,
communication and health, and other IT systems with potential security gaps. Especially
governmental cyberattacks, which possess most resources and influence, can weaken
these systems and pose a threat to the functioning of society and even human lives.

The Forum demands that all cyberweapons be abolished by creating binding international
arrangements on arms control, disarmament and the renunciation of developing and
using cyberweapons for offensive actions on a governmental level. Meanwhile, the
internet should function as a civil and peaceful resource without being misused for
spying on civilians. Connected to this, the concept of general suspicion should be
abandoned and replaced by achieving reliable evidence. The detailed demands can be
found in Table 6.2.

The threshold for military activities is lower on cyber level as it does not create the
impression of an actual war, which makes the abolishment of all cyberweapons necessary
(see Table 6.2, demands 1, 2 and 3). This involves the extension of already existing
agreements like the Geneva Convention to cyberspace (demand 5). Especially when it
comes to critical infrastructures which guarantee the supply of existential goods and
services, whose failure can threaten human lives, their disruption from outside should be
treated as a crime of war (5). Any operator of critical infrastructures should be obliged
to independently and transparently secure and protect their systems from attacks, and, if
possible, detach them from the internet to prevent access for offenders (11). At the same
time, governments should establish an internationally binding cyberspace initiative to
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protect the internet as critical infrastructure and support the research and development
of peace strategies (6).

The employment of conventional weapons as a reaction to a cyberattack equally runs
counter to the Forum’s peaceful policy. Because of the attribution problem, the source
of a cyberattack cannot be clearly identified. Therefore, conventional weapons could
cause a military escalation without a valid body of evidence (4).

Nonetheless, nations are urged to pursue a defensive strategy to protect their IT systems
against cyberattacks, and therefore be allowed to use (hacker) tools for defense and
exposure of existing security gaps (2 and 10). Such security gaps, once identified, should
be officially reported, especially for public and corporate IT systems, and closed before
they can be exploited, instead of leaving them open for intelligence services or armed
forces (10). Consequently, public awareness of and trust in defensive cyber strategies
will be raised. Furthermore, to prevent such weaknesses from emerging in the first
place, security should be a central aspect for the architecture of computers, operating
systems, infrastructures and networks (6, 11 and 14). Education around IT skills and
their significance for society should be promoted to increase the number of qualified
experts, improve security and quality of IT systems, and invigorate discussion on ethical
and political issues around technology (13).

Transparency and democracy are further central aspects of the campaign. By officially
promoting independent and transparent development, examination and risk analysis
of software, loopholes can be openly identified and prevented, increasing security
especially for critical infrastructures (14). Furthermore, instead of being the domain
of secret services and military consultation companies, cybersecurity strategies and
attacks should be officially confirmed and openly discussed with the goal to include
them into the democratic decision process (7). As freedom of speech and assembly
are basic human rights, they should be equally respected in cyberspace and not justify
criminal prosecution or military activities (8). To further help protect human rights,
independent and democratically regulated cybersecurity centers should be established
that work towards preventing cyberattacks and establishing cyberpeace (12).

As an important tool for the formation of public opinion, discussion of the cyberspace
in media and politics should follow defined terms and not be used to mislead and fuel
conflict (9). Therefore, the Forum also offers definitions for a better understanding of
cyberspace-related terms.

Demand Details

1. No Pre-emptive or Of-
fensive Strikes in Cy-
berspace

Nations should oblige themselves not to make offensive
moves against others in cyberspace, while international agree-
ments and cooperations on the prosecution of cybercrime
should be extended to military and secret service activities.

2. Purely Defensive Secu-
rity Policy

Instead of developing and using cyberweapons for offensive
purposes, nations should apply a defensive strategy of protect-
ing IT systems against cyberattacks.

3. Disarmament Regulated by international agreements, nations should com-
pletely disarm on cyber level. This does not concern (hacker)
tools for defense against cyberattacks and the exposure of
existing security gaps.
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Demand Details

4. No Conventional Re-
sponse to Cyberattacks

Because of the attribution problem, the source of a cyberattack
cannot be clearly identified. Therefore, conventional weapons
should not be used to respond to such an offense to prevent a
military escalation without valid evidence.

5. Geneva Convention in
Cyberspace

All applicable requirements of the Geneva Convention should
be extended to cyberspace, and their disregard treated as a
crime of war. This especially concerns critical infrastructures
for the supply of existential goods and services, whose failure
can threaten human lives.

6. Government-Level Cy-
berpeace Initiative

Governments should establish an internationally binding cy-
berspace initiative to protect the internet as critical infras-
tructure and support the research and development of peace
strategies.

7. Democratic Internet
Governance and Demo-
cratic Control over Cyber
Security Strategies

Instead of being the domain of secret services and military
consultation companies, cybersecurity strategies and attacks
should be transparent, officially confirmed and openly dis-
cussed, with the goal to include them into the democratic
decision process.

8. Online Protest is not a
Crime

As freedom of speech and assembly are basic human rights,
they should be respected in cyberspace and not justify crimi-
nal prosecution or military activities.

9. Clearly Defined and De-
militarised Political Lan-
guage

Terms in the context of cyberspace should be officially defined
and not used to mislead and fuel conflicts, as it currently is
the practice in politics and media.

10. Obligatory Disclosure
of Vulnerabilities

By officially reporting security gaps, especially for public
and corporate IT systems, it should be ensured that these are
closed before they can be exploited, instead of leaving them
open for intelligence services or armed forces. Consequently,
public awareness of and trust in defensive cyber strategies
will be raised.

11. Protection of Critical
Infrastructures

Any operator of critical infrastructures should be obliged
to independently and transparently secure and protect their
systems from attacks, and, if possible, detach them from the
internet to prevent access for offenders.

12. Cybersecurity Centres Independent and democratically regulated centers should be
established to prevent cyberattacks, protect human rights and
work towards cyberpeace.

13. Promotion of (rookie)
IT Experts

Education around IT skills and their significance for society
should be promoted to increase the number of qualified ex-
perts, improve security and quality of IT systems, and raise
discussion on ethical and political issues around technology.

14. Promotion of FLOSS
(Free and Libre Open
Source Systems)

By officially promoting independent and transparent develop-
ment, examination and risk analysis of software, loopholes
can be openly identified and prevented, increasing security
especially for critical infrastructures.

Table 6.2: Detailed demands of the Cyberpeace Campaign
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6.4 Conclusions

The answer to the introductory question crucially depends on the underlying concepts
of cyberwar and cyberpeace. These are open to discussion, as the disputes on definitions
of crucial terms, such as cyberweapons or cyberspace, are unresolved. Consequently,
in times of increasing militarization of cyberspace, applying international law to it
is still challenging. At the same time, there are more and more activists who try to
frame cyberpeace. Among them is the forum of computer scientists for peace and
social responsibility who advocates international disarmament and purely defensive
cyber military capabilities, as well as increasing formalization of organization and
international law in cyberspace.

To recapitulate, the central challenges the cyber arms pose are:

• The militarization of cyberspace.

• Necessitated by its militarization, the application of international law in cy-
berspace. Difficulties result from the characteristics of cyberspace and malware
(which lead to problems of attribution and therefore problems distinguishing
cybercrime from cyberattacks), as well as the lack of international norms and
definitions.

• Arms control in cyberspace, complicated by the above-mentioned problems. The
offensive usefulness of defensive cyber capabilities and the dual use character of
civil IT systems further impede efforts made.

Measures to overcome these problems and achieve cyberpeace include:

• Cooperative and declaratory approaches, i.e. promoting interaction and the ex-
change of information on the one side, and unilateral commitments to arms control
on the other side;

• informational approaches, i.e. increasing cooperation when it comes to the collec-
tion of information; and

• technical approaches, i.e. increasing cybersecurity by technical means, especially
by intensifying research.

Or, more programmatically put (by FiFf):

• Allowing purely defensive cyber policies only. The focus should lie on the protec-
tion of IT systems, all other capacities should be disarmed.

• Illegalizing conventional responses to cyberattacks. As the source of a cyberattack
cannot be identified, conventional weapons should not be used in response.

• The extension of the Geneva Convention to cyberspace, in order to make state
legally liable for their actions in cyberspace.
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Abstract Russia’s invasion of Ukraine and the ensuing war have, among many
other security certainties, demonstrated for the first time the role of cyberspace in an
open war of aggression and revealed developments worth considering. The objective of
this paper is to analyze military activities in cyberspace in the context of Russia’s war
against Ukraine based on publicly available information, and to assess them in terms of
the previously prevailing notion of cyberwar as opposed to its actual role. Based on this,
possible conclusions are considered, firstly regarding the future significance of cyber
activities for Russia in times of peace and conflict in terms of the general military use of
cyber assets, and secondly with regard to future international debates on the containment
of cyberwar and the harmful use of cyber assets.

Original Publication Reinhold, T., & Reuter, C. (2023b). Zur Debatte über die
Einhegung eines Cyberwars: Analyse militärischer Cyberaktivitäten im Krieg Russlands
gegen die Ukraine. Zeitschrift für Friedens- und Konfliktforschung. https://doi.org/10.1
007/s42597-023-00094-y This text has originally been published in German. This is a
translated version.

7.1 Cyberwar - Expectations

Even if terms such as cyberwar and cyberweapons remain controversial and no interna-
tionally binding definitions have yet been found (Reinhold & Reuter, 2021), the massive
expansion of military cyber capacities worldwide in recent years and corresponding
announcements1 illustrate the importance that states and militaries attach to this domain.
In the past, there have also been widely differing views on the role and extent of the
specific use of military cyber assets in state-led military conflicts. With the Russian
attack on Ukraine, there is now for the first time an example of warfare that also includes
military action in cyberspace and which will be analyzed below against the background
of previous expectations of this form of warfare.

The prevailing theories of anticipated state-led cyberwar to date can be placed on a
continuum between a primarily intelligence-focused meaning of cyberweapons (Rovner,
2020) on the one hand, and the use of cyberweapons as a replacement for conventional
warfare and boots on the ground (Bigelow, 2019) on the other. In the theories of
the intelligence-focused importance of cyberweapons (Rovner, 2020) the domain of

1cf. Review analyses such as e.g. (Voo et al., 2020) or announcements by individual states, such as
e.g. (Herpig et al., 2020) as well as (Lyu, 2019)

https://doi.org/10.1007/s42597-023-00094-y
https://doi.org/10.1007/s42597-023-00094-y
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cyberspace serves primarily for intelligence and military information gathering, as
well as tactical and strategic planning and command and control in warlike conflicts.
Accordingly, such a form of cyberwarfare is characterized primarily by extensive but
cautious and covert cyber operations that focus primarily on information gathering and -
apart from unauthorized information leakage - do not pursue damaging or damaging
intentions. Instead, in both peacetime and conflict, actors will seek to carefully protect
source IT systems successfully infiltrated by cyberattacks and continuously cover traces
to maintain access to stored information for as long as possible (Baram & Sommer,
2019). The scope of activities and the effects achieved in the process hardly differ in
peacetime and wartime in this regard. At the other end of the theory spectrum is a
war in which massive cyberattacks and the severe damage they cause to the enemy
replace the use of conventional means of warfare and boots on the ground, or at least to
a large extent replace the use of conventional means of action (Bigelow, 2019). Such
an approach presupposes comprehensive planning and preparation, presumably lasting
several years, as a component of military strategic planning (Buchanan & Cunningham,
2020), in which, after identifying relevant military IT targets in cyberspace, these
are specifically infiltrated even in peacetime by means of complex hacking attacks
and provided with the possibilities of military intervention (which, depending on the
planning, can range from disruption to destruction) (Biller & Schmitt, 2019). This
initial preparation is then followed by a phase of careful maintenance of this effective
capability in order to conceal it from detection and the associated closure of access
until a possible deployment (Reuter, Riebe, et al., 2019). With regard to relevant targets
within such a cyberwar, there is concern, among other things, that in addition to attacks
on military systems, IT systems from the area of so-called critical infrastructures
in particular will be (Global Commission on the Stability of Cyberspace, 2021) can
become targets of cyberattacks. These systems are generally easily accessible via the
Internet and often comply with generally known industry standards, in contrast to
highly specialized military IT systems, which are often deeply embedded in military
networks and correspondingly well protected in cyberspace due to their inherent security
relevance (Mulazzani & Sarcia, 2011). Cyberattacks against such critical infrastructures
can therefore be well-prepared, while triggering the disruptive effect in almost every case
would cause significant and large-scale impairments to a state and thus directly limit
its military options for action (Sandholz et al., 2020). Moreover, even the infiltration of
the IT systems in question must be assessed as a significant risk in peacetime (Murphy,
2019), as attackers, in addition to the intended installation of the cyber means of action,
can also unintentionally compromise the systems and their flawless operation and trigger
domino effects due to the interdependencies of critical infrastructures. Although critical
infrastructures are supposed to be protected during acts of war due to their importance
to civil society, this certainty has been significantly shaken with Russia’s war and the
cancellation of the norms of state dos and don’ts that have been in place to date. This
development fuels concerns that cyberattacks could also be carried out against other
highly sensitive IT systems, such as nuclear weapons IT systems and their warning and
control systems, in order to disable them and rob them of their deterrent effect (Eggers,
2021). At the same time, in this area, even the attempt to carry out cyberattacks and the
associated targeted exploitation of security gaps and vulnerabilities is fraught with high
risks due to the criticality of these IT systems.

In terms of expectations for cyber activities by Russia, until the war in Ukraine, the most
notable activities in cyberspace in recent years were pronounced by Russian intelligence
services (Greenberg, 2020; Trevithick, 2019). In Germany, for example, the two 2015
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hacks of the German Bundestag’s internal communications network called Parlakom
caused (Guarnieri, 2015) or the hacking attack on the German government IT network of
2017/2018 (Tanriverdi, 2018) attracted attention. At the same time, Russia has also been
identified as the originator, especially in the context of so-called hybrid threats (Ehrhart,
2019) and disinformation campaigns, as well as suspected state direction and direct
influence of civilian patriotic hacking groups (US Department of Justice, 2020). In
addition, the military significance of cyberspace has also been emphasized in official
strategies and statements2 and corresponding capabilities have been built up, for example,
within the framework of the so-called Sofacy Group (Herpig & Reinhold, 2018), which
is assigned to the GRU military intelligence service, so that many analysts have recently
assumed that Russia has comprehensive military cyber capabilities.

A final important point that many were not aware of in Russia’s current war against
Ukraine, and which will be discussed in more detail below, concerns the role of non-state
cyber actors. Until now, expected scenarios of cyberconflicts have ostensibly assumed
military as well as intelligence forces as the primary actors, and international debates
have focused on them (see Broeders and Cristiano, 2020 for an example). Even though
cyberspace has always been a playground for criminal as well as civil activist groups,
they have so far been less prominent in the context of interstate conflicts and their
consideration. Although cyber-activists have played a limited role in regional conflicts,
such as in Ukraine after the Russian invasion of 2014 (Maurer, 2015), their activities
have largely been concerned with creating a public sphere for their respective political
concerns and protesting against activities perceived as unjust. However, there has been
no explicit participation in the context of interstate armed conflicts and no explicit
attribution to one side of the conflict parties.

7.2 Assessment of the Role of M ilitary and Offensive Cyber Means of
Action in Russia’s War Against Ukraine

In contrast to the expectations described above, a comprehensive cyberwar, in which
military action in cyberspace plays a decisive role, has so far not occurred in the run-up
to or during Russia’s war against Ukraine - as far as publicly available sources suggest.
In some debates, this has been taken as an opportunity to question the significance
of cyberweapons in military conflicts in general, with reference to earlier warnings
of cyberwar (Burton & Christou, 2021). Against this background, the offensive cyber
activities in Russia’s war against Ukraine will be examined below and evaluated within
the framework of the continuum described at the beginning.

7.2.1 Russia’s effective cyber startup phase

On the one hand, targeted and effective cyberattacks took place, especially in the initial
phase of the war, suggesting long preparation phases in some cases. In addition to
the massive (but technically relatively easy to implement) DDoS attacks on Ukrainian
government websites, there was the targeted cyberattack on the satellite operator KA-

2See the "Cyber Policy Portal" of The United Nations Institute for Disarmament Research (UNIDIR),
https://cyberpolicyportal.org

https://cyberpolicyportal.org
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Sat (Schulze, 2022). In this case, terminals for communication with the satellite network
were rendered unusable by manipulated software, which could only have been possible
with extensive, months-long planning, technical analysis, preparation of tailored mali-
cious code, and the creation of access points to introduce the malicious code into the
satellite network provider’s IT system. At the same time, it must be assumed that due to
the necessary analyses for the execution of the KA-Sat hack, it must have been clear
in advance that the release of the malicious code would not only damage terminals in
Ukraine and that the impact outside Ukraine was therefore deliberately accepted3. The
two initial cyberattacks carried out in the initial phase of the attack presumably served
the purpose of preventing the dissemination of information and disrupting military
defense systems in Ukraine (Hoppenstedt, 2022). In addition, Russia thus succeeded in
significantly limiting the communication capabilities of the Ukrainian military, which
could only be compensated for by the rapid assistance of the Starlink network (Ball-
weber & Reinhold, 2022). The necessary amount of preparation, precise scheduling
of cyberattacks, and coordination with conventional military activities can be taken as
evidence of the existence of military cyber capabilities and corresponding capacities, as
well as the will to use this area for military purposes.

7.2.2 Inadequate connectivity planning for cyberspace and international support for
Ukraine

Previous analyses of the Russian attack are largely in agreement that Russia’s military
planning assumed a very short, fierce warfare and a swift subjugation of Ukraine (Schwirtz
et al., 2022). Presumably, the primary objective was to occupy strategically important
infrastructure and to target and destroy militarily relevant supply routes. In the context
of this planning, cyber activities were presumably prepared primarily to cause targeted
disruption in the information space and to gain military advantage. At the same time,
in addition to the elaborate preparation required for their use, cyber means are at a
disadvantage compared to kinetic means in terms of accuracy and certainty in predicting
and executing the desired effects when it comes to open, rapid action that does not
require secrecy. The effect of a missile on a building, for example, is much clearer to
plan and deploy from a military perspective. For these reasons, Russia had probably
planned few other cyber activities, relied on the use of conventional forces, and did not
plan for further coordination with military cyber units (Batemann, 2022). Thus, with
the change in the war situation and due to the onset of international support (Beecroft,
2022; Corera, 2022) for Ukraine, including in the area of IT security and resilience,
it was likely much more difficult for Russia to provide additional cyber assets in a
timely manner in conjunction with the increased vigilance in the area of IT security of
Ukrainian IT systems and infrastructure.

3See the analysis of the attack preparation and execution, as for example, extensively presented here and
provided with further information: https://cyberlaw.ccdcoe.org/wiki/Viasat_KA-SAT_attack_(2022)

https://cyberlaw.ccdcoe.org/wiki/Viasat_KA-SAT_attack_(2022)
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7.2.3 Dangers of uncontrolled spread of cyber activities

Taking into account all the possibilities related to cyberattacks, instead of the aforemen-
tioned cautious strategic planning in the selection and use of cyber means of action,
Russia could potentially have chosen a more massive approach in cyberspace as the
conflict prolonged. For example, instead of targeting strategically relevant targets, it
would be conceivable to instead deploy malware against any available or vulnerable
targets that could be detected and reached within Ukrainian cyberspace. Another varia-
tion could have been to deploy malware that has an automated propagation mechanism
and can spread within affected networks or beyond IT networks to achieve an area
effect. However, such a crowbar approach is associated with a significantly higher risk
of unintentional and uncontrollable spread of deployed cyber agents beyond Ukrainian
IT systems, as careful pre-analysis of affected systems and tailoring of malicious code
to a specific target system is hardly feasible in a meaningful way due to lack of time.
While the effects in the case of the KA-Sat hack were presumably known, and the risks
of escalation were weighed and accepted, the crowbar approach described would pose
an incalculable threat to IT systems in other countries and possibly affect Russian infor-
mation and communications technology (ICT) systems themselves, thus inadvertently
endangering themselves. Moreover, such action would put Russia at risk of revealing
its own available cyber assets and knowledge of security vulnerabilities without si-
multaneously triggering targeted effects and thus rendering this knowledge ineffective
in the sense of one-shot weapons. As reports have shown (ICRC, 2022b), critical in-
frastructure in particular has been the focus of Russian attacks for several months -
including by means of cyberattacks (Seals, 2022). Despite the terrible damage caused
and the associated consequences for the civilian population, however, these are rather
long hanging fruits, since cyberattacks on such IT systems can usually be carried out
using already known security vulnerabilities and correspondingly already available
malware (Microsoft, 2022).

7.2.4 Dependence on local and civilian ICT infrastructures

Another related issue concerns the communications infrastructures of the Russian
invasion forces, which were allegedly heavily dependent on Ukrainian ITC infrastruc-
tures. According to reports, the technical equipment of the conventional forces was so
inadequate that combatants had to rely on their own private IT equipment and telecom-
munications and data connections had to be transmitted via Ukrainian ITC providers
(so-called roaming). Large-scale interference with these communications frequencies
and infrastructures or the disruption of navigation services such as GPS/GLONASS
would have meant a massive restriction of their own communications and navigation
capabilities. At the same time, it was precisely because the ICT infrastructure contin-
ued to function that the Ukrainian government and civil society were able to provide
unprecedented coverage of the events of the war.
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7.2.5 Unexpected activities of non-state actors

In particular, non-state actors on both sides of the conflict have undertaken enormous
and unexpected activities in cyberspace. On the one hand, in response to a call from
President Selenskyj, Ukraine was able to establish a civilian cyber unit - the so-called
"IT Army of Ukraine" (Paganini, 2022b) - which was integrated into military planning
and also used for disruptive activities against Russia. Second, Russia has emerged in
recent years as a launching point for some very powerful non-state cyber actors, some
of whom had previously been more prominent in the criminal sphere and some of
whom had joined Russia’s cause at the beginning of the war. In addition, semi-organized
hacker and activist groups such as Anonymous (Pitrelli, 2022) or the "Belarusian Cyber
Partisans" (Cox, 2022) have joined the Ukrainian side and massively attacked Russian
IT systems (Nair, 2022). Even if the attribution of individual actions to the groups is
difficult and hardly verifiable sustainably, their effect within Russia is likely to have
meant that institutional IT specialists - especially with regard to intelligence services and
the military - were needed for the self-security of the country’s IT infrastructures, the
administration and large private-sector companies, and were not available for use against
Ukrainian IT systems. In particular, the resources of Russian non-state cyber actors were
effectively tied up by so-called non-state vs. non-state hacking activities, or in some cases
even completely disabled by data breaches - i.e., stealing and publishing confidential
information. At the same time, it can be assumed that the numerous hacking attacks
and data breaches against Russian state institutions, companies with state involvement,
or news portals and information systems contributed to undermining the restrictive
information policy regarding the war by putting Russia under pressure to explain itself
domestically on the one hand and forcing it to react accordingly with harsh means, e.g.,
by banning large, internationally operating social media platforms, on the other.

7.3 Conclusions

Based on these observations and assessments, the paper considers the possible con-
clusions that Russia in particular and political and military forces in general might
draw with regard to the future development of military and intelligence activities in
cyberspace. Based on these considerations, the resulting challenges for international
debates to contain the damaging use of cyber means of action are identified and possible
solutions are presented.

7.3.1 Increasing Threat to Critical Infrastructure

In view of the very effective use of cyber means in the initial phase of war, it is to be
feared that ICT infrastructures in particular will become a primary target at the beginning
of warlike conflicts in the future - even more so than in the past. On the one hand, due
to their nature, such systems are strongly IT-based and networked, so that a use of
cyber means of action against them can be prepared and executed very effectively. In
addition, chain reactions through downstream systems that depend on functioning ITC
infrastructures can be exploited and the spread of a damaging effect can be planned for.
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In this way, the communications capabilities of an entire country could be significantly
and almost simultaneously limited, which would be impossible to implement by kinetic
means on such a broad scale and in such a short time. In the case of Ukraine, significant
redundancy of IT infrastructures and a highly heterogeneous landscape of many smaller
and regional civilian ITC providers proved effective in compensating for the initial
damage and limitations caused by such aggression and restoring ITC. At the same time,
this level of resilience would presumably have been virtually impossible without civilian
international IT security support and the rapid deployment of backup solutions, as well
as the provision of redundant ICT infrastructures by international commercial players
such as Starlink. Against this backdrop in particular, however, it can also be attested
that the operational support provided to Ukraine - including in the area of cybersecurity
- can be considered successful international crisis management, and this despite the fact
that there are no established formal or institutionalized structures or organizations for
this purpose yet. have contributed to resilience in the case of Ukraine.

7.3.2 Increase in the preparation of offensive cyber operations

Given Russia’s lack of tactical capabilities to act adequately militarily in cyberspace
beyond the initial phase of the war, it is very likely that future conflicts will be charac-
terized by a more direct integration of cyber capabilities into conventional warfare to
enable or support conventional tactical maneuvers and to maintain military pressure in
cyberspace. However, in order to create such options for action and to have effective
means available over the entire duration of a military conflict, massive cyber operations
carried out covertly in foreign IT systems are already necessary in peacetime. In the
process, actors will acquire high-value ITC targets and build and maintain backdoors
into them so that they can be used for an attack at any time. Since defending against an
acute cyberattack by means of a so-called hack-back is not very effective (cf. e.g. (Rein-
hold & Schulze, 2017)), such an approach could also be chosen as part of a defensively
oriented defense strategy. In this case, a state would prepare for an anticipated defense
case by preemptively preparing cyberattacks on high-value IT systems of an anticipated
aggressor in order to be able to exert military pressure or restrict the military options of
the anticipated aggressor in the event of a conflict. Since such options for action must be
prepared in any case, intelligence or military action in foreign IT systems is already very
likely in peacetime, even more so than is already the case. Since such a scenario creates
considerable incentives to withhold security vulnerabilities in IT hardware and software
as crucial basic material of any cyber and hacking activities and not to report them to
the manufacturer for remediation, rules and agreements are needed here to contain the
inherent large-scale threat to civilian IT systems.

7.3.3 Need for internationally binding norms for state behavior in cyberspace

Against the backdrop of the above points and the fact that any unauthorized intervention
in foreign IT systems jeopardizes their secure functioning, the international debates on
the dos and don’ts of state action and, in particular, the limits of activities in foreign
IT systems in peacetime, which have been conducted for years in various formats, are
becoming even more explosive. On the one hand, there are already comprehensive
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proposals and approaches that have been developed, for example, within the framework
of the UN Group of Governmental Experts on Advancing responsible State behavior
in cyberspace in the context of international security4 (UNGGE, 2021) or on the basis
of best practice recommendations of the Organization for Security and Cooperation
in Europe (Security & Europe, 2016). For example, the most recent UN GGE con-
sensus report emphasizes, among other things, the validity of state due diligence in
cyberspace (the so-called due diligence principle) and calls for the protection of critical
infrastructure (Schulze & Datzer, 2021). At the same time, however, there is a lack of
enforceability of these rules as well as an internationally uniform and, above all, binding
perspective on how these and other existing norms of international law can be practically
applied to cyberspace and to what extent states are required to implement these norms in
their national sphere of competence or can be held liable in the event of non-compliance.
At the same time, in view of the current tense global political situation, it is likely to be
difficult to motivate Russia or even China as important players to engage in joint talks
on global IT security. One common ground for achieving this nonetheless would be to
appeal to the development of measures or limits to guarantee national IT security, since
any actors are dependent on the guarantee and maintenance of national IT systems even
in the event of damaging activities in foreign IT systems. However, this argumentation
is contrasted by developments in China and Russia to decouple themselves from global
IT infrastructures, manufacturing and supply processes, and hardware and software
products. The more these countries use their own national solutions, the less willing they
are likely to be not to unduly impair global IT products and IT systems in the interests
of self-protection.

7.3.4 Containment of the activities of non-state actors and state due diligence obliga-
tions

With regard to the role and activities of non-state actors, the considerable challenge
arises as to how their actions can be contained in future conflict situations in order to
be able to control conflict dynamics, prevent endangerment of the civilian population
and avoid international proliferation of the actors involved in the war. In particular,
semi-organized civilian actors are likely to play a role in future conflicts. In this con-
text, they can relatively quickly become relevant actors in cyberspace5, using digital
disruptive actions, hack-and-leak attacks, or targeted defacements to circumvent the
conflict parties’ information policies, undermine national support for activities, and
challenge narratives, as well as tie up resources for national IT security and countering
disruptive actions (Paganini, 2022a; Pitrelli, 2022). Particularly in the case of markedly
asymmetric conflicts that exhibit a clear friend-foe division, it can be assumed that
conflict parties will also find it easy to mobilize national or international non-state cyber

4For an explanation of the working group, see https://www.un.org/disarmament/group-of-governmental-
experts/

5This is all the more true since hacking does not, in principle, require any specific military skills or tools.
When selecting targets, groups like Anonymous have often focused on IT systems of public administration
or of business and media companies in the past. Since such targets are usually publicly accessible from the
Internet due to their regular use and are based on conventional IT systems, they do not require any high-value
target information that could only be obtained through intelligence activities. Moreover, since such activities
are more concerned with signaling to a perceived adversary than with specific longer-term disruptions, the
selection of targets is generally flexible and does not relate to a very specific IT system, as is the case with
military strategic planning.
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actors and integrate them into state structures. However, this raises the question of the
extent to which civilian actors could be perceived as military combatants and what the
consequences would be for the "ius in bello" in particular and the perspective on war
in general if cyber-combatants presumed to be actively intervening in a conflict are
completely decoupled from the territorial limitations of a warlike confrontation. State
conflicts can also extend to the level of cyberattacks directly between non-state actors
and in turn endanger civilian IT systems. Against this backdrop, it should be examined
in what form and to what extent governmental possibilities for exchange with these
groups can be established in order to establish point-of-contacts or other communication
possibilities for the case of conflict.

7.3.5 Russia’s Future Role in Cyberspace

In view of Russia’s behavior in the coming years, the Russian government will presum-
ably continue and further intensify its strategy of hybrid conflict management against
democracies due to its looming international isolation. It is likely that both disinforma-
tion and so-called digital disruption will continue to be used below the threshold of an
open conflict in order to discredit open and free social systems, to serve its own victim
narrative and to bind allies more closely to it. In this context, cyberspace continues
to be very suitable for acting and discrediting from behind the scenes as well as for
false-flag operations due to the possibilities of concealing the origin of activities. At the
same time, it is not necessary for the strategy of digital disruption to specifically attack
high-value targets - which are usually also particularly well protected - but rather it is
sufficient to draw from the abundance of IT systems, which are unfortunately still poorly
protected and inadequately maintained, to identify targets that are vulnerable to attack.
Particularly in rural Germany, critical infrastructures are often operated by small and
medium-sized enterprises (SMEs) whose IT security measures may be inadequate due
to human or financial resources. This situation may not be much better for European
partners and requires close and timely cooperation in order to be able to warn partners as
quickly as possible when incidents occur. With regard to military action in cyberspace,
it is to be feared that, although Russia has actively made proposals in recent years
within the UN framework for pacification of cyberspace and the rules and limits of state
action in this domain, the currently displayed disregard for established norms could also
be implemented in cyberspace with attacks on civilian (critical) infrastructure, among
other things. This development also makes the consensus reached in 2021 in the Group
of Governmental Experts on Cyber Issues (UN GGE) (UNODA, 2021), which was
originally regarded as substantial progress, on the validity of existing cyber norms and,
in particular, the state’s responsibility for due diligence, appear unpromising.

7.4 Summary

In summary, although Russia’s war against Ukraine was not accompanied by the ex-
pected massive use of military assets in cyberspace, this can only be attributed to a lesser
military relevance of this domain to a limited extent. Rather, the unexpected role of cy-
berwarfare is more likely to be due to the specific situation, tactical planning failures and
misjudgments by Russia, and in the further development of the war. At the same time,
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it must be assumed that both the state actors involved and other states will learn their
lessons from Russia’s alleged tactical and strategic mistakes and adjust their strategies,
activities, and military planning accordingly. In sum, this suggests that, with respect
to the expectations explained at the outset, a full cyberwar as a boots-on-the-ground
substitute is rather unlikely. At the same time, however, cyberspace will continue to
gain in importance as a military domain in the future, especially with regard to tactical
planning in the area of interdiction and disruption of communications and supply in-
frastructures. To the same extent, the intelligence-focused significance of cyberspace
outlined above is thus also gaining relevance; this is particularly true in peacetime with
regard to preparations for armed conflicts as well as in the provision and protection
of national IT systems and the monitoring of foreign actors. These conclusions, and
the extent to which it is possible to bring the parties to a conflict together for joint
discussions despite increasing international bloc formation, and to include non-state
actors where appropriate, will largely determine the shape and scope that cyberspace
will play in future conflicts. This will also determine whether it will be possible to
ensure the peaceful use and further development of this globally used domain and to
achieve a containment of the current tendencies toward militarization of this domain.
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A R M S C O N T RO L A N D I T S A P P L I C A B I L I T Y T O C Y B E R S PAC E

Abstract Arms control aims at preventing conflicts and fostering stability in inter-
state relations by either reducing the probability of usage of a specific weapon or
regulating its use and thus, reducing the costs of armament. Several approaches to
arms control exist: limiting or reducing numbers of weapons and armed forces, disar-
mament (“down to zero”) or prohibiting certain weapons. To illustrate these further,
this chapter elaborates on the necessity of arms control and presents some historical
examples, including an overview of existing measures of arms control. Extrapolating
from these, the general architecture of arms control regimes and the complex issue
of establishing and verifying compliance with agreements will be discussed, not least
with respect to cyberspace. Building on these theoretical considerations, the chapter
presents important treaties and first approaches, including the Wassenaar Arrangement,
the recommendations of the OSCE, and the UN GGE 2015.

Original Publication Reinhold, T., & Reuter, C. (2019a, March 13). Arms Control
and its Applicability to Cyberspace. In C. Reuter (Ed.), Information Technology for
Peace and Security: IT Applications and Infrastructures in Conflicts, Crises, War, and
Peace (pp. 207–231). Springer Vieweg. https://doi.org/10.1007/978-3-658-25652-4_10

8.1 What is Arms Control and why is it Necessary

The concept of arms control has been developed as a political reaction to the dynamics
of military armaments in the international state system. At its core, arms control is a
normative endeavor. It was born out of the insight that nuclear war needs to be prevented,
and it is guided by the principle of preventing future wars. The concept can be described
as “unilateral measures, bilateral and multilateral agreements as well as informal
regimes (. . . ) between States to limit or reduce certain categories of weapons or military
operations in order to achieve stable military balances and thus diminish tensions and
the possibility of large-scale armed conflict” (Den Dekker, 2004). Thus, arms control
does not necessarily imply steering armed forces towards complete disarmament. Early
attempts of arms control can be recorded in the pre-20th century, often accompanying
larger conflicts or new military technologies like the development of firearms and high
caliber guns. These early approaches, like The Hague Conventions of 1899 and 1907
and their annexes1, often included the non-usage of certain weapons such as chemical
weaponry. This dynamic increased with the advancements of military weapons during

1Both Hague Conventions from 1899 and 1907 consist of multiple treaties and additional annexes. Most
relevant for the challenges of arms control is the second treaty of the first conference "Convention (II) with
Respect to the Laws and Customs of War on Land and its annex: Regulations concerning the Laws and
Customs of War on Land. The Hague, 29 July 1899" (The Hague Conference, 1899) as well as the fourth
treaty of the second Hague convention (The Hague Conference, 1907).

https://doi.org/10.1007/978-3-658-25652-4_10
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the First and Second World War as well as with the subsequent arms races of the Cold
War. Especially the development of nuclear weapons, their massive destructive potential
and the high risk of global annihilation underlined the necessity of political regulation
of these developments. Arms control is usually conducted in the form of bilateral or
multilateral legally binding treaties to regulate some aspects of military potential and
capabilities, but it is also concerned with the conditions and circumstances that lead
to armed conflicts. The overall goal of arms control is less a complete disarmament
which – strictly speaking – would mean the renunciation of all military capabilities, but
rather a rational planning for reducing the risk of war. This task can be divided into
three different parts (Müller & Schörnig, 2006):

1. War prevention and the reduction of conflict probability, limiting the
acceleration of armament dynamics and its causes and reducing the
likelihood of preventive or preemptive strikes.

2. Damage limitation in the event of armed conflicts, restricting the extent
of death and destruction by certain weapon systems with massive
destructive potential or weapons that can be used on a large scale.

3. Reduction of armament-related costs and the release of such funds.

Against the background of these overall tasks, arms control approaches generally con-
sider the following different principles and measures specified in individual and usually
legally binding treaties for specific weapons, weapon parts, weaponizable technologies,
and armed forces:

• Create transparency about military capabilities, establish and maintain
sustainable stability and communication in inter-state relations, so-
called Confidence and Security Building Measures (CSBMs or CBMs).

• Provide quantitative and qualitative limits of allowed weapons or its
specific capabilities, for instance, the payload or the range of missiles.

• Restrict or prohibit the proliferation of weapons, weapon parts or
weapon technology, establish measures to control restrictions or limi-
tations and provide information to other states about arms sales.

• Develop and establish specific measures of verification that enable
states to practically verify the compliance of other treaty parties with
agreements.

These approaches are not necessarily consistent or compatible, and the particular focus
in a concrete situation as well as the corresponding means always depend on the
configuration and level of political, economic or (expected) military conflict. This is
also important in view of the realistic assessment of possibilities and expected results of
arms control in specific situations and their limitations. Therefore, arms control cannot
be equated with disarmament. This may be the case, for example, when limits are
set for weapon systems that are above the current stock levels of two treaty parties.
The controlled armament build-up to the new limits could allow a balance of military
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power and reduce concerns of a later and possibly hidden armament. In general, arms
control stretches from measures with minimal requirements of commitment to establish
first steps for positive state relations to reduction measures with practical controls and
monitoring of weapon sites or other relevant facilities. Figure 8.1 shows the “Non-
Violence” sculpture in front of the UN headquarter – a classical tribute to non-violence
and peace.

Figure 8.1: Sculpture “Non-violence” showing a revolver tied in a knot, on display
outside the Headquarters of the United Nations in New York City by the sculptor Carl
Fredrik Reuterswärd (Picture: C. Reuter)

8.1.1 Historical Examples of Arms Control

Some examples aim at illustrating that over the last decades, each new emerging military
technology raised new challenges for arms control, led to international debates and –
often after their military deployment – to agreements and treaties2.

8.1.2 Arms Control for Nuclear Weapons Technology

Due to their major threat to mankind and the historical arms race during the Cold War
era, the regulation of nuclear weapons and its carriers like missiles and warheads has a
long history with many, sometimes unsuccessful, approaches of mutual agreements and

2For an insightful overview of arms control endeavors see Goldblat (Goldblat, 2002)
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treaties. The following examples also illustrate a specific aspect of arms control treaties.
In most cases, the agreements not only have a specific technological or military-strategic
scope but also a limited period of validity. Often, they are intended to be reviewed
and possibly renewed after some time or followed by subsequent treaties. Because of
these expiration dates or the unilateral cancellation of treaty signatories, some of the
agreements were terminated without follow-up approaches. The list further exemplifies
that arms control regulation is often a step-by-step process, starting with minimum
consensus regulations proceeding towards stricter prohibitions. This development can be
seen in the first arms control agreement for nuclear weapons and weapons technology,
the so-called Partial Nuclear Test Ban Treaty (PTBT)3 which entered into force in 1963
(UN, 1963).

The treaty was initially signed by the Soviet Union, the United Kingdom, and the United
States and then opened for signature by other countries. It prohibits all test detonations
of nuclear weapons other than those conducted underground and is still active. The
agreement can be perceived as a first measure to slow down the nuclear arms race and
its proliferation by limiting the scientific testing capabilities. A few years later, in 1970,
the Non-Proliferation Treaty (NPT)4 came into force, taking arms control of nuclear
weapons an important step further (NPT, 1970). The treaty is based on three pillars.

1. It firstly defines a list of nuclear-weapon states that have manufactured
and exploded a nuclear weapon or other nuclear explosive devices
before 1 January 1967 and declares that all other non-nuclear weapon
states agree to never acquire nuclear weapons.

2. Its second pillar is the agreement of all treaty parties to pursue nu-
clear disarmament in order to ultimately eliminate nuclear arsenals
(Campbell et al., 2005).

3. Its third pillar is the right of all parties to develop nuclear energy for
peaceful purposes and to benefit from international cooperation in this
area.

The NPT originally had a limited duration of 25 years but was extended indefinitely in
May 1995. It is now reviewed every five years in the Review Conferences of the Parties.
An important aspect of the NPT is that it authorizes the International Atomic Energy
Agency (IAEA) to monitor the states’ compliance with NPT agreements and commits
them to security measures, the so-called safeguards.

Another issue of arms control is highlighted by the 1988 Intermediate-Range Nuclear
Forces Treaty5 between the United States and the Soviet Union (INF, 1988). The treaty
does not focus on the nuclear explosive device itself, but on its deployment tools, the
missiles and the necessary launchers. It codified the elimination of all nuclear and
conventional missiles and their launchers with specific ranges and ordered a deadline
for their destruction. In addition, verification measures such as on-site inspections were

3The full name of the treaty is “Treaty Banning Nuclear Weapon Tests in the Atmosphere, in Outer Space
and Under Water”, but it is also known as Limited Test Ban Treaty (LTBT).

4The full name of the treaty is “Treaty on the Non-Proliferation of Nuclear Weapons”.
5The full name of the treaty is “Treaty Between the United States of America and the Union of Soviet

Socialist Republics on the Elimination of Their Intermediate-Range and Shorter-Range Missiles”.
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established to check compliance with the treaty by both sides. Besides the obvious
positive effect of reducing the military escalation potential of nuclear weapons, the
agreed verification measures are valued by peace and security researchers because they
established specific, practical and measurable steps6 for checking compliance while
respecting and sustaining national security agendas. After many years of criticism
against Russia for undermining the agreements, the INF treaty is currently on the brink
of termination as the United States has announced its withdrawal in February 2019. A
similar fate of non-prolongation is threatening the so-called New START treaty that
was signed in 2010 and entered into force in 2011 (NEW Start, 2010). START is the
abbreviation for Strategic Arms Reduction Treaty and is used to describe three different,
consecutive treaties between the Soviet Union (later Russia) and the United States on
the reduction of nuclear bombers, intercontinental and submarine-launched ballistic
missiles and warheads in combination with the establishment of verification measures.
The New START treaty is expected to last at least until 2021, but negotiations for a
follow-up treaty are currently not pursued.

8.1.3 Arms Control for Biological and Chemical Weapons Technology

As mentioned, arms control treaties were also negotiated for many other technologies.
Two other important weapons of mass destruction are chemical or biological weapons.
Facing the challenges and risks associated with them, the member states of the United
Nations adopted the Biological and Toxin Weapons Convention (BWC)7 that entered into
force in 1975 which prohibits the development, production, stockpiling and distribution
of biological weapons in combination with the strong emphasis on restricting the
application of biological and toxic material to civil purposes (UN, 1972a). Since its
implementation, review conferences have been held every five years. However, in
the absence of specific compliance or verification stipulations in the treaty, effective
monitoring of compliance has proved to be insufficient. Attempts to solve this problem
by means of an additional protocol, including disclosure requirements and inspections,
failed in 2001. As for the challenge of chemical weapons, the Chemical Weapons
Convention (CWC)8, signed in 1993 and entered into force in 1997, provides a series
of comprehensive and practical disarmament steps (CWC, 1997). The signatory states
undertake to declare existing stocks and to destroy all chemical weapons by 2012, a
deadline that had to be prolonged, under international supervision. In addition to toxic
chemicals, the CWC also applies to ammunition or equipment specifically designed
to cause death or other harm by exploiting the toxic properties of the listed chemicals.
The CWC also included the establishment and authorization of the Organization for the
Prohibition of Chemical Weapons (OVCW), based in The Hague, which is responsible
for monitoring compliance with the Convention. In a so-called “verification annex” to
the Convention, contractual obligations (i.e. a detailed description of procedures to be
followed by the treaty parties) and verification measures (i.e. how inspections are to be
conducted and how samples are to be collected, handled and analyzed) are specified.

6Verification measures include extensive data exchange, on-site inspections at deployment sites, perma-
nent inspections at the missile production facilities (Woolf, 2010).

7The full name of the treaty is “Convention on the Prohibition of the Development, Production and
Stockpiling of Bacteriological (Biological) and Toxin Weapons and on their Destruction”.

8The full name of the treaty is “Convention on the Prohibition of the Development, Production, Stockpiling
and Use of Chemical Weapons and on their Destruction”.
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8.1.4 Arms Control Treaties for Conventional Weapons and the Outer Space

Another example for the diverse field of arms control approaches is the Outer Space
Treaty9 from 1967. Its aim is to prevent the occupation of celestial bodies by individual
states (at that time: the Soviet Union and the USA) and the temporary or permanent
deployment of military forces in space, on the moon or other celestial bodies, especially
weapons of mass destruction (UN, 1967). However, given the spirit of technological
advancement, civil space exploration is explicitly allowed for each state. Regarding
arms control for conventional forces and weapons, the 1990 Treaty on Conventional
Armed Forces in Europe (CFE) sets upper limits for the number of heavy weapons
systems that may be deployed in Europe (CFE, 1990). After its implementation, the
treaty led to drastic reductions in stocks of weapons that could be used for offensive
purposes in Europe as a stable balance of military powers between the Cold War parties
was established. One last example to mention is the Convention on Cluster Munitions
(CCM, 2008). The CCM is a ban on the use, manufacture and transfer of certain types
of conventional cluster munitions. It refers to bombs, grenades or warheads that do not
explode as a whole but release a variety of smaller explosive devices. In addition to the
prohibition provisions, the agreement includes provisions on the destruction of existing
stocks, the disposal of residues from cluster munitions and the support of victims of
cluster bombs. The convention was signed in December 2008.

8.1.5 Preventive Arms Control

One concept of arms control that is useful in assessing uncertain scenarios such as the
militarization of cyberspace and the many technical difficulties associated with it is the
so-called preventive arms control. It complements traditional arms control by focusing
on technologies that are still in the research and development stages today. Preventive
arms control attempts to regulate, limit or minimize technological innovations that could
have negative effects on international security and peace to prevent such consequences
as early as possible. The assessment of preventive arms control follows three main
objectives (Neuneck & Mölling, C., 2001):

• Risk prevention for sustainable development and the evaluation of
the consequences and potential dangers of the technology for the
human, environmental, social and political systems and infrastructure
complexes.

• The further development of effective arms control, disarmament and
international law to place new technologies under existing arms control
and disarmament contracts or existing international treaties as well as
the development of new standards.

• The reduction or limitation of the extent to which technologies have
destabilizing and negative effects on international security, either as

9The full name of the treaty is “Treaty on Principles Governing the Activities of States in the Exploration
and Use of Outer Space, including the Moon and Other Celestial Bodies”.
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a result of qualitative armament or in terms of the proliferation of
armament-related knowledge.

8.1.6 An Overview on Existing Measures of Arms Control

An important step towards arms control measures regarding the militarization of cy-
berspace is to look at the history of similar measures of former technological develop-
ments and their military application. The specific requirements, technical constraints
and goals of these approaches, as well as the lessons learned of their success or failure,
are a valuable resource for their application to cyberspace. The following Table 8.1
depicts a categorized list of arms control measures (Neuneck & Mölling, C., 2001; Stohl
& Grillot, 2009):ö

Forms of Arms Control Explanations and Examples

Geographical measure Demilitarised regions, security zones, e.g. nuclear weapon-
free zone Africa

Structural measures Defensive orientation of force structures, e.g. the Treaty on
Conventional Armed Forces in Europe (CFE, 1990)

Operational measures Limitation of manoeuvres, omission of provocative actions
e.g. the Vienna Document (OSCE, 2011)

Verification measures Data exchange, inspections etc., e.g. the Open Skies Treaty
(OSCE, 1992) or the IAEA Nuclear Safeguards in Iran
(IAEA, 2015a)

Declaratory measures Waiver of the first use of weapons, especially nuclear
weapons

Technology-/Medium-
related measures

Limitation, reduction or destruction of certain weapons or
technologies, e.g. ABM Treaty (UN, 1972b), INF Treaty
(INF, 1988), individual marking of weapons to make the
flow and illegal discharge of weapons comprehensible e.g.
Arms Trade Treaty (UN, 2013)

Proliferation-related mea-
sures

Prohibition or restriction on the export of militarily relevant
technologies, e.g. Nuclear Suppliers Group under the NPT
(NPT, 1970), securing the storage and production facilities
of weapons to prevent illegal diffusion

Application-related mea-
sures

Prohibition or restriction of the use of certain weapons and
methods of war

Actor-related measures Prohibition, restrictions or permissions in relation to specific
groups of actors

Target-related measures Safeguard clauses, prohibition of the attack on certain, espe-
cially civil, targets, e.g. the treaties of the Geneva Conven-
tion (ICRC, 1949)

Economic/Trade-related
measures

Registration and licensing of arms dealers, producers, ship-
pers as well as the regulation and approval of individual
arms transfers and provision of sanctions and intervention
options, licensing arrangements for import, export, transit
through national territories of weapons
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Forms of Arms Control Explanations and Examples

Interstate cooperation
measures

Inter-agency coordination, cooperation, coordination be-
tween relevant governmental organisations involved in arms
control and, if necessary, cooperation in law enforcement
with appropriate powers of the commissioned institutions

Information exchange
measures

Transparency of production, ownership, trading and control
efforts and dissemination of information to international
partners

Table 8.1: Forms of arms control

8.2 Arms Control Measures

8.2.1 Confidence Building and Verification as Important Parts of Arms Control Mea-
sures

The historical examples showed that arms control efforts are almost always a gradual
process; their success is often temporary and a matter of the political circumstances
and responsible actors. In many cases, the initial situation is characterized by two or
more state parties with a certain degree of mistrust or uncertainties about the current
or planned military power and security policies of “the other sides”. These situations,
sometimes combined with ideological differences, have often been marked by little
official communication. Each party depends on the “outside perception” of other parties
and the interpretation of their actions, without having complete knowledge about their
intentions and motivations. These constellations can be described by the sociological
system theory of Parsons and Luhmann and their concept of “double contingency”
(Luhmann, 1984). Applied to the context of international security politics, this means
that state parties are under the impression of existing or perceived threats of other state
actors that will or may interfere with their national security, sovereignty or foreign
policy goals. Such threats can be an aggressive territorial behavior but also military
armament which is perceived as overpowering either in terms of shear capacities of
military power (e.g. conventional forces like tanks, infantry, military airplanes) or by
the destructive military potential of specific weapons technology. Such tense situations
are often exacerbated by new technologies and the inadequate or missing understanding
of their invasive or destructive capacities.

The current debates on cyberweapons illustrate this situation: It is yet unclear what
cyberweapons are and if cyber-related offensive military acts fit the conventional term of
use of “weapons”. As Sommer and Brown point out “there is an important distinction
between something that causes unpleasant or even deadly effects and a weapon” (Som-
mer & Brown, 2011). The authors define: “A weapon is ‘directed force’ – its release
can be controlled, there is a reasonable forecast of the effects it will have, and it will
not damage the user, his friends or innocent third parties”. Another approach for the
definition of cyberweapons proposes an assessment of the strategic selection of the
target, the purpose and the intended damage of specific cyber incidents and the attackers
behind. Despite this rather terminological debate, there have been several interrupting
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and sometimes damaging incidents in cyberspace. International studies emphasize the
increasing demand of military forces for cyber-related capacities (UNIDIR, 2013). On
the other hand, it is unclear how to measure, compare and categorize such cyber tools
and their potential military destructive effects. As a result, especially in political debates,
each state expects the most dystopian scenarios and tries to prepare for them, either with
cyber defense measures or sometimes by setting up its own offensive cyber capacities.
The ongoing debates about active cyber defense (in Germany known as the “Hack-Back”
debates) or the perpetual fear that critical infrastructures could be shut down by military
cyberattacks are the most visible parts of this Zeitgeist. However, there are no empirical
studies that suggest the likelihood of such incidents.

In the face of these challenges, relations of mistrust, armament and the risk of conflicts
by accident or misconception, the international political community has developed
the concept of confidence building measures (CBMs)10. These measures, originally
introduced by the Conference on Security and Co-operation in Europe (CSCE) during
the Cold War era, intend to establish cooperation between states through gradual and
mutual concessions, exchange of information and the reduction of military threats
(OSCE, 1986). The proposed actions further intend to establish active channels of
communication between opposing parties, facilitating communication in times of crisis
before “pushing the buttons”. The exchange of information and talks about national
security doctrines or strategies and the underlying motivations aim at fostering an
understanding of the security goals and fears of the “other side”. At best, they could help
the parties reach the common understanding that weapons should be seen as “military
insurance” and not be used. Such situation emerged, for example, during the Cold War,
where the capacities of nuclear weapons either reached a level that ensured a balance
of power between the opposing states or provided the military tactical possibility for
an immediate strike back11. Over the last decades and especially in times of the Cold
War, some trust building approaches explicitly focused on technical-level talks about
aspects of securing weapons and their facilities. Protecting one’s own population from
unwanted and destructive effects of weapon technologies by accidents can be seen as
the least common denominator of all states.

These approaches sometimes helped to circumvent the ideological differences that would
otherwise overshadow or even prevented these exchanges of knowledge. Such talks
and conferences, more specifically, the establishment of mutual understanding, often
became the starting point for further debates about reducing or stopping arms races.
Moreover, they promoted agreements that kept a balanced level of specific weapons that
sufficed for all sides in terms of their national security considerations without further
armament. The fact that many of the above-mentioned examples of weapons technology
also contain potential risks for the civil society and risks of technical accidents helped
to drive debates further towards the reduction of military capacities or the proscription
or the abolishment of specific weapon technologies.

As mentioned, the general goal of any arms control agreement or treaty is reducing the
likelihood of war by a reduction of military technology weapons, their development,

10In debates that directly address military forces, the term is often extended to confidence and security
building measures (CSBM)

11The military concept of a strike back followed the deterrence idea of preventing the threat of a nuclear
attack by a country’s assured ability to respond with an own nuclear attack. Such a “second strike” should
have destroyed the attacker too, and by that minimised its intent for the first strike.
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testing or military application. To restrict or regulate these aspects, treaties define rules
for forbidden activities, thresholds for the numbers or instructions for the handling of
specific items. The stability of arms control treaties depends on the widespread accep-
tance and support of these rules, as well as on the existence of trustworthy and effective
compliance procedures (Müller & Schörnig, 2006). This underlines the importance of
possibilities for treaty parties to check compliance with agreements of other parties,
especially when the mutual relationship is characterized by mistrust. This vital part of
arms control treaties can be implemented in different ways, and the agreed measures are
specific to the regulated technological issues and the political goals of the negotiating
parties. These so-called verification measures range from methods that allow supervi-
sion without on-site assessment like aerial imaging or seismic sensors to the structured
collection, submission and exchange of data between states on stockpiles and trade
volumes and on-site inspections with counting and measuring stockpiles and facilities.
Müller & Schörnig (Müller & Schörnig, 2006) define four important characteristics for
the acceptance of these measures:

• Appropriate and focused on the given context and the intended regula-
tion of the selected items.

• Practicable and able to detect violations.

• Adequate and suitable to assess violations and their military dimension.

• Effective to recognize violations without being hindered by technical
obstacles or political intentions.

8.2.2 The Challenges of Arms Control Measures in Cyberspace

Cyberspace as a domain has some very specific characteristics that are very different
from other domains like land, air and sea. This includes the virtuality of this field and
the information it contains, the non-physical representation of code and the seamless
duplication of data. These features pose many challenges, especially for the practical
side of arms control agreements; many of the established approaches will not work. In
particular, this concerns all measures that rely on one of the following aspects:

• The limitation or the reduction of cyberweapons.

• The differentiation between civil and military usage and the resulting
differences in authorization.

• The differentiation between a defensive and an offensive usage of
cyber tools.

• The assignment of responsibility for individual activities in this do-
main.

• The necessity to practically control or monitor compliance with agree-
ments.
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Chapter 17 “Verification in Cyberspace” will have a detailed look at the specific
technical aspects of cyberspace that cause these challenges and explain how cyberspace
differs from real physical domains. The chapter will further explain how to deal with
these problems and what aspects and measurable parameter could be used to implement
verification measures for this space.

The previous examples of arms control approaches have shown that many of the ap-
proaches are based on states’ declarations of the intended use or non-use as well as the
trade or exchange of information on restricted items. Nevertheless, the ongoing interna-
tional political debates currently struggle to find a way to reach binding agreements in
the cyber area. Besides the technical difficulties preventing a one-to-one application of
established measures to the new domain, this has many reasons. One of these problems
is based on the different views of states about what constitutes cyberspace and the
question of state sovereignty in this area. Whereas proposals from European states or
the US usually focus on the IT infrastructure and acknowledge human rights and the
freedom of speech, other approaches, such as a proposal to the UN by Russia, China
and other states (UN General Assembly, 2011), emphasize the national right to monitor
and regulate the distribution of information in this space. This potentially includes
censorship. This conceptual disagreement is further complicated by the problem of
transferring the idea of national borders to this area; determining the sovereign territory
of a state as well as the area of its responsibility is complex. Another aspect exacerbating
these disagreements is the question of which international committee or institution can
be entrusted with monitoring and controlling the further technological development
of cyberspace supporting its long-term peaceful orientation. This task was historically
taken by different organizations like the Internet Corporation for Assigned Teams and
Numbers (ICANN) and the Internet Engineering Task Force (IETF), which did not
represent the international state community and may have been influenced by individual
state actors. Approaches to transferring these tasks to a UN institution such as the
International Telecommunication Union (ITU) have so far been unsuccessful. A similar
question arises regarding an internationally legitimate institution that could be assigned
with investigating suspected state-actor-driven incidents that would require (in most
cases) the exchange and analysis of malware samples or sensitive log data from the af-
fected IT systems (Davis II et al., 2017). A further problem for arms control approaches
is the current lack of internationally consistent classification of cyberweapons or any
kind of malicious cyber tools, such as exploits and vulnerabilities in IT products. This
lack prevents a uniform risk assessment. Thus, there is no basis for any kind of definition
specifying limitations or reporting obligations. This applies in particular to the neces-
sary analysis of possible damage and the classification of different types, ranges and
destructive factors of cyberweapons. The lack of classification further intensifies cyber
armament as unpredictability hinders a “stable balance of military cyber power” where
states would agree to limit military capabilities that meet their security requirements.

Previous cyber incidents showed that cyberweapons have so far - unlike expected –
mostly been used for gaining hidden accesses to IT systems. This resembles espionage
tactics rather than the use of classic weapons with disruptive or destructive effects.
Cyberweapons rely in most cases on the exploitation of vulnerabilities in IT products.
Thus, they are “one-shot weapons” that lose their impact once released because they
reveal their attack vector and the exploited weakness in other systems can be closed.
This results in a very cautious disclosure of the cyber capacities of states which - from
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a military tactical perspective - work best when they are secretly implanted into the
targeted systems and stay hidden until their application is needed (OSCE, 1992).

8.3 Important F irst Approaches of Arms Control in Cyberspace

As demonstrated, there is a growing international understanding of the dangers of an
uncontrolled militarization of cyberspace and the need for cyber arms control measures.
The historical examples illustrated that the first step for specific agreements on the
limitation or the reduction of military goods is a common understanding of the problems
and the risks of the technology. The debates within the international community are
moving in this direction, forming an essential basis for agreements on norms and rules
for state behavior in cyberspace as well as for binding future treaties on the military usage
of cyberspace technology. The last part of this chapter will present some of the attempts
that have been made in recent years by various actors and at different levels of inter-state
cooperation that have driven these debates forward and will hopefully help pave the
way towards broader agreements. The approaches are not ordered chronologically but
according to the involved stakeholders and their target group. It is important to mention
that these examples do not always explicitly fulfil the criteria of arms control treaties in
accordance with the presented historical treaties and agreements. Their selection will
present state-driven initiatives as well as proposals from economic actors and the civil
society to illustrate the different aspects of the ongoing debates in cyberspace and their
challenges, as well as the first results of these efforts.

8.3.1 The Wassenaar Export Control Arrangement and its Extension from 2013

The "Wassenaar Arrangement on Export Controls of Conventional Weapons and Dual-
Use Goods and Technologies" is a multilateral export control regime. It was established
in 1996 and currently consists of 42 member states (The Wassenaar Arrangement Secre-
tariat, 2019). The objective of the Convention is to increase international transparency
and regulation of trade, as well as to limit the distribution of conventional arms. The list
of regulated items especially concerns so called dual-use items that can be used for both
civil and military purposes. The member states of the arrangement undertake to control
the export of these critical goods, examine export inquiries and, in the event of suspicion,
reject them because of the potential for security-critical or human rights-endangering
application. Trade data is exchanged between the member states twice a year. In view of
the increasing expansion of intelligence and military activities into cyberspace, a first
step towards regulating these activities was taken at the end of 2013. The extension of
the agreement comprised the inclusion of "intrusion software" in the catalog of critical
goods, regulated by the following definition (The Wassenaar Arrangement Secretariat,
2022):

“ “Software” specially designed or modified to avoid detection by ‘monitoring tools’,
or to defeat ‘protective countermeasures’, of a computer or network capable device,
and performing any of the following: (a) The extraction of data or information, from
a computer or network capable device, or the modification of system or user data; or
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(b) The modification of the standard execution path of a program or process in order to
allow the execution of externally provided instructions.”

This definition considers the functional scope of an application as a sufficient criterion
for its regulation, less the possible damage or the specific application environment. One
of the problems of the Wassenaar Arrangement is its implementation, which falls under
the sovereignty and responsibility of each member state and is decided independently.
In Germany, the Federal Office of Economics and Export Control (BAFA) has been
commissioned to examine export inquiries. The German control criteria differ with
regard to the destination of planned exports. Exports to EU Member States, NATO
countries or states with a similar status are generally authorized unless there are specific
political reasons against them. Exports to other countries are questioned and examined
regarding the potential buyer, the possible open and hidden purpose of use, as well as
the political situation and stability in the target country. These decisions and export
controls are handled differently in other member states, and there is no obligation
for standardized procedures. Control of the proliferation of such goods, an essential
component of classical arms control agreements, is, therefore, only possible to a limited
extent and does not achieve a universal validity. The approach could, therefore, be seen
as a blueprint for a potentially global approach to regulating these goods and items if
combined with consistent and equal national trade export laws and placed under an
international control body such as a UN organization.

8.3.2 The 2018 Proposal of the EU Parliament for a Harmonised Dual-Use Export
Controls Regulation

On the basis of the Wassenaar Arrangement, the European Commission has begun to
discuss further regulation of such goods within the framework of a uniform export
control system for EU countries (EU-Commission, 2016a). It prepared a proposal for
the European Parliament, which adopted this position and prepared negotiations with
the Council of the EU for a final agreement (Parliament, 2018). The EU Parliament’s
position follows most of the principles of the Wassenaar Arrangement on the regulation
of technologies capable of cyber-surveillance and human rights violations. The definition
of the proposal covers (EU-Commission, 2016b):

“items specially designed to enable the covert intrusion into information and telecom-
munication systems with a view to monitoring, extracting, collecting and analyzing
data and/or incapacitating or damaging the targeted system. This includes items related
to the following technology and equipment: (a) mobile telecommunication intercep-
tion, equipment; (b) intrusion software; (c) monitoring centers; (d) lawful interception
systems and data retention systems; (e) digital forensics;”

When assessing the export authorization for cyber-surveillance and other affected items,
member states must consider the risk of infringement of the defined rules. This regulation
potentially broadens the scope of regulated goods and their assessment in comparison to
Wassenaar because it introduces a “catch-all control” approach which aims at supple-
menting the specific control categories for non-listed technology items and preparing
regulation for future developments. Beyond the approach of an EU-wide common export
control law, it also proposes a due diligence regime for exporting states and the exporter
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itself, as well as a responsibility for standardized reports on national export control
measures. This exceeds the Wassenaar approach of national sovereignty concerning the
specific export rules and reporting procedures. In addition, member states may prohibit
or impose an authorization requirement on the export of dual-use items not listed in the
regulation for reasons of public security, human rights considerations or the prevention
of acts of terrorism. The proposal of the EU Parliament is currently being discussed
with the Council of the EU.

8.3.3 Recommendations of the United Nations Group of Governmental Experts from
2015

In 1999, the United Nations General Assembly passed the resolution 53/70 “Develop-
ments in the Field of Information and Telecommunications in the Context of Interna-
tional Security” (UN, 1999). The resolution is concerned with the increasingly relevant
topic of cyberspace in terms of its potential for scientific and technological progress
as well as its use for malicious purposes. A further resolution 58/32 of 2003 (UN,
2003) proposed to focus on the threats for this domain, the chances and possibilities for
international cooperation in the field of information and communications technology
(ICT) (including technical infrastructures) and established a group of governmental
experts (GGE) to address these issues. Since its foundation, there have been five groups
of governmental experts that were concerned with these questions and with the appli-
cability of international law in cyberspace. Also, they prepared recommendations for
international agreements. The last successful group from 2015 "examined existing and
potential threats arising from the use of ICTs by States" and has recommended a set of
voluntary, non-binding norms of responsible state behavior (UNGGE, 2015a). These
norms have been adopted by the UN General Assembly "in a call to its member states
to be guided in their use of information and communications technologies. (..) G20 has
also invited states to implement the GGE recommendations" (UNODA, 2017). With
regard to the challenges of arms control in cyberspace, the recommendations of the 2015
report addressed the following aspects:

“[It] recommended that States cooperate to prevent harmful ICT practices and should not
knowingly allow their territory to be used for internationally wrongful acts using ICT. It
called for the increased exchange of information and assistance to prosecute terrorist
and criminal use of ICTs. (..) A State should not conduct or knowingly support ICT
activity that intentionally damages or otherwise impairs the use and operation of critical
infrastructure (..) States should not harm the information systems of the authorized
emergency response teams of another State or use those teams to engage in malicious
international activity. (..) States should take reasonable steps to ensure the integrity of the
supply chain and prevent the proliferation of malicious ICT tools, techniques or harmful
hidden functions. (..) The Group identified a number of voluntary confidence-building
measures to increase transparency (..) and called for regular dialogue with broad
participation under the auspices of the United Nations and through bilateral, regional
and multilateral forums. (..) The report called for the international community to assist
in improving the security of critical ICT infrastructure, help to develop technical skills
and advise on appropriate legislation, strategies and regulation.” (UNGGE, 2015a)
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The 2016/2017 follow-up group did not reach a final consensus. This can be explained
(among other things) by disagreements between states about the assessment of cyber
incidents and their impact on national security. The members of the expert group could
not agree on the question of how international law applies to the possibilities and limits
of responses to such presumed state activities and appropriate countermeasures.

8.3.4 Proposals for Confidence Building Measures by the OSCE

Over the last years, the Organization for Security and Co-operation in Europe (OSCE)
has issued two decisions that concern "confidence-building measures to reduce the risks
of conflict stemming from the use of information and communication technologies".
Decisions No. 1106 of 2013 (OSCE, 2013) and No. 1202 of 2016 (Security & Europe,
2016) are based on the organization’s belief and commitment to foster international
security by promoting communication and international cooperation between states and
other relevant international organizations. In this regard, the organization developed
a set of confidence building measures that should "enhance interstate co-operation,
transparency, predictability, and stability, and (..) reduce the risks of misperception,
escalation, and conflict that may stem from the use of ICTs." The measures are voluntary,
but the OSCE instructed its member states to base their political decisions, law-making
and behavior on these principles. Most measures concern interstate consultations, the
definition of a common terminology for cyberspace and its threats, the exchange of
information regarding the security and use of ICTs as well as – in particular – the risks
for critical national and international ICT infrastructures and their integrity:

“Participating States will nominate a contact point to facilitate pertinent communications
and dialogue on security of and in the use of ICTs. Participating States will voluntarily
provide contact data of existing official national structures that manage ICT-related
incidents and co-ordinate responses to enable a direct dialogue and to facilitate interac-
tion among responsible national bodies and experts. Participating States will update
contact information annually and notify changes no later than thirty days after a change
has occurred. Participating States will voluntarily establish measures to ensure rapid
communication at policy levels of authority, to permit concerns to be raised at the
national security level.” (Security & Europe, 2016)

Furthermore, the proposal encourages the establishment of a central platform for the
dialogue, exchange of best practices, awareness-raising and information on capacity-
building as well as the handling of security threats and incidents and the OSCE is
calling on its member states to prepare an effective national legislation for cooperation
on this international, interstate level. The proposal also extended the considerations,
especially regarding the significance of ICT for critical infrastructures and industrial IT
systems, and encouraged its member states to cooperate in the exchange of national ICT
incidents and the vulnerabilities detected. Although all these proposals concern “only”
the political behavior of states (not the preparations of their armed forces) and are based
on the exchange of information and the establishment of communication channels, these
efforts must be considered as highly valuable. This is due to the important role of the
OSCE as an international organization that connects states by providing an important and
established platform for dialogue and decision-making, potentially fostering necessary
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discussions and the finding of shared views and rules which could form a basis for
negotiations and further agreements.

8.3.5 State Driven Proposals for Norms and Responsibilities of State Behavior in
Cyberspace

Besides the previous multi-lateral approaches, various states have in recent years devel-
oped proposals for binding norms and rules of state behavior in cyberspace that followed
established rules of international law. These proposals are often driven by national
foreign policy priorities or reflect national views and concerns about state sovereignty
and internal security.

At the end of October 2018, both Russia and the US, together with other supporting
states, submitted two different proposals to the United Nations General Assembly First
Committee for the further development of norms and responsibilities of state behavior
in cyberspace. Both proposals assume that states should not use information technology
to "carry out activities that are contrary to the maintenance of international peace and
security" or "intervene in the internal affairs of other states". The Russian proposal
(UN, 2018b), which is supported by 26 other countries, including China, reaffirms the
UN GGE’s recommendations. In doing so, the authors endorse a comprehensive list
of international rules, norms and principles of responsible behavior. In particular, this
draft resolution calls on the Secretary-General to convene an "open working group"
to continue work on these issues which was discontinued by the UN GGE in 2017.
A special feature of this proposal is, that it emphasizes the state sovereignty over the
national internet in terms of the state’s rights to examine and regulate the information
that is shared, transferred, stored and distributed within national IT systems and the
national part of the internet. The US-led proposal (UN, 2018a), supported by 35 nations,
also confirms the UN GGE’s work and calls for a further group of experts. In particular,
it should focus on the question of how international law can be applied to the state’s use
of information and communication without defining new spaces of national sovereignty
that profoundly conflict with freedom of speech and other human rights.

Two other proposals worth mentioning are the Paris Declaration and the Commonwealth
Cyber Declaration, both published in 2018. The Paris Declaration was presented by the
French government at the Internet Governance Forum (IGF) under the name of "Paris
Call for Trust and Security in Cyberspace" (French Ministry for Europe and Foreign
Affairs, 2018). The Call is formulated as a non-binding document and does not contain
any detailed measures, nor does it propose to create new institutions. Rather, it aims to
promote existing institutional mechanisms to “limit hacking and destabilizing activities”
in cyberspace. This move intended to end the confrontations in the intergovernmental de-
bates and the resulting stalemate. For this purpose, the call proposes that the monitoring
of the effective implementation be delegated to the IGF as a UN body. The text contains
nine objectives that balance its priorities between states, businesses and civil society,
addressing three main issues: regulation of state-based activities based on norms, state
sovereignty in cyberspace and protection of citizens. The document encourages more
comprehensive and coordinated regulation of cyberspace, in particular, the maintenance
of international peace and security. It not only recognizes the applicability of interna-
tional humanitarian law to cyberspace, as well as international human rights law and
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customary international law. The role and responsibilities of state actors in cyberconflicts
are to be strengthened, and active cyber defensive measures by companies are excluded.
In the same way, "offensive operations by non-state actors" and the influence of foreign
states on democratic processes, such as elections, are condemned. Another central theme
of the document is the importance of protecting individuals and critical infrastructures
from harm. The document calls for the "public core of the Internet" to be protected from
hostile actors and demands from the industry a stronger commitment to "security by
design" in products and services. At the time of publication, the call was signed by 57
states, including the EU member states as the strongest faction. Russia, China and the
US are not among the signatories.

A second declaration that is promoting similar goals is the "Commonwealth Cyber
Declaration" (Commonwealth Secretariat, 2018) which was adopted at the 2018 meet-
ings of the "Commonwealth Heads of Government Meeting". This is relevant in view
of the many smaller and economically weaker states of this group, which emphasize
the importance of cyberspace for their nations and express a right to co-determination
in its development. The "Commonwealth Cyber Declaration" is, therefore, together
with the OSCE CBMs, one of the strongest intergovernmental signals for the peaceful
development of cyberspace so far. It acknowledges cyberspace as the basis of social,
economic and political development and stresses the dangers of a destabilization of
cyberspace by offensive state activities:

“We, as Commonwealth Heads of Government (..) recognizing the threats to stability in
cyberspace and integrity of the critical infrastructure and affirming our shared commit-
ment to fully abide by the principles and purposes of the Charter of the United Nations
to mitigate these risks (..) commit to (..) limit the circumstances in which communication
networks may be intentionally disrupted, consistent with applicable international and
domestic law. We, as Commonwealth Heads of Government (..) recognize that without
cybersecurity citizens are at risk of crime or exploitation, and commit to strengthening
legislative, social and educational measures that protect the vulnerable.” (Common-
wealth Secretariat, 2018)

In this view, the declaration recognizes the importance of international cooperation in
tackling cybercrime and promoting stability in cyberspace and supports the UN GGE’s
recommendations to develop frameworks for the application of international law to and
establish confidence building measures for this domain.

8.4 Summary

The previous examples of international and national approaches to the development of
binding rules and norms for state behavior have highlighted the increasing acceptance
of the importance of cyberspace and the growing commitment of the international com-
munity to ensuring its stability. However, assessments, such as the 2013 Cybersecurity
Index (UNIDIR, 2013), can only be the first step towards binding rules that limit, reduce
or even prohibit the development, proliferation and usage of offensive cyber tools for
military purposes. Besides the political will of states, many technical issues need to
be analyzed to develop solutions to these challenges. Measures need to be developed
that allow verifying compliance of treaty parties, the practical monitoring of military
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facilities or the tracking of cyberweapon material like software vulnerability exploits.
The history of arms control shows that this is a long way to go, but a necessary step
towards the peaceful development of a global domain. To summarize the chapter:

• Arms control aims at preventing conflicts and fostering stability in
interstate relations by either reducing the probability of the usage of
a specific weapon or regulating its use and thus reducing the costs of
armament. Thus, the overall goal of arms control is less a complete
disarmament but a rational planning for reducing the risk of war.

• The field of arms control approaches is highly diverse; weapons to
be controlled include nuclear, biological, chemical and conventional
weaponry.

• Arms control measures include confidence building and verification or
preventive measures.

• Cyberspace as a relatively new domain poses – due to its specific
characteristics – many challenges. These include conceptual disagree-
ments, the determination of territory and responsibility, as well as
the establishment of a supervising authority. Many of the established
approaches do not work.

• First approaches for a regulation of cyberweapons include the Wasse-
naar Export Control Arrangement and the 2018 Proposal of the EU
Parliament for a Harmonized Dual-Use Export Control Regulation
that could help to establish arms control measures in cyberspace.
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C H A L L E N G E S F O R C Y B E R A R M S C O N T RO L : A Q UA L I TAT I V E
E X P E RT I N T E RV I E W S T U DY

Abstract Cyberspace and its ongoing militarization have already been a topic in
international fora as well as scientific debates for several years. Many important sugges-
tions have been made for its regulation and development towards a peaceful application.
However, the development of applicable, comprehensible, and verifiable arms control
measures that can effectively reduce the risk of military escalations in cyberspace is still
hindered by the characteristics of this domain. This article analyses these challenges and
the obstacles of dual-use, proliferation, constant technological progress, the importance
of the private sector, difficulties in defining and verifying the weapon, and difficulties in
attributing attacks. By employing a literature review as well as qualitative expert inter-
views, the article provides a state-of-the-art perspective on these topics and answers the
question to what extent expert knowledge aligns with the challenges discussed in the
literature . It reveals the main challenges for cyber arms control - the lack of political
will, of definitions, and of verification capabilities, as well as the dual-use nature of
cyberspace and the multitude of stakeholders involved beyond states and discusses.
Based on these findings, the analysis comes to the conclusion, that a broad definitional
approach is advisable for cyberspace that regulates behaviors and outcomes rather than
the technology itself. The analysis also shows that a reliable attribution mechanism is
necessary for such endeavor, and that - as technical challenges have thus already been
successfully overcome - an opportunity arises to translate the processes initiated under
the UN GGE and the OEWG into binding regulations.

Original Publication Reinhold, T., Pleil, H., & Reuter, C. (2023). Challenges for
Cyber Arms Control: A Qualitative Expert Interview Study. Zeitschrift für Außen- und
Sicherheitspolitik (ZfAS). https://doi.org/10.1007/s12399-023-00960-w

9.1 Introduction

In recent years, much has been written about cyberspace, its increasing militarization and
its relevance in conflicts and combat. The still ongoing war in Ukraine presents a concrete
case of an open military conflict that includes this digital domain. It also showed that
despite the popular scholarly perception of a cyberwar that instantly brings down a state
to its knees, military attacks in cyberspace can easily fail or be miscalculated and that a
strongly decentralized IT infrastructure can withstand attempts to destroy a country’s IT
capabilities. While there is still much to analyze and learn from the war in Ukraine and
the role of cyberspace in it, and even though it is very likely that military actors will
draw their conclusions from mistakes and failures, one thing has become very clear:
Cyberspace, beyond its relevance for civilian and commercial purposes, is also a military
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domain. However, it is strongly influenced by factors that exceed traditional national
jurisdiction and military power, such as by non-state actors entering a conflict, attacking
each other’s IT systems, or even fighting each other in cyberspace, or international
commercial actors providing support for IT and communications infrastructures. A
look at the past shows that arms control has been a successful means to respond to the
security challenges of armament processes regarding different kinds of weapons and
to contain or stop arms races, hence, significantly contributing to security and stability
worldwide (Reinhold & Reuter, 2019a). Curbing the proliferation of weapons, as well as
reducing those already in existence, is therefore one of the most important concerns of
the international community (Müller, 2005). Despite the urgency emphasized by experts,
like for example (Denning, 2001; Dittrich & Boening, 2017; Dunn, 2005; Hansel &
Silomon, 2021; Litwak & King, 2015; Maybaum & Tölle, 2016), little progress has been
made regarding arms control measures in cyberspace. Although increasingly established,
at least in the normative field, so far these are mere declarations of intent or possible
diplomatic measures in response to a cyberattack. However, approaches that attempt
to address the complex matter of IT hard- and software, dual-use, and the question of
what constitutes a cyberweapon (Reinhold & Reuter, 2021) are diverse, but so far lack a
common international agreed definition. This article focuses on the debate regarding
the challenges faced in establishing arms control in the domain of cyberspace, which
include, e.g., dual-use, proliferation, constant technological progress, the importance
of the private sector, difficulties in defining and verifying the weapon, and difficulties
in attributing attacks. By employing a literature review as well as qualitative expert
interviews, this study specifically aims to answer the following research question:

What are the current challenges for establishing arms control for cyberspace
according to expert knowledge and to what extent do these align with the challenges
discussed in the literature?

Since arms control represents an important instrument of foreign and security policy, this
article aims to contribute to the interdisciplinary discourse on how international security
in cyberspace could be maximized. Ruhmann emphasizes that “reality today requires
new ways of thinking as well as recourse to usable known approaches” (translated by the
author) (Ruhmann, 2010). Following this idea, this article adds to the ongoing discourse
on the research and development of cyber arms control. Based on related work (chapter
9.2), the methodology used in this paper is presented in chapter 9.3. Subsequently, in
chapter 9.4 the results of the expert interviews are presented regarding their perception
of the challenges for arms control in cyberspace. The following discussion (chapter 9.5)
is the core of this work and aims to answer the second part of the research question,
to what extent expert knowledge and literature align regarding the challenges for arms
control in cyberspace. Further, recommendations for academia and policymakers are
presented before identifying the limitations of this study and considering starting points
for future research. Finally, a conclusion is drawn in chapter 9.6.

9.2 Theoretical Perspective: Related Work

The present absence of treaty-based arms control in cyberspace can be explained by
a number of factors, which will be discussed further in the following. This overview
summarizes the current state of the art and explains why establishing arms control in
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cyberspace is very difficult for several reasons. Figure 9.2 in the appendix provides a
graphical representation of these findings.

A: Lack of a definition for the term cyberweapon: A fundamental challenge for
establishing arms control in cyberspace is the lack of clear, uniform definitions of key
terms, such as cyberweapon (Litwak & King, 2015; Reinhold, 2019c). The conventional
definition of a weapon does not apply with respect to a cyberweapon (Arimatsu, 2012;
Czosseck & Podins, 2012). Traditionally, a weapon describes an instrument of offensive
or defensive combat, that is, a “device designed to kill, injure, disable or temporarily
incapacitate people or destroy, damage, disable or temporarily incapacitate property or
material” (US Air Force Secretary, 2018). While this definition of a weapon is applica-
ble to kinetic weapons, it fails to capture the essence of a cyberweapon, which, unlike
kinetic weapons, is in most cases not designed to produce a kinetic result that could
possibly lead to one of the outcomes described in this definition (US Air Force Secretary,
2018). Hence, a cyberweapon becomes a weapon only through the attack capability of a
malicious code in combination with a specific vulnerability within an IT software or
hardware product as well as the intended result or effect of a code (Arimatsu, 2012).
Much more decisive in this context is therefore for what purpose and with what intention
such tools are used (Reinhold, 2019c). Additionally, it is not possible to differentiate be-
tween offensive and defensive weapons in the case of cyberweapons (Reinhold & Reuter,
2019a). Another perspective, suggested for example in the Tallinn Manual (CCDCOE,
2013), is to compare the actual effect triggered with the effects and impacts of physical
weapons towards the loss of life or significant damage to objects. However, this approach
is not suitable to classify and regulate malicious code prior to its actual usage. Due to
the lack of clear definitions, the specificity required for legal regulations is lacking and
significantly complicates the discussion of the topic (Arimatsu, 2012; Lewis, 2010a),
especially as it is unclear what part of the malicious code should be regulated; either
the knowledge and illicit trade with such knowledge, the code itself that exploits such
knowledge to break into IT systems and circumvent IT security measures, or the actual
payload which triggers the impact. Although a few approaches exist that try to focus on
technical aspects of hard- and software to define a cyberweapon (Reinhold & Reuter,
2021), so far, no internationally accepted perspective exists, and thus it is not clear what
should be discussed or negotiated at all (Geers, 2010).

B: Dual-Use-Dilemma: Another aspect complicating the search for appropriate cy-
berspace arms control is the dual-use factor by which cyberweapons are character-
ized (Reinhold, 2019c; Riebe & Reuter, 2019a). For example, a computer, a USB stick,
or software can be used for both civilian and military purposes (Lewis, 2010a; Meyer,
2011) and even the knowledge about a security vulnerability is already an essential
part of code that can be used to improve IT security as well as for an unauthorized
intrusion into third-party IT systems. Therefore, no clear line can be drawn between
these different use scenarios, which is why the products cannot be banned in principle in
the context of arms control (Reinhold, 2019c). While dual-use has played a role in arms
control treaties in the past, the dual-use nature of cyberweapons takes on a completely
different dimension, as cyberweapons can be used in various ways (e.g., to destroy,
degrade, exploit, control, deceive, or alter a target object). Therefore, the term dual-use
can be misleading (Arimatsu, 2012; Reinhold, 2019c). Moreover, many instruments that
could potentially be used as cyberweapons are also instruments for building a cyber
defense or cyberespionage (Reinhold, 2019c).
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C: Verification: Verification of arms control measures is one of the most central chal-
lenges for arms control in cyberspace (Arimatsu, 2012; Denning, 2001; Dunn, 2005;
Lewis, 2010b; Maybaum & Tölle, 2016). One aspect concerns the previously described
dual-use nature of cyberweapons: It is impossible to control the basic materials for
building a cyberweapon because the technologies required to do so are either com-
mercial or can be easily derived from widely available commercial products. Thus,
it is not possible to distinguish the intended purpose of these systems based on their
technical characteristics (Lewis, 2010a). Furthermore, cyber armament is happening
covertly (Altmann, 2019b). Unlike, for example, tanks or missiles, cyberweapons are
not visible as physical objects and can easily – or even must – be kept secret. Further,
they are globally available, which means that it is not possible to limit weapons or
capabilities numerically or spatially, as has been the case with weapons systems in the
past (Altmann, 2019b; Dunn, 2005; Reinhold, 2019c). Additionally, due to their charac-
teristics, cyberweapons (almost) cannot be detected by inspection teams or technical
sensors (Maybaum & Tölle, 2016). And even if a cyberweapon was discovered, it would
be impossible to eliminate all copies of it because cyberweapons or their components
can be duplicated very quickly and inexpensively without the need for physical materials
or special operating facilities (Altmann, 2019b; Dunn, 2005; Libicki, 2009), thereby
preventing its non-proliferation. Hence, cyberweapons can be stored on computers and
hard drives all over the world, e.g., even in locations under the jurisdiction of states
that are not a party to any arms control treaty for cyberweapons and thus serve as “safe
havens” (Dunn, 2005). Consequently, a geographical assignment of the data itself, or
where it is stored or further processed, as well as the associated assignment to a specific
national sovereignty and jurisdiction is difficult (Reinhold, 2019c). Considering these
aspects, verification of malicious tools that are used in the cyberspace would require an
extremely high level of interference, to which few if any states would agree (Denning,
2001). Moreover, it could be difficult because of the risk that states will be reluctant to
share information about their capabilities in cyberspace, given the blurred line between
capabilities that can be used as cyberweapons and those used for cyberespionage, which
is generally not considered an act of war (Lewis, 2010b). In addition, intelligence agen-
cies can use the same cyberweapons as armed forces, hackers, or criminals (Altmann,
2019b; Arimatsu, 2012; Czosseck & Podins, 2012; Libicki, 2009; Meyer, 2011).

D: Further technological progress and role of private sector: Adding to the previous
challenges, tools for cyberattacks are changing very rapidly, which in turn makes
monitoring compliance with treaties difficult (Denning, 2001; Dunn, 2005). This results
in the fact that the development of new weapons and technologies, such as cyberweapons,
have outpaced regulatory efforts (Gillis, 2017). Moreover, Geers highlights the difficulty
of controlling an ever-growing quantity (Geers, 2010). He nevertheless emphasizes that
these are technical challenges that may be solvable with increasing research in this
area. In addition, due to the previously described dual-use factor, states do not have
sole control over the means used as weapons, but non-state actors also have ownership
and operational rights in this domain. Consequently, for an arms control treaty to be
effective, actors from the private sector must be involved and should be committed to
such an endeavor (Arimatsu, 2012) as well as the industrial sector, as cyberweapons
arms control could have a strong impact in the form of high additional effort, cost, or
bureaucratic overhead to implement and perform such controls (Denning, 2001) as well
as finding the regulation balance that does not hinder the IT security industry. Beside
these, cyberspace is also place of individuals or non-state groups, that have expressed
power within this domain, either in the field of cybercrime, political or ideological
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hacking, or in the context of state conflicts (Sigholm, 2013), thus providing a further
challenge to the ongoing debates.

E: Political will: The political will is crucial for establishing arms control measures (Ari-
matsu, 2012; Dunn, 2005; Maybaum & Tölle, 2016; Reinhold & Reuter, 2019a). Due
to the borderless nature of cyberspace, it is a prerequisite that many states participate
in such a regime (Maybaum & Tölle, 2016). However, there are several reasons why
states could be reluctant to participate in such an arms control regime. First, there is the
risk that authoritarian states (e.g., Russia, China) may want to preserve patriotic hackers
as a political tool and continue to have the ability to control politically threatening
internet content that would be protected under the freedom of expression in democratic
states (Litwak & King, 2015). Moreover, states could be opposed to any treaty that
restricts the development of offensive cyberweapons, believing that it would also limit
their ability to adequately build up their cyber defense (Czosseck & Podins, 2012;
Denning, 2001; Dunn, 2005). Since it is not possible to build a strong defense without
knowing what kind of attacks are possible and what vulnerabilities could be exploited,
many states would find their cyber defense hampered by cyber arms control that would
limit research into attack methods and tools. Furthermore, there are concerns about
whether a regime would be wanted by states considering the cost-benefit calculation
of cyber arms control since the cost of enforcing and monitoring a global ban may be
higher than the expected reduction in risk (Arimatsu, 2012). All this is made even more
complex by geopolitical tensions, mistrust, and divergent interests which complicate
negotiations on international cooperation (not just) in this area (Hansel & Silomon,
2021).

The overall view of these challenges to arms control in this domain discussed in the
scientific literature gives the impression that arms control is failing in face of the
realities of cyberspace (Reinhold, 2019c). Consequently, new forms of transparency
and verification are needed specifically for cyberspace, as well as qualitative rather
than quantitative arms control. It seems that the conventional methods of arms control
to ensure transparency and verification have had their day against the backdrop of
cyberspace (Altmann, 2019b; Ruhmann, 2015). Therefore, several researchers conclude
that cyber arms control will not be possible (e.g. (Maybaum & Tölle, 2016)). At the same
time, despite all these challenges, other authors (Altmann, 2019b; Denning, 2001; Dunn,
2005; Litwak & King, 2015; Meyer, 2011) emphasize that arms control in cyberspace is
urgently needed. Moreover, international understanding of the danger of uncontrolled
militarization of cyberspace is increasing (Reinhold & Reuter, 2019a). General media
has also been addressing the issue for several years with, e.g., articles in the New York
Times (The Editorial Board, 2015) and the Economist (Economist, 2010) advocating
for cyber arms control. In 2014, Meyer argued that cyberspace had not yet become
an active battleground for cyberwar at that time, but he stressed the possibility that
this could change soon (Meyer, 2011). This can currently be observed regarding the
Russian war on Ukraine, where cyber measures play an important part in Russia’s hybrid
toolkit (Tidy, 2022). In the spirit of Meyer (Meyer, 2011), to face these challenges, now
is the time to adopt an arms control approach to cybersecurity as a measure for conflict
prevention and mitigation. In doing so, he points to experience showing that preventive
strategies regarding new threats have proven to be a more efficient and effective means of
combating them than attempts to retroactively contain threats that have already emerged.
He points out that to do so, lessons should be learned from the past and the extensive
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experience of arms control. According to him, the inventory of previous arms control
models is extensive and flexible enough to meet the specific challenges of cyberspace.

Research Gap: As discussed in the previous sections, the new (military) domain – cy-
berspace – is an unstable environment without explicit agreements among states, which
“invites miscalculation, misinterpretation, and inadvertent escalation of conflict” (Lewis,
2013). The increasing risks in cyberspace pose a challenge to civil, political, and military
security and stability. Hence, cyber operations have the potential to threaten international
peace and security. However, the domain lacks clear and binding agreements due to
complex challenges. Therefore, it is necessary to clearly identify these challenges to
further analyze which instruments or measurements are most effective to change this.
To satisfy this need for clarification, this study does not rely solely on the literature
presented above, but aims to take a more holistic approach by incorporating the opinions
and experiences of various experts in the field.

9.3 Methodology

In the following, the methodology employed in this study is described in more detail.
First, the data collection, the choice of interview partners, and how the interviews were
conducted will be explained. Second, the method of the qualitative content analysis is
presented, which was chosen to evaluate the collected data.

9.3.1 Data Collection

There are policy areas that are discussed little in the broader public, but predominantly
in small expert circles – security policy, especially cybersecurity or arms control, is
such a policy area (Gais, 2019). This is because much information is sensitive and
secret and not intended for the public. Furthermore, security policy topics are very far
away from the experience horizon of the general population (Biehl & Jacobs, 2014).
Even in parliamentary circles, security policy is considered an expert issue (Rüger,
2012). Thus, the chosen topic of the paper represents an expert topic, i.e., a field
that is not easily accessible and for which specific knowledge is required. Therefore,
to answer the research question and to generate specific knowledge, experts in this
field were relevant points of contact in the context of this article to collect data. The
selection of interview partners was based on their expertise relevant to answering the
research question (Meuser & Nagel, 2009), evaluated based on their publications or
by personal experience with the experts. This includes experts, such as researchers,
from different fields of arms control and cybersecurity, and individuals involved in
policy processes related to these topics. The inclusion of individuals from these fields
was intended to ensure the necessary interdisciplinary lens of the topic and to ensure
the broadest possible consideration and inclusion of diverse perspectives. In total,
we conducted 10 interviews in December 2021 and January 2022 with experts from
Germany, the U.S., and Switzerland, covering a broad range of experts. The interviews
were conducted based on a semi-structured guideline that was created based on the
qualitative literature analysis of the challenges for arms control in cyberspace presented
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in chapter 9.21. The guideline serves to provide a certain framework for the interviews
and the data obtained from them (Mayer, 2012). It ensured a clear thematic focus within
the interviews as well as the thematization of all important aspects. Further, it allowed for
a certain degree of comparability (Kruse, 2015). At the same time, the semi-structured
nature of the guideline allowed to ask follow-up or ad hoc questions and to change
the order of the questions during the interviews. Although the sample is rather small,
with 10 interviews, we are confident that our methodology has allowed us to include
a broad and diverse range of different expert views, a perspective that is backed up
by research like that of Caine (Caine, 2016). The interviews were individual guided
interviews conducted face-to-face online. The audio recordings of the interviews were
subsequently transcribed in verbally smoothed form, as only the content of what was
said was relevant to answering the research question, not para- or nonverbal expressions.
Therefore, the spoken language was converted into written language, following the
transcription rules according to Kuckartz (Kuckartz, 2018). To encourage an open and
candid conversation, the interviews were anonymized during transcription and evaluated
anonymously. Consequently, no data that could be linked to participants, e.g., names or
institutions, were disclosed as part of the evaluation.

9.3.2 Data Evaluation

To evaluate the knowledge generated through the interviews in a structured way, a
qualitative content analysis was conducted, using Mayring (Mayring, 2015) as a basis
for orientation. Additionally, Gläser and Laudel (Gläser & Laudel, 2010), who build
on Mayring’s approaches, were considered in the context of this work to increase
openness and flexibility in dealing with the material. The procedure is rule-guided and
thus comprehensible as well as verifiable. Further, it is theory-guided, as theoretical
preliminary considerations form the basis for the evaluation criteria (Mayring & Fenzl,
2014). To analyze the material, a category system was formed deductively from theory,
which was further defined in a coding guide resulting from the qualitative literature
analysis so that systematic links were made to the state of research. At the same time, the
openness of the qualitative approach was used, which meant that further categories and
codes could be inductively added from the material during the coding process to ensure
that characteristics that did not fit into the predefined search grid were also considered in
the analysis. Thus, the category system was formed on the basis of the interrelationship
between theory and data, while maintaining the tension between theory and data. For
this purpose, 13 codes were derived from the theory in advance. Moreover, six codes
were added during the coding process. In total, all codes were used except for three that
were too broad, hence, more specific codes were a better fit2. The interview transcripts
were evaluated by searching for relevant information using the codes as an analysis
grid, assigning this information to the categories, and thus extracting information from
the texts in a systematic procedure and presenting the content structure. During the
qualitative content analysis, all interview transcripts were examined, whereby the order
in which the transcripts were examined was irrelevant to the analysis. The direction
of the analysis was determined by the research question. Therefore, the information
in the transcripts was of interest, not the person who expressed it. The material was

1The interview guideline can be found in the appendix in 9.7.2
2The coding scheme can be found in the appendix in 9.7.3
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analyzed in a structured manner so that the focus of the analysis was particularly on
filtering out certain aspects of the material that were relevant to answering the research
question and were identified in advance through the qualitative literature analysis. Single
words may have been coded as the smallest text component (= coding unit), as these
may be important keywords or key terms, up to the entire answer to a question as the
largest text component (= context unit). Multiple coding of individual text passages
was possible. The results and interpretations were compiled against the background of
the research question (Mayring & Fenzl, 2014). The text analysis software MAXQDA
was used to code the interviews. Due to the limited scope of the study, it was not
possible to test the analysis regarding the content-analytical quality criteria according to
Mayring, such as intercoder reliability, whereby a second person is consulted and codes
the material (Mayring, 2015).

9.4 Empirical findings

In the following, the results of the qualitative analysis of the expert interviews on the
challenges to establishing arms control in cyberspace are presented. The analysis aims to
critically reflect the findings from the literature analysis and to identify core challenges
for further discussion.

9.4.1 A: Lack of a definition for the term cyberweapon

The lack of suitable definitions emerged as a central challenge during the interviews and
was mentioned by more than half of the experts interviewed. One expert emphasized

“I don’t think we can actually quantify or define what in fact is a cyberweapon. Is it
a computer or a malicious code or what is it? I think that is the first issue”. With
uncertainty on how such a weapon or instrument of attack could be defined in the first
place, some experts concluded that this is an unsolvable problem or agreed that it is not
solvable at present: “The main challenge is, that there is no clear definition of what a
cyberweapon even is. It is not something that we can specify or define to the point”.
Notably, some of the experts stated to be critical of the term cyberweapon or even went
so far as to say that, in their view, a cyberweapon as such does not even exist:

“First of all, I have a problem with the word ‘cyberweapon’. Because
a weapon for me is defined in some form a kinetic use of energies. I
don’t necessarily have that with a cyberweapon, whatever that is then.
It’s just a script. (...) For me, there are no cyberweapons in that sense.
There are exploits, there are vulnerabilities, there is exploitable information
technology that can only lead to a kinetic cascade effect in the aggregate,
not necessarily.”

The question of how to define a cyberweapon is particularly relevant because it also
depends on what would consequently be controlled by international arms control treaties
and frameworks. This is complicated by the fact that there are numerous ways to carry
out a cyberattack, including DDoS attacks, attacks based on zero-day vulnerabilities, or
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computer worms. This leads to the fact that cyberweapons are not covered by the classic
definition of a weapon:

“In the case of cyberweapons, the mechanism of action is of course not
as direct as in the case of conventional or nuclear weapons, because the
cyberweapon does not act against humans, but against machines or against
control systems. Nevertheless, we have already had experiences where
we can see that the effect of a cyberweapon can also be equated with a
conventional weapon. So, whenever it’s about sabotaging or destroying
critical infrastructure.”

One of the experts also pointed out that the discussion about cyberweapons covers a very
broad spectrum, which also makes it difficult to find suitable definitions. For example,
a cyberweapon can be used for espionage, which would be largely legitimate, or to
cripple critical infrastructure, which could in the worst-case scenario cost human lives
due to cascading effects. Notably, another expert highlighted that it is not impossible
to find suitable definitions. He emphasized that it is “extremely challenging because
we can hardly say on the basis of a technical specification what is good and what is
bad.” Consequently, finding suitable definitions is complicated by the dual-use aspect
prevalent in cyberspace.

9.4.2 B: Dual-Use-Dilemma

The dual-use dilemma that prevails for IT soft- and hardware presents another frequently
mentioned challenge. For example, some experts noted that the basis of cyberweapons
are codes and software that can be used for different purposes: “One of the big challenges
is that, yes, cyberweapons are not declared as such, but they are software that by
definition can be put to different purposes”. In this context, techniques that are used
for an attack can at the same time serve the legitimate purpose of securing national
infrastructures and thus form an important tool for maximizing national cybersecurity:

“[in cyberspace], it can be that no matter what it is, a ready-made software or just a piece
of code or the knowledge around an exploit, that can become a weapon or just a useful,
useful, helpful tool to administer or improve anything”. The dual-use factor thus not only
describes both civilian and military applications, but also includes offensive, defensive,
scientific, and industrial application. In particular, the lack of distinction between the
militarization of cyberspace, such as the development of cyberweapons, and cyber tools
used and developed for espionage purposes poses a major challenge in the eyes of some
experts. This was particularly emphasized as both use cases basically rely on the same
soft- and hardware tools as well as the same expert knowledge of vulnerabilities and
how to exploit them. This aspect therefore also complicates verification in this area.
Moreover, these attack tools can be used by a variety of actors, such as hacktivists,
making cyberweapons very easy to spread.
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9.4.3 C: Verification

Finding suitable verification mechanisms to establish arms control in cyberspace is an
extremely difficult, but at the same time essential challenge. One of the experts working
on this topic in a political institution emphasized: “This is always held against us, about

‘we can’t verify this, so it’s not going to do any good’”. For example, cyberweapons
cannot be quantified. Accordingly, it is not possible to count weapons or ban an entire
category of weapons, as it has been the case with arms control agreements in the past.
Nor do they require large industrial facilities, etc., to produce them; a laptop alone
can do the job, as one expert stated: “this kind of simple, countable, measurable, clear,
unambiguous verification we probably won’t get in these fields.” Additionally, it is
possible to infinitely replicate cyberweapons and send them all over the world without
cost. Even unintentional proliferation can play a role in this domain, which means that
even attackers themselves can never be sure that their capabilities will not be reused
or expanded by others: “With code; just because you delete it of a device, it does not
really mean it is gone – most likely it is probably somewhere else, on either some
forms of backup system or the internet.” This aspect also exacerbates the challenges
of establishing suitable verification mechanisms, as they would have to be extremely
intrusive. Thus, challenges concerning privacy confidentiality, proprietary information,
and privacy information could arise. Against this background, the challenge arises that
states would likely be unwilling to participate in verification mechanisms in this area,
since they would also have to provide insights into their cyber defenses for verification
purposes. Thus, the danger could be seen that these insights could be misused to spy on
vulnerabilities. As highlighted above, the issue of verification is further strongly related
to the challenge of missing definitions, according to which it is unclear what should be
verified in the first place.

9.4.4 D: Constant technological development and role of the private sector

Another challenge that was expressed by the experts on establishing arms control in
cyberspace is the ongoing technological progress in cyberspace. Enormous momentum
continues, not only in military terms, but also technical developments of cyberspace and
its infrastructure in general. It is hard to predict where this development will go, when it
will end, or when it will slow down:

“While the cyber sector, not only in the military sense, but also in the whole
IT development, is still characterized by an enormous dynamic and it is not
yet foreseeable where the whole thing will go. This makes it much more
difficult, I believe, to develop such in-built arms control mechanisms in
such a phase, where things are still very much in development, and it is
not yet possible to foresee everything that is still to come. I think the great
challenge in arms control is always to develop arms control policy steps
when the development of this technology or type of weapon is still in full
swing and is therefore very dynamic”3.

3Translated citation. Answer was originally given in German.
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Additionally, some countries like Russia or China are showing strong interest and
initial activities in decoupling from the so-far common technological developments
in this domain or to pursue own developments with national led interest like, e.g., the
NewIP4 (Godehardt & Voelsen, 2020). In such a phase, it is extremely difficult to
establish arms control mechanisms that have a stabilizing or limiting effect, as states
simply have no interest in doing so either to sustain current national advantages or to
gain an advantage. Related to this is the fact that the code of a cyberweapon is usually
based on ongoing software developments that are extended and adapted for a specific
target and task and therefore evolve very easily and quickly. Accordingly, the possibility
of variation is extremely high, and that future cyberweapons will always be (somewhat)
different from past cyberweapons. This complicates any kind of regulation for arms
control and verification measures that are based on technical features of a malicious
software tool. Due to the discussed dual-use factor, as well as the aspect that most of
the relevant cyberspace infrastructure is privately owned, the private sector needs to
play a relevant role in establishing arms control, especially for the implementation of
verification measures for controlling and enforcing agreements that – even if not yet
developed – usually need some kind of technical measures or adjustments to existing
systems (Reinhold & Reuter, 2019c). Moreover, the private sector is the primary provider
for most data and information like the knowledge of vulnerabilities but also threat
information and threat hunting know-how:

“Basically, the infrastructure is mostly privately owned. That means that
even when we talk about the distribution of cyberweapons, e.g. malware,
it is not released through state means, but through private infrastructures.
And we have to work together with the private actors, the owners of the
infrastructure, the telecommunication providers, also with the cybersecurity
companies, who have to find their role in this, in order to control the use of
such software. All these would also have to be involved in the verification
mechanism.”5

Finally, the private sector would be strongly affected by regulation measures and their
requirements need to be considered as not to jeopardize further development in the area
of IT security.

9.4.5 E: Political will

Another challenge that the experts considered to be central is political will. The experts
pointed to the close connection between this and the dynamics already described, which
are currently shaping cyberspace. Although there have been some small steps towards
a common understanding, especially regarding the validity of international law norms
in cyberspace that have been confirmed by the UN Group of Governmental Experts
on Advancing responsible State behavior in cyberspace in the context of international
security - UN GGE (Schulze & Datzer, 2021) and the UNODA6 Open ended working
group on security of and in the use of information and communications technologies

4The initiative is sometimes also called IPv6+.
5Translated citation. Answer was originally given in German.
6United Nations Office for Disarmament Affairs
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- OEWG (UNODA, 2022), according to some experts, states are currently still in the
discovery phase as to what advantages and opportunities cyberspace could offer to them.
As a result, states are just beginning to perceive cyber tools as strategically valuable and
have diverging interest, even between states that otherwise share common values and
interest, like in the EU (Wisotzki & Mutschler, 2021):

“Countries are still in the exploration mode, where they’re trying to un-
derstand what the boundaries are, what is doable, where is their offense
advantage, where the defensive. Governments are not going to want to give
up because either they are becoming really useful to them in the future or
they’re afraid that their competitors will cheat and lie and even if they say
they won’t sign the treaty. Or if they sign the treaty they’ll still cheat and
they’ll get some huge advantage from having a cyberweapons capability
that you won’t have if you’re complying with the treaty and therefore, you’ll
be at a big disadvantage.”

The many possible use cases of cyber instruments already described are considered
highly relevant and worthwhile for states, as they do not want to forego the associated
advantages, and especially espionage activities tend to become unexpected norm setters
for state behavior in this domain (Georgieva, 2020). This can be seen, for example,
in the fact that cyber tools are already being widely used by various states for these
purposes and that companies that buy and trade the knowledge of vulnerabilities in IT
hardware and software are growing, with a focusing on state actors and agencies as their
primary customers. Furthermore, states would probably not consent to any agreement
that does not include either functioning or overly intrusive verification mechanisms –
the mistrust that other states would not comply with such a ban is currently too great,
and the fear of accepting disadvantages vis-à-vis competitors prevails. Furthermore, the
overall geo-political situation makes progress seem a distant prospect. Finally, a last
challenge in this context is that cyberweapons can be used by a variety of actors. As
described earlier, they are not exclusively in the hands of a state. Accordingly, a variety
of actors are relevant for the restriction of the use of cyberweapons but probably not
addressable as arms control agreements are concluded exclusively between states.

9.4.6 Further remarks from the interviews

An important result of the analysis is that political challenges, such as the lack of interest
on the part of states to agree to such a convention, and the lack of relevant definitions
were coded much more frequently than other challenges. Thus, these two challenges can
be identified as particularly central according to the experts interviewed. In addition, the
dual-use dilemma and the difficulty of finding suitable verification mechanisms were
highlighted in the interviews. At the same time, however, it is interesting to note that
the experts weighted certain challenges differently. For example, one expert named the
lack of suitable definitions and verification mechanisms as the most central challenge,
while another focused particularly on political will as a challenge. It is also noteworthy
that the role of the private sector was primarily discussed by experts working in a
political institution. These differences show that it is important to speak with experts
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from different relevant fields about this topic, as this allows different perspectives to be
incorporated into the analysis.

9.5 D iscussion

9.5.1 Discussion of the Results

In general, the main challenges identified through the literature review in the theoretical
part (in chapter 9.2), that are also briefly shown in Figure 9.2 in the appendix (section
9.7.1), were also discussed by the experts interviewed. However, a differentiation can
be observed in the weighting of the individual challenges. It is noticeable that the lack
of political will is seen by the experts interviewed as a more central challenge than
is the case in the academic literature. In some cases, statements even contradict each
other: Geers, for example, analyzed in 2010 whether the mechanisms of the Chemical
Weapons Convention could be applied or transferred to cyberspace (Geers, 2010). As a
result of this analysis, he emphasized that he saw the cyber threat and the danger that
terrorists could use this sphere to achieve their goals as an opportunity strong enough to
build political consensus. At the same time, it is critical to note that not only more than
a decade has passed since Geer’s analysis, but much of the academic literature used in
this paper was published between 2001 and 2016. However, these are works that have
been cited more frequently and are more relevant in this sense than others. Based on
this, two interesting aspects can be observed: On the one hand, this suggests that the
political climate with regard to international cooperation has deteriorated. This coincides
with the frequent description of geopolitical tensions and a crisis of multilateralism in
recent years, which complicate international cooperation (Brühl, 2019; Munich Security
Conference, 2019; Neuneck, 2018), as well as the crisis of arms control often mentioned
in academic literature (Becker et al., 2008; Daase et al., 2019; Meier, 2020; Nassauer,
2008).

At the same time, a key finding of the analysis is that the experts interviewed differen-
tiated between the individual challenges in similar contexts: For example, challenges
such as the lack of suitable definitions or political will often were mentioned when the
experts were asked about the main challenges for cyber arms control. Only when it
came to questions regarding an actual implementation of arms control measures did
further challenges come up in connection with the difficulties of establishing suitable
verification mechanisms or difficulties, which were discussed against the background of
the dual-use factor. Thus, the challenges can be divided into structural challenges, which
are caused by the structure of cyberspace, and procedural challenges, which become
relevant in the actual process of establishing cyber arms control (see Figure 9.1).

The procedural challenges are particularly relevant to answer whether cyberspace can
benefit from mechanisms established within the domain of chemical weapons. In ad-
dition, these procedural challenges also raise the question whether they could also be
solved by technical solutions or if certain problems lie beyond technical possibilities.
Another related finding of the analysis is that the experts’ assessments of whether and
which challenges can be overcome differ greatly in some cases. It should also be noted
that challenges were often not explicitly named but were roughly paraphrased or de-
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Figure 9.1: Classification of challenges into structural (left) and process-related (right)
challenges. Source: Own illustration.

scribed by the experts. In addition, some of the challenges became somewhat blurred in
the conversation. For example, the challenge of the lack of definitions was not always
explicitly mentioned, but was described during questions regarding the dual-use nature
of cyberspace. This illustrates how closely interrelated the individual challenges often
are: The issue of verification, for example, is strongly related to the challenge of missing
definitions, since without specific and consistent definitions it is unclear what should
be verified at all. Also, the discussion of the results shows that several challenging
aspects were often subsumed under a given term, which makes finding solutions even
more difficult. At the same time, however, this also shows that individual aspects can
be discussed against the background of various different overarching categories: For
example, the dual-use factor of cyber instruments is in itself a major challenge for
establishing arms control mechanisms in cyberspace. At the same time, it also makes it
difficult to find suitable definitions or appropriate verification mechanisms.

9.5.2 Interpretation

The analysis leads to the conclusion that, according to the literature and the experts, nei-
ther the control of a cyberweapon nor any other technological regulation for cyberspace
will work. Instead, the focus must be on banning certain actions, since the experts do
not see any chance for verification mechanisms, especially because of the high level of
intrusion that would be required. This is in line with Roßner’s concern (Roßner, 2017)
that these very control measures, which are supposed to compensate for a lack of trust,
may in turn trigger mistrust, as actors may fear that they are being spied on by weapons
inspectors. The analysis suggests that traditional measures of arms control cannot be
transferred from one area to the area of cyberweapons. Instead, it is necessary to create
new alternative and creative solutions for the domain. Considering this, the analysis



101

shows that one possible solution could be to define and sanction not the weapon itself,
but rather certain uses of the tools that could be prohibited, an approach that has, e.g.,
also been expressed by Hansel et al. (Hansel et al., 2018) based on the experiences
with preventive arms control methods. Such an approach could help to overcome the
challenges highlighted by the lack of definitions, the dual-use dilemma, as well as
continued technological development. Thus, the criticism expressed in the literature by
Roßner (Roßner, 2017) that existing treaties are often tied to technical characteristics
of specific types of weapons, which makes them blind to new types of weapons due
to low levels of abstraction would be overcome. This would also allow agreements to
be made independently of the pace of development of the area, would be technically
more feasible and still represent a security gain. Such a behavioral regulatory approach
has already been used to create norms for responsible behavior in cyberspace (Schulze
& Datzer, 2021). Nevertheless, considering what is politically feasible, the analysis
shows that the challenge of a lack of political will still pose a major problem for imple-
menting binding rules. This result can therefore be discussed against the background
that for years many experts have been writing about a crisis in arms control (Becker
et al., 2008; Daase et al., 2019; Meier, 2020; Nassauer, 2008) triggered by the crisis
of multilateralism (Brühl, 2019; Munich Security Conference, 2019; Neuneck, 2018).
Hence, an expert expressed the idea that right now, he only sees soft law options in
the normative realm as a possibility. Moreover, it must be considered that a vacuum in
international law could arise in the period between the negotiation of a cyber agreement
and its entry into force, which means that this phase of negotiation, the goal of which is
to increase security, could give rise to a phase of uncertainty. Another objection is that
a potential arms control negotiation would, like any arms control agreement, result in
an intergovernmental treaty between states regarding their military capabilities (Rein-
hold, 2019c). Such a treaty-based approach has its limitations, especially regarding
the mentioned role of non-state actors that can – at best – only be addressed indirectly
via national legislation, law enforcement and by fostering and strengthening the due
diligence principle of state responsibility. Nevertheless, this paper concludes that an
intergovernmental agreement regarding cyberspace would still represent a security gain,
especially since states are the main source of danger in cyberspace because they primar-
ily have the capabilities as well as resources for large-scale cyberattacks (Lewis, 2013).
Such binding rules could also lead to fewer states accepting non-state groups carrying
out such attacks on their territory and thus no longer being considered safe havens. The
analysis confirms that the experience of a threat has a strong influence on the will to
negotiate. The experts assumed that experiences such as devastating cyberattacks would
change the willingness of relevant actors to reach agreements. The motivation for the
establishment of an agreement would therefore be a changed perception of danger. This
is in line with Roßner (Roßner, 2017) arguing that a major shortcoming of arms control
agreements is that such treaties are often discussed only after major damage has already
been done by the relevant weapons, and thus agreements of this type often come too
late. Likewise, this result confirms the assessment of Maybaum and Tölle (Maybaum
& Tölle, 2016) that a common policy is possible when civil societies recognize an
imminent threat beyond national borders. Even though the strategic utility of cyber-
weapons is not to be underestimated (CCDCOE, 2022), the cost-benefit considerations
of regulating cyberweapons are currently to the detriment of an agreement. This makes
it difficult to develop political will for an agreement. However, the analysis also shows
that the perception of the strategic value of certain instruments can change over time.
An important finding is also that it is entirely possible to overcome technical challenges
over time through research. This is in line with Geers (Geers, 2010) emphasizing that
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technical challenges may be solvable with increasing research in this area. For example,
attribution – the forensic and political process of collecting secure knowledge about
the origin of a cyberattack – was considered a much bigger, if not unsolvable, problem
about 10 years ago, but is now performed regularly and thus represents an important tool
for arms control to determine the use of a certain cyberweapon and its origin. Regarding
further technical challenges of a cyber arms verification, it cannot be ruled out that
solutions for this might be found in the future. In 2010, Lewis emphasized that we were
still in the very early stages of thinking about how to create cybersecurity as a global
community. Moreover, Meyer wrote in 2014 that it may be too early to establish arms
control treaties for cyber instruments, given the challenges that currently remain. The
analysis leads to the conclusion that we are still in this early stage:

“The big challenge in arms control is always to develop arms control policy
steps when the development in the field of this technology or type of
weapon, genre of weapon is still in full swing and therefore with great
dynamics.” Nevertheless, cybersecurity is gaining relevance, albeit slowly:
“As far as cyber is concerned, I would think that the concern of states and
societies, their vulnerability, recognizing that, that’s just happening now.
That’s basically a consequence of the digital transformation. What other
consequences this has, including security policy consequences, when a
society is digitally transformed is only now slowly becoming clear.”

Overall, the analysis shows that little has changed in terms of arms control challenges
in cyberspace since Meyer’s observation in 2014. Nevertheless, the idea or goal of
cyber arms control should not be dismissed prematurely. Therefore, more research is
needed because arms control still represents a successful project of the past and thus an
important instrument of international relations to create more security.

9.5.3 Limitations and Future Work

Finally, some limitations regarding this work should be mentioned. Although the se-
lection of experts was based on theory-based research, it was also dependent on the
availability and willingness to be interviewed. Also, most interviewees had a background
in political science, and only few in science or technology. This is relevant given the
interdisciplinarity required to address questions in this domain. This lack of technical
expertise possibly leads to misperceptions of technical limitations of cyberspace and
the reproduction of techno-pessimistic perspectives. It should also be critically noted
that more men than women and exclusively persons from the Global North were in-
terviewed. Moreover, individual opinions were collected, which is why generalization
is not possible and the results neither represent an expert consensus nor did we aim
for comparability and prioritization of challenges, for which a questionnaire would
have been necessary in contrast to our open-ended question approach. Additionally,
due to the small circle of experts working on arms control in cyberspace, there was to
some extent overlap between the literature we used to illustrate the relevance of the
research topic and the expert interviews7. In this context, there is also the threat of

7In detail this affects the literature that we used from J. Altmann, M. Hansel, K. Geers.
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circular reasoning, as the researchers we interviewed are presumably also aware of the
limited research available. Nevertheless, as the results show a differentiated range of
highlighted challenges and problems, we believe that our chosen approach help to miti-
gate this threat. In addition, it should be noted that the interviews were conducted before
the outbreak of the Russian war of aggression against Ukraine. It is unclear whether
these events have changed certain perceptions. This article contributes to the question
whether lessons can be learned from combining academic and practical perspectives on
establishing arms control. Much more research is needed to comprehensively discuss
which paths are useful and viable for enhancing cybersecurity and which are not. To
do so, even more diverse perspectives on the topic should be included. More attention
should be paid to both the technical perspective and the potential impact of cyberattacks.
In addition, various relevant stakeholders, including policymakers as well as the private
sector, should have their say and be able to contribute perspectives and expertise in a
multi-stakeholder approach.

9.6 Conclusion

Cyberspace represents the fifth space of warfare and is becoming increasingly relevant
in conflicts. Thus, cyber capabilities are coming into focus in security policy thinking,
e.g., through a corresponding emphasis in state military strategies. This raises the
question of how to foster cybersecurity globally. This article examined the challenges
for arms control in cyberspace from a theoretical perspective and, in a further step,
critically reflected on them by drawing on the expertise of various experts in this
domain. The analysis revealed the following: Cyber arms control is confronted with a
multitude of challenges. The challenges described in the research literature coincide
with those described by the experts interviewed. The main difficulties are the lack of
political will, of definitions, and of verification capabilities, as well as the dual-use
nature of cyberspace. Other challenges include the multitude of stakeholders involved
beyond states. The analysis suggests that a broad definitional approach is advisable
for cyberspace. It makes sense to regulate behaviors and outcomes rather than the
technology itself and to use such an approach to define the weapon or the prohibited use
thereof. The analysis also shows that a reliable attribution mechanism, which involves
technical as well as political dimensions, is necessary for such an agreement. It must
be certain that violations are detected to publicly communicate the misconduct, trigger
possible non-compliance consequences of the regulatory regime, or otherwise deal with
it either politically, economically, or even militarily (Broeders et al., 2020). Such a
mechanism would need to be independent and credible. However, this is precisely where
an opportunity arises, as the analysis shows that cyberattacks have often been reliably
attributed in the recent past. Technical challenges have thus already been successfully
overcome. It is now urgent to translate the processes initiated under the UN GGE and
the OEWG into binding regulations – as unrealistic as this may sound in view of the
current world situation.
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9.7 Annex

9.7.1 Overview of the challenges to establishing an arms control agreement in cy-
berspace

Figure 9.2: Overview of the challenges to establishing an arms control agreement in
cyberspace. The dashed lines represent particularly strong connections between the
respective aspects. Source: Own illustration.
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9.7.2 Interview guidelines

Remarks: We used the conducted interviews for two different research projects. The
second research project analyzes similarities and differences between arms control
for chemical weapons and cyberweapons. The interview guideline scheme therefore
sometimes refers to chemical weapons. The guidelines below are a shortened version,
reduced to the aspects concerning this research paper.

The role of MHC in autonomous military systems against the background of an actor-
systematizing view. In our work, we deal with the concept of Meaningful Human Control
(MHC) in autonomous military systems. Here, I am mainly interested in how different
actors define MHC for themselves and what implications this may have for a possible
implementation. The starting point is that in the debate about MHC there are different
ideas about what human control means or should mean – this is not least an obstacle to
agreeing on international arms control rules. Nevertheless, numerous states are already
developing weapon systems with autonomous or semi-autonomous functions – both
within the EU and within NATO, systems are currently being developed that pose a
challenge to human control – a prominent example here would be FCAS. With this in
mind, I am initially interested in:

Introductory question: What does MHC imply for you and what role do you think
does it play in the context of autonomous military systems? Would you say MHC and
the autonomization of autonomous systems or autonomous weapon systems represents
a contradiction?

The development of autonomous military systems involves a whole range of different
actors from civil society, research and development, and business and industry.

Question 1: How would you describe the current (1) technical debate on the responsible
and ethical use of AI-driven autonomous systems? What are core aspects that you would
highlight here? How does it differ from the (2) policy debate?

Demand I: How would you see the interaction of different stakeholders, for example
from civil society, academia, military, or policy, in the implementation of MHC in
autonomous systems development to date? Whose role in Research and Development
do you rank as the most influential and why?

Demand II: How useful would you consider a multi-stakeholder approach to the
development of autonomous systems? Which stakeholders should definitely be brought
in?

In our research, we examine the websites of arms-producing corporations for narratives
on MHC in autonomous systems. Thereby the impression is created that the defense
industry promotes the use of autonomous systems in a military context with many
different narratives – one example is that operating in a “contested battlefield” or

“contested environment” makes it indispensable for military to deploy a “human-machine
team”. Autonomous systems are thus promoted as necessary in order to be able to act
efficiently and quickly and are thus seen as the future of warfare. With these narratives,
one quickly gets the impression that the industry side is quickly falling into technical
discussions with little consideration of political and ethical aspects.
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Question 2: I would be interested in your (critical) assessment of this. Do you see an
implementation of MHC in the development of autonomous weapons by the defense
industry?

Inquiry: What do you think would have to change in the status quo to establish a
broader debate on MHC in the defense industry as well? Do you have any examples?

Question: At the same time, however, companies also emphasize the need for a so-
called human-machine team, in which the AI or AI-controlled autonomous system
acts primarily as a support for humans. In this context, I brought a statement/slogan
that crossed my way while analyzing the website of a defense company that develops
autonomous systems. It says: “The Future of Autonomy Isn’t Human-Less. It’s Human
More.” How would you evaluate this statement in the MHC context (critically)?

Question 3: What are technical and operational parameters that autonomous systems
must meet for responsible and ethical use?

(Demand II: How can technical design of autonomous military systems suggest and
facilitate accountability? What might this look like specifically in future systems?)

(Demand III: Can you give concrete examples where it is possible to speak of a
successful implementation of MHC?)

Question 4: Keyword human-in-the-loop, human-on-the-loop and human-out-of-the-
loop: What role will autonomous military systems play on the battlefield of the future?
What advantages or risks do you see in this? And how many humans will still be involved
in warfare in the future?

Question 5: That are all the questions I have. In your opinion, are there any important
aspects that we have not yet addressed?

Question 6: Who else do you think we should ask about this?

Why this research question at all? - On the one hand: In various papers or lectures, one
hears again and again about (possible) parallels between the chemical weapons domain
and the cyberweapons domain. - Parallels can be observed especially in the challenges
that these types of weapons pose to arms control: dual-use and proliferation play a
major role in both domains, the weapon itself is difficult to define, constant technological
progress is expected in the domain and, above all, the type(s) of weapon puts previous
verification mechanisms of “classical” arms control to the test or shows that they are not
applicable to the domain. - On the other hand: chemical weapons agreement is a great
success of arms control, with (almost) worldwide agreement, independent verification
regime, surviving crises for arms control (like former US President Trump). Therefore,
I came to the idea that it would be useful to analyze to what extent similarities and
parallels exist between the two domains and whether and if so, to what extent lessons
can be drawn from the past of the Chemical Weapons Convention for a possible cyber
arms control.

Question 7: In your opinion, what are the main challenges for a cyber arms control
agreement? If cyber arms control is generally not possible, why do you think so? What
are in your eyes the unsolvable problems, so that cyber arms control is impossible?
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In the chemical weapons domain, similar challenges (or challenges that at least appear
similar) to arms control agreements could be observed as currently in the cyber domain.
However, new ways of verification have been found to overcome these challenges, in the
form of (1) lists of banned chemicals, (2) inspections by an independent specially created
verification regime, and (3) through the General Purpose Criterion, which focuses the
agreement or definition of a chemical weapon on the purpose or intent of its use.

Question 8: To what extent could such measures of verification be effective for a cyber
arms control agreement? To what extent would there be a need for adaptation here? At
the heart of the Chemical Weapons Convention is the “General Purpose Criterion” –
would such a focus on the purpose or intent of the use of certain means be conceivable
or useful for a possible cyber arms control agreement? (Given the difficulty of defining
a cyberweapon and its dual-use nature, but especially given that the Chemical Weapons
Convention does not explicitly define the purposes of chemical weapons, but rather
specifies many more purposes that are not prohibited by the Convention).

Question 9: By whom could a cyber arms control treaty be controlled? Would creating
an independent verification regime be one approach to meeting the challenge so that
states would share information related to their cyber capabilities? What functions would
such a body need to handle?

Question 10: What do you see as (1) technical as well as (2) political challenges
to transferring Chemical Weapons Convention measures to cyberweapons? Possible
question (if more generally desired): In your estimation, what are (1) technical as well
as (2) political challenges to implementing arms control measures for cyberweapons?

Bonus question: In your view, what is the factor or common denominator among states
that has made and continues to make a common policy on chemical weapons possible
(or arms control in the past), or what is missing or needs to change so that this is also
possible regarding cyberweapons?

Final question: That would have been all the questions on my part now. In your opinion,
are there still important aspects that we have not yet addressed? Who else do you think
we should ask about this?
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9.7.3 Coding scheme

Remarks: We used the performed interviews for two different research projects. The
second research project analyzes similarities and differences between arms control for
chemical weapons and cyberweapons. The coding scheme therefore sometimes refers
to chemical weapons. The coding scheme below is a shortened version, reduced to the
aspects concerning this research paper.

Code Description to be coded when ...

ARMS CONTROL
CHALLENGES

All text passages that
thematize challenges for
arms control

/

Arms control challenges –
cyber domain

All text passages that the-
matize specific arms con-
trol challenges related to
the cyber domain

/

Arms control challenges –
chemical weapons
domain

All text passages that the-
matize specific arms con-
trol challenges related to
the chemical weapons do-
main

/

Attribution – cyber
domain

All text passages that the-
matize attribution as a
challenge for arms con-
trol in the cyber domain
or which elaborate to what
extent it represents a chal-
lenge

“attribution has been very
difficult in the cyber side
for lots of reasons. So, the
attribution question is im-
portant”

Attribution – chemical
weapons domain

All text passages that the-
matize attribution as a
challenge for arms control
in the chemical weapons
domain or which elabo-
rate to what extent it rep-
resented a challenge

“Covert, the late noticing,
the attribution, how can
you even prove that, who
was the aggressor. That’s
not trivial even with chem-
ical weapons.”

Verification – cyber
domain

All text passages that the-
matize verification as a
challenge for arms con-
trol in the cyber domain
or which elaborate to what
extent it represents a chal-
lenge

“These are not tangible,
physical, material systems
that can be counted or
weighed and somehow
have to be synthesized or
bolted together first.”
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Code Description to be coded when ...

Dual-Use – cyber domain All text passages that the-
matize the dual-use nature
of cyberweapons as a chal-
lenge for arms control in
the cyber domain or which
elaborate to what extent it
represents a challenge

“Dual-use nature; that is,
if we look at, for exam-
ple, dealing with security
vulnerabilities, that, so to
speak, the techniques you
need to secure yourself de-
fensively are sort of the
same techniques as the
ones you need to attack.”

Political challenges –
cyber domain

All text passages that the-
matize different political
aspects or challenges as a
general challenge for arms
control in the cyber do-
main or which elaborate to
what extent it represents a
challenge

“I think given the techno-
logical developments here,
the lots of different ways
of cyberweapons can be
used militarily, and for in-
telligence purposes, and
corporate espionage pur-
poses means that govern-
ments are not going to
give up the advantage that
they can get out of this and
use them as well.”

Definition of the weapon
– cyber domain

All text passages that the-
matize aspects of the gen-
eral definition of a weapon
or challenges in defining
a cyberweapon as a chal-
lenge for arms control in
the cyber domain or which
elaborate to what extent it
represents a challenge

“main challenge is, that
there is no clear definition
of what a cyber arm even
is. It is not something that
we can specify or define to
the point”

Proliferation – cyber
domain

All text passages that the-
matize the proliferation of
cyberweapons as a chal-
lenge for arms control in
the cyber domain or which
elaborate to what extent it
represents a challenge

“Proliferation, even unin-
tentional proliferation, so
to speak, even the attack-
ers in many cases can’t
be sure that their own
capabilities won’t be fur-
ther used and built by
others - that’s certainly
much more extreme here
than in any other field
where we’ve considered
arms control so far.”
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Code Description to be coded when ...

Constant technological
progress – cyber domain

All text passages that
thematize the expected
constant technological
progress in the cyber
domain as a challenge
for arms control in the
cyber domain or which
elaborate to what extent it
represents a challenge

“cyber is such a quickly
changing domain.”

Role of the private sector
– cyber domain

All text passages that the-
matize the role of the pri-
vate sector as a player in
the cyber domain as a chal-
lenge for arms control in
the cyber domain or which
elaborate to what extent it
represents a challenge

“we just have to work
with the private actors,
the owners of the in-
frastructure, the telecom
providers, also with the
cybersecurity companies
who have to find their role
in this, in terms of arms
control, limiting the use of
such software.”

Role of non-state actors –
cyber domain

All text passages that fo-
cus on the role of non-
state actors

“while cyber instruments
can ultimately be used by
any hacktivist. As a result,
there is then also a com-
pletely different spread.
This is a problem that we
are currently facing in the
Ukraine conflict.”

Further challenges for
arms control – cyber
domain

All text passages that the-
matize further challenges
to arms control in the cy-
ber domain

“What you always have
in principle with disarma-
ment agreements is the
challenge of also getting
on board those states that
don’t feel that they are af-
fected by it at all”

VERIFICATION
MEASURES

All text passages that the-
matize specific or possible
verification measures

“the principle of managed
access in verification, par-
ticularly in suspect inspec-
tions, was newly devel-
oped at that time to make
such a tool possible in the
first place.”

Further options All text passages that fo-
cus on further options
or alternatives to estab-
lish agreements for cy-
berspace

“What’s realistic would
be an agreement between
all the countries that
have such capabilities and
make a clear agreement
on what targets are ac-
ceptable and what targets
are not.”
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Code Description to be coded when ...

Lists for differentiating
prohibited and permitted
components

All text passages that the-
matize lists for differenti-
ating prohibited and per-
mitted components as a
specific or possible verifi-
cation measures

“This declaration is re-
lated to list; that is, there
are three lists where cer-
tain chemicals are on it.
It’s based on how danger-
ous they are from a chemi-
cal weapons perspective.”

Verification regime All text passages that
thematize a verification
regime as a specific or
possible verification mea-
sures

“In the cyber domain,
verification would require
that you actually have a
globally recognized attri-
bution mechanism.”

Verification regime –
challenges

All text passages that the-
matize challenges for the
establishment of a verifi-
cation regime

“It’s more a question
of political will today
whether we want to create
such a place.”

Verification regime –
requirements

All text passages that
thematize requirements a
verification regime would
have to meet

“Further, this body would
need to be endowed with
credibility – the technical
as well as the political
credibility”

Focus on intent All text passages that the-
matize a focus on the in-
tent of a weapon as a spe-
cific or possible verifica-
tion measures, to be un-
derstood against the back-
ground of the general pur-
pose criterion

“First of all, with the
chemical weapon, that ap-
proach is not to sanction
the weapon or the instru-
ment itself, but to sanction
the behavior in using that
instrument, that’s also the
approach that needs to be
taken with cyberweapons,
if you want to call them
that. So behavioral regula-
tion, not technology regu-
lation.”

Focus on intent –
challenges

All text passages that fo-
cus on challenges against
this backdrop

“I think, you can’t have
the General Purpose crite-
rion without being able to
find out who the perpetra-
tors are and who the per-
sons are behind it.”
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Code Description to be coded when ...

PARALLELS –
CHEMICAL
WEAPONS DOMAIN
AND CYBER DOMAIN

All text passages that the-
matize parallels or similar-
ities between the chemical
weapons domain and the
cyberweapons domain

“The bigger issue here is
to narrow down which as-
pects of the parallels can
actually be investigated”

Transferability All text passages that the-
matize the transferability
of chemical weapons arms
control measures to cyber
arms control

“the general purpose cri-
terion. Because I don’t see
how you could implement
prohibitions in the cyber
area in any other way. So
from that, I think the pur-
pose or intent - difficult
to determine, of course -
could be a useful thing.”

Adaptation requirements Text passages that the-
matize specific require-
ments to adapt measures
of chemical weapons arms
control to cyber arms con-
trol

“But that’s probably
where you’d also have
to try to have a lot of
transparency, a lot of
information.”

Similarity All text passages that the-
matize similarities of the
chemical domain to the cy-
ber domain

“Chemical weapons, af-
ter all, are good for sur-
prises, and that’s the same
in the cyber domain. Just
the covert, the late notic-
ing, the attribution, how
can you even prove who
the aggressor was.”

Difference All text passages that the-
matize differences of the
chemical domain to the cy-
ber domain

“for most military chem-
ical weapons programs
you need to have a large
infrastructure. You need to
produce hundreds if not
thousands of tons of chem-
ical warfare agents, you
need to fill them into mu-
nitions. For cyber, it could
literally be one laptop”

CYBER ARMS
CONTROL –
RELEVANCE

All paragraphs that focus
on or discuss the rele-
vance of arms control in
cyberspace

“a scenario where you
have a cyberattack with
massive effects on the
civilian population, it
would of course be
terrible, but it could also
be a formative event that,
from that point on, an
awareness arises not only
in the expert community,
but in general that this is
morally unacceptable.”

Table 9.1: Coding scheme
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Abstract The revelation of the Stuxnet malware in 2010 shed light on the presence
of state actors that are willing and capable of developing and using highly sophisticated,
specialized malicious software for their political interests. These tools – often dubbed
cyberweapons – are expected to become the next major advancement in weaponry
technology. Besides the threats of offensive cyber operations for civil IT systems due to
the interconnected nature of the cyberspace, international regulation of cyberweapons
is – among other aspects – hindered by the fact that the military development and
the strategic and tactical deployment of cyber weapons differ significantly from other
weapons technologies. In order to establish measures of cyber arms related control
treaties, it is crucial to identify these particular characteristics. Based on this premise, the
article analyzes the current perspectives on cyberweapons, identifying their weaknesses
of being either based on assumptions about adversarial actors or being applicable only
after the usage of a malicious tool. In contrast to these approaches, the article focuses on
the specific functional aspects of malware and presents an indicator-based assessment
model based on parameters that can be measured prior to the application of malicious
software. This enables the categorization of malicious tools as cyberweapons. Besides
this, the article aims to introduce thought-provoking impulses with regard to social
responsibility in computer science.

Original Publication Reinhold, T.,& Reuter, C. (2021). Towards a Cyber Weapons
Assessment Model – Assessment of the Technical Features of Malicious Software. IEEE
Transactions on Technology and Society, 3(3), 226–239. https://doi.org/10.1109/TTS.2
021.3131817

10.1 Introduction and Research Question

Over the last years, an increasing number of states have included cyberspace into their
national security strategies (UNIDIR, 2013) and their military planning (Zeadally &
Flowers, 2014). A central element within these developments are “cyberweapons”,
the technical tools that can be used in the cyberspace for operations against foreign
IT systems. Even the use of this term is controversial, because it has legal implica-
tions, especially in international humanitarian law, and so far, no internationally unified
and binding definition exists. The concerns about an appropriate perspective on cy-
berweapons could easily be mistaken for a merely theoretical debate. Malware has
been extensively researched and many important proposals for its classification and
categorization have been made (Ding et al., 2019). Nevertheless, an applicable and
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efficient definition of cyberweapons as a subset within the broad range of malware plays
an essential role in the regulation of these destructive tools in international relations
and the peaceful development of the cyberspace (Robertson et al., 2020). This is espe-
cially important for arms control measures such as export regulation, the prevention of
unhindered proliferation (Brockmann, 2019) or treaties defining the dos and don’ts of
the military application of such tools. Moreover, common criteria for these tools can
further help to foster multilateral threat intelligence sharing platforms (Wagner et al.,
2019). As this article shows, current approaches concerning definitions or classifications
of cyberweapons are mostly either application- or actor-centric and concentrate on the
intention or the deployment of malicious IT tools. These approaches perform sufficiently
when applied after a specific incident but fail in situations where it is necessary to decide
about the weapon character of a cyber tool prior to its usage. This is, at its core, the
essential challenge of an effective restriction and monitoring of specific military cyber
technologies (Reinhold & Reuter, 2019a).

10.1.1 Research Question and Methodology

This paper seeks to examine the following research question: How can cyberweapons
be differentiated within the complex and diverse landscape of malicious software
based on features that are determinable without an assessment of their applica-
tion context or any previous usage? Our approach follows established arms control
measures and looks for the critical components and thresholds that transform a tech-
nology or a specific item into a weapon. Such assessments have been established for
non-cyber technologies over the last decades. This applies especially in the context
of export controls, where manufacturers have to provide technical details on critical –
potentially military – goods in order to get an export permission by assigned authorities.
The authorities in turn analyze and compare these goods against thresholds and laws
that have been defined and negotiated by international treaties and put into national
legal norms. Our methodological approach is based on the finding, that after malicious
cyber incidents, analytical assessments of the activities and especially the detected mal-
ware samples are carried out and published, that focus on the technical details such as
code properties and capabilities, exploited vulnerabilities, applied third-party libraries,
similarities to existing malware samples, etc. Such technical details on cyber tools are
– at least potentially – also available before their use and could therefore be assessed.
Following this premise, our approach identifies the technical properties of the develop-
ment and deployment of malicious software that can be measured “in situ”. The findings
are compiled into an assessment model for cyberweapons based on a set of analytical
indicators as a foundation for arms control measures for the cyberspace. As a first step,
Section 10.2.5 presents the range of existing approaches for the classifications of cyber-
weapons and highlights the research gap. Section 10.3 then analyzes and discusses the
technical features of weaponized malware, identifying a set of measurable parameters
and indicators. Building on this, Section 10.4 provides our contribution, a suitable and
practicable assessment model for cyberweapons, an explanation of how this model can
be applied as well as an evaluation based on selected exemplary case studies. Section
10.5 concludes our approach by discussing the assessment model, its applicability and
limitations for arms control measures, and presenting further research questions. The
Annex will present selected technical details of the case study assessment.
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10.2 Related Work: Current Approaches for the Classification of Cyber
Weapons

The following section provides an overview of selected works covering the current
scientific approaches towards cyberweapons, grouped by their central classification.

10.2.1 Intent- and Effect-Based Classification

One of the initial approaches, which is still influential for current debates, has been
provided by Rid and McBurney (Rid & McBurney, 2012). The authors dispense with
any consideration of specific technical aspects of malicious code but instead focus only
on the intention of the application as well as the deliberate selection of the targets by an
attacker to distinguish malware from cyberweapons. Their concept already mentions that,
besides their intention, malicious cyber tools can trigger unintended or even unforeseen
consequences. This aspect of the triggered effects has been further elaborated by an
approach of Brown and Tullos (G. D. Brown & Tullos, 2012). The authors propose
a spectrum of the actual impact that ranges from non-invasive access and enabling
operations, over non-destructive disruptions that suppress a service to destructive attacks.
The authors consider the latter as cyberattacks and only the utilized software tools as
cyberweapons. The most important approaches in the context of the categorization of
cyberweapons were given by the two editions of the so-called Tallinn Manual (CCDCOE,
2013, 2017). Cyber weapons are defined as tools within the cyberspace which are “means
of warfare that are by design, use, or intended use capable of causing either (i) injury
to, or death of, persons; or (ii) damage to, or destruction of objects, that is, causing the
consequences required for qualification of a cyber operation as an attack”. Although
the Tallinn Manual was created by independent researchers for the NATO Cooperative
Cyber Defense Center of Excellence, it has become a quasi-official point of reference in
international cyberspace politics and its perspective influenced many national security
doctrines.

10.2.2 Classifications Based on the Strategic Assessments

Some researchers focused on the intent-based approach and the strategic perspective of
the attacker and the circumstances of the attack. Mele (Mele, 2013) conceptualizes the
concept of weapons by pointing out, that “a weapon can be [...] an abstract concept
thereby not necessarily a material one”. He proposes the consideration of both the
strategic dimension – intended damage and the specific selection of a sensitive target –
as well as the legal dimension – context and purpose – of a cyber operation. The author
defines these as the “typical elements of a cyberweapon”. A similar premise is followed
by Dewar (Dewar, 2017), who criticizes that “the subjectivity and context-dependence
[...] causes particular difficulties when categorizing cyber tools as weapons” because
“all weapons are tools, but not all tools are weapons”. To resolve this, the author urges
to “look at more conceptual issues regarding the incidents” and to evaluate the assumed
motivations of an attacker. As a conclusion, he states that “often the tool itself was
not a digital device [...]. Techniques such as social engineering and phishing or the
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exploitation of unknown weaknesses in digital systems were the preferred tools”. Orye
and Maennel (Orye & Maennel, 2019) extend this assertion further by considering also
the cognitive effects, which include “sowing confusion, changing behavior, modifying
trust, changing (public) opinion, manipulation”.

10.2.3 Classifications Based on Normative Aspects

An approach that analyzes the significance and impact of malicious cyber tools in
international relations has been proposed by Stevens (Stevens, 2018). The author states
that “weapons can be understood as ‘the violent materiality of the existential condition
of uncertainty’” and that cyberweapons “shape a condition of marked uncertainty in the
contemporary international order. Silent, invisible and potentially very effective, they
are attractive to states and non-state actors seeking advantage in war and in peace”.
This approach fundamentally questions the definition of cyberweapons in the context of
global power and governance. An early attempt for regulation was undertaken with the
extension of the Wassenaar Arrangement on Export Controls for Conventional Arms and
Dual-Use Goods and Technologies (The Wassenaar Arrangement Secretariat, 2014). In
2013, the multilateral treaty added the item of “intrusion software” to its list of regulated
goods, with the following definition: “Software specially designed or modified to avoid
detection by ‘monitoring tools’, or to defeat ‘protective countermeasures’, of a computer
or network-capable device, and performing any of the following: (a) The extraction of
data or information, from a computer or network-capable device, or the modification of
system or user data; or (b) The modification of the standard execution path of a program
or process in order to allow the execution of externally provided instructions.” This
approach defines cyberweapons by their potential capacity for malicious impact on IT
systems according to the effect-based classification.

10.2.4 Classifications Based on the Comparison with Traditional Weapons and Weapons
Technology

Another attempt to define the nature of cyberweapons is based on the comparison
with existing, well understood and examined weapon technologies. An early, but still
important approach by Sommer and Brown (Sommer & Brown, 2011) reflects the
features of a generic kinetic weapon. In their point of view, a weapon is “a directed
force – its release can be controlled, there is a reasonable forecast of the effects it
will have, and it will not damage the user, his friends or innocent third parties”. The
authors highlight that “there is an important distinction between something that causes
unpleasant or even deadly effects and a weapon”. They suggest evaluating cyber tools
based on these characteristics, in addition to the required usage capabilities, the target
“inside knowledge”, whether and how fast the tool can be detected before and during
deployment, how quickly counter measures can be applied, and whether it is possible
to detect and identify the perpetrator. An attempt by Hatch (Hatch, 2018) states that
the conditions for a cyberweapon are the system’s fundamental design and initial
consideration to “act as a weapon” and the “capability to cause mass causalities at
a single point in time and space” like “cyber operations that trigger a nuclear plant
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meltdown; open a dam above a populated area [...] or disable air traffic control services,
resulting in airplane crashes”.

10.2.5 Classifications Based on Architectural Characteristics of Malicious Software

A few proposals have been made that focus on the architectural characteristics of mali-
cious software. One major approach is presented by Herr (Herr, 2014) with the “PrEP
framework”, signifying “propagation, exploits and payload” as the base components of
any malware that are required for a cyberweapon: “The propagation method defines how
the code is delivered into a target system and the payload is the core executable code of
the malware that determines its functionality and delivers its effects. The [...] exploit,
allows both propagation and payload delivery by taking advantage of vulnerabilities in
computer systems and their defensive measures”. The author also explicitly criticizes the
intent-based perspective, because “intent and perception are diffuse characteristics and
difficult to judge”. The distinction between the different components of a malicious tool
aims to provide an in-depth view on the specific technical elements that define a cyber-
weapon. A critical “red line” is specified in particular by “a payload designed to create
destructive physical or digital effects”, whereas the authors state that cyberweapons
“create physical and digital effects” and that “defining [cyberweapons] without them
creates unhelpful limitations”. Contrary to the authors criticism of “effect and intend”,
this still includes the assessment of the actual impact and the anticipation of an attacker’s
aims into the cyberweapons assessment. Besides the important technical perspective,
the approach does not further exemplify how to measure the capabilities of the payload,
nor does it provide a structured and uniform analysis method of the malware.

Another technical approach by Maathuis et. al. (Maathuis et al., 2016) defines three
different components or layers of malware: The access layer to reach and enter a
foreign IT system and circumvent any defense mechanism, the transport layer for the
propagation within given IT infrastructures, and the payload layer for the effect. The
authors state that a cyberweapon is “a computer program created and/or used to alter
or damage [...] a system in order to achieve (military) objectives against adversaries
inside and/or outside cyberspace”. They suggest the assessment of different additional
technical, tactical, and strategic aspects of the malware like the configurability and
adjustability, the sophistication, and the technical knowledge about the intended target
as well as the disruptive or destructive intent and the selection of a relevant target.

10.2.6 Research Gap

The presented selection of definitions and classifications of cyber weapons shows that
most approaches utilize an assessment of the intent of the attacker and the purposed
potential or actual effects of the digital payload. These are valuable approaches for
agreements that focus primarily on the political level and on norms for state behavior in
the cyberspace. However, they are not applicable in advance of a specific incident and
their presumed intent will always be influenced by speculation, political and strategic
considerations, and interests of various relevant actors. This highlights the necessity
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for assessment measures that are applicable regardless of subjective considerations and
before the tool is used.

10.3 Technical Features of Cyber Weapons

In order to develop such an assessment model, that is independent of the actual usage
of the malicious software or speculations about its intentions, the following section
discusses features of malware that can be measured or assessed independently, especially
their technical particularities. From such a technical point of view, operational military
weapon systems consist of a multitude of different interoperating parts, materials and the
underlying technologies for their development and production. Stripping down complex
weapon systems into their components is particularly necessary for trade and export
regulations. Our analysis of distinguishable, measurable features of cyberweapons
is therefore divided into the following sections, that reflect the different steps from
development to deployment of weapons:

• Production and storage

• Availability and steps to full operational capacity

• Deployment and operation

• Impact and evolvement of effects

• Results, successions, and damage

Each of the sections will sum up the identified parameters in a separate table.

10.3.1 Production and Storage

From a technical perspective, cyberweapons are basically complex IT products which do
not necessarily form a monolithic system, but often consist of independent, interchange-
able parts for different purposes and stages of their deployment, as mentioned in the
previous section. Such a modular design, which is often developed based on frameworks
or platforms, allows attackers to execute a target-specific reconfiguration, compilation,
or extension of cyberweapons as well as the integration of new features. Such modular-
ity sustains the effectiveness and longevity of developed components, as they can be
reused. Examples are routines for the automatic propagation of malicious tools within
networks, code that loads target-specific assets after infection, or command and control
infrastructures. The usage of extendable frameworks also enables attackers to learn from
obtained code samples of other malware and to extend their tools accordingly. On the
other hand, reusing the same tool may be an indicator for attributing attacks to their
origins, prompting attackers to continuously adjust their developments.

A very distinctive aspect of cyberweapons is their sole effectiveness in a specific envi-
ronment that is prone to the utilized malicious code, like e.g., a specific vulnerability or
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exploit, that has been built into the cyberweapon. Whereas most parts of a cyberweapon
are developed based on common knowledge that is also used and applied in civil and
commercial IT security sectors, the unique core of each cyberweapon consists of the
knowledge about the target’s vulnerabilities and the specifically tailored code to exploit
these weaknesses. This part is the essential element in the development of cyber arms
and is the object of the ongoing cyber arms race. This reveals an important difference
from other weapons technologies, where secrecy about information on the functionality
and capability of all parts and technologies of a weapon is often crucial. However, the
target-specific tailoring of a cyber weapon potentially also requires a target specific
testing environment to evaluate, ensure, and adjust aspects of the weapon deployment
such as automatic propagation or payload triggering.

In terms of the longevity of exploitable vulnerabilities, studies have shown the potentially
enormous life span of up to nearly seven years until their detection and closure (Ablon
& Bogart, 2017). This problem is regularly confirmed by data breach reports (Verizon,
2019), which show that most of the detected cyber incidents are based on already known
vulnerabilities, which have not yet been patched in the targeted devices. Modular cyber
weapons allow attackers to combine an existing payload with a vulnerability that matches
the current target system. Therefore, the developed components of cyberweapons do
not require any special maintenance in order to be reliable, apart from preventing other
actors from gaining knowledge of these cyberweapon and its capabilities and establish
safeguards for “digital weapons arsenals” in order to prevent any threats to the actor’s
own IT systems and the national IT security of states (Schulze & Reinhold, 2018). Table
10.1 summarizes these parameters.

P1 Long-life production perspective, modular, extensible, and interchangeable
design and software architecture

P2 Developed and equipped with tailored malicious code for a specifically se-
lected IT target and its vulnerabilities

P3 Quality assurance and quality management in dedicated testing facilities or
environments

P4 Implementation of an update mechanism to combine existing malicious pay-
load with current, state-of-the-art penetration tools and exploits

P5 Existence of secure vaults to store the malicious payload and prevent an
unintended outbreak

Table 10.1: Parameters regarding the production and storage

10.3.2 Availability and Steps for Full Operational Capability

The military deployment of weapon systems is usually targeted against specifically
selected objects, which is often associated with an adjustment to the environment of
the target and its vulnerabilities. In the case of cyberweapons, this preparation requires
extensive knowledge of the object, information that can often only be gathered through
reconnaissance operations, which potentially require hacking of minor, upstream IT
systems. This highlights that an effective deployment relies on the capacities to cir-
cumvent all security measures on the way towards the target, including all upstream
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systems. Since these activities must remain hidden in order to prevent premature detec-
tion, the time required for deployment is also a decisive factor. Some military strategists
argue that it is necessary or efficient to implant cyberweapons or to create hidden ac-
cess possibilities in strategically relevant IT systems as a precautionary measure. The
US Cyber Command extended this approach towards a “persistent engagement” (US-
DOD, 2018a), that includes the permanent deployment of cyber tools within adversary
networks, forcing them to constantly observe, secure, and adapt their systems.

Understanding the parameter of the availability of a cyberweapon as presented in
table 10.2 is a question strongly connected to the specific operational context. This
can be a state in which all necessary knowledge and tools have been gathered, but
active penetration itself has not yet occurred. A different interpretation considers the
strategic planning behind “persistent engagement”-like approaches. Here, availability
is understood as a state in which an exploitable path to the target already exists and
the payload can be or has already been introduced into the target system, ready to be
triggered. This includes all infrastructures such as command and control servers, which
must be ready for use.

P6 Implementation of tactical exploitation capabilities to reach the intended
target through upstream systems and security measures

P7 Technical ability for a preliminarily deployment, long-lasting detection
prevention, and later payload execution

P8 Development and implementation towards strategic goals and planning,
including future conflicts

Table 10.2: Parameters regarding the availability and steps for full operational capability

10.3.3 Deployment and Operation

As the deployment of cyberweapons takes place in multiple, consecutively triggered
steps, such tools should be considered using a shell model, like the basic three-layer
approach proposed by Maathuis et al. mentioned above (Maathuis et al., 2016), or
more complex models such as the cyber kill chain (Wrozek, 2017), a concept based
on the work of Hutchins et al. (Hutchins et al., 2011). Drawing from those, each
shell should contain its own tools and capacities, whereas the actual configuration and
required infrastructure depend on two parameters: First, the intended effect and impact,
which can be tailored either to a specific target or to a class of IT systems or products.
Second, the decision to what extent a deployed tool should be capable to propagate
autonomously and trigger its payload. The possible options range from a “fire and forget”
approach with an automatic operation based on built-in rules to a manually operated
approach with command-and-control infrastructures that allow direct human control
of the deployment process. Especially the chosen propagation mechanisms may limit
the measures available to prevent unintended effects. Limiting an automatic infection
to intended targets can be difficult to control, since the behavior of a particular code
depends on the conditions of the actually infected system, which are often difficult
to predict, possibly resulting in incalculable effects. Even without automatic payload
activation, a widespread infection raises concerns about which of the infected systems
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are relevant to military goals. Even though these considerations are not dealt with in the
context of this article, they are directly related to the “human-in-the-loop” debates that
are highly controversial internationally in the field of lethal autonomous weapon systems
(UNGGE, 2019) and the problems of meaningful human control (Cannellos & Haga,
2016). A measure to prevent or stop the unintended propagation can be an explicitly
built-in so-called “kill switch”, a function that offers the possibility to completely shut
down the operation of the cyberweapon. However, based on technical examination of
detected malware samples, these functions are rarely used, as they are relatively easy
to detect by the defenders, which undermines their effectiveness (Symantec, 2017).
With regard to the penetration of IT systems, any unauthorized attempt to access an IT
system can potentially damage that system. The circumvention of security and defense
measures or the concealment of access from logging mechanisms manipulates the
regular behavior of the system. Depending on the skills and expertise of the attacker
and the information available about the attacked systems, this can have unintended or
unexpected effects, leading to operational disruptions or system failures. In view of
the international humanitarian norm of protection of civilian systems, this requires an
assessment of each intruded IT system, what programs it runs and what external purpose
it serves. These aspects are presented in the following table 10.3.

P9 Ability to steer the propagation and payload activation that allows human
interaction

P10 Implementation of a “kill switch” or similar mechanisms to immediately
stop the further propagation and payload activation

P11 Technical ability to detect and control the penetration of unrelated sys-
tems, assess its functions and exclude them to prevent unintended harm

Table 10.3: Parameters regarding the deployment and operation

10.3.4 Direct Impact and Effects

The potential impact of cyberweapons can cover a broad spectrum, and the effective
impact is strongly influenced by the weakness and vulnerability of the target which
is reflected in the parameters of table 10.4. If a targeted system is not prone to a
utilized vulnerability, has recently been updated and patched with security fixes, or has
implemented strong IT security measures that detect and stop unusual system functions,
a cyberweapon will either not be able to penetrate the target at all or will fail to launch its
malicious payload. Other attack methods are based on the regular use of IT systems by
overloading their processing capacity, which usually leads to their temporary shutdown.
Although mitigation techniques exist to some extent (Osanaiye et al., 2016), these
attacks are very effective and are conceptually more difficult to prevent (Lavrenovs,
2019). The different attack or infection approaches influence the possible reaction
time of the defending actors regarding their chances of mitigating the effects and the
malicious propagation, and thereby the effectiveness of the cyberweapon. A payload that
has been secretly implanted into a target system limits the available defensive options,
in contrast to cyberattacks that attempt to openly disrupt services. Once the payload
has been triggered, the evolvement of its effects can vary widely, depending on the
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configuration of the cyber weapon and the situation of the attacked system. It can range
from a direct and contained impact on the targeted system (first level effects), impacts
on connected IT systems that rely on certain services or functions of the targeted system
(second level effects), to effects on other connected systems, either through propagation
or chain effects (third level effects). The complete impact estimation contains a high
potential for miscalculations or failures. The attacker needs to make assumptions about
the target, its environment, dependencies, and the reaction of the attacked systems and
actors while ensuring that the programming of the cyberweapon operates as expected
and contains no errors. Nevertheless, a specific deployment may encounter unexpected
conditions which can lead to a completely different effect or undesired effects.

The discussion on the participation of the China-based company Huawei in the construc-
tion of 5G mobile networks (Rupprecht et al., 2018) highlights another aspect. Concerns
have been expressed that malicious code could be directly integrated into widespread
small off-the-shelf components, possibly granting unauthorized access or waiting for
a trigger signal. In such cases it is extremely complicated to distinguish between the
legitimate host system and the malicious code, especially when backdoors are suspected
to be hard-wired into the chip design.

P12 Time to react for a defender, range of possible defense measures
P13 Assured reliability, accuracy and containment of impact
P14 Degree of separation from any required host systems

Table 10.4: Parameters regarding the impact and evolvement of effects

10.3.5 Overall Results, Successions and Leverage

A comprehensive assessment of the possible overall effects of a cyber weapon, which is
presented in table 10.5, is required for the authorization of its application in light of the
rules of international law such as the UN Charter (Sander, 2019). For the current state
of ongoing international debates, which have not yet been settled, the legal threshold
is drawn at the point where the effects of a cyberweapon correlate with the “use of
force” – usually interpreted as severe damage to objects or people – which is prohibited
outside declared military conflicts (Kosseff, 2019). A complete evaluation must also
include the aftermath such as the reaction of the attacked and third-party actors. If the
utilized malicious code uses zero-day exploits or other methods of intrusion unknown
to the public, its usage reveals this secret, allowing defenders to adjust their protective
measures. It also provides any other witnessing or later analyzing party with knowledge
to learn and adapt, as long as the vulnerability is not completely fixed. This can result in
threats to the attacker’s own systems, as demonstrated by the EternalBlue vulnerability,
which – originally owned by the NSA – was used in the malware campaign NotPetya
(ESET, 2018) that also caused economic damage to industrial facilities in the US
(Maersk, 2017). As already mentioned, neither the built-in logic of a tool nor a human
conductor can safely and ultimately decide whether the penetrated system is a valid
military target or not. The risk of mistakes is especially present during the intrusion,
since at this point the attacked system can only be analyzed “from the outside”. The
potential effects on uninvolved systems and the risks of maloperation highlight that
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the actual effects caused by a cyberweapon can deviate considerably from its intention.
A comprehensive assessment of such complex situations must therefore consider the
following three dimensions to estimate the maximum possible effects:

• The time span for the unfolding of triggered effects and their evolve-
ment on each affected system. This can range from immediate to
delayed and restrained effects.

• The spatial dimension of the triggered effects, assessing the number of
systems that may intentionally affected directly and indirectly as well
as potentially unintentionally targeted lateral systems.

• The precision of the effects that can by triggered by the payload. This
dimension needs to consider intended and unintended effects and can
range from accurate, specific effects on a targeted system to maximum
effects from “brute force” affecting all running and active services on
a system or within a network.

P15 Potential for proliferation of know-how or the knowledge of vulnerabili-
ties

P16 Time span, spatial dimension, and precision of the effects and the possi-
ble impact on directly, indirectly and potentially unintentionally affected
systems, including self-harm

Table 10.5: Parameters regarding results, successions and damages

10.4 Assessment Model for Cyberweapons and Case-Study-based Evalua-
tion

10.4.1 How to assess cyber weapons

The following section will propose an assessment model for cyberweapons that analyzes
the capabilities of a given software and – given the intended application context of
arms control – contrast the results with existing norms and regulations. The model
cannot and does not aim to provide comparability between assessments – which would
require any kind of scoring – but rather to present a structured method to assess specific
features of a given software in order to provide a unified basis for the evaluation of
its cyberweapon character. Therefore we propose a set of “cyberweapon indicators”
as given in table 10.6, whereas each indicator is linked to multiple of the previously
discussed technical parameters that relate to this indicator and connected with a possible
range of expression. The indicator order follows the concept of the cyber kill chain
(Wrozek, 2017), (Hutchins et al., 2011), an established method of malware life-cycle
analysis that separates the different steps from the development of a malware to its
deployment. Facilitating this order supports the unified assessment of the technical
capabilities required for each step.
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Indicator Range of expression /
Assessment

Associated
Parameters

I1 Means of propagation Targeted and tailored measure
vs. randomly spread
approaches

P6, P8, P10

I2 Autonomy of deployment
and application

Controllable and
(re)configurable by human
conductors vs. automatically
decided by built-in rules

P7, P8, P9,
P10, P14

I3 Controllability and
intervention measures

Completely human decision
on the triggering of the
payload and the possibility of
stopping its evolvement vs.
Fire-and-Forget

P3, P5, P9,
P13

I4 Required infrastructures Degree of supporting
infrastructures such as
command and control
systems, communication
channels, data drop-off points

P1, P7, P8,
P14

I5 Quality of penetration
measures

Uniqueness and distribution
of the exploited
vulnerabilities and exploits
code

P1, P2, P4,
P12

I6 Direct payload effect Type and degree of maximum
impact to which the payload
is intentionally programmed

P2, P4, P6,
P12, P16

I7 Unintended effects Measures of quality assurance
and testing during the
development phase,
probability and measures for
the handling of unexceptional
situations over the full
application process

P3, P5, P9,
P10, P11, P13,
P15, P16

Table 10.6: Indicators For Assessment Of Cyberweapons

The intended application of our proposed assessment model will stepwise assess each
indicator by analyzing the associated parameters and the underlying questions regarding
specific technical capabilities of the analyzed software. For the discussed context of
arms control, this assessment will be performed by authorities like e.g. the German
Federal Office of Economics and Export Control (BAFA - Bundesamt für Wirtschaft
und Ausfuhrkontrolle) or in the U.S. Department of Commerce’s Bureau of Industry
and Security (BIS) that are entitled and authorized to review and grant or deny export
requests based on national laws and regulations. As already implemented for other
technologies and goods, companies requesting an export license are required by law to
provide technical documentation, source code samples, or compiled binaries of their
products and submit these to the authorities. Taking into account that these documents
and required information are probably not complete, the assessment results for each
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parameter can range between “yes”, “no”, “partially”, and “unknown”. This does provide
neither a scoring nor binary answers, but taken together, its assessment allows to specify
a position for each indicator within the provided range of expression. Although this
leaves room for different considerations, the parameter assessments that focus on a
specific capability and the question if a software contains it, provides in our opinion
an appropriate degree of objectivity. Finally, the different indicator assessments in
connection with the amount and distribution of “yes” and “partially” answers for the
analyzed parameters provide the basis for a concluding decision on the cyberweapon
character of the analyzed software. With regard to the intended application context, this
decision will primarily be subject to legal regulations and political considerations. As
usual for arms control and export regulation, the critical thresholds which technical
capabilities are considered to manifest a weapon will likely differ for different states as
long as no internationally binding norm or other treaties exist.

10.4.2 Case-study based evaluation

In order to evaluate the application of the identified indicators, the following section
presents exemplary assessments, to find out whether the model applies to real-world
cases. As there have been several incidents over the last years that have caused damage,
we have chosen two “positive” cases that probably could be considered as cyber weapons
and face these with one “negative” case, that is probably no cyberweapon in order to
illustrate the contrast. With regard to the support decision character of our model, this is
intended to be as an exemplification of its application, rather than a sufficient validation
that would require systematic testing of cases that have been publicly classified as
cyberweapons and cases that have not been labeled this way. This goes beyond the scope
of this paper but is a task for future work. The intended use case of our model requires
access to technical documentations and code samples, something that requires legal
access possibilities for entitled authorities as these information are usually classified.
To simulate this situation, we have chosen example cases of past incidents that have
been provided with freely accessible analytical reports to test our assessment against the
public assessment of the incident. The reports that we used have to focus on technical
details of the malware such as reverse engineered and decompiled binaries, code samples,
string analysis, comparison with known vulnerability and exploit databases, analysis
of the propagation and communication capabilities. All technical information that
we have taken into account should have been available to entitled arms control and
export regulation authorities to this extent, even before the malware was used. We
neither used knowledge of the malware outcome nor assumptions about the attacker’s
intentions. Based on a meta-analysis of the selected reports, the evaluation will assess
the cases by testing the indicators stepwise and analyzing each associated parameter.
To circumvent the current lack of any internationally binding legal definition, we
facilitated the broadly approved Tallinn Manual perspective (CCDCOE, 2013) for the
final cyberweapon consideration in a slightly modified version where cyberweapons are
tools that specifically contain the technical capability “[...] of causing either (i) injury
to, or death of, persons; or (ii) damage to, or destruction of objects”. The following
subsections will briefly present the cases, the reports we used, our assessment, and
finally the conclusion. In order to maintain the readability of the text, we dispense with
single code examples in this section, but reference to selected examples of technical
details and further descriptions that we present in the Annex of this paper. In addition, we
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list references and – if available – page numbers to the most relevant analytical findings
and quotes of the reports to underline the technical foundation of our assessment. The
detailed results for all indicators and assessed parameters are presented in table 10.7,
where the assessment results are represented symbolically for a better overview with the
following notation: “Yes” (��), “No” (��), “Partially” (��) and “Unknown” (××).

10.4.3 First positive Case: Stuxnet

Although the Stuxnet incident dates back to the year 2010, it is presumably the best
known and still the most thoroughly analyzed malware to date. It was discovered at
the nuclear enrichment facility in Natanz, Islamic Republic of Iran and was used to
achieve a beyond-the-normal wear of enrichment machines. Our assessment is primarily
based on the analysis of Langers’ “To kill a centrifuge” (Langner, 2013) and the highly
technical Symantec reports on the initially detected (Falliere et al., 2011) as well as an
earlier version of Stuxnet (McDonald et al., 2013). The authors conclude that Stuxnet
has been tailor-made as it e.g., had been manipulating the supervisory control room
software that “appears to be a genuine development for the Natanz Fuel Enrichment
Plant” (Langner, 2013, p.8) and contained exploits for its specific vulnerabilities [Annex
A.1] to hide its activities as well as to intercept and manipulate the Step7 dubbed control
of the industrial programmable logic controller (PLC) [Annex A.2] which regulates the
actual industrial process. In addition, the code contained information on the specific
configuration of the industrial hardware in this facility and “infects [...] controllers with
a matching configuration” (Langner, 2013, p.8), [Annex A.3]. Stuxnet contained at
least two different attack payloads, one that manipulated the rotor speed in centrifuges
(Langner, 2013, p.10ff) and an earlier, yet much more dangerous version that can create
overpressure in the enrichment devices (Langner, 2013, p.5ff; McDonald et al., 2013,
p.9ff): “[it] contains an alternative attack strategy, closing valves within the uranium
enrichment facility at Natanz, Iran, which would have caused serious damage to the
centrifuges and uranium enrichment system as a whole” (McDonald et al., 2013, p.1).
Regarding the control of the attack, Stuxnet was able to develop a communication
channel despite the air-gapped system by facilitating infection and propagation methods
that allowed to transfer information “by compromising mobile computers of contractors
who enjoy legitimate physical access to the target environment” (Langner, 2013, p.22;
[Annex A.4]. In contrast, the authors conclude that “there is no logic implemented in
the malware which could actively disable the malicious code on infected controllers”
(Langner, 2013, p.18). In line with these examples, the evaluation of all parameters draws
a picture of a project that contains the capabilities to reach, attack, manipulate, and even
destroy a specific IT system. The attacker exploited multiple zero-day vulnerabilities and
had made significant efforts to avoid unintended side-effects or the detection of the attack
and invested considerable know-how to establish a communication channel despite the
limited direct controllability. Besides some several high-class exploits, Stuxnet contained
no off-the-shelf utilities or code. Taking all of this into account, this assessment confirms
the conclusion that Stuxnet has to be considered a cyberweapon.
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10.4.4 Second positive Case: TRISIS/TRITON

The second example TRISIS/TRITON has been detected in 2017 in a petrochemical
plant in Saudi Arabia. It presumably was manually injected and able to manipulate
the Schneider Electric’s Triconex safety instrumented system (SIS) that is responsible
for reacting on critical operation incidents to deactivate the fail-safe operation of the
industrial facility. For our analysis we used three reports from Dragos (Dragos Inc.,
2017), FireEye (Johnson et al., 2017), and the US National Cybersecurity and Com-
munications Integration Center (NCCIC, 2019). TRISIS code was designed to target
a specific facility, identified by a SIS configuration that the malware was designed
for: “[As] each SIS is unique and to understand process implications would require
specific knowledge of the process” (Dragos Inc., 2017, p.3). The malware required a
manual injection to the facilities network [Annex B.1] and exploited a vulnerability of a
specific version of the Triconex system [Annex B.2]. The malware contained code to
perform different alternative attack methods (Johnson et al., 2017, p.4) to manipulate
or deactivate the SIS system “that collectively would degrade industrial processes, or
worse. Were both the process and the safety systems to be degraded simultaneously,
persons, property, and/or the environment could suffer physical harm” (NCCIC, 2019,
p.18, p.12ff). TRISIS code was written in Python and based on structure of the code, the
possibilities to extend it with additional scripts it “represents a facilitating capability or
framework for the actual ladder logic change that has the potential [... to] be repurposed
to deliver alternative payloads to either deliver different logic files (the external binaries
uploaded by TRISIS to the target SIS) or to utilize differently embedded binaries to target
different SIS types entirely.” (Dragos Inc., 2017, p. 13). As TRISIS is built to be operated
fully manually via hardcoded communication channels (McDonald et al., 2013, p.12)
the code contained “anti-forensics technique to hide the presence of the attacker code
on the Triconex controller” [Annex B.3]. Regarding the complex and diverse infection,
the capabilities for the evasion of security measures and the code injection process,
the reports conclude that TRISIS development needed highly qualified, well-resourced
adversaries with lengthy timelines (McDonald et al., 2013, p.8). This assessment of
TRISIS shows that it contains capabilities to attack a strategically selected goal with
methods for a rather long-term access and manipulation capabilities which could cause
serious damage. This suggests the conclusion that TRISIS must also be considered a
cyber weapon.

10.4.5 Negative Case: Emotet

The following subsection will present an incident, that - although it has caused serious
damage - cannot be considered to be cyberweapon according to our approach. This
negative case example should illustrate the relevance of certain indicators and specific
technical capabilities for our assessment and classification approach. The example we
have chosen is Emotet, a trojan malware that was first detected in 2014 (Axel, 2020).
During its lifetime, the malware has been changed a lot and often been used as an
preliminary infection step for multiple different malware campaigns that afterwards
loaded additional payload code. According to the US-CERT, the malware is “among
the most costly and destructive malware affecting state, local, tribal, and territorial
(SLTT) governments, and the private and public sectors” (CISA, 2020). At least one
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case is reported, where an infection directly impaired hardware by overheating (Gatlan,
2020). With regard to this threat, the Emotet infrastructure has been took down in 2021
by an international coordinated action, led by EUROPOL (Europol et al., 2020). For the
technical assessment we used reports from Bromium (Bromium, 2019), Malwarebytes
(Malwarebytes Blog, 2021), PaloAlto Networks (Duncan, 2021) and the US Cyberse-
curity and Infrastructure Security Agency (CISA) (CISA, 2020). According to these
reports, Emotet is a flexible malware that facilitates a very “effective combination of
persistence and network propagation” (Malwarebytes Blog, 2021). Over the years, the
malware has emerged to an actual business, where “the primary source of revenue for
its operators may be through selling access to its botnet infrastructure to other malware
operators, instead of directly monetizing stolen financial information” (Bromium, 2019,
p.3). Therefore, Emotet has developed to a broad toolbox that utilizes different phishing
and watering hole infection methods: “Emotet uses different techniques to distribute
these [infected] Word documents. The malspam may contain an attached Microsoft Word
document or have an attached ZIP archive containing the Word document. [...] Some
emails distributing Emotet do not have any attachments. Instead, they contain a link
to download the Word document. In previous years, malspam pushing Emotet has also
used PDF attachments with embedded links to deliver these Emotet Word documents”
(Duncan, 2021). In addition, Emotet established a complex botnet infrastructure that
is used, among other things, to deliver different payloads or download additional code
from a set of an extendable set of modules for specific data grabbing and exfiltration
tasks (CISA, 2020). Although Emotet has been used for different campaigns, from
simple ransomware attacks to attacks on more selected targets and state institutions
like parts of the Lithuanian Government (Staff, 2020), its technical capabilities are
focused on broadly executed phishing activities [Annex C.1], with a high degree of
automated operation and a broad impact. Even if targeted campaigns had facilitated
custom target-relevant phishing emails or selected groups of email recipients, its tech-
nical capabilities are rather not built to be tailored made for a selected, certain ICT
system [Annex C.2]. Besides the already mentioned different phishing methods of
infected documents, this is also reflected in capabilities intended for spreading within
networks: “Once Trojan.Emotet has infected a networked machine, it will propagate by
enumerating network resources and write to share drives, as well as brute force user
accounts. Infected machines attempt to spread Emotet laterally via brute forcing of
domain credentials, as well as externally via its built-in spam module” (Malwarebytes
Blog, 2021). In addition, Emotet did neither use zero-day exploits nor any unique target
information like running service and its software versions and configuration, but rather
exploited known vulnerabilities (CISA, 2020) of commonly used operating and office
software with an “hit as much as you can” mentality and is even capable of injecting
other malware into infected systems on a malware-as-a-service basis [Annex C.3]. These
assessments lead to the conclusion, that on the one hand Emotet contains the capabilities
for causing damage, but on the other hand lacks a specific target selection and tailoring
as well as a manual steering of the attack, the payload delivery and its triggering. The
code does not contain dedicated measures to prevent unintended proliferation and effects.
Beside its indisputable destructive and dangerous nature, with regard to our assessment
model, Emotet cannot be considered a cyberweapon and rather reminds of a tool for
“digital vandalism” in the sense that it indiscriminately damages the things within its
reach. This assessment is in line with the majority of Emotet’s public perception.
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10.4.6 Evaluation of results

Given the results of the presented examples, our proposed assessment model supports the
existing interpretation of the incidents in all three cases. Both positive case studies have
almost exclusively assessed parameters answered with “yes” or “partially”. In addition,
these malware examples had been developed to damage a specific target and dedicated
hardware over a long timeframe and utilized a diverse range of techniques for infection,
propagation, or payload deployment. These can be considered the core technical features
of a possible cyberweapons. Although having the capability for destructive effects, the
negative malware example does not fulfill these characteristics. This presumably also
applies to the aforementioned NotPetya incident, which created commercial damage
but also lack these features. They too had been developed to cause as much damage
as possible by utilizing self-propagation mechanisms as well as quickly exploiting
a zero-day vulnerability, which was widespread at the time, for its ransomware and
disrupting payload. The example assessments also showed that an assessment based on
technical capabilities is practical applicable and provides a valid basis for a conclusion
on the cyberweapons character of a software.

Indicator Case 1: Stuxnet Case 2: TRISIS/TRITON Case 3: Emotet
Evaluation Assessment Evaluation Assessment Evaluation Assessment

Means of
propagation

• Automatic, cov-
ered spreading over
intruded networks

• Propagation until a spe-
cific network (target)
reached

• Payload only activated
within target

• Injection, communica-
tion and control proba-
bly over an air gap or
manipulated hardware

• Specifically designed
for Siemens SCADA
product line “Step 7”
and industrial hardware
devices

P6: ��
P8: ��
P10: ��

• Potentially manual in-
fection

• Several different mod-
ules for privilege esca-
lation and access

• Specifically designed
to infect Schneider
Electric’s “Triconex
3008 Safety Instru-
mented System” (SIS)
controllers

• Capability to manipu-
late failsafe behavior of
industrial facility could
have been used to force
drastic damages with
additional malware

• Manual payload trig-
gering and stopping

P6: ��
P8: ��
P10: ��

• Multiple spreading
mechanism, but fol-
lowing rather an “A
lot helps a lot” ap-
proach for maximum
proliferation

• Capabilities to spread
over networks quickly
and establish back-
doors for payload

• No kill switch but sim-
ilar IT security mea-
sures could be estab-
lished temporarily by
IT experts via exploit-
ing a bug in Emotet

P6: ��
P8: ��
P10: ��
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Indicator Case 1: Stuxnet Case 2: TRISIS/TRITON Case 3: Emotet
Evaluation Assessment Evaluation Assessment Evaluation Assessment

Autonomy
of deploy-
ment and
application

• Intrusion, detection-
prevention and prop-
agation via built-in
automatic routines for
different Microsoft
operation systems and
Siemens software

• High degree of conceal-
ment mechanisms

• Monitoring, control,
and software updates
via different C2 servers
and ad hoc P2P
mechanism

• Payload activation au-
tomatic based on built-
in routines to detect the
intended target, antici-
pating the air gap of the
target

P7: ��
P8: ��
P9: ��
P10: ��
P14: ��

• Manual deployment to-
wards a specific system

• Manual operation
within target network

• Custom made infec-
tion routines and cus-
tomized process manip-
ulating payload for a
specific industrial facil-
ity and its SCADA ar-
chitecture

• Continuously ad-
justed concealment
mechanisms

P7: ��
P8: ��
P9: ��
P10: ��
P14: ��

• Broad, automated de-
ployment

• No manual operation
• Capabilities for hit-

and-run campaigns
with broad infec-
tion and payload
propagation

• Later additional pay-
load download possible
but no manual steering
on single infected sys-
tems

• Common obfuscation
and encryption of mal-
ware files to prevent
automated AV counter-
measures

• No kill switch
• Botnet infrastructure

for data exfiltration
and additional payload
provision

P7: ��
P8: ��
P9: ��
P10: ��
P14: ��

Controllability
and interven-
tion measures

• Intended, but faulty au-
tomatic disablement of
propagation via time
settings of infected sys-
tem

• No dedicated “kill
switch”

• Probably a dedicated
testing facility of indus-
trial target

• Limited communica-
tion with C2 servers,
mostly built-in, but
updatable

P3: ��
P5: ××
P9: ��
P13: ��

• Direct access to in-
fected system and hu-
man controlled opera-
tion

• Payload tailored based
on situational condi-
tions

• Probably a dedicated
testing facility of indus-
trial target

• Payload tested on in-
fected device before fi-
nally deployed

P3: ��
P5: ××
P9: ��
P13: ��

• Relatively “open”
infra-structure meant
to be operated by third
parties

• Custom payload possi-
ble, but not for single
infected systems

• “Targeted” only in
the sense of dedicated
email recipients and
tailored phishing
emails

• No proliferation con-
tainment

P3: ××
P5: ��
P9: ��
P13: ��

Required
infrastruc-
tures

• Malware itself indepen-
dent from C2 infras-
tructures

• Communication and
data exchange chan-
nels via different,
separated measures

P1: ��
P7: ��
P8: ��
P14: ��

• C2 infrastructures for
deployment and opera-
tion, Hardcoded DNS
servers

• Communication and
data exchange chan-
nels via different
measures

• Extendable via load-
able code modules

P1: ��
P7: ��
P8: ��
P14: ��

• Modular software with
different infection and
persistence methods

• Custom payload with
option for later down-
load

• C2 botnet infrastruc-
ture for payload pro-
vision and data extrac-
tion

P1: ��
P7: ��
P8: ��
P14: ��
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Indicator Case 1: Stuxnet Case 2: TRISIS/TRITON Case 3: Emotet
Evaluation Assessment Evaluation Assessment Evaluation Assessment

Quality of
penetration
measures

• Different modules and
measures for penetra-
tion and propagation

• Multiple 0day exploits
• Bridging the air gap
• Redundant measures

for application life
cycle (infection, data
drop off, communica-
tion) supporting the
autonomous propaga-
tion and infection over
different systems

• Built-in extensive
knowledge of target
environment and
vulnerability

P1: ��
P2: ��
P4: ��
P12: ��

• Extendable, contin-
uously refactored
Framework architec-
ture

• Payload independent
from interchangeable
initial infection and
persistence capabilities

• Payload injection and
operational code tai-
lored for specific de-
vices

• Built-in extensive
knowledge of target
environment and
vulnerability

• If combined with harm-
ful payload, immediate
physical effects possi-
ble

P1: ��
P2: ��
P4: ��
P12: ��

• Continuously extended
software basis

• Exchangeable infec-
tion, propagation and
persistence methods

• Independent payload
• Not developed to reach

and infect single tar-
get systems and exploit
their specific vulnera-
bilities

• Developed for broad,
quick and effective in-
fections and backdoor
establishment

• No zero-day exploits
• Optional immediate

payload triggering

P1: ��
P2: ��
P4: ��
P12: ��

Direct pay-
load effect

• Payload explicitly de-
veloped for a specific
software version and
production line of in-
dustrial hardware

• Interchangeable
Payload

• Propagation mech-
anism developed to
reach a specific target
via multiple, different
measures

• Different measures for
direct impact from di-
rect immediate harm
(v0.5) to slow sabotage
(v1.0)

• No direct defending
possibility, but system
shutdown

P2: ��
P4: ��
P6: ��
P12: ��

• Payload explicitly de-
veloped for a specific
software version and
production line of in-
dustrial hardware

• Payload interchange-
able

• By manipulating the
failsafe behavior of the
facility, direct harmful
impact with additional
malware possible with-
out defending or miti-
gating possibilities

• Manual operation al-
lows to prevent collat-
eral infections and pay-
load deployment

P2: ��
P4: ��
P6: ��
P12: ��

• Optional immediate
payload triggering

• Payload interchange-
able and option for
later download after
backdoor established

• Third party payload in-
jection possible

• No manual operation
• No zero-day exploits

used
• Multiple spreading

mechanism, following
rather a “A lot helps
a lot” approach for
maximum proliferation

• No actively harming
payloads known

P2: ��
P4: ��
P6: ��
P12: ��

Unintended
effects

• Presumably a high
level of diligence by
testing in a dedicated
testing facility and
replacement of Stuxnet
v0.5 payload

• Automatic propagation,
but malicious payload
triggered only on the
target system

• Integrated, though
faulty “kill switch”

• Precise impact
• Potential spread of

zero-day exploits

P3: ��
P5: ××
P9: ��
P10: ��
P11: ��
P13: ��
P15: ��
P16: ��

• Presumably a high
level of diligence by
testing in dedicated
testing facility

• Manual operation
based on direct
feedback prevented de-
ployment and payload
errors

• Proliferation of new,
highly critical attack
vectors for SCADA
systems

• Uncalculatable destruc-
tive effects if combined
with destructive mal-
ware

P3: ��
P5: ××
P9: ��
P10: ��
P11: ��
P13: ��
P15: ��
P16: ��

• Automated, uncontain-
able propagation and
infection

• “Targeted” only in
the sense of dedicated
email recipients and
tailored phishing
emails

• Optional automated
payload triggering

• No manual steering of
payload triggering on
single infected systems

• Third party payload
possible

• No kill switch
• No zero-day exploits

P3: ××
P5: ��
P9: ��
P10: ��
P11: ��
P13: ��
P15: ��
P16: ��

Legend: The assessment results are symbolically represented with the following notation:
“Yes” (��), “No” (��), “Partially” (��) and “Unknown” (××)

Table 10.7: Detailed Evaluation of Selected Case Studies
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10.5 Conclusion and Future Work

10.5.1 The Technical Assessment of Cyber Weapons

Our research aimed to develop an assessment method for identifying cyber weapons
within the complex and diverse landscape of malicious software, based on features
that are determinable without an assessment of their application context or an already
performed usage. Our analysis shows that this is possible based on existing technical
parameters that can be collected, tracked, or counted, regardless of the prior usage of the
malicious tool and independently of speculations about its intent. The individual range
of our proposed assessment indicators underlines the fact that it is possible to identify
tools which are being developed to get weaponized – thus constituting cyberweapons.
With regard to the requirement of available technical documentations and code samples,
the proposed assessment model can provide a valuable contribution to the regulation of
such tools, like for the implementation of arms control and non-proliferation treaties.

10.5.2 Limitations

The assessment model with the proposed list of indicators does not claim to be exhaus-
tive. It is rather intended to provide a standardized and unified procedure to determine
if a specific malware can be considered a cyberweapon. In addition, the indicators can
be utilized to cluster specific weaponizable functionalities of malware that characterize
such weaponizable tools. Such a generalization, that considers a broad range of pa-
rameters, cannot provide “sharp edges” as dual-use aspects or incomplete information
will influence decisions. The proposed approach is therefore optimized as a decision
support for case-by-case assessments.This reflects also the limited area of application,
as detailed technical documents, code samples or other technical information on the
software are necessary. Therefore, the legal and institutional foundation to request and
assess this information, e.g. as part of export control regimes or in the context of a
vulnerability equity process (Schulze, 2019), as well as their sensitive and probably
secret nature needs to be considered when conducting our proposed assessment. The
completeness of the available information also directly influences the amount and the
certainty of assessable parameters. Nevertheless, these specific requirements and the
political will are given for the intended context of arms control and its application via
entitled authorities that are legally allowed to request the required technical details.

10.5.3 Further Research

The indicators and parameters identified can provide applicable measures for evaluating
the cyberweapon character of malicious cyber tools. In addition to case-by-case deci-
sions, they can also be used to cluster existing malware based on their technological
approaches and capabilities. Further research should explore the development of a
deterministic indication algorithm that combines the indications to weighted numerical
values in order to compare different tools as well as to establish decision thresholds.
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In addition, a systematic study of more past incidents could support this refinement
alongside a validation of the indicators as well as a possible identification of edge cases
that need to be considered. Besides the task of the identification of cyberweapons, the
analysis shows that the risks of unintended effects are high and depend on many aspects
of the target system, some of which are difficult to assess. Further research can refine
the definition of minimum considerations and implementation principles that help to
minimize the risk of unintended effects, in line with international humanitarian law
and its prohibition to attack “objects indispensable to the survival of the population”
(Gisel & Rodenhäuser, 2019). Finally, the ongoing militarization of cyberspace, with
its consequences for international security, require a substantial, non-commercially
motivated involvement of the computer science and a commitment to political issues, as
many political challenges of cyberwar and its prevention have a deep rooting in technical
details. This affects the development of technical measures for cyber arms control and its
non-proliferation, the assessment of cyberattack methods, or the question how military
cyber activities could follow international human rights rules, such as the distinction
between civilian and military objects in the cyberspace. An understanding of these
technical challenges, the stronger cooperation between computer science and politics,
and the “translation” between these domains may pave the necessary way towards a
stable and secure global cyberspace.

10.6 Annex

This Annex presents selected examples of technical details regarding the assessment of
the three selected cases from section 10.4.2

10.6.1 Stuxnet

1. List of exploited zero-day vulnerabilities for all detected Stuxnet versions
- MS09-025
- CVE-2010-2568
- CVE-2010-2772
- CVE-2012-3015
- CVE-2008-4250
- CVE-2010-2729
- CVE-2010-2743
- CVE-2010-3888

2. PLC-Step7 Communication Manipulation

“The Step7 software uses a library file called s7otbxdx.dll to perform the actual
communication with the PLC. The Step7 program calls different routines in this
.dll file when it wants to access the PLC. For example, if a block of code is to
be read from the PLC using Step7, the routine s7blk_read is called. The code in
s7otbxdx.dll accesses the PLC, reads the code, and passes it back to the Step7
program. Stuxnet [...] renames the original s7otbxdx.dll file to s7otbxsx.dll. It
then replaces the original .dll file with its own version. Stuxnet can now intercept
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any call that is made to access the PLC from any software package” (Falliere
et al., 2011, p.37)

3. Target checking and selection process

Stuxnet searches for an industrial plant from Siemens with a specific hardware
configuration by searching in the code for “symbol labels [that] loosely fol-
low the ANSI/ISA S5.1 Instrumentation Symbols and Identification standard
used in Piping and Instrumentation Diagrams” (McDonald et al., 2013, p.6).
Each PLC is identified by a fingerprint label following this format: “<delim-
iter><FunctionIdentifier>
<delimiter><CascadeModule><delimiter><CascadeNumber>
<DeviceNumber>” (McDonald et al., 2013, p.6). Since the concrete PLC configu-
ration of an industrial plant is unique, Stuxnet checked the amount and type of all
PLCs it detected and compared this against a built-in list of PLC fingerprints to
identify a specific industrial facility.

4. Jumping the Air gap via removable drive infections

“Stuxnet will copy itself and its supporting files to available removable drives
any time a removable drive is inserted, and has the ability to do so if specifically
instructed” (Falliere et al., 2011, p.29ff), thus exploiting the LNK vulnerability
CVE-2010-2568. “Stuxnet will first verify it is running within services.exe, and
determines which version of Windows it is running on. Next, it creates a new
hidden window with the class name ‘AFX64c313’ that waits for a removable
drive to be inserted (via the WM_DEVICECHANGE message), verifies it contains
a logical volume (has a type of DBT_DEVTYP_VOLUME), and is a removable
drive (has a drive type of DEVICE_REMOVABLE).” After checking if the drive
is suitable, “.lnk files are created using Resource 240 as a template and four are
needed as each specifically targets one or more different versions of Windows
including Windows 2000, Windows XP, Windows Server 2003, Windows Vista,
and Windows 7. The .lnk files contain an exploit that will automatically execute
~WTR4141.tmp when simply viewing the folder.” (Falliere et al., 2011, p.29ff) to
inject Stuxnet into the system processing, allowing its hidden operations.

10.6.2 TRISIS/TRITON

1. Target discrimination and spear headed design

“TRISIS is a Stage 2 ICS Attack capability, as defined by the ICS Cyber Kill Chain
(...). Given its design and assessed use, TRISIS has no role or applicability to
IT environments and is a focused ICS effects tool. As a result, TRISIS’ use and
deployment requires that an adversary has already achieved success in Stage 1 of
the ICS Cyber Kill Chain” – Identifying and gaining access to a system able to
communicate with target SIS – “and either compromised the business IT network
or has identified an alternative means of accessing the ICS network. Once in
position, the adversary can deploy TRISIS on its target: an SIS device.” (Dragos
Inc., 2017, p.9)

2. Exploited vulnerabilities for privilege escalation
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Triton leverages a “previously-unknown vulnerability affecting Tricon MP3008
firmware versions 10.0–10.4 [that] allows an insecurely-written system call to
be exploited to achieve an arbitrary 2-byte write primitive, which is then used
to gain supervisor privileges.” Regarding the output addresses of the exploited
system call “No checking is performed (...) to ensure the pointers do not refer to
the firmware region or other protected areas. This allows for data to be written to
normally immutable and privileged regions.” (NCCIC, 2018, p.15-16)

3. Anti-forensic and evasion techniques

As Triconex and the SIS systems are highly safety-critical, they contain numerous
fail-safe techniques, like checksum comparisons to ensure the validity of the
code. Triton contained a dedicated module crc.py within its loaded library.zip
of compiled Python modules that “implements or imports a number of standard
Cyclic Redundancy Check (CRC) functions” (Dragos Inc., 2017, p.7) that are
used to patch a “specific RAM/ROM consistency check” in order to “prevent a
fault from occurring when the firmware region does not match the ROM image
that was loaded. Without patching this check, the injector would not be able to
write the payload into the firmware region or modify the jump table to point to
it without faulting the device.” (Dragos Inc., 2017, p.14). Additionally, “after
payload files were inserted into memory on the Triconex controller, the script
initiated a countdown, periodically checking the status of the controller. If an
error was detected, the communication library’s method SafeAppendProgramMod
attempted to reset the controller to the previous state using a TriStation protocol
command. If this failed, trilog.exe attempted to write a small ‘dummy’ program to
memory. We assess that this was an anti-forensics technique to hide the presence
of the attacker code on the Triconex controller” (Johnson et al., 2017).

10.6.3 Emotet

1. Phishing and data breaching variations

“Emotet uses five known spreader modules: NetPass.exe, WebBrowserPassView,
Mail PassView, Outlook scraper, and a credential enumerator” (CISA, 2020).
These different tools can be used independently by loading different payload files
into the memory once the victim is infected and information about the system
are sent back to the C2 servers. The payload ranges from functions to collect
passwords and user credentials from infected systems and external drives, read
email addresses from Outlook accounts, send phishing mails, collect passwords
and credentials from different web browser storage files, fetch “passwords and
account details for various email clients such as Microsoft Outlook, Windows
Mail, Mozilla Thunderbird, Hotmail, Yahoo! Mail, and Gmail” (CISA, 2020) and
query network resources for further vulnerable systems.

2. Variations of initial infection mechanisms

Emotets first infection step is the spreading via different spam campaigns that
lure the victim into downloading the malware. “The email content may have a
malicious link leading the victim to the Emotet downloader, or in other cases
the downloader is delivered as the email attachment. We have seen MS Office
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Word documents, Excel spreadsheets, PDFs, JavaScript, and even password-
protected ZIP files as the attachment. The most highly evolved spamming method,
which appeared in recent months, is when the malicious object is inserted into a
legitimate email conversation thread” (Nagy, 2019). In each case, malicious code
is loaded from a range of different C&C servers either via direct download, VBA
macros, or MS Windows shell functions.

3. Malware-as-a-Service capabilities

Beside the malware’s own payload files, “Emotet has the ability to install other
malware and to infect the machine with it. There are examples where it has
distributed other banking trojans including Qbot, Dridex, Ursnif/Gozi, Gootkit,
IcedID, AZORult and Trickbot and then ransomware such as Ryuk, BitPaymer or
MegaCortex. In cases where additional malware is delivered besides the modules,
the executeFlag in the response is set to 0x03, leading the delivered malware to the

‘C:\ProgramData’ folder with a randomly generated name. I have seen a down-
loaded Ursnif variant with a list of the most common latest modules. It injected
control.exe under the ‘C:\Windows\System32’ directory, which further injected
code into explorer.exe. It copied itself to the ‘%APPDATA%\Microsoft\[random]’
folder and set the AutoRun registry to gain persistence” (Nagy, 2019).
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S P OT T I N G T H E B E A R : C R E D I B L E AT T R I B U T I O N A N D RU S -
S I A N O P E R AT I O N S I N C Y B E R S PAC E

Abstract How do we know who is behind a cyberattack? What are the tools and
techniques that could help to identify the hackers who have conducted a cyber-operation?
And why is credible attribution in the case of cyberattacks carried out or masterminded
by Russia so challenging? These are the questions which this chapter aims to address in
detail. However, before examining the technical, intelligence and geopolitical aspects of
attribution, this chapter will first explain what attribution is and why it is important in
the domain of cybersecurity

Original Publication Herpig, S., & Reinhold, T. (2018, October). Spotting the
Bear: Credible Attribution and Russian Operations in Cyberspace. In N. Popescu &
S. Secrieru (Eds.), Hacks, leaks and disruptions: Russian cyber strategies (pp. 33–42,
Vol. 148). European Union Institute for Security Studies (EUISS). https://www.jstor.org
/stable/resrep21140.7

11.1 Attribution: What It Is and What for?

The term ‘attribution’ chiefly refers to a concept in international law that describes the
process of identifying an attack or operation against a state. It is widely used in debates
about the norms and rules of state behavior and how they apply to cyberspace. Strictly
speaking, attribution is usually used in the context of armed attacks and considered as
one of the main legal requirements for the right of states to resort to force in self-defense
under article 51 of the UN Charter. Any state action that refers to this article has to be
justified by the credible identification of the origins of an attack. Only by supplying
such evidence, are states deemed to have the ‘inherent right of individual or collective
self-defense’ and can therefore take steps towards an appropriate response to stop these
threats. Attribution is also used to convince the state’s own government, public, and
transnational partner organizations about the origin of a cyberattack. The threshold to
convince these parties might be lower than the one required to trigger article 51.

In the case of national attribution policymakers and the executive have to be convinced
about the origin of an attack in order to legitimize the use of offensive countermeasures.
This form of assessment can rely on all technical, geopolitical and intelligence data
that is available. Transnational attribution refers to convincing allies, bilaterally or as a
whole (e. g. through NATO), about the validity of the attribution. This is essential in
order to obtain political, diplomatic or other kind of support from allies. It might not be
possible to explicitly use or cite certain intelligence and technical data to convince them,
as such data may be too highly classified. Naturally, this might limit the credibility of

https://www.jstor.org/stable/resrep21140.7
https://www.jstor.org/stable/resrep21140.7
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the attribution analysis. Then there is public attribution which refers to convincing the
public with the attribution assessment. Having public backing in a democratic country
allows the government to choose from a wider range of policy options. Credible public
attribution enables the government to take certain steps, such as expelling diplomats
or implementing economic sanctions, or at least facilitates such a response. Unlike
in the case of transnational attribution (for which purpose allies might partially share
sensitive information), most intelligence information and certain technical data cannot
be shared with the public due to its classified and highly confidential nature. And this
very limitation might undermine the credibility of public attribution.

11.2 Attributing a Cyber Operation

11.2.1 Technical aspects of attribution

From a technical point of view, measures for attribution need to be articulated in at least
two dimensions. The first dimension distinguishes between those measures that can be
established in the domestic IT systems and networks of a state (‘inner scope measures’)
and those that need to exist or be built up in foreign IT systems (‘outer scope measures’).
The second dimension is composed of preventive and reactive measures. Preventive
measures constantly observe, collect and store data that could be used to identify an
attack that is detected or noticed at a later point in time. Reactive measures can be used
to ‘mark and track down an attacker’ during an ongoing operation.

Inner and outer scope measures are both crucial to establishing credible attribution.
Therefore, each state would need to have implemented its own set of data-gathering
measures and/or allow defenders to trail attackers through their systems. This is clearly
a challenge in the realm of international relations. Defining international standards
for data-gathering measures, cooperation guidelines, information sharing and known
communication channels would go a long way towards addressing this challenge and
creating a common process to enable an international response. A first step towards such
international cooperation has been made by the Budapest Convention on Cybercrime1

which became effective in 2004. Its agreements however do not apply to norms of
state behavior like espionage or military cyber activities and its practical aspects still
need additional and more simplified cooperation measures. The United Nations had
been moving in a similar direction until its group of government experts (UN GGE)
failed to reach consensus in 2017.2 Microsoft’s private initiative, the ‘Digital Geneva
Convention’,3 is currently the most recent development in this area.

1See Council of Europe, Details of Treaty no.185, Convention on Cybercrime, Budapest, November 23,
2001 (EU-Council, 2001)

2Adam Segal, “The Development of Cyber Norms at the United Nations Ends in Deadlock. Now What?,”
Blog post, Council on Foreign Relations (CFR) (Segal, 2017)

3Brad Smith, “The Need for a Digital Geneva Convention,” (Smith, 2017)
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Monitoring and logging

A first and essential preventive approach involves technical measures that monitor
access to IT systems, the connections and data transferred between them as well as
user-performed operations like creating, editing, copying or deleting files. The level
of detail of the collected data and the retention period4 play a crucial role because in
the absence of these elements investigations of attacks may not be pursued effectively.
On the other hand, however, these same elements constitute a sensitive area in terms of
data privacy. This issue has recently been debated in Germany, when allegedly Russian
attackers broke into the Federal Foreign Office and undermined security mechanisms set
in place by the secure government network.5 The data storage is considered sufficient
when logged information covers the entire attack within a specific system. This enables
the defender to consolidate a detailed timeline about the attacker’s actions, what the
origin of the attack was, what data has been extracted and to which location the stolen
data has been transferred.6 Additionally, the logged information needs to be stored in a
secure and tamperproof way to prevent attackers from erasing their digital footprints.

Computer forensics

When an attack has been detected, there is a range of possible reactive measures that
can help in identifying the attacker. Besides analyzing the collected data to trace the
attacker’s operations history, other measures are the search and collection of software or
software fragments that attackers have left on the compromised system to perform their
unauthorized activities. These tools are often handcrafted and form part of larger tool
sets. They are frequently reused for different operations over a period of several years.
A software code analysis of these tools can be instrumental in detecting similarities
and establishing connections with former incidents. This ranges from the language,
geolocation or working hours uncovered by this form of assessment to code fragments
and linked IT-infrastructures, such as email addresses and device IPs. This analysis
therefore helps to identify familiar tactics and hacking approaches, linking them to
known malicious actors.

Passive tracking

Passive tracking gives the defender additional information to potentially identify the
attacker. While the attack is still in progress valuable information and evidence can
be collected if the defender is able to observe the attacker’s operations. This can be
achieved by luring the attacker with so-called ‘honeypots’: systems or flaws that are easy
to exploit and therefore will probably be targeted by the attacker. If the attacker takes the

4The retention period for stored information can be a critical aspect because sometimes attackers break
into systems and create backdoors but then stay silent over a long period of time. When the attack is carried out,
the log files only contain data about the ‘strike command’ but not necessarily the more significant information
about the break-in itself.

5See Dana Heide, „Will der Bund die Cybersicherheit erhöhen, muss er den Datenschutz opfern,“
Handelsblatt (Heide, 2018)

6This is just an example. Usually log files can contain a lot more data and specific information on
tampered data, modified executable files etc.
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bait, the honeypot enables the defender to monitor all the attacker’s actions.7 A similar
approach is the presentation of manipulated documents, relevant data or information
that an attacker is potentially looking for and which contain malicious code, specific
digital fingerprints or slightly manipulated information that can later be used to identify
the data when it resurfaces.8 These so-called ‘beacons’ might also send back the IP
address of the systems to which they have been transferred, which could reveal the
original location of the attacker.

Active tracking

Strong evidence about the origin of an attack can be gathered by tracing back the
attacker to the IT system where the connections or the controlling commands for
the attack originate. Common attack approaches often use a so-called command and
control infrastructure (C2 or C&C), where specific computers are used to coordinate
the attack and collect the stolen data. In order to identify the attacker it is necessary
to monitor and gather information about user operations from these specific systems
either through hacking them or through international cooperation with the states where
the compromised devices are located. The former strategy is known as ‘hack back’ or
‘active defense’ and has drawbacks that need to be considered.9 These disadvantages are
for example misinterpretations and wrongful attribution due to insufficient information,
the risks of falling for deliberately created ‘false flags’ and the question whether the
attributed system had been used intentionally for the attack or whether it had been
exploited.10 Another approach that enables monitoring an attack but avoids the risks
of hack back is to deliberately become one of the exploited systems that the attacker is
using – similar to the honeypot approach.

Assembling the puzzle

All these approaches can help a defender to collect data and information about the tactics,
the tools and the different steps of an attack in order to compare them to known capacities
of threat actors and the sophistication and methods attested in former incidents.11 It is
important to bear in mind that while each of these individual pieces of information can

7After incidents, detailed information about the tools of the ‘defending’ side are rarely revealed. Therefore,
it is difficult to point out a real-world example of honeypot usage. Press reports covering the recent attack
against the Federal Foreign Office in Germany however stated that the investigating agencies are aware of the
incident and are monitoring the attackers’ activities which may be an indication that tools like honeypots or
beacons had been used. For more details see “Cyber-Espionage Hits Berlin - The Breach from the East,” Der
Spiegel (Spiegel Staff, 2018)

8Honeypots can also be installed as a preventive measure but are most effective when tailor-made to a
specific attack and its anticipated goals.

9See Thomas Reinhold and Matthias Schulze, “ Digitale Gegenangriffe – Eine Analyse der technischen
und politischen Implikationen von „hack backs"” (Reinhold & Schulze, 2017)

10A common and slightly overused example is that of a hospital IT system that may have been hacked
itself and used by attacker as hub to indirectly perform another cyberattack. Any offensive countermeasures
that disrupt the hospital’s services would impair important primary tasks and could result in injuries to human
life.

11It is important to point out that although still only a limited number of state actors have sufficient
offensive cyber capacities, their number is rising. For example, North Korea has developed significant cyber
power over the last year with – compared to conventional military armament – few financial resources.
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be a lead to the attacker, they can also be manipulated or crafted to leave misleading
tracks which could potentially incriminate a third party. A consolidated and coherent
analysis needs data collected through a range of various measures. It is certainly possible
to conduct such a technical analysis when time is not a problem.12 While in certain
scenarios, such as espionage operations, attribution of an attack might not be time-
sensitive, other instances exist where time is a critical factor – for example if a hack
back needs to be conducted. Moreover, during military conflict, time might be of the
essence but thorough technical attribution takes time and needs to be complemented
by an analysis of the geopolitical context in which the attack takes place as well as by
intelligence findings.

11.2.2 Intelligence aspect of attribution

Obtaining all kinds of intelligence, especially human intelligence and signal intelli-
gence, is crucial to help establish the attribution of cyberattacks. Such intelligence can
be gathered through a state’s own means or accessed via shared resources by allies.
Intelligence can help to attribute one attack or an entire set of attacks in combination
with the technical aspects. If for example a technical attribution analysis reveals that
certain cyber operations are linked to each other – e. g. because they rely on the same
infrastructure – and intelligence can link one of those operations to the perpetrator, an
entire campaign of cyberattacks might be unraveled. The indictment filed by the US
Special Counsel investigator Robert Mueller for example, in the inquiry into Russian
interference in the presidential election, shows that access to email accounts provided
the investigators with useful intelligence, enabling them to connect certain dots.13 Addi-
tionally, the public learned that America’s National Security Agency is actively tracking
various cyber threat actors via signals intelligence tools.14 In the case of the attack on
Sony Pictures Entertainment,15 it was rumored that American intelligence agencies had
access to the network from which the attack originated and therefore were swiftly able
to attribute it to North Korea. More information was revealed about Dutch intelligence
services which were tracking the Russian hacking group ‘Cozy Bear’ at least between
2014 and 2015.16 Hackers from the domestic Dutch intelligence agency AIVD were
able to witness and monitor the launch of cyberattacks against the Democratic National
Committee17 because they had access to the network from which this operation was
launched. AIVD also had access to security cameras monitoring the offices from which
those attacks were conducted, conveniently allowing them to compare the pictures taken
with those of known spies. This operation is likely responsible for the strongest proof
of a Russian cyber aggression that has ever been obtained and found its way into the

12An example is the 2013 Mandiant report “APT1: Exposing One of China’s Cyber Espionage Units”
which analyzed and presented forensically detailed data and evidence about the Chinese state-driven cyber
espionage program about the PLA Unit 61398. (Mandiant Corporation, 2013)

13United States of America v. Internet Research Agency LLC et al., Case 1:18-cr-00032-DLF, filed on 16
February 16, 2018 (US Department of Justice, 2018)

14Kim Zetter, “Leaked Files Show How the NSA Tracks Other Countries’ Hackers,” The Intercept (Zetter,
2018)

15Andrea Peterson, “The Sony Pictures hack explained,” Washington Post (Peterson, 2021)
16Huib Modderkolk, “Dutch Agencies Provide Crucial Intel about Russia’s Interference in US Elections,”

de Volksrant (Modderkolk, 2018)
17Sven Herpig, “Cyber Operations: Defending Political IT-Infrastructures. A comparative problem analysis

supported by the Transatlantic Cyber Forum,” (Herpig, 2017)
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public sphere. Although crucial to solving the challenge, the intelligence component
has been the most underrated aspect in the public debate. The reason for that is the
classification of intelligence materials and thus their rare exposure to public scrutiny.
After the US presidential elections in 2016, the American intelligence community issued
a declassified intelligence report18 that was supposed to convince the public of Russia’s
guilt. It however achieved almost the opposite effect because – due to declassification
– the public report no longer contained any hard proof of Russian intervention. When
asked whether they think Russia attempted to meddle in the 2016 presidential elections,
45% of respondents in the US answered either that they do not know or that it is not
true.19 At the end of the day, it is the state’s strategic choice how much it discloses
about what it knows and how it obtained its intelligence. Therefore, credible attribution
is indeed within the realms of possibility. Whether that proof can be presented to in-
ternational organizations (e.g. UN, NATO) and/or the public or not is a different story
as this would likely mean exposure of the intelligence operation. Revealing such an
intelligence operation would decrease the likelihood of it still being effective in the
future. If attackers follow the counter-response to their actions closely, they might be
able to identify what measures were used to track them down and circumvent/avoid
them if possible.

11.2.3 Geopolitics of attribution

Geopolitics might only play a minor role in the attribution of cyber operations but this
dimension should not be disregarded. While a thorough analysis of the technical aspects
and solid intelligence can clearly provide hard facts and concrete evidence when it
comes to attribution, a geopolitical assessment can help validate the overall process of
attribution. A geopolitical assessment ultimately focuses on the attacker’s motivation
and hinges on two questions: cui bono? (‘ ’who benefits?’) and ‘was it a “false flag”20

operation?’21 It is rare for an actor to take responsibility22 for a cyberattack. Even then,
the admission has to be vetted and treated with a certain amount of skepticism because
it might just be part of a deception strategy. Cui bono asks the question of who would
directly and most significantly benefit from the attack. Such an analysis can factor in
various political aspects, such as ongoing conflicts, current negotiations or recent events.
Findings of the technical analysis, such as what documents were stolen and which
positions the employees whose computers were breached held in the organization, add
value to an assessment. A major reason why Russia has been blamed for so many attacks
in recent years is that it stood to gain from all of them, assuming that Russia’s main goals
are to destabilize Western democracies and project power partly in an endeavor by the
Kremlin to divert attention from the country’s own domestic problems. The shortcoming
of that assumption in terms of attribution is that it is overly broad and therefore involves
the risk that Russia is automatically blamed for most cyberattacks. The second aspect of

18Office of the Director of National Intelligence, “Background to ‘Assessing Russian Activities and
Intentions in Recent US Elections’: The Analytic Process and Cyber Incident Attribution,” (US-DNI, 2017)

19IPSOS/REUTERS Poll Data (Ipsos Public Affairs, 2018)
20An attack which while disguising the real perpetrator creates the impression that a third party is behind

it.
21A third aspect could be ‘for lulz’ (for fun). While this kind of motivation has been in sharp decline in the

past few years, groups such as Anonymous and LulzSsec have conducted a number of high-profile hacking
operations with the apparent goal of ridiculing the victim.

22Noah Shachtman, “Kremlin Kids: We Launched the Estonian Cyber War,” Wired (Shachtman, 2009)
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a geopolitical assessment, false flag operations,23 is straightforward because it asks a
similar question: who benefits from the cyberattack in a case where another and/or the
most obvious actor identified by a cui bono assessment will be blamed for the attack?
Many of the indicators examined in a technical analysis, such as timestamps, language
configurations, comments or hidden pictures in the code, can be easily manipulated to
point in a certain direction. Using a geopolitical cover at the same time makes a false flag
operation even more effective. A notable example of this was the alleged Russian cyber
operation ‘Olympic Destroyer’ which not only relied on borrowing technical elements
from previous North Korean cyber operations but targeted the Winter Olympics in
South Korea24 at a crucial moment in the North Korean-South Korean and American
diplomatic relationship. If Russia was indeed behind it, this false flag operation was
definitely smart. If North Korea is blamed for the attack, the relationship between the
two Korea’s would further deteriorate, forcing the United States to devote more of its
attention to that part of the world (instead of towards Russia). If Russia is blamed for
the attack, it can further its agenda of power projection and at the same time undermine
public confidence in attribution in democratic countries.25 False flag operations add an
additional layer of complexity to an already complex phenomenon.

11.3 Why It Is Problematic to Point to Russia

Russia has repeatedly been blamed for cyberattacks in the past decade. Every other oper-
ation is currently linked to Russia by politicians, the media or IT security companies.26

Some of the attribution might be correct, some might be wrong. The challenge here is
not attribution but credible attribution. Credible attribution does not only mean getting
the technical, geopolitical and intelligence aspects of attribution right, it also means
convincing the target audience.

Whereas attributing the source of an armed attack is possible for missiles or conventional
military forces, such attribution is arguably nearly impossible or considered impractica-
ble27 in the case of attacks carried out via cyberspace as described earlier. Cyberspace
offers perfect conditions for attackers to obfuscate their tracks and deceive the defenders
and forensics. Attackers could use uninvolved third party IT infrastructure – or could
fly to a different country with a ‘burner laptop’28 – to conduct an attack. A targeted
victim can only immediately identify the last element of the chain of computers used

23NATO Cooperative Cyber Defense Center of Excellence (CCDCOE), “Mitigating Risks arising from
False-Flag and No-Flag Cyber Attacks” (CCDCOE, 2018)

24Andy Greenberg, “Russian Hacker False Flags Work - Even After They’re Exposed,” Wired (Greenberg,
2018)

25Levi Maxey, “False Flags in Cyberspace: Targeting Public Opinion and Political Will,” The Cipher Brief
(Maxey, 2018)

26See for example the FireEye report from 2014 on the APT28 group; “APT28: A WINDOW INTO
RUSSIA’S CYBER ESPIONAGE OPERATIONS?,” (FireEye, 2014) as well as the CrowdStrike report from
2016 “Who Is COZY BEAR?,” (CrowdStrike, 2016)

27See the conclusions of the 2016 UNIDIR report of the International Security Cyber Issues Workshop
Series (UNIDIR, 2016)

28A device which is only used for a particular attack and then trashed to hinder attribution. Derived from
the concept of a ‘burner phone’.
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in the attack but not the origin behind it.29 Strong empirical attribution would need
to identify every device in the attack chain, and gather and analyze available traces to
forensically link them to the real origin of the attack. This is a complex task30 which is
challenging even under optimal conditions where every IT system within the described
chain contains traces of the attacker and the victim is able to gather these data via
international cooperation.31 Such a task will not work in specific conflict situations
where an immediate response is necessary and ‘conclusions shortcuts’ are dangerous
because the ambiguity and incompleteness of the information about a cyberattack raises
the risks of misunderstandings, miscalculations, misinterpretations and wrong responses,
especially when other means of crisis communication or confidence-building measures
between the adversaries are missing. Besides such ‘hard facts’, prior events have shown
that attribution is still ultimately a political decision based on information collated by
intelligence and security agencies or influenced by foreign policy interests and consid-
erations32. There are only very few instances in which states based a public response,
e.g. sanctions, on the findings of an attribution assessment. One of them was the US
response to Russia’s alleged meddling in the 2016 presidential election campaign.33

Additionally, states that are blamed for an attack often distance themselves from the
hacking group that conducted the operation and deny any official involvement or control
of the group. Even though the UN GGE decided to hold states accountable for cyber
operations conducted from within their territory,34 pledging to help the investigation
with any means possible will take some pressure off a state that finds itself under
suspicion. Plus, linking a cyberattack to a hacker group is one thing, linking that hacker
group or a specific incident to a state and especially to a particular governmental or
military order as is required by the UN Charter is quite another. Even if due diligence is
a commonly accepted principle in cyberspace35 it is not enforced in the current public
debates on potential cyberattacks from Russia. In fact, prior to the establishment of a
military cyber unit in 2017, the Federal Security Service (FSB) was responsible for
overseeing Russia’s cyber capabilities.

From the perspective of the international community and as described earlier in respect
to international law, attribution and accusations in specific conflicts need to be based
on a credible, evidence-based argumentation that has to be made by the affected state.
But so far no case exists where such evidence that points inexorably to Russia had

29An attack might have several ‘origins’, which are intermediate systems exploited by the attacker to make
an uninvolved third party look like the adversary. The ‘real origin’ of an attack is the point where the attack
was started by the aggressor.

30Two case studies that show the complexity of this task, the different sources that have to be taken into
account, the technical difficulties and challenges of tying this information together are the final report of Ralph
Langner on Stuxnet, “To Kill a Centrifuge”, (Langner, 2013), as well as the 2013 Mandiant report “APT1 -
Exposing One of China’s Cyber Espionage Units,” (Mandiant Corporation, 2013)

31A good example of the complexity of this task is given in Ralph Langner’s analysis of the Stuxnet
incident. See Ralph Langner, “To Kill a Centrifuge”, (Langner, 2013)

32For instance the hacking attacks against German governmental and parliamentary IT systems from 2015
and 2018 yielded no official reaction against the suggested attackers, whereas a hacking attack against the
US-based company Sony Pictures Entertainment from 2014 almost immediately (in terms of days) resulted in
US sanctions against North Korea.

33David E. Sanger, “Obama Strikes Back at Russia for Election Hacking,” New York Times, (Sanger, 2016)
34NATO Cooperative Cyber Defence Centre of Excellence (CCDCOE), “2015 UN GGE Report: Major

Players Recommending Norms of Behavior, Highlighting Aspects of International Law,” (Rõigas & Minárik,
2015)

35See Annegret Bendiek, “Sorgfaltsverantwortung im Cyberraum - Leitlinien für eine deutsche Cyber-
Außen- und Sicherheitspolitik, ” (Bendiek, 2016)
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been made public. Two instances which provided the most public information about
a state-backed attribution pointing towards Russia are the US Director of National
Intelligence’s report36 and the Dutch domestic intelligence AIVD findings.37 Enabling
states to conduct more severe responses to cyberattacks would require public and
international attribution. This in turn leads to a Catch-22 situation in intelligence sharing.
Pointing the finger at the usual suspect without credible attribution when a cyberattack
occurs not only further emboldens Russia in its projection of power (while it continues
to deny responsibility) but fails to sufficiently convince the public or the international
community.

This pattern of accusation and denial underlines again the necessity for binding in-
ternational rules of state behavior in cyberspace that include a commitment to the
validity of due diligence principles in this domain. This would provide a strong basis for
enforceable regimes of international law in cyberspace.

36Office of the Director of National Intelligence, “Background to ‘Assessing Russian Activities and
Intentions in Recent US Elections’: The Analytic Process and Cyber Incident Attribution,” (US-DNI, 2017)

37Huib Modderkolk, “Dutch agencies provide crucial intel about Russia’s interference in US elections”
(Modderkolk, 2018)
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WA N NAC RY A B O U T T H E T R AG E DY O F T H E C O M M O N S ? G A M E -
T H E O RY A N D T H E FA I L U R E O F G L O B A L V U L N E R A B I L I T Y
D I S C L O S U R E

Abstract Vulnerabilities in Soft- and Hardware have global implications in an
interconnected world, since they affect every user who uses an affected system. Since
cyberattacks relying on software vulnerabilities produce significant costs for national
economies and societies, finding and closing these vulnerabilities is in the rational
interest of many countries. Coordinating vulnerability disclosure and timely patching
on global scale thus would be a common interest shared by all states. However, states in
particular withhold software vulnerabilities for the purpose of foreign espionage, surveil-
lance and law enforcement. Thus, common and particular interests collide, resulting in
what game theory calls a tragedy of the commons. Global cyberspace becomes more
insecure as more and more states withhold critical software vulnerabilities. In game
theoretic terms, rational-actions on a local level produce irrational effects on a global
scale, representing a prisoners dilemma. The paper uses game theory to develop a set
of international best practices to escape the prisoners dilemma of software vulnerabil-
ities. The questions thus becomes, what the smallest common denominator of such a
global vulnerability disclosure regime could be and under what conditions can such an
agreement could reached. The case for developing these proposition is the EternalBlue
incident of 2017, a software vulnerability that was hold back by an intelligence service
and whose unintended disclosure resulted in several destructive malware campaigns
with economic damage on a global scale.

Original Publication Schulze, M., & Reinhold, T. (2018). Wannacry About the
Tragedy of the Commons? Game-Theory and the Failure of Global Vulnerability Disclo-
sure. European Conference on Information Warfare and Security, ECCWS, 2018-June,
454–463. https://www.proquest.com/openview/ f 6ccddd62973bd8997c3f cd40951f 4f
1/1?cbl=396497&pq-origsite=gscholar&parentSessionId=7jm9tc94UMKaTk9pAt
Tjzd%2BhJYdl8V55qGHqrUpnUM8%3D

12.1 Introduction

Finding and patching software vulnerabilities becomes is central issue to prevent the
exploitation by hackers. A software vulnerability that is unknown to the vendor is usually
called a zero- or 0-day vulnerability (Ablon & Bogart, 2017). To find these, software
developers rely on responsible disclosure programs, where researchers and white-hat
hackers can disclose a vulnerability they find to the vendor (Shepherd, 2003). The vendor
usually then has up to six months to develop a patch that fixes the disclosed vulnerability
before it is made public. This vulnerability-discovery, -disclosure, -patching and patch-

https://www.proquest.com/openview/f6ccddd62973bd8997c3fcd40951f4f1/1?cbl=396497&pq-origsite=gscholar&parentSessionId=7jm9tc94UMKaTk9pAtTjzd%2BhJYdl8V55qGHqrUpnUM8%3D
https://www.proquest.com/openview/f6ccddd62973bd8997c3fcd40951f4f1/1?cbl=396497&pq-origsite=gscholar&parentSessionId=7jm9tc94UMKaTk9pAtTjzd%2BhJYdl8V55qGHqrUpnUM8%3D
https://www.proquest.com/openview/f6ccddd62973bd8997c3fcd40951f4f1/1?cbl=396497&pq-origsite=gscholar&parentSessionId=7jm9tc94UMKaTk9pAtTjzd%2BhJYdl8V55qGHqrUpnUM8%3D
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installing cycle is one of the core defensive cybersecurity measures (Frei, 2013). In an
interconnected world, one unpatched vulnerability, like in commonly used Windows
systems, potentially affects billions of users worldwide.

That one vulnerability could be theoretically used to access the majority of intercon-
nected computer systems worldwide drives the cost-benefit calculus of cyberattackers.
Like researchers, hackers engage in the costly and time-consuming process to hunt for
vulnerabilities in software that can turned into an exploit that grants remote access to
computers or networks. Alternatively, hackers can buy off-the-shelf 0-day vulnerabilities
or ready-made 0-day exploits from vulnerability brokers on international gray markets
(Ablon & Bogart, 2017). Thus, in order not to waste financial resources and developing
time, cyberattackers like intelligence agencies have an inherent interest in withholding
or stockpiling vulnerabilities for offensive cyber-operations (Healey, 2017). Stockpiling
means that the knowledge about this vulnerability is not disclosed to the vendor, thus
no patch exists. Cyber-defenders want to close every possible crack in their systems to
prevent intrusion. This offense-defense dilemma becomes more problematic as more
actors enter the cyberwarfare arms race. The more states engage in cyber-operations, the
more vulnerabilities will be stockpiled, thus remain open for exploitation. By withhold-
ing vulnerabilities, states risk that another actor finds the very same vulnerability and
exploits it. Thus, states engaging in cyber-operations have conflicting interests: stock-
piling vulnerabilities for a national advantage or disclosing vulnerabilities to increase
cybersecurity for everyone.

The aim of this paper is to analyze the conflicting offensive and defensive interests in
greater detail. The research question is how states can overcome their conflict interests
in order to achieve cooperation in discovering and disclosing software vulnerabilities
to increase global cybersecurity. Since national interests and questions of cooperation
and conflict lie at the core of international relations (IR), we utilize IR theories and
game-theory to sketch out the vulnerability dynamics. To indicate the global security
risks of software vulnerabilities, we rely on the WannaCry malware incident from 2017
as a case study. Finally, we offer some preliminary strategies to achieve cooperation in
disclosing vulnerabilities on a global scale.

12.2 Cooperation Under Anarchy

How to resolve conflict of interests, in order to achieve cooperation among two entities
under the conditions of anarchy, has been at the core of IR theory. The central challenge
for cooperation is the anarchic structure of inter-state relations, understood broadly as
a lack of a world government that can enforce global laws. Actors under anarchy try
to realize their pre-defined interests like survival, sovereignty or wealth. Since they are
lacking an overarching governance structure that coordinates their behavior, competing
interests, for example in acquiring tangible scarce resources (like oil or rare metals) or
intangible goods such as security, often result in conflicts of interest (Axelrod & Keohane,
1985). For example, the independent self-interest of neighboring maritime actors in
fishing in common waters might deplete fish stocks. Spoiling scarce resources through
collective action became to be known as the tragedy of the commons (Stein, 1982).
The individual interest for fishing ranks higher as the collective interest of maintaining
common fish stocks in the preference order of actors. In security politics, state A’s
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interest in achieving security often results in unilateral armament. Since most weapons
can be used offensively, a neighboring state B cannot be sure about the intentions of the
other and thus might perceive a decrease of its own security, which is against its interest.
Fear, mistrust and uncertainty about intentions might lead to a vicious cycle in which
B in turn starts to arm itself, increasing perceived insecurity for state A. This has been
called a security dilemma (Tang, 2009). The same logic can be applied to the practice of
states hoarding zero-day exploits for espionage or law-enforcement purposes instead of
disclosing them with the manufacturer. In order to do so, the next chapter will introduce
the structural logic of such a dilemma.

12.2.1 Prisoners Dilemma and Zero Days

In game theory, the Prisoner’s dilemma has been used to describe situations in which
the realization of individual self-interest produces suboptimal collective outcomes. S.M.
Amadae describes the standard textbook narrative of the dilemma:

Ÿou and your co-conspirator have been captured by the authorities. You are separated
and each given the choice between confessing and remaining silent. One of four possible
outcomes will occur: If you confess while your partner remains silent you go free. If you
both remain silent, you each receive one year in prison. If you both confess, you each
receive a five-year sentence. If you remain silent while your partner confesses, you face
a ten-year sentence while your partner goes free. What do you do?¨ (Amadae, 2016)

Both conspirators agree to remain silent before going to prison, but once incarcerated
cannot communicate with each other. Both players in the game can either confess
(defect) or remain silent (cooperate) resulting in four possible outcomes. The Prisoner’s
Dilemma is typically depicted like the following figure:

Player B
Cooperate Defect

Player A Cooperate 2 / 2 0 / 3
Defect 3 / 0 1 / 1

Table 12.1: Prisoner’s Dilemma

The rows represent the preferences of player B, while the columns indicate A’s pref-
erences. The numbers represent the order of preferences. The higher the number, the
higher the payoff.1 The preference order for both players is DC>CC>DD>CD. The
dilemma lies in the preference structure of the game, which produces an incentive to
defect no matter what the other one does, resulting in both ending up worse (1/1) than if
they had cooperated (2/2). The key issue about this game is uncertainty because both
players cannot be sure whether the other remains complicit or defects, which is why it
has been used to depict arms races.

The same logic applies to the strategic rationality behind hoarding zero day exploits.
In these instances, states could either cooperate (2/2) by responsibly disclosing vul-

1The first number represents player A and the second player B.
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nerabilities to vendors. If the vendor fixes the vulnerability and rolls out the update,
an increased level of cybersecurity is provided. The cybersecurity created by software
updates has the character of a collective good or a commons from which everyone, using
the same hard- or software, can benefit as a free rider (Stein, 1982). Alternatively, an
actor chooses to defect from this practice and withholds the vulnerability (3/0). The
rationality behind this practice is that if the antagonist has not discovered the same
vulnerability and fixed it, it allows breaking into its computer systems or networks
without getting detected. Thus, withholding vulnerabilities represents a clear advantage
for the cyber-offense, which explains why both actors prefer their own defection over
mutual cooperation under uncertainty. Because both actors have an incentive to defect,
they arrive at the suboptimal outcome (2/2) that both defect and withhold a certain
amount of zero-day vulnerabilities for their cyber-arsenals. Thus, a certain degree of
vulnerabilities remains unfixed and could be potentially exploited by every actor, state
and non-state, who identifies the same vulnerability. In sum, withholding vulnerabilities
for national security reasons implies a lower degree of common cybersecurity.

The next chapters illuminate different theoretical approaches to escape the vulnerability
dilemma and test these propositions towards the particularities of cyberspace.

12.2.2 Escaping the Dilemma

The Prisoner’s dilemma can be solved either with game-theoretic mechanisms or by
alternative theories of (bounded-) rationality (Kahneman, 2003) or normative theories
(Finnemore, 2017). Because of the limited scope of this paper, we will focus on game-
theoretical mechanisms for escaping the prisoners dilemma. Axelrod and Keohane
describe three ways: changing the payoff structure of the game, the shadow of the future,
and reciprocity in regime structures (Axelrod & Keohane, 1985).

The payoff structure determines cooperation. The more intense the conflict of interest,
the less likely cooperation becomes. This often depends on factors outside the control
of actors, like for example market prizes for 0-day exploits or contextual factors like
economic recessions or power structures. Jervis argues that changes in the payoff
structure are possible with policies that aim at either ïncreasing the mutual gains of
cooperation (CC)¨ (Jervis, 1978) and/or decreasing the costs of a player being exploited.
Alternative ways to cooperation would be, decreasing the gains of defection, increasing
the costs of mutual noncooperation (DD), or lastly, increasing the expectation that
the other will cooperate (Jervis, 1978). Higher costs of being exploited, like a loss of
sovereignty, increase the security dilemma, whereas tolerable costs make security easier
to attain. Exploitation costs can be reduced by building resilience that compensates
for defection or by increasing defensive mechanisms, that make offensive moves more
costly (deterrence by denial).

A more challenging approach is to increase the objective gains of mutual cooperation
and the subjective perception that cooperation is beneficial. If actors adopt a zero-sum
approach to politics by ignoring mutual interdependence, cooperation becomes less
likely (Amadae, 2016). Changing perceptions within state A requires plausible signaling
that actor B is indeed planning to cooperate, as well as a communication of the expected
gains and costs in case defection occurs (Jervis, 1978). In international security, good-
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faith diplomacy and confidence building measures serve this purpose. The ultimate form
of good faith would include unilateral disarmament. Another way could be driving up
the costs for mutual defection that it becomes an unfeasible scenario. The theory of
mutually assured destruction (MAD) in nuclear security strategy had this purpose by
threatening a full scale reaction towards a nuclear first strike. This altered the general
payoff structure and turned it into a chicken game (Amadae, 2016). In a chicken game,
both players drive towards a cliff. Both players win of one of them unilaterally yields.
In other words, being exploited (CD) is not as bad as both players driving down the cliff
(DD).

Another way is changing the game structure into an iterated game, that allows reciprocal
or tit-for-tat behavior: each actor cooperates as long as the other does so (Grieco, 1988).
In theory, this enables cooperation by introducing the shadow of the future. The fear of
future retaliation for today’s defection drives much of security policy, especially in the
area of deterrence by punishment. If future payoffs are more valued than the incentive
to defect today, cooperation becomes more likely. In turn, if both players believe
cooperation is worse than defection, the game results in deadlock. The key challenges
in repetitious games are the ability to detect and attribute defection and to impose
sanctions aimed to prevent future defections. Detection requires reliable information
about the other players incentives, motives and actions (Axelrod & Keohane, 1985).
If players cannot identify defectors, are unable to focus retaliatory measures or have
no long term incentives to retaliate, effective reciprocity is stifled by what is called a
s̈anctioning problem¨ (Axelrod & Keohane, 1985). In the Prisoner’s dilemma, the lack
of information about the players motives and transparency of actions is structurally
forced upon the players. Thus, sanctioning problems are particularly complicated in
areas involving secrecy and clandestine behavior, such as the intelligence and espionage.
It gets even more complicated in games involving more than two players.

Sanctioning problems have been historically resolved by creating international regimes
that manage participants expectations, standardize behavior, thus provide information
about compliance and assign the r̈esponsibility for applying sanctions¨ (Axelrod & Keo-
hane, 1985). Regimes are typically defied as s̈ets of implicit or explicit principles, norms,
rules, and decision-making procedures around which actors’ expectations converge in a
given area of international relations.¨ (Krasner, 1983) The major function of regimes is
to transform independent, self-interested decision-making into joint decision-making
(Stein, 1982). Regimes must define what actions specifically constitute cooperation
and defection and impose compliance mechanisms (Stein, 1982). Grieco argues that ïf
the costs of verifying one another’s compliance, and of sanctioning cheaters, are low
compared to the benefits of joint actions,̈ then cooperation is more likely (Grieco, 1988).

The aim of the paper is not to design a full-fledged vulnerability regime including
questions of regime design (Young, 1980), efficiency or dynamics (Young, 1982), but
rather to sketch out minimal cooperation preferences that could be developed further. For
that, unique aspects of cyberspace that might influence preferences and thus possibilities
must be discussed.
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12.3 Cooperating on Vulnerability D isclosure

The global nature of an interconnected cyberspace implies a necessity for actors to
cooperate because unilateral actions to increase security rarely work in this domain. State
actors have not yet realized the potential gain for cooperating in vulnerability disclosure
on a global scale. To explain that, one needs to keep in mind certain particularities
of cyberspace that reduce the effectiveness of traditional approaches of international
regimes like arms control treaties.

12.3.1 Particularities of cyberspace and digital goods

The digital sphere exhibits many of the features that make cooperation even more
complicated. Any approach that proposes a change of the costs of games needs a clear
estimation of potential costs. This includes the vulnerability of one’s own infrastructure
and that of adversaries, as well an assessment of the potential for destruction (in terms
of range and impact) of a specific vulnerability exploit. Achieving situational awareness
is difficult because it requires knowledge of all systems – civil, military and government
– in a given state, introducing a full range of privacy and feasibility issues. The general
issue with the digital world is that is mostly run and occupied by private entities with
diverging interests. The same is true for software vulnerabilities which concern industry,
researcher, criminals and states alike, making cooperative behavior more complicated
(Arimatsu, 2012).

Another problem concerns measurement of actions and effects. Tangible goods like fish-
stocks are immediately measurable. Like dual-use software in general, IT-vulnerabilities
are intangible goods that have no essential characteristics that can be quantified or quali-
fied in a coherent way. Software vulnerabilities the character of knowledge. Regulating
or prohibiting the proliferation of know-how is inherently challenging, if not impossible
while cherishing norms such as freedom of speech. That is why, to this date, attempts to
define and regulate c̈yberweaponsḧave resulted in no international consensus (Arimatsu,
2012). One particular feature of software vulnerabilities is their üse and loosec̈haracter.
The disclosure and patching of an exploit renders it useless, which implies a limited
half-life (Ablon & Bogart, 2017). This characteristic and a general belief in the superior-
ity of the cyber-offense vis-à-vis the defense, drives actors towards using exploits before
they expire (Singer & Friedman, 2014). Under such conditions, cooperation becomes
harder (Müller, 1982).

Another specific feature of the cyberspace is, that it offers many ways for actors to hide
its tracks and therefore be able to deny responsibility and avoid sanctions when using
exploits for espionage etc.. The attribution problem affects the measures of verification
and compliance control to agreements because actors can effectively use proxies that
are hard to retrace (Clark & Landau, 2011). Even cooperation can be undermined by
keeping back specific exploits because the missing mutual verification measures in
cyberspace make it impossible to gain assurance over the reliability of agreements.
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Thus, achieving cooperation in cyberspace is particularly hard but important nonetheless.
The next chapter introduces the WannaCry case to sketch out the global implications of
vulnerability stockpiling for national security.

12.3.2 The WannaCry and NotPetya malware campaigns and its EternalBlue roots

“WannaCry” was a ransomware campaign that was launched in may 2017 and infected
approximately 230.000 IT systems in over 150 countries world wide (Oberhaus, 2018).
The malware could spread and infect the computers very efficiently by exploiting a
critical security hole in older and unpatched Microsoft Windows version. In June 2017,
another malware campaign dubbed “NotPetya” infected computers in Ukraine, Russia,
the USA and some European countries by using the same security hole. This malware
also encrypted the files but, in contrast to WannaCry, it deliberately tried to sabotage
the computers. The exploit that both malware campaigns used is known as EternalBlue
(CVE-2017-0144) and was stolen from the National Security Agency (NSA) by a
hacking group named “Shadow Brokers” during the end of 2016 till the first weeks of
2017. The exploit was leaked by the hacker group on April 14, 2017.

According to Microsoft, the NSA informed the company about the exploit after they
learned about its theft. Microsoft published a security patch for the officially supported
Windows versions in March 2017 and - after the WannaCry impact - even re-established
old, formerly deactivated patching channels to supply emergency security fixes for the
old and unsupported but yet still popular Windows versions like XP. Even with these
patches, both malware campaigns produced a lot of damage.

One of the worst impacts of WannaCry were the infections of hospitals of the National
Health Service in England and Scotland, Nissan Motor Manufacturing UK, the French
car company Renault, Spain’s Telefónica, the German Deutsche Bahn and the US
company FedEx. The Trend Micro’s security and threats report estimates the loss of up
to 4 billion USD (Trendmicro, 2017) and the official case analysis of the UK National
Health Service counts “thousands of appointments and operations [that] were cancelled
and in five areas patients had to travel further to accident and emergency departments”
(Sir Amyas Morse KCB, 2018).

The NotPetya attacks affected several Ukrainian ministries, banks and metro systems but
also international companies like the Danish Maersk Line, Russian oil company Rosneft,
the German DHL, FedEx and the hospital operator Heritage Valley Health System.
FedEx estimated a loss of $300 million USD due to its affected daughter company
TNT Express (Schlangenstein, 2017). The Danish Maersk Line, that, according to their
own description, handles around 20% of the worldwide container shipping (Chirgwin,
2018), estimates between 200 to 300 million USD financial damage (Mathews, 2017).
NotPetya’s financial impact is estimated at $892 million dollars (O’Connor, 2017).
These examples show that the leak of the EternalBlue exploit affected the worldwide
economy as well as the US economy itself, even despite the intervention of the NSA
and the patch rollout of Microsoft.

The EternalBlue case shows distinctively the competing interests of states regarding
software vulnerabilities. Before it got stolen, NSA cyber-operators allegedly used this
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vulnerability for more than five years to gather foreign intelligence. According to anony-
mous NSA employees, ẗhe intelligence haul was unrealänd ït was like fishing with
dynamite,̈ indication of great utility (Nakashima & Timberg, 2017). Since it affected
most Windows versions, it was like a general key to the digital world. EternalBlue
decreased the security of the United States because its proliferation aided two of its
adversaries – North Korea and Russia – by increasing their know how for their cyber-
operations (Heller, 2018; Palmer, 2017). Not just nation-states utilized EternalBlue
for cyber-operations, but also multiple criminal groups repurposed this malware. The
banking trojan Retefe (PCriskcom, 2017; Threatpost, 2017), the crypto-currency miners
Adylkuzz, WannaMine, and other malware such as Uiwix, EternalRocks or the ran-
somware Bad Rabbit also utilized the same vulnerability (ENISA, 2017). Researchers
from Proofpoint also found a crypto-currency-mining Botnet based on EternalBLue
called Smominru, consisting of 526,000 Windows computers (Khandelwal, 2018).
Intangible and indirect costs like psychological effects like a loss of trust in digital
infrastructures are hard to calculate, but should also be considered.

12.4 Suggestions to Foster the Cooperation in Cyberspace

What can be learned from the game theoretical approaches with regard to the specific
constraints of cyberspace? An easy-to-reach incentive for cooperation can be mutual
agreements about threat and vulnerability sharing between partners, which resembles
a reiterated or tit-for-tat cooperation. Such a process exists in the form of computer
emergency response teams (CERT) and is getting extended and formalized in the last
years by the European Union Agency for Network and Information Security (ENISA).
Currently, these platforms are used to collect and inform partners about specific threats
and provide a shared level of situational awareness, but the concept could be extended to
share exploit and vulnerability information too, if partners could agree on detailed rules
what kind of exploit information - in terms of the discussed specific threat categories -
will be shared. Such an approach requires the standardization of vulnerability disclosure
mechanisms like the Common Vulnerability Exposure (CVE 20918). Such platforms
hugely benefit those participating in them, and thus could also be utilized to raise the
costs of non-cooperation by the exclusiveness of time-critical threat warnings, where
non-partners will get informed only with the official patch release and the vulnerability
warning of the manufacturers.

Alternatively, one could think of an internationally accepted information platform where
partners do not share the exploits and vulnerabilities themselves, but the mere existence
and/or the purchase and trade of these kinds of information. A similar approach had been
done by the extension of the Wassenaar-Agreements in 2013 by including “intrusion
software” in the list of regulated goods (Granick & Fidler, 2014), although this only
affects specific software or hardware but not the vulnerability knowledge behind.

A different approach is to lower the benefits of non-cooperation by shortening the
life cycle and thus the utility of vulnerabilities. This could be done via binding legal
definition and procedures how long an actor could keep the knowledge of vulnerabilities
until it needs to get disclosed - independently how the knowledge was gained in the
first place (own research and analysis or bought from a vendor). This approach, that is
currently internationally discussed as “vulnerability equity process” (VEP) (US White
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House, 2017) accepts that some actors have justified needs for vulnerabilities but will
on the other hand dampen the threats of this situation. One challenge of this measure
lies in the necessity of attendant verification regimes to ensure the compliance to these
agreements.

Another way to reduce the utility of vulnerabilities would be the establishment of an
international process to re-finance the public and scientific research on IT security.
Simple suggestions would include mandatory and internationally standardized bug-
bounty programs for all software vendors, which can be economically feasible (Finifter
et al., 2013). The general critique of current bug bounties is that the payoff for ethical
hackers is comparatively small, compared to the benefits of selling an exploit on the
black market. Apple for example offers a maximum of $200.000 for a secure boot
exploit, whereas vulnerability brokers such as Zerodium pay up to $1,5 million (C.
Miller, 2017).

More radical suggestions include to change the pay-off structure for vulnerability brokers
and cyber-criminals by drying out the vulnerability black market. A study by NSS Labs
suggests, that for large IT companies the hypothetical costs of purchasing all available
vulnerabilities from the market would be significantly lower compared to expected losses
as the result of cybercrime utilizing these vulnerabilities (Frei, 2013). They propose an
International Vulnerability Purchase Program in which states and corporations would
share the financial burden in buying all available vulnerabilities from the market and
encourage ethical hackers to disclose them for more competitive rewards than typical
bug bounty programs.

Arms control regimes for cyberweapons are typically seen as ineffective because of veri-
fication issues, the intangible dual-use nature of digital technologies and the multitude
of (non-state) actors (Arimatsu, 2012). Instead of relying on a militarized or securitized
logic of cyber-arms control, a way out could be to find solutions outside the realm of
national security analogies and concepts. One way could be to draft a vulnerability
regime similar to emissions trading regimes (Keohane & Victor, 2011). Like Carbon
Dioxide (CO2), vulnerabilities in software could be seen as emissions or byproducts
of industrial production that do harm their respective ecosystems by creating negative
externalities. The essence of CO2 trading schemes, is that market mechanisms change
the payoff structure to create incentives for state and non-state actors to cooperate tor
reduce emissions. To achieve this, the international community defines a cap, the total
amount of tolerable CO2 emissions. Industries can buy a limited amount of certificates
that allows them a certain degree of pollution. If they produce less CO2, they can trade
unneeded certificates and thus generate profit. If they pollute more, they need to buy
additional certificates. This scheme has the advantage that it scales with industry size:
large polluters need more certificates, whereas small and mid-size companies need less.
A similar mechanism could be introduced in the software market where the large players,
with highly complex products with millions of lines of codes that are used in a wide
array of services and critical infrastructures can buy a certificate that guarantees them a
right to have X-amount of vulnerabilities in their software. For this amount, the company
is not liable in case a major cyber-incident occurs. If more than X vulnerabilities are
found by researchers, the company must buy the right to have more vulnerabilities in
their software. In theory, this increases the incentive of manufacturers to invest more in
software quality without harming the competitiveness of small IT companies.
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A minimum rule that could be sketched out even with competing interests is that if a
nation’s cyber-stockpile gets stolen, it must inform the software vendor. This has been
the case with the ShadowBroker incident. Similar reporting requirements exist in the
nuclear realm with the International Nuclear and Radiological Event Scale in case of a
major radiation leak that affects countries or after a major virological outbreak within
the global health regime of the World Health Organization. These regimes require that
states notify the international community and affected neighboring states, that they, can
implement protective measures like screening at airports or provision of vaccines.

Of course there are other ways to raise the costs for non-cooperation, that rely on
different sets of theories which could not be tackled here, such as psychological or
organizational research (Jervis, 1978).

12.5 Conclusion

This paper has shown that the tragedy of the commons applies also to cyberspace when
seemingly rational actions are structured in a way that produces suboptimal outcomes to
the common good. The decrease of the common good cybersecurity by hoarding 0-day
exploits is an example. We have introduced a first set of game-theoretic mechanisms that
aim at altering the pay-off structure of vulnerability hoarding, i.e. making cooperation
more beneficial, or imposing costs on non-cooperation. Any political measure to regulate
cyber-offensive actions should consider the cost benefit calculus and should not impose
additional costs on the defensive side. Of course, rational choice theories rely on
simplistic models of strategic rationality that might not completely apply to the real
world. Theory testing is a necessary next step. Future research should also utilize
additional theories of cooperation, from organizational studies, social psychology and
norm-research to sketch out additional ways to achieve cooperation in vulnerability
sharing. Additionally, the suggestions we made need to be further refined. The drafting
of a vulnerability regime is a complex endeavor with many potential pitfalls. Before
attempting to do so, future research should answer questions of better verification and
compliance, as well as questions of regime design and efficiency to avoid paper tigers
that have no real world impact or that gets outrun by the high-speed of digital change.
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M A R I N E C O M M U N I C AT I O N S C A B L E FA I L U R E

Abstract The backbone network of submarine communication cables (SCC) carries
98% of international internet traffic. Coastal and island states strongly depend on this
physical internet infrastructure to provide internet connectivity. Although about 100
SCC breakdowns of human or natural origin occur at yearly average, a literature review
reveals that there is no global comparison that assesses individual state vulnerability to
SCC failure in global comparison. In this article, the global SCC network is modeled
based on publicly available data. Besides the analysis of the global network properties,
a focus is put on remaining bandwidth capacities in three different failure scenario
simulations of SCC breakdowns. As a result, this study identifies 15 highly vulnerable
states and overseas territories, and another 28 territories that are classified as partially
vulnerable to SCC failures. Since economic market decisions shape the structure of the
SCC network, an uneven distribution of redundancies and the resulting vulnerability
of disadvantaged economies can be confirmed. Therefore, the study’s findings may
contribute to a better assessment of the necessity of preventive protection measures of
critical telecommunication infrastructures in states and territories characterized by high
and medium vulnerability.

Original Publication Franken, J., Reinhold, T., Reichert, L., & Reuter, C. (2022).
The Digital Divide in State Vulnerability to Submarine Communications Cable Failure.
International Journal of Critical Infrastructure Protection, 38. https://doi.org/10.1016/ j.i
jcip.2022.100522

13.1 Introduction

With over four billion users, the internet is the dominant medium of communication of
present times (ITU Publications, 2012). Although no general and uniform definition of
critical infrastructure on the international level has yet emerged (Newbill, 2019), the
communication sector is typically part of the core classifications in most countries and
international bodies (Hollick & Katzenbeisser, 2019). The United Nations Office for
Disaster Risk Reduction (UNDRR) defines critical infrastructures as “[t]he physical
structures, facilities, networks and other assets which provide services that are essential
to the social and economic functioning of a community or society” (UN, 2016). Internet
is ubiquitous, at least in most parts of the world, and modern societies and economies
are highly dependent on its provision. Therefore, the physical internet providing in-
frastructures can be considered critical infrastructures (CCDCOE, 2020; DeNardis,
2012).

https://doi.org/10.1016/j.ijcip.2022.100522
https://doi.org/10.1016/j.ijcip.2022.100522
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The internet is based on a multitude of different physical transmission structures that are
essential for its operation, the most important being land-based fiber optic communi-
cation cables (LCC) and submarine fiber optic communication cables (SCC). For the
transmission of global data traffic, the latter is by far most important: More than 98% of
international online communication is handled via fiber optic cables laid in the world’s
oceans (CCDCOE, 2020; Winseck, 2017). Therefore, the global backbone network of
SCCs is indispensable for the worldwide operation of online data exchange (Bischof
et al., 2018). Currently, over 80% of the 1.3 million kilometers of active submarine fiber
optic cables are located in inaccessible deep sea below 1500 m depth (SubTelForum,
2020b), which makes it impossible for authorities or private companies to ensure contin-
uous surveillance and physical protection of it (Carter et al., 2009). Hence, fiber optic
cables are regularly exposed to factors that potentially impair their function. According
to Mauldin (Mauldin, 2017), most of the incidents originate from unintended human ac-
tivity at sea, such as fishing (38%) and drag anchoring (25%), followed by environmental
hazards (14%) like seaquakes or underwater currents. Considering over 100 failures
of SCCs on yearly average (Mauldin, 2017), it appears obvious that the functionality
of the global internet cannot be taken for granted. Although many cable failures can
be compensated by longer and slower alternative routes, these are not available in all
geographical regions (Xie et al., 2019). The alternative technology of satellite-based
internet, which can, in theory, be accessed worldwide, is far from being able to transmit
the necessary amount of data to compensate for an SCC (Winseck, 2017). Low earth
orbit technologies like SpaceX’s Starlink or OneWeb do not yet provide the bandwidth
currently needed by whole societies, as they are still in trial phase (S. Chen et al., 2020).

The following example of a cable failure that led to the complete loss of broadband
connectivity for an entire territory illustrates the consequences of internet outages: On
the archipelago of the Northern Marianas, the only available submarine cable ruptured
in 2015 due to an underwater currents, completely cutting off the island from broadband
traffic for several days (UN-ESCAP, 2018). Cascading effects caused internet, telephone
communication, and air traffic to collapse, along with disruptions in the health, tourism,
and education sectors. The U.S. overseas territory with 50,000 inhabitants suffered
damage amounting to 21 million USD. Small island developing states (SIDS) hardly
offer any possibility to operate a cable economically due to their characteristics, such as
their remote location, small number of citizens, and below-average GDP, resulting in
lower internet usage (Sutherland, 2009). Consequently, if any, internet connectivity is
usually available only via one or two submarine cables (ITU Publications, 2019a). Here,
the state’s dependency on the functioning of an SCC is apparent. Nevertheless, cable
ruptures in the past also triggered consequences for countries with multiple alternative
cables (Aceto et al., 2018; Kitamura et al., 2007). In order to generate a broader picture
and not reduce the consequences of a cable break to the, according to literature, most
vulnerable group of SIDS alone (Bueger & Liebetrau, 2021; Sutherland, 2009), a global
focus is chosen for this paper.

The research question underlying the work will therefore be:

Which states and overseas territories are vulnerable regarding the loss of functionality
of adjacent submarine communication cables in global comparison in mid-2020?

To approach this question, we divided this paper into six sections. After the introduction
(Sec. 1), we provide an overview of the related work (Sec. 2). Subsequently, we proceed



161

with the method section, where core definitions, network analysis tools, and the data
compilation are presented (Sec. 3). We continue with the data analysis, including
calculating the network indices, forming groups of vulnerability levels, and checking
for statistical correlations with development status (Sec. 4). The paper closes with a
discussion of our findings (Sec. 5) and concluding remarks (Sec. 6).

13.2 Related Work and Research Gap

The degree of dependency on critical communication infrastructure is unevenly dis-
tributed across the globe. Already since the early 2000s, research on shortcomings and
imbalances in the provision of internet access and the unequal exploitation of economic
gains for societies was developed within the framework of the digital divide theory. In
the early phase of broadband deployment from 1995 to 2005, the digital divide was
explained by the presence and quality of physical access to the internet (W. Chen &
Wellman, 2004), followed by increased research on the micro-level of digital skills and
usage from 2002 onwards. In the third and nascent phase, attention is paid to outcome
aspects and path dependencies of internet use (Van Dijk, 2017). In the following study,
we want to combine features of the purely physical focus of the early research with the
outcome side of increasing societal and economic dependency on the internet on global
level. The growing demand for internet bandwidth throughout the COVID-19 pandemic
has further raised awareness on these dependencies in 2020 and beyond (Feldmann
et al., 2020; TeleGeography, 2021).

In the current academic research on the vulnerability of the submarine fiber optic
network, several contributions approach the subject from the perspectives of diverse
scientific disciplines (see Table 13.1). Various types of empirical academic case studies
on specific countries (Muneez, M. et al., 2017; O’Malley, 2019), continents (Cariolle,
2018), and regions (Gerlach, C. & Seitz, R., 2013; Hummelholm, 2019; ITU Pub-
lications, 2018; Sutherland, 2009; Thorat, 2019) are presented, each with a distinct
understanding of vulnerability. The studies of national focus incorporate a wide range
of local proponents like geographic, geopolitical, and environmental context but do not
offer definitions of vulnerability measurable through empirical means. In contrast to that,
Cariolle defines digital vulnerability in his study on sub-Saharan Africa “as the risk for
a country and its population of its access to telecommunication services being hindered
by failures in its telecommunication networks” (Cariolle, 2018), taking into account
internal digital divides of the 46 countries he analyzes. Whereas Cariolle considers
the local perspective of countries as a single reference unit, Omer et al. evaluate the
vulnerability of the global network “by identifying the links in the network that would
lead to greater damage than others when disrupted” (Omer et al., 2009), putting more
emphasis on the critical links than on the nodes. A similar edge-bound perspective is
taken in the study of Palmer-Felgate and Booi on different SCC system designs. Here,
vulnerability is understood in a broader sense as the absence of resilience, with the
latter being statistically modeled through the availability of alternative routes, short
repair times, and reliability of an SCC (Palmer-Felgate & Booi, 2016; Palmer-Felgate
et al., 2013). Their study focuses on the edges of the submarine network, not the conse-
quences of failure for the nodes. Furthermore, the routes used in their simulation omit
several extensive sections of coastline, such as Australia, Oceania, Central America, and
Sub-Saharan Africa (Palmer-Felgate & Booi, 2016). Within our work, however, we put
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focus on the vulnerability in terms of internet access security from the perspective of
redundancy availability in each territory. We only consider the meta-structures of the
whole network to familiarize the reader with the global SCC network.

Study Perspective Unit Academic Discipline

O’Malley, 2019 National State Security studies
Muneez, M. et al., 2017 National State Environmental studies
Hummelholm, 2019 Regional Cities Cybersecurity studies
Sutherland, 2009 Regional States Economics
ITU Publications, 2018 Regional Islands states and

overseas territo-
ries

Economics, development
studies

Cariolle, 2018 Intra-
continental

States Development studies

Palmer-Felgate and Booi,
2016

(Partly)
Global

Cable routes Engineering

Omer et al., 2009 Global Continents Engineering
Research gap Global States and over-

seas territories
Critical infrastructure re-
search

Table 13.1: Overview of empirical academic studies analyzing the consequences of
submarine cable failures.

With the exception of the contribution by Omer et al. (Omer et al., 2009), the studies
presented above have not reached the perspective of a global comparative analysis of
the statistical population. As the exponentially increasing development of SCC numbers,
bandwidths, global cable length, and internet traffic demand has continued since the
years of data collection (2006, 2008) and publication (2009) of Omer’s work, it is
worthwhile to look at the present status of the submarine cable network more than
a decade later. In addition, the capacities of the relevant statistical programs have
further developed over the past decade, which allows a more detailed global view of the
backbone structures than a rough comparison of the world regions.

Although Bischof et al. (Bischof et al., 2018) also take a global perspective, they focus
on the consequences of higher latency in data traffic rather than on the total loss of
internet connectivity in a country when an SCC is lost. The shortest possible latency
can be crucial for certain sectors of the economy, such as high-frequency trading in
modern finance. However, latency plays a minor role when viewed from the perspective
of national internet supply vulnerability.

Consequently, there is a research gap in the global analysis of internet supply security,
which considers all coastal and island territories as the central unit of analysis at the
same time. To assess the necessity of preventive protection measures, it is important for
legislators and authorities to compare the global internet infrastructure redundancies.
Hence, the first goal of this work is to provide an up-to-date picture of the global internet
supply security situation through SCCs for each autonomously regulated territory. The
second goal is to examine whether the global digital divide is also reflected in SCC fault
vulnerability.
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13.3 Method

To approach both goals in a methodologically thorough way, we first find suitable defini-
tions for the core concepts of this work (13.3.1). We then introduce the network analysis
method and discuss the applicability of various centrality measures to the SCC network
(13.3.2). Afterward, the specific scenario formation for the vulnerability estimation for
the territories (13.3.3) is described. Subsequently, we present the availability (13.3.4)
and compilation of the data sets (13.3.5) and discuss the network analysis software
(13.3.6).

13.3.1 Definitions

The concept of vulnerability is a matter of considerable controversy in risk research.
It is variously defined, depending on the context of use and the application of the
psychological, social, or technical perspective (Feldmann et al., 2020). Therefore, this
concept, which is central to the following work, needs to be discussed. Simply put
by the Society of Risk Analysis, the core of most vulnerability definitions is “the
degree to which a system is affected by a risk source or agent” (O’Malley, 2019).
On the other hand, the UNDRR, in its own definition of vulnerability, specifies the
context variables that influence the degree of vulnerability: “The conditions determined
by physical, social, economic and environmental factors or processes which increase
the susceptibility of an individual, a community, assets or systems to the impacts of
hazards.” (UN, 2016). The latter definition is adopted in the following, as it provides
a comprehensive understanding of possible influencing factors. In this work, we will
limit ourselves to the referent object of the community, which is located within the
territorial boundaries of a state or an overseas territory. The influencing factors are
primarily physical, as the connection to physical infrastructure is examined. It is worth
noting that the UNDRR’s definition of vulnerability considers individual, communal,
and systemic levels of analysis as a reference object. This study applies the definition to
states since they represent an applicable and appropriate level of analysis in a global
comparison. In this perspective, a state fulfills two roles: First, it is an object of risk that
is threatened by the impairment or loss of data traffic; secondly, by taking preventive
measures and exercising its regulatory competence in terms of internet governance, it
also influences the quality of a threat. Although overseas territories, in some cases, do
not own full autonomy in terms of these competencies, they will be considered at an
equal level, as it would not make sense in this context to consider them as part of their
respective mainland. For example, it would contradict the purpose of the study to add
the SCC connections and bandwidth of Martinique, Mayotte, and French Guiana to
France, because all units are located in different geographical contexts. Consequently,
for the purpose of this study, the geographical location is more important than the
state affiliation of a particular region. Fortunately, the International Telecommunication
Union (ITU) offers databases for each member state as well as overseas territories (see
13.3.5). The fact that internal inequalities regarding digital vulnerability within states
and societies exist is hence ignored in favor of a globally quantifiable unit of analysis.

This study is based on the hypothesis that the number of cable connections in a territory
and their transmission capacity (bandwidth) measures the extent to which a country
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depends on an SCC’s functioning. A low number of links to the global fiber optic network
then indicates high vulnerability. Conversely, following the hypothesis, a comparatively
high number of connections to the physical backbone infrastructure suggests many
redundancies and thus low vulnerability. For this study, we define redundancy as an
alternative, secondary infrastructure which provides the same or similar service as a
potentially failed primary infrastructure. If multiple infrastructures provide this option,
the plural form ‘redundancies’ is applied.

13.3.2 Network Analysis

The global internet backbone constitutes a complex network of relationships between a
large number of coastal states and territories, whose connectivity is characterized by
their position in it. Consequently, the fiber optic network can be analyzed not only as
a physical network of fiber optic cables but also as an abstract network from which
characteristics of its components can be deduced. With the method of network analysis,
graph theory offers a tool that considers multidimensional group contexts and allows
conclusions to be drawn from the position of nodes in the network and the connections
(edges) between the nodes (Faramondi et al., 2020). Quantitative network analysis
deals with the relationship of nodes by assigning quantifiable values. The presence of a
communication cable (binary) as an edge and a metrically scaled property (e.g., their
bandwidth) between two states or overseas territories are both quantifiable and can
therefore be modeled using quantitative network analysis.

In the following, we will explain the conceptualization of the graph since certain features
may limit the choice of centrality measures (Oldham et al., 2019). First, the edges will
be undirected because the SCCs send data in two directions. Second, as there is the
possibility of multiple SCCs connecting the same nodes, the network will be modeled
as a multigraph. Replacing multiple edges with the cumulated weight in a single edge
between two nodes is not possible, as we consider the bandwidth of the cables as the
weight of the individual edges. Third, loops will not be formed because this would
contradict the requirement to exclusively include international SCCs. The network is
constructed through the graph G

G V , E, r (Eq.1)

with the nodes V , the edges E and the incidence function r defined as

r E → {{v, w} v, w ∈ V , v , w} (Eq.2)

with v and w as distinct nodes potentially connected through multiple edges.

In general, network analysis offers measurements to assess the general network proper-
ties, demonstrating topological characteristics as well as different types of measures for
centrality and efficiency of transmission. To familiarize the reader with the network, we
have chosen |V |, |E|, largest component, maximum degree, edge density, mean distance,
diameter, and largest clique as measures for an overview.
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A wide array of global and local centrality measures can be applied to determine
the positions of nodes – either in the global network or locally within their closest
neighborhood (Oehlers & Fabian, 2021; Stergiopoulos et al., 2015). Since the network
has a moderate size, the global network measures can be calculated for the graph. With
a view to the second goal of this study, we want to form groups of highly vulnerable
nodes. In this regard, those located in the peripheries of the global network, far from
high values of centrality, are of particular interest. Most studies on networks fall under
the paradigm of criticality, where highly connected central nodes are presumed to
be of higher importance for the functioning of a network as a whole (Oldham et al.,
2019). Considering the position of the weakest connected nodes is a somewhat atypical
perspective.

The most frequently applied measures are degree centrality, betweenness centrality, and
closeness centrality. For weighted graphs, strength and local efficiency are also often
considered.

First, degree centrality Degv measures the number of connections to a node v, irrespec-
tive of their weight. It is a local measure, as the global network does not need to be
known; it only counts the number of edges to adjacent nodes w. This is given through
an adjacency matrix avw, whose elements take the value 0 if v and w are not connected
by an edge and otherwise the value 1. The maximum degree of G is denoted as ∆G.

Degv
∑

w
avw (Eq.3)

As the analysis is aimed at the availability of redundancies, degree centrality seems
to be the obvious measure to apply. Firstly, it counts the edges, which is the class of
components we identified as the independent variable. Secondly, as a local measure, it
offers a simply calculated yet granular level of analysis. However, degree centrality does
not consider the weights of the edges.

To account for weighted graphs like G, Barrat et al. extended degree centrality to vertex
strength S trv (Barrat et al., 2007), as the sum of the weights of the local edges of a node.
In our model, this corresponds to the local sum of the SCC bandwidths b adjacent to
any given node v.

S trv
V∑
w1

avwbvw (Eq.4)

A third measure, closeness centrality Clsv is determined by the average of the shortest
paths δ of a node v with every other node of the network. High values of closeness
centrality mean close relationships with many nodes.

Clsv
1∑

w∈G δv, w
(Eq.5)
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Based on the closeness centrality, Hao et al. found that balancing node traffic in network
design can enhance robustness regarding cascading failures (Hao et al., 2020, 2021).

Fourth, another measure based on shortest paths is betweenness centrality Btwv. It
reveals the frequency of node v being a transmitter of information in the network. This
is achieved by dividing the number of all shortest paths of any other nodes in G in which
node v is present with all geodesic distances δ in G. For example, betweenness has been
applied by Nguyen et al. on attack strategies on networks to identify those nodes, which
removal would lead to longer δ, making information exchange more costly (Nguyen
et al., 2019).

Btwv
∑

u,v,w

δu,wv
δu,w

(Eq.6)

Finally, the local efficiency E f f locv measure first introduced by Latora & Marchiori
(Latora & Marchiori, 2001) for small-world networks was later modified to extend its
application to complex networks with weighted and multiple edges (Latora & Marchiori,
2003). It quantifies the fault tolerance of the immediate neighborhood of v to cope with
the removal of v. Therefore, Gv denotes the subgraph of the neighborhood of v without
v itself and E f fG 1

VV−1
∑

v,w∈G
1
δv,w .

E f f locv
1
V

∑
v ∈G

E f fGv (Eq.7)

We are not modeling global internet outages but the consequences of single, double,
or triple cable failure on a territorial level. Hence, we limited the choice of centrality
measures to those offering benefits in the perspective of edge removal in G (see 13.3.2).
For the SCC network, it must be considered that single nodes may be connected to only
one other node but by several parallel edges. If measures have the shortest path as the
basis of their calculation, removing an edge does not change the values if a parallel
edge connecting the same nodes replaces it. Consequently, closeness and betweenness
centrality are not producing meaningful results with multigraphs. Therefore, we rejected
closeness and betweenness centrality as suitable measures for redundancy analysis.
Local efficiency works with the simulation of a node failure, which contradicts the idea
of measuring SCCs as edge failures. Nagurney and Qiang modified local efficiency into
a network performance measure to be applied to both components of a graph (edges and
nodes), but only for directed graphs (Nagurney & Qiang, 2007). As G is undirected, the
modified local efficiency is not further considered.

To support the decision for an adequate redundancy metric, a basic assumption for state
backbone access needs to be kept in mind. The total available bandwidth of node v (Bv)
is the sum of edge bandwidths b from the available points of access to external networks,
be it through SCCs or LCCs:

Bv bS CC v bLCC v (Eq.8)
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Applied to an SCC network, degree centrality and strength as redundancy measures both
have a key disadvantage. Degree alone does not consider the highly diverse bandwidths
of SCCs, ranging from 1 GB/s to 250 TB/s. On the other hand, the strength measure
can only be applied for SCCs, as there is no available data for cross-border LCC
bandwidths. Satellite communication is, due to its low bandwidth and low prevalence
in the population – rooted in high prices and long latency time – not considered an
equivalent redundancy and is therefore omitted from the analysis. To overcome the
problem of only partially available bandwidth data, we have decided to perform a two-
step calculation. The first step is to cluster groups based on the number of backbone
accesses and is intended to identify potentially vulnerable units. SCCs and LCCs are
treated equally in the failure scenarios applied for the formation of groups (see 13.3.2).
In the second step of analysis, the share of individual local SCC in the total SCC
bandwidth (strength) of a node is measured. This is necessary to account for the large
spectrum of bandwidths of globally installed SCC. The local proportion p of the weight
of an edge y to the S trv can be modeled accordingly as percentage:

pbyv
by

S trv
× 100 (Eq.9)

The higher pbyv, the more vulnerable a node is to the loss of edge by. A value of pby 100
would mean that cable y is the only access to international networks. Vice versa, the
closer the value approaches 0, the less the contribution of a cable to the connectivity of
a territory is to be rated, which is why the state’s vulnerability is also reduced for the
potential loss of this individual cable. The local weight of all adjacent SCCs is being
calculated for each territory. Subsequently, the cables can be arranged by their locally
weighted capacity input, enabling the application of worst-case scenarios.

13.3.3 Scenarios and Group Formation

Information and communication technology (ICT) infrastructures are subject to different
influencing factors during times of peace, crisis, or conflict (Reuter, 2019). We applied
the classification of Aceto et al., 2018 on various SCC disruption events which we
then formed into corresponding scenarios (see 13.1). To simulate local SCC disruption
scenarios, the consequences of removing the edges with the highest bandwidth in the
overall strength of the node under consideration are examined. Therefore, we apply
three scenarios, in which each state is simulated to lose its first (S 1), the top two (S 2),
and the top three (S 3) data-carrying edges.

With an average of 100 yearly incidents, single SCC disruptions are common (Mauldin,
2017), making the occurrence of S 1 by far the most probable. Unintended human
incidents like anchoring and fishing accidents triggering cable rupture typically led to
the single SCC loss scenario S 1. A variety of situations exist that can potentially result
in the simultaneous loss of several cable connections, e.g., a seaquake and subsequent
underwater landslides. This kind of cascading incident has led to multiple cable breaks
in various regions in the past (Palmer-Felgate et al., 2013). There have been cases of
multiple cable losses parallel in time, as in the Egyptian incident of 2008 and Taiwan’s
situation in December 2006 (Carter et al., 2009; Kitamura et al., 2007). With S 2, we
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Figure 13.1: Classification of disruption events and corresponding scenarios for subma-
rine communication cables (Own representation based on the category system of (Aceto
et al., 2018)).

intend to model these incidents of parallel small-scale SCC disruptions. Meanwhile,
there are no criminal, terrorist, or military interference records with SCCs or cable
landing stations (CLS). However, targeted attacks like sabotage bear the potential for
multiple simultaneous cable connection losses if conducted with accurate timing (Calle
et al., 2019; Rueda et al., 2017). As sabotage, terrorism, and criminally motivated actions
will likely target the edges of the highest bandwidth, we hold S 3 to be an appropriate
reflection of a multiple-loss scenario with coordinated targeting of the top edges. By
reducing our focus exclusively to physical disruptions, we do not consider those outages
triggered by governmental interference with internet traffic or the different types of
cyberweapons (Freyburg & Garbe, 2018; Reinhold & Reuter, 2021). Since the cables
themselves do not contain any software components, it is more appropriate to model
these types of disruptions with the removal of other, land-bound nodes.

The local scenario S 1 for node v is being modeled as

S 1v
bmaxy

S trv
× 100 (Eq.10)

where bmax y is the SCC with the locally highest bandwidth in v. This allows us to
calculate the proportion of criticality for the strongest SCC. The scenarios S 2 and S 3
are modeled accordingly:

S 2v
bmaxy bmax n−1y

S trv
× 100 ; (Eq.11)
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S 3v
Bmaxy Bmax n−1y Bmax n−2y

S trv
× 100. (Eq.12)

The units are divided into three groups according to the scenarios: Units that have no
redundancies, meaning their broadband connection depends entirely on the operation
of one SCC, are assigned to Group 1. Units that encounter a complete failure of their
broadband connection within the given scenarios S 2 or S 3 are assigned to Group 2.
All other nodes – having connections to more than four SCCs or LCCs in sum – are
assigned to Group 3. Within the groups, rankings are identified according to specific
group characteristics (see 13.4.2).

13.3.4 Availability of Data Sets

There are three comprehensive compilations of the worldwide SCC paths regarding the
data sets. While both data sets provide information on cable names, approximate cable
runs, adjacent CLS, length, and operational status, they differ in terms of additional
information and the number of cables listed. First, the Submarine Cable Almanac (SCA)
of the Submarine Telecoms Forum (SubTelForum, 2020a) provides a list of global
cable routes (n=301), supplemented with information on the transmission capacity
of the cables. The report is updated quarterly with publicly available data from the
submarine cable industry. Second, more detailed map material (n=480) is provided by
the Submarine Cable Map of the online platform TeleGeography, where the owner and
operator companies are also listed (TeleGeography, 2020). Still, the bandwidths of the
cables are not specified (TeleGeography, 2020). Third, the Infrastructure Map of the
online capacity marketplace Infrapedia also offers detailed SCC capacity data submitted
by experts and constantly validated (Infrapedia, 2023). In the rare cases of conflicting
information on the properties of an SCC, we incorporated the information from the
SCA to prevent potential entry errors of the Infrastructure Map, which has only been in
operation since 2019. Regional data sets, such as the map of the African Network Startup
Resource Center (AfTerFibre, 2023), were used to verify the information. The validation
of the bandwidth data can be done for cables that are in operation until 2016 with data
from Greg’s Cable Map (Mahlknecht, 2016). ITU’s Interactive Transmission Map (ITU
Publications, 2020) was used and validated with data from the Infrastructure Map for
data on the quantity of cross-border LCCs. The information of the maps mentioned
above is publicly available for non-commercial use, and the SCA is accessible online and
free of charge (AfTerFibre, 2023; Infrapedia, 2023; Mahlknecht, 2016; SubTelForum,
2020a; TeleGeography, 2020).

The ITU surveys the international broadband traffic for each member state, with the
information given directly by governments through yearly questionnaires. The data is
provided in the World Telecommunication/ICT Indicators Database, which is updated
every six months. It contains 180 measures of 200 countries, including “International
internet bandwidth, in Mbit/s”, “Lit/equipped international bandwidth capacity”, and
“International bandwidth usage” (ITU Publications, 2019b). The database also contains
information on various internet usage indicators in the population (ITU Publications,
2019b). The World Telecommunication/ICT Indicators Database is only available on
payment basis.
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13.3.5 Data Compilation

Since the intention is to assign properties to edges and nodes in a network, two data sets
required to create the model are introduced in this section. On the one hand, the edge
list is crucial, because the connections between the units and their properties are listed
there. On the other hand, the node list describes specific properties of the connected
units, the states and overseas territories.

Compilation of the Edge List

Three categories of submarine cables were excluded from the data set and thus omitted
in the model. Firstly, cables whose CLS are located within the same territory were not
included because they do not contribute to the international data traffic of a state/overseas
territory. Examples are ADONES, the domestic Angolan submarine cable network and
the JaKa2DeLeMa intra-Indonesia cable system (SubTelForum, 2020a). The second
exclusion category consists of cables only intended for data use at sea, such as oil
drilling platforms or shipping. An example of an offshore system is the TampNet system
installed in the North Sea (SubTelForum, 2020a). Lastly, SCCs that connect military
bases and do not contribute to the local connectivity are also excluded from the sample.
The only two occurrences in the SCA are the GTMO-1 and GTMP-PR, connecting
Guantanamo Bay US Naval Base with Florida and Puerto Rico.

This leaves 197 active cable systems out of 301 cables listed in the SCA, which are
modeled over 605 edges between territories. We omitted those nodes adjacent only to
excluded SCC. While the majority of these SCCs have two CLS, more complex cable
systems also exist. With 33 connected units, SEA-ME-WE 3 has the highest global
connectivity for a single cable system. Cable systems like these are represented in the
model by individual edges between territories, as in the case of SEA-ME-WE 3 by 32
individual edges.

Numerous variables are integrated into the edge list. Essential variables are the states
and overseas territories where an SCC is landing. In addition, there is the bandwidth
as a measure of the weight of the cable, which is coded in terabytes per second (TB/s).
In public data sets, the design capacity is usually given as the maximum capacity of a
communication cable expected at the time of design. However, older cables can be used
far beyond their original design capacity by applying new technologies like wavelength-
division multiplexing (Hadaway et al., 2016). If there is an upgrade for the capacity of a
cable that exceeds the design capacity, the upgrade capacity is applied.

Other variables include the location of the CLS, the years of commissioning and ex-
pected end of operation, length in km, ownership, and construction costs. These are not
necessarily used in the model but have been integrated into the data set for advanced
data visualization or subsequent research projects.
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Compilation of the Node List

In the node list, the specific data on coastal states and overseas territories are combined.
The node list only includes states and territories considered in the edge list. This leaves
coastal and island units without qualified SCC connections out of the analysis, for
example, East Timor, Poland, or Slovenia. This limitation leads to a reduced sample,
including 169 states and overseas territories for the following analysis. This figure may
change in the future as more territories are connected to the submarine cable network.
For example, with the completion of Southern Cross NEXT, Kiribati and Tokelau will
be connected by submarine cable for the first time (Qiu, 2020).

For the node list, essential variables for the analysis can also be distinguished from
auxiliary variables for better visualization. Essential variables are the name of the
respective state or territory, the number of cable accesses (credit), the sum of the
bandwidth of the SCC connections to a unit (strength), and the number of alternative
internet resources. The latter is composed of the number of adjacent cross-border fiber
optic LCCs that were counted on the basis of the ITU Interactive Transmission Map
(ITU Publications, 2020).

Other variables that serve to visualize the data are the geographic data of the territories.
We used the geographical center (centroid) of units for simplicity, which we took from
the rworldmap expansion program in R (South, 2011). To be able to test the hypothesis
of the digital divide, the socio-economic development status of the states and overseas
territories from the M49 Standard of the UN Statistics Division is included for every
unit (Division, 2018).

13.3.6 Statistical Analysis Program

The network analysis is performed with R (Version 4.0.0). With the packages igraph and
sna, two libraries are available to execute a social network analysis (Butts, 2019; Csardi
& Nepusz, 2006; McCulloh & Perrone, 2017). Since igraph offers more functions than
sna and performs faster for networks with over 150 nodes (Butts, 2019), we modeled the
network with igraph (Version 1.2.6). Another argument in favor of the igraph package
is that interactive visualization can be carried out using an RShiny web application via
the extension package igraphinshiny (Lee, 2016).

13.4 F indings

A purely visual analysis of the global network offers limited advantages due to the
quantity of nodes and edges, as the network model overlaid on a world map in Figure
13.2 illustrates. Therefore, a resort to mathematical network parameters to identify the
structures in the network is necessary (Table 13.2). The modeled graph consists of 169
units (states/territories) connected by 613 edges (submarine cables and cable system
branches). Each node is part of the largest component so that there is at least one possible
path between each node in G through which information can be exchanged, making G a
connected graph.
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The edge density of the model is 4.31%. This indicates the ratio of the actual edges
to the number of possible edges. Thus, the submarine fiber optic network is relatively
loose. The mean distance between two nodes is 4.44 edges, while the network’s longest
possible distance (diameter) consists of nine edges. A clique is a group of several nodes
in which each member has at least one direct edge to every other member. In G, the
largest clique of five members exists between the Southeast Asian states of Thailand,
Indonesia, Hong Kong, Malaysia, and Singapore. A dense network of submarine cables
connects these territories. In addition, there are another 18 cliques of four units each, in
East Asia, the MENA region, Southern Europe, and the Caribbean.

Measure Value

|V| 169
|E| 613
Largest component 169 (all nodes)
∆G 58
Edge density 0.0431
mean distance 4.44
diameter 9 edges
largest clique 5 nodes

Table 13.2: General properties of the network model.

After this short overview on the properties of the network as a whole, this section
continues with node-specific evaluations through the identification of central nodes
(13.4.1), the formation of groups of redundancy levels (13.4.2), and the testing of the
hypothesis of the Global Digital Divide (13.4.3). Subsection 13.4.4 summarizes the
findings of the previous sections and merges them into the overall result.
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13.4.1 Identification of Central Nodes through Centrality Indices

When examining individual nodes, the centrality measures offer a way of identifying
particularly central and marginal nodes (Marzo et al., 2018). The most straightforward
measure of centrality is degree centrality. For this purpose, each territory is examined
locally for the number of its adjacent edges. With 58 adjacent SCCs, the USA clearly
leads the ranking, while the United Kingdom and Japan dominate their regions with a
degree centrality of over 30. Egypt’s high value can be explained by its role as a transit
country for SCCs. Since the shortest sea connection between Europe and East Asia
leads through the Suez Canal, a large number of SCCs – parallel to shipping routes
– run through the Egyptian mainland. The high values of Italy and Saudi Arabia also
reflect this effect, as both countries are often the next CLS after the Egyptian bottleneck.
With Hong Kong, Singapore, and Malaysia, there are also three East Asian trade and
technology centers in the top ten of degree centrality. At the lower end of the scale,
15 units are connected to only one SCC. At first glance, these can be divided into
two categories: On the one hand, Northern and Eastern European countries may be
provided with sufficient bandwidth through fiber optic land connections to allied states
(e.g., Croatia, Lithuania, and Romania). On the other hand, there are island states and
territories that are connected to the submarine fiber optic network without redundancy
due to their geographical isolation, e.g., the Marshall Islands, Palau, and the Seychelles.
Furthermore, 28 territories can be identified with only one redundancy, i.e., two SCC in
sum.

13.4.2 Assessing State Vulnerability to SCC Loss through Fault Scenarios

To account for different levels of redundancy, the units are classified according to the
group formation as described in section 13.3.2. For each of the three groups, a short
introduction is followed by an exemplary case study to facilitate the interpretation of
data. We chose a distinct visualization of single critical SCC sections (group 1) or the
simulations of failure scenarios (group 2 and 3) for each group.

Group 1: No Redundancy

The first group includes units without redundancy in case of failure of their single SCC
– neither SCC nor LCC. Figure 13.3 lists these 15 units along with the SCC through
which they are being supplied. Included are territories that are connected by a short
cable system branch, such as Gibraltar. The distance from the T-junction of the Europe
India Gateway system to the CLS in Gibraltar amounts to only 15 km, where the worst
case of a complete loss of bandwidth can occur. On the other hand, New Caledonia
is dependent on a single cable – rather than a multi-station system – to connect with
Australia. The distance over which damage to the cable named Godwana-1 would be
critical to New Caledonia amounts to 2150 km.

The exemplary case study concerns the Seychelles, a state whose access to the global
network depends on a single SCC, the Seychelles to East Africa System, linking the
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Figure 13.2: Visualization of the global SCC network (red) between all qualified units
(blue), named with their ISO3 country code (Own representation through igraph (Csardi
& Nepusz, 2006) and mapchart).
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capital Victoria on the main island Mahé with Dar es Salaam in Tanzania. Island states
and island territories in group 1 cannot obtain LCC access, which implies that S1 already
leads to a 100% loss of potential broadband connectivity. The critical cable distance of
an SCC failure that would amount to full connectivity loss is approximately 1811 km.
The Seychelles to East Africa System was commissioned in 2012 with a total capacity of
320 GB/s. This potential bandwidth exceeds the actual demand for bandwidth (2018: 4.2
GB/s) by a multiple, which is partly due to the medium level of internet usage among
the population (2017: 58.11%) (ITU Publications, 2019b) and the relative novelty of the
cable, which means that its end-of-service date is not planned until 2037 (Infrapedia,
2023). To remain commercially viable for a quarter of a century, the design bandwidth
capacity of modern cables usually far exceeds the demand of a unit in the ready-for-
service year. In the case of Seychelles, a projected second backbone connection is
planned through a branch of the Pakistan & East Africa Connecting Europe (PEACE)
cable system in 2021. This development can be assessed as positive from the perspective
of the Seychelles. Yet, the PEACE cables system as a whole is also the subject of
geopolitical debate due to the involvement of Chinese companies in its construction
(Fouguet, 2021).

Figure 13.3: Length of critical cable sections of units with single SCC connection and
missing LCC redundancy (Group 1) with the adjacent SCC system or connected territory
(own figure).

Group 2: Low Redundancies with Balanced and Imbalanced Fallback Levels

The units that suffer 100% connection failure in S2 or S3, i.e., units with a maximum of
three SCC connections, are classified as the second group of units in this study (Figure
13.4). To additionally take the potential of redundancy through LCC connections of
coastal states into account, only units with less than three cross-border LCCs are
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considered to belong to this group. It is advantageous for this group of 19 units to have
a balanced fallback bandwidth ratio to maintain connectivity and minimize risks if the
widest and second widest cables fail. Iceland can be considered a good example in
this respect. Despite its insular situation, the unit is served by three different cables,
all transmitting a fairly similar amount. Even with the removal of the widest cable
(Greenland Connect), 58.73% of the bandwidth is maintained by the capacity of the
other two cables (Farice-1 and Danice).

In contrast, the ratio of Uruguay’s cables is rather unbalanced. There, the elimination
of the Tannat SCC would result in a relative bandwidth loss of 95.74%, with only 2
TB/s weighted design capacity remaining for the whole of Uruguay through the Antel
cable. As a case study, Samoa is chosen, which has connections to two cable systems:
The Manatua One and TUI Samoa. Both SCCs deliver a combined weighted capacity
of 8.5 TB, with 6 TB/s accounted for by Manatua One and 2.5 TB/s by TUI Samoa.
This results in a 70.59% to 29.41% ratio of potential bandwidth capacity. Although the
fallbacks are not ideally balanced (50%/50%), a sufficiently balanced redundancy level
can be assumed, especially considering the equipped international bandwidth capacity
of only 4 GB/s (ITU 2017). This leads to a problem arising from the similar CLS in
Samoa’s capital Apia, which means that the main island has a single point of failure
despite its SCC redundancies.

Figure 13.4: Scenarios of SCC failures for units with low redundancy in relation to their
overall SCC connectivity, in the order of relative connectivity loss severity in S1 (own
figure).
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Group 3: High Redundancy

The remaining 126 units are assigned to group 3. This includes all units equipped with
three or more redundancies, regardless of whether they are SCCs or LCCs. These units
may suffer from a reduction in the data flow, for instance, due to reduced capacities.
However, a complete territory-wide failure of the critical telecommunications infras-
tructure is unlikely. Further differences can be identified within this group, such as
the sum of SCC and LCC connections. As point of reference, Figure 13.5 depicts the
scenarios for the G20 member states. The USA is leading in terms of the availability of
redundancy after the application of S3. Saudi Arabia holds the lead in S1, Japan in S2,
while the USA remains among the top 3 of the G20 in both latter scenarios. Regarding
the USA, excellent availability of redundancy can therefore be determined. The USA
is leading the ranking of incident edges in the model with ∆G 58. Thus, the USA is
considered a representative case for the group of states with high SCC redundancies.

Figure 13.5: Scenarios of SCC failures for the G20 members in relation to their overall
SCC connectivity. The European Union was omitted due to its status as an association of
states. The number of LCC connections providing additional redundancies is specified
in the right column. (own figure)

The potential international SCC bandwidth for the USA is estimated at 606.4 TB/s. The
application of scenario 1, the connection loss of MAREA, results in a reduction of the
potential SCC bandwidth by 100 TB/s. In relative terms, the failure of the widest cables
would therefore amount to a 16.5% reduction of the overall potential SCC bandwidth.
In scenario 2, in which the cable BRUSA additionally fails, the USA is missing 146.5
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TB/s, respectively 24.1% of the potential SCC bandwidth. The loss of the three strongest
cables in scenario 3 translates into a potential loss of 185 TB/s. Thus, even in the worst-
case scenario simulated in this study, the USA would still have a potential remaining
bandwidth of 421 TB/s. A comparison with the actual bandwidth needs of the USA
(2017: 36 TB/s, estimated 2020: 42 TB/s) reveals conclusively that the USA’s access
to the global network will be maintained even under severe failures. In addition to its
maritime connections, the USA is also equipped with LCC-Connections to Canada
(n=22) and Mexico (n=9) and a vast access to the internet provided by satellites (CIA,
2021; Union of Concerned Scientists, 2022). Figure 13.6 visually sums up the group
classifications on a world map while including the different types of omitted units as
well.

13.4.3 Socio-Economic Development and Redundancy Levels

To test for the digital divide phenomenon, we combined our classifications of the ana-
lyzed territories with their respective socio-economic development status in Table 13.3
below. In the case of statistical independence between the socio-economic development
status and the level of redundancy, the actual shares of redundancy groups within the
UN M49 Standard subsamples would be close to the expected proportions derived from
all territories in the second column of Table 13.3. However, we found large variation in
group proportions within the socio-economic subsamples:

Of 39 units that we identified as developed countries, we assigned 34 (84.61%) to the
highest redundancy group 3, four units (10.26%) to the medium redundancy group 2 and
only one (2.56%) unit (Gibraltar) to the low redundancy group 1. Due to its geographical
location and size, Gibraltar is an exceptional case. It has redundancy from the Spanish
mobile network, at least in certain areas close to the border. Foreign mobile networks
were not categorized as sufficient redundancy in the analysis, which consequently leaves
the individual case of Gibraltar in group 1. Based on the data, we concluded that the
geographic distribution of SCC connections in the Global North is reasonably good. This
results in a very low probability of internet failure due to SCC outages in the aggregate,
even in locations with multiple simultaneous outages (S3), by rerouting traffic through
the available alternative routes.

Meanwhile, parts of the Global South are more at risk of experiencing a loss of broad-
band connectivity due to SCC losses. Accordingly, among the 106 developing countries
that were not categorized as least developed countries (LDCs), 77 units (72.64%) were
placed in group 3, 19 units (17.92%) were assigned to group 2, and ten units (9.43%)
were listed in group 1. Among the total 24 LDC units, we allocated four units to group
1 (16.17%), which is a comparatively high proportion. In addition, five units (20.83%)
are assigned to group 2 and 15 (62.50%) to group 3. Based on this matrix, the χ2 value
is 6.1015 with 4 degrees of freedom. As this study analyzes the statistical population
of all coastal and island states and territories fitting into the pre-defined limits and no
random sample has been taken in the process of analysis, no p-value is determined.
With a value of Cramér’s V = 0.27, it can thus be assumed that there is a moderately
strong correlation between redundancy level and socio-economic development. Thus,
the hypothesis of the Global Digital Divide can be confirmed for the availability of
redundancies in developing countries and especially for LDCs.
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Figure 13.6: World map depicting classification of units into groups of high (blue) to low
(red) redundancy through SCCs and LCCs. Landlocked units (green), units of coastal
and island location without qualified SCC connection (yellow, pink) were omitted from
the model. (own figure, created with mapchart)
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Socio-Economic Development Status (UN M49 Standard)

Redundancy Level All Territories Developed
Countries

Developing
Countries

Least Developed
Countries

No Redundancy 15 8.88% 1 2.56% 10 9.43% 4 16.17%
Low Redundancy 28 16.57% 4 10.26% 19 17.92% 5 20.83%
High Redundancy 126 74.56% 34 87.18% 77 72.64% 15 62.50%
Sum 169 100% 39 100% 106 100% 24 100%

Table 13.3: Group classification in absolute and relative values and assigned to their
socio-economic development status.

13.4.4 Summary of the Findings

In subsection 13.4.1, we revealed an imbalance with regard to the overall network
structure. There is a wide variation in the different centrality measures. Yet, it is mainly
the same – often developed – units topping the rankings in the positive sense in the
indicators of node importance. Vice versa, some countries appear at the lower end of
various centrality rankings in different centrality measures. This result is partly due to
certain overlaps in the calculation of the centrality measures, yet the tendency of an
unbalanced network can nevertheless be concluded from it. While this is not an original
new finding, it represents a central role as confirmation of the propositions of older
studies (Cariolle, 2018; Thorat, 2019) that the imbalance in the internet backbone still
applies in the global context for the chosen time of analysis in mid-2020.

Keeping this fundamental observation in mind, subsection 13.4.2 aimed to precisely
identify those units that, due to their position in the internet backbone, suffer total
bandwidth losses (group 1, n = 15) or a significantly increased risk thereof (group 2, n
= 28) due to an SCC failure. For group 2, it can also be noted that limitations in data
traffic speed may also occur, especially in the territories with an unbalanced level of
redundancy. On a positive note, the large majority of the units examined (n = 126) were
assigned to group 3, thus assuming a sufficient level of redundancy for them.

Based on the group classifications we developed, we then determined the correlation of
socio-economic development status with the level of redundancy in subsection 13.4.3.
Among LDCs, there is a clear overbalance in terms of the group 1 status redundancy. At
the same time, developed countries are more likely to be members of group 3 than the
expected frequencies would predict. The hypothesis of the Global Digital Divide can thus
be validated for LDCs and developed countries. Regarding the non-LDC Developing
Countries, which make up the center group of the development status variable in the
present study, we assigned some units to the lower redundancy levels. However, their
occurrences are close to the expected frequencies or proportions of those within their
development status group; see the fourth column of Table 13.3. These differences within
the respective groups could best be explained by the inclusion of further variables but
cannot be explained by our model.
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13.5 D iscussion

Both central variables chosen for analysis, grouping into three redundancy levels and
United Nations Statistics Division (UNSD) socio-economic development status, can be
discussed. First, classification based on fault scenarios provides the opportunity to make
clear divisions into internally homogeneous and comparable groups. A metric measure
would have hindered a concise intra-group representation of the relevant vulnerable
units. Second, while widely used for academic studies with a global focus, the UNSD
socio-economic development status has not been immune to criticism. The rather crude
subdivision into developed, developing, and least developed regions creates very broad
categories that are highly heterogeneous within. We chose this indicator anyway because
it makes an objective classification of overseas territories possible. This puts it ahead
of other indicators of socio-economic development, such as the Human Development
Index. The fact that the UN uses the ternary variable in reporting of the Sustainable
Development Goals underscores its lasting relevance. Due to the global focus, we
decided to work with two ordinal variables in this study. Therefore, an analysis of the
SCC backbone structure with applications of variables on ratio scale is advised for
analyses of smaller scope, such as regional approaches or case studies.

The findings of this study must be seen in light of some limitations: First, states and
territories are treated as a black box in this study, which masks local differences and
discrepancies in failure resilience, for example, between rural and urban contexts,
prosperous and poor communities, or household and corporate customers. This is rooted
in the global focus of the study. An overly detailed level of analysis would have been
at the expense of the clarity of the results. Second, we did not include landlocked
states in the study. This can be explained by the lack of data on the design capacity
bandwidth of LCCs. Moreover, by definition, landlocked states can only access the
submarine fiber optic internet backbone passively via the transit of an adjacent coastal
state. Consequently, landlocked states depend less on the functioning of an SCC than on
the function of their LCCs and the willingness of their neighbors to forward internet
traffic. However, a specific study on the status of landlocked states would be conceivable,
and the study of Liu et al. (Liu et al., 2020) already offers a good starting point for
further exploration.

Third, the actual usage of a cable (lit capacity) is rarely made public, creating a data
gap. This study takes the perspective of supply security, therefore rendering this point
irrelevant. Nevertheless, the analysis of the maximum (design) capacities is not suitable
for telecommunication market analyses, as they do not provide any information on the
share of cable utilization through leasing by telecommunications providers. This point
is not so much a limitation of the analysis itself, but rather a reminder to interpret the
data with appropriate caution. Fourth, the model disregards the varying risk of cable
failure by applying the same scenarios to each country. Palmer and Booi discovered
significant differences in the likelihood of cable failure depending on its geographic
location (Palmer-Felgate & Booi, 2016). Correspondingly, high traffic volumes from
fishing and cargo shipping, shallow waters, and tectonic activity in a maritime area raise
the risk of SCC failure accordingly. Figure 13.3 should therefore be interpreted with
caution since it has not been determined how dangerous the geographic contexts of
the respective cable sections are. Future studies may combine our results with failure
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probabilities to provide an even more realistic estimation of a state’s vulnerability
towards SCC failure.

Recalling the vulnerability definition of the UNDRR, it has to be kept in mind that the
vulnerability of a reference object to a threat is not determined solely by the presence
or absence of one aspect like redundancy. Instead, states can influence their individual
vulnerability in the internet backbone cable system by preventive action like declaring
cable protection zones. While these solely protect against accidental cable damage by
establishing fishing boundaries and anchoring prohibitions, they do not protect against
natural hazards. Avoiding geologically active zones on the seabed along the cable
route is required to prevent destruction by natural hazards, particularly those triggered
by tectonic activity. Regulative bodies may advocate this in negotiations with SCC
installing and operating companies. Additionally, developing comprehensive reaction
plans based on failure scenarios, the close-by stationing of repair resources (material,
technicians, and vessels), as well as satellite internet receiving devices, would further
lead to enhanced resilience against SCC failures. This study’s results can thus help
assess the redundancy level and, if necessary, justify the need for preventive measures.

Another aspect that needs to be investigated to better limit vulnerability is the conse-
quence side of internet blackouts after SCC incidents and what measures have proven
helpful in the event of damage. An index that globally compares the criticality of in-
ternet connectivity on the social, economic, or administrative levels does not yet exist.
However, quantification of interactions between different critical infrastructures utilizing
dependency risk graphs allows a better estimate of the consequences of a failure. By
modeling potential cascading effects of critical infrastructures along dependency risk
chains, cost-efficient mitigation strategies can be pursued (Stergiopoulos et al., 2015).
With ongoing digitalization efforts in critical infrastructure sectors such as food, health
and water, a growing complexity of these risk chains is likely (Katina et al., 2014;
Kuntke et al., 2022; Thompson et al., 2019).

Moreover, van Eeten et al. have found that energy and telecommunications infrastruc-
tures represent the overwhelming majority of initiators of cascading effects between
critical infrastructures (Van Eeten et al., 2011). However, empirical risk approaches like
dependency risk graphs require data from previous outages to determine probabilities
and negative consequences. With the cases of the Northern Marianas (Van Eeten et al.,
2011) and, more recently, Tonga in 2019 (Bueger & Liebetrau, 2021; Dickey et al., 2019)
and 2022 (Doherty & McClure, 2022; Duckett, 2022), there are only a few incidents
of internet downtime after single SCC failures for whole territories, making it hard to
develop best practices. In the exemplary case of the Northern Marianas, few emergency
connections could be established via satellite phones (Brodkin, 2015). Territories charac-
terized by even higher shares of internet-dependent economic sectors such as finance and
digital services or extensively digitized public administration are exposed to higher costs
in the event of an internet blackout. Regarding these sectors, specific requirements could
be introduced that oblige, e.g., banks, larger online businesses, or authorities to enhance
redundancy through satellite internet capacities to maintain essential services. In this
light, the increasing diversification of the backbone through the ongoing installation of
further SCCs and broadband satellite internet technologies can be considered a positive
development for the global internet backbone resilience.
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13.6 Conclusion

This paper has analyzed the vulnerability of states and overseas territories by modeling
the international submarine fiber optic communication network. For the vast majority
(n = 126) of the territories examined, there is only a low probability of an internet
outage after SCC failure. Nevertheless, academia and governments should not dismiss
this situation altogether, especially if an intentional and concerted (military or terrorist)
attack on the SCC network is kept in mind. As a result, however, 43 units were identified
with an increased risk of cable failure, 15 of which did not even have one sufficient
SCC as redundancy. In addition, we found a positive correlation between a lower
redundancy level and a low socio-economic development status (developing country or
least developed country). Therefore, states and territories in the Global South are more
likely to be highly vulnerable to SCC faults. At the same time, they often do not offer
economic incentives to implement additional SCCs.

The present study is the first to provide redundancy analysis for the SCC backbone
network that has approached a worldwide perspective since 2009 (Omer et al., 2009),
thus allowing a global investigation of 169 territorial units as of mid-2020. On the one
hand, we followed the approach of Omer et al. in its global scope. On the other hand,
we conducted our analysis with territorial entities as units, since it is at the national
level that governments can take decisions for redundancy promoting measures most
effectively. Thus, we followed the majority of the literature on particular continents and
world regions in their national comparisons without excluding overseas territories by
considering their typical insular situation.

As internet coverage continues to be built for the current 3.8 billion people not using
the internet yet, there will continue to be vulnerabilities due to a lack of redundancies
in developing and least developed countries. The most vulnerable territories must be
identified to minimize the likelihood of such critical telecommunication infrastructure
failures on the national level. For this purpose, this paper offers an initial approach based
on redundancy analysis. In future research, we will pursue the inclusion of measures to
assess the dependency on internet connectivity of the society and economy of a territory.
Also, investigating the future impact of emerging internet-providing technologies like
low-earth-orbit satellite internet and their adoption in contexts that we rated as vulnerable
in this study might prove important. The satellite mega-constellations could reach the
threshold for providing sufficient broadband connectivity in some time without requiring
the construction of fiber optic cables. From the perspective of developing countries
without any backbone connection or with low redundancy levels, a crucial question will
also be whether the pricing of these services will lead to a further intensification of the
Global Digital Divide.
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C Y B E RW E A P O N S A N D A RT I F I C I A L I N T E L L I G E N C E – I M PAC T,
I N F L U E N C E A N D T H E C H A L L E N G E S F O R A R M S C O N T RO L

Abstract As cyberweapons and artificial intelligence technologies share the same
technological foundation of bits and bytes, there is a strong trend of connecting both,
thus addressing the imminent challenge of cyberweapons of processing, filtering and
aggregating huge amounts of digital data in real time into decisions and actions. This
chapter will analyze this development and highlight the increasing tendency towards
AI enabled autonomous decisions in defensive as well as offensive cyberweapons, the
arising additional challenges for attributing cyberattacks and the problems for developing
arms control measures for this "technology fusion". However, the article also ventures
an outlook how AI methods can help to mitigate these challenges if applied for arms
control measures itself.

Original Publication Reinhold, T.,& Reuter, C. (2022, October 9). Cyber Weapons
and Artificial Intelligence: Impact, Influence and the Challenges for Arms Control. In
T. Reinhold & N. Schörnig (Eds.), Armament, Arms Control and Artificial Intelligence:
The Janus-faced Nature of Machine Learning in the Military Realm (pp. 145–158).
Springer International Publishing. https://doi.org/10.1007/978-3-031-11043-6_11

14.1 Introduction

The idea of the weaponization of cyber tools has been under discussion for some time
(Reinhold & Reuter, 2019b; Werkner & Schörnig, 2019). Many military or national
security doctrines worldwide have adapted to the development that software can be de-
signed, injected, triggered and controlled in foreign IT systems to perform tasks ranging
from espionage to sabotage. This has been done from the perspective of necessary and
appropriate defensive measures but also partly as a new category for offensive planning.
Although no common international understanding has yet been reached on the threats
posed by cyberweapons and their prevention, let alone a binding legal instrument, this
field is already beginning to change due to the emergence of improved algorithms in
artificial intelligence and machine learning (AI/ML) and their potential application for
or against cyberweapons (Schörnig, 2018; US-DOD, 2018c). Given the fact that cyber
and AI/ML measures are natural siblings from a technical perspective, the following
text provides an assessment of how AI/ML methods could influence the development
of malicious cyber activities based on an overview of their current state. Regarding the
threats posed by this development for international security and new challenges for arms
control, the text seeks on the one hand to assess how arms control approaches should
prepare for AI/ML-driven cyberweapons. On the other hand, the text also examines
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the question whether and how this technology can improve arms control approaches
combating the weaponization of cyberspace.

14.2 Cyberweapons and the M ilitarization of Cyberspace

Technological and scientific advances, especially the rapid evolution of information
technology (IT), play a crucial role in questions of peace and security (Reuter, 2019).
First and foremost, the most significant impact of the discussions and developments
regarding the weaponization of cyberspace in recent years has been on its influence
and the changes it has introduced to national and international security doctrines. An
important incident has been the discovery of Stuxnet (Langner, 2013), malware devel-
oped by the US and Israel (Nakashima & Warrick, 2012) and targeted against a specific
nuclear enrichment facility in Iran. Stuxnet manipulated the industrial control system
of the facility by covertly changing thresholds and parameters of the control software
to sabotage the enrichment process. This highly specified and hand-crafted attack on
IT systems forced state leaders and decision-makers to recognize the vulnerabilities in
computer systems and the threat that arises from the high degree of dependency on IT in
economic, societal and government sectors. Especially critical infrastructures are now
perceived to be high-risk targets for state and non-state cyberattacks. Although this was
not the first cyber incident, and was hardly news for IT security specialists, the Stuxnet
event demonstrated the technological possibility of crossing the cyber-physical barrier
with dedicated malware and showed how to carry out actual physical destruction (Mc-
Donald et al., 2013) by remotely accessing and altering software. It also revealed the
intent and the capacities of certain nation-states to develop and deploy such measures. In
recent years states have reacted to this development by developing defensive measures
to protect national IT infrastructures, extending national security and military doctrines
to provide legal and organizational frameworks and establishing new and dedicated gov-
ernment or military institutions for these tasks. In addition, a large number of countries
have also adopted offensive strategies, included those involving cyberspace, in their
military planning and have established human and technological capacities (UNIDIR,
2013). This situation was emphasized by similar announcements by different states such
as the US (US-DOD, 2018b) and the United Kingdom (Government, 2016). In 2016,
NATO also declared (NATO, 2016) that incidents involving matters of or in cyberspace
could invoke application of Article 5 of the Washington Treaty and prompted its member
states to establish necessary military cyber capacities able to defend the alliance in this
domain. A further major development was the US adoption of a new defend forward
cybersecurity strategy in 2018 (US-DOD, 2018b). Declaring the ineffectiveness of de-
fending the national IT systems by establishing IT security measures for them, the new
strategy shifts activities outward to focus on the IT systems of potential adversaries and
establishes a persistent engagement of cyber forces. Constant activities within foreign
IT systems should, according to the strategy, provide early warning of looming attacks
and keep foreign cyber forces busy enough to prevent and deter cyberattacks in the first
place (Healey, 2019).
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14.2.1 The Current Situation of State-Driven Cyberattacks

When it comes to the application of cyber measures in actual physical warfare, however,
it seems that cyberattacks more often play a supporting role in military conflicts and
are currently not used for massive destruction but rather for reconnaissance as well
as the gathering of combat-relevant information. Most of the known cyber incidents
were either cases of espionage, campaigns for political influence (Desouza et al., 2020),
targeted minor IT systems or were performed with valid user credentials for critical IT
systems gathered via social engineering and classic intelligence work. Although the
potential for massive destruction was suspected in some cases, only a few cases with
explicitly designed and deployed destructive cyberweapons have been identified so far,
such as Shamoon (Tarakanov, Dimitry, 2022) or TRITON (S. Miller et al., 2019), both
of which were deployed to sabotage central IT systems of Saudi Arabian petrochemical
companies. From a strategic perspective, malicious cyber tools seem to have become
widely accepted as an additional measure in hybrid conflicts or similar situations that de-
liberately stay below the threshold of full-fledged military confrontation. The relatively
inexpensive creation of offensive cyber capacities – compared with traditional armament
– also empowers new international actors. For instance, the Democratic People’s Re-
public of Korea (North Korea) has become a relevant actor in cyberspace and has been
responsible for different incidents over the last years (Ji-Young et al., 2019) such as the
hacking attacks against a subsidiary of Sony, banks in Bangladesh or cryptocurrency
marketplaces (US-DHS, 2020). Finally, the trend toward the stockpiling of vulnera-
bilities and exploits as the base material for cyberweapons raises new international
threats. Undisclosed vulnerabilities in popular software not only provide possibilities
for attacks by the withholding party but, conversely, leave anyone using the product
vulnerable to attacks by any actor which becomes aware of the weak spot. The incidents
of WannaCry (GReAT, 2017) and NotPetya (Mimoso, 2017), with their massive damage
and commercial losses, are a dramatic demonstration of this. Both malware campaigns
exploited a vulnerability named EternalBlue that had been harbored and stockpiled by
the US National Security Agency (ESET, 2018). The examples demonstrate on the
one hand that states are increasingly developing and deploying offensive cyber capa-
bilities, although trying to avoid serious damage to human life and staying below the
threshold of IHL-prohibited aggressive actions. On the other hand, military cyber units
are probably training and preparing for utilization of their capabilities in the event of
conflicts. In addition, relatively cheap military cyber capabilities are revealing potential
regional power shifts, thus increasing the probability of their application in smaller-scale
conflicts.

14.3 How the Technology of Cyberweapons and Its Application W ill
Evolve

A starting point for anticipating the influence and impact of AI/ML on the militarization
of cyberspace, is the assessment of the possible evolvement of cyberweapons in general
as well as consideration of future challenges regarding this type of technology. With
the ever-growing automatization of all kinds of technological processes, IT systems
are increasingly being integrated into physical systems and devices to control specific
functions. Additionally, these IT systems will be further connected with each other (like
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the Internet of Things) and to cyberspace in order to perform tasks remotely (B. Russell,
2020). This means that defense against cyberattacks will involve an ever-increasing
range of distributed digital devices that need to be made even more resistant against
malicious influence, as well as chain effects due to interconnections and dependencies. In
addition, with the increasing number of devices and the data they create, process or store,
the amount of information that needs to be integrated and processed to detect anomalies
and malicious operations will continue to rise. The range of possible attack vectors will
further grow and diversify. Given the necessity to react to attacks in (almost) real time,
the required decision-making must be accelerated and information processed almost
instantly. This requires decision-making based on integrated mechanisms of autonomy
or the filtering and pre-processing of information to compensate for the relative slowness
and limited capacities of human operators (Burton & Soare, 2019). Moreover, this kind
of automatization might possibly lead to a cyber-vs-cyber situation, where attacks are
directly blocked by dedicated defensive measures without human intervention. Similar
early consideration of offensive operations and an automatic infection of possible targets
within cyberspace by an NSA-backed program called MONSTERMIND (Zetter, 2014)
were exposed by Edward Snowden in 2013. Following the US defend forward and
persistent engagement strategy, which will probably soon be adopted by other states,
such developments will result in a further undermining of global IT security by means
of the preparatory or precautionary installation of backdoors within foreign IT systems,
in order to have the option of deploying the intended payload in time. As cyberspace
is, on the one hand, the domain of military activities but, on the other hand, also
represents the physical space that processes the transmission of any kind of action, the
IT infrastructures, being its backbone, will obviously become relevant targets themselves.
Finally, as the capability already exists, it is presumably only a matter of time until
cyber capacities will be used and deployed openly in fully-fledged military conflicts,
since situations already exist where the IT of military systems and weapons themselves
have become targets (Perkovich & Hoffman, 2019).

14.4 How Artificial Intelligence and Machine Learning Could Influence
Cyberweapons

Reflecting on the possible impact of AI/ML on cyberweapons and the militarization
of cyberspace, it is crucial to highlight that cyber and AI/ML measures are natural
siblings. "[AI and ML] share the idea of using computation as the language for intelli-
gent behavior” (our italic) (Kersting, 2018). From a purely technological perspective,
AI/ML is just software: algorithms based on complex computer code that can be inte-
grated into decision processes. Hence, AI/ML is developed and deployed within the
same domain as cyber tools and to a considerable extent requires similar know-how
in programming, code logic and software life cycle management. In order to be effec-
tive, cyber tools must keep pace with the latest technological developments, software
updates and the modernization of devices. To reach this level of adaptability and ex-
tendibility they are often based on modern development frameworks with modularized,
extendable and interchangeable software architecture (see, for example, the FLAME
malware platform (Crysys Inc., 2012)). Such architecture provides an ideal platform
for an extension with AI/ML components. Additionally, computer code offers optimal
conditions for creating and facilitating training and testing environments for military
AI/ML applications, as the environment can be defined and shaped in every specific
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detail and according to the intended requirements. This reduces costs and the amount of
research and development required. As described in the previous section, an important
challenge for cyber as well as other military technologies is the growing amount of
information that needs to be processed (Kersting & Meyer, 2018), in contrast to the
decreasing time to react to incidents. This dilemma involves incidents within cyberspace
but also situations where cyber tools facilitate the analysis of data and the processing
of information in order to provide the basis for decision-making concerning physical
systems such as weapons or reconnaissance systems. AI/ML algorithms, and especially
modern approaches such as deep learning (Charniak, 2019), were developed specifically
for cases involving processing large amounts of data, detecting patterns and filtering
out relevant information from digital noise. According to Schörnig (Schörnig, 2018),
the “spectrum of possible applications [of AI in the military] ranges from the analysis
of trade data to uncover clues for the proliferation of weapons of mass destruction, to
the identification of landmines that is boosted by AI with improved ground penetrating
radars.” Because of such capabilities, military AI applications are likely to be integrated
into cyber tools, as these usually have to deal with a large amount of digital data in
trying to detect relevant patterns.

14.4.1 Explainability and Responsibility of AI-Enabled Cyberweapons

An additional aspect of this development is that the automated conclusion process
already mentioned and the resulting selection and decision about actions will be signifi-
cantly changed when combined with AI/ML algorithms. Whereas the automatization
of defensive cyber actions is hardly new, AI/ML are, in the sense of technology which
produces an output for a given input without allowing reconstruction of the digital
reasoning process or the line of thought of the machine or software that led to a specific
decision. This creates situations in which the code produces decisions that are no longer
deducible and thus prevent humans from intervening based on reasoning. When such
AI/ML-enabled measures are used for offensive actions, this creates serious problems
in connection with the necessary human integration and interaction (Schwarz, 2019).
All these issues have already been the subject of heated debate in connection with
autonomous weapon systems (AWS) regarding the responsibility and traceability of
decisions (iPRAW, 2019). In order to address the problem of comprehensible AI/ML
decisions, a dedicated field of research (XAI – Explainable Artificial Intelligence) (Gun-
ning et al., 2019) is working on technical concepts that allow human operators either
to follow the decisions during the reasoning process (ad-hoc XAI) or the decisions to
be recapped once they are made (post-hoc XAI). So far, these approaches are mere
theoretical concepts that lack general applicability and are hindered by specific technical
features of machine learning such as the distributed and numerical representation of
learned information ¸(Barredo Arrieta et al., 2020). Additionally, it is questionable
whether ad-hoc explainability can be used meaningfully in an environment characterized
by extremely short response times, as the two conditions are mutually exclusive. The
speed of reaction in combination with the black-box character of such tools may possibly
prevent any opportunity for double-checking of decisions by human operators or for
their intervention. Even if the code itself does not pull the trigger, human operators might
tend to trust the decisions or pre-decisions of machines and follow their suggestions
due to a lack of alternatives, time pressure or perceived lack of human influence or
oversight (Bajema, 2019). As AI/ML algorithms are trained for specific situations and
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decisions before they are integrated into productive systems, the operators of the finished
application might also be unlikely to know the specific details of the training data, nor
have any chance to see, perceive or understand the assumptions and pre-conditions of
this data. Besides, this inexplicability could lead to critical junctures in situations marked
by high international tension. State actors on the brink of military conflict might lack
the ability to communicate and explain automatically triggered actions or conclusions
that led to their activities to other conflict parties, thus undermining a valuable measure
of immediate conflict reduction. As unlikely as such a scenario currently seems, the
discussion of application of AI/ML within the ongoing process of modernization of
nuclear weapons arsenals (Field, 2019) is an example that highlights the consequences
that are at stake (Boulanin, 2019). The application of AI/ML for militarized tools within
cyberspace reveals an overall similarity to AWS. The debates on norms and limitations
of the application of automated cyber tools could thus benefit from the lessons learned
about the human role within the decision-making loop of technological systems and its
consequences.

14.4.2 AI and the Pitfalls of the Attribution of Cyberattacks

The black-box character of AI/ML systems could also aggravate other features of
cyberspace that are currently considered to be problematic, both in terms of the ap-
plication of international humanitarian law (IHL) and of established norms of state
conduct. One of these features of cyberspace concerns the attribution problem (Rid
& Buchanan, 2015). Whereas the possibility of identifying attackers is essential for
IHL and the states‘ right to use military force for self-defense (Grosswald, 2011), this
task is complicated, time-consuming, and a forensic challenge due to the technical
features of the cyberspace (Riebe et al., 2019). Digital information inherently contains a
high degree of ambiguity and virtuality. Information can easily be copied, modified, or
actively tailored to set false tracks. Consequently, the meaningfulness of information
about cyber incidents needs to be critically evaluated to prevent false assumptions and
reactions. Applying AI/ML measures to offensive operations will further reinforce this
ambiguity and intensifies the problem of gaining a clear picture of what happened and
identifying the actors behind it. The automatic AI/ML-driven evaluation of information
about an incident inherently contains the problematic aspect of some conclusions about
the origin of an attack being inadvertently misleading and the question of how to react
proportionately. Such failure could be triggered either by incorrect or insufficiently
trained algorithms, biased input information or by following intentionally created false
trails (Herpig, 2019). Although the inner state of an AI is considered a black box, this
condition is the result of the learning model and the data used to train the AI. Assuming
that an attacker obtained knowledge of the model of an applied, static AI/ML and the
data which had been used for its training – e.g., through leaks, reconnaissance, hacks, or
insecure manufacturers’ supply chains – it would be possible to replicate such an AI
itself and thus calculate the output that this AI/ML would generate for a specific input.
Such knowledge could enable an attacker to tailor its attacks either to avoid detection or
to generate incorrect conclusions (Apruzzese et al., 2019). Finally, the development and
application of AI/ML in commercial, non-military IT systems, especially in the field
of IT security and automated network security surveillance and defense, will produce
spill-over effects in military applications. This development will increase acceptance of
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such systems and put constant pressure on military decision-makers to deploy them to
gain a supposed strategic or tactical advantage.

14.5 The Negative Impact on Arms Control of Artificial Intelligence in
Cyberweapons

The developments outlined above add to the existing challenges involved in applying
stabilizing measures in security policy to cyberspace, such as working toward peace-
sustaining cyber armament reduction and cyber arms control measures. Firstly, a general
problem of cyberspace is its virtual character (Reinhold & Reuter, 2019a). Data has
neither a specific geographic location nor a physical representation. It can be reproduced
seamlessly and is not limited to a specific and unchanging location but can instead be
distributed across different places, such as in cloud applications. As explained above
in connection with the problem of data ambiguity, integrating an AI/ML system into
existing cyber measures further increases aspects of virtuality and non-tangibility and
thus undermines established concepts of arms control even more than software itself
already does (Reinhold & Reuter, 2019c). Besides obvious dual-use problems (Riebe
& Reuter, 2019a) in practical terms the effortless duplication of digital data that con-
cerns ready-made AI/ML applications as well as training data hinders the control of
proliferation of military-grade AI/ML technology. This also negatively affects the ability
to measure specific aspects of a regulated item, which is a core requirement of arms
control (Burgers & Robinson, 2018). Like cyber tools in general, AI/ML algorithms are
computer code, or even more abstractly, structured digital data. They are thus immune to
any kind of countability and provide few starting points for measuring parameters that
could provide meaningful classification or comparison with permissible thresholds. This
missing feature also means a distinction between civil and military AI/ML systems that
is capable of going beyond the mere declaration of the intended application cannot be
made while also preventing any kind of classification of the capacity and performance
of an AI/ML system. This situation constitutes a major obstacle to the development of
viable verification approaches for AI/ML applications. Apart from that, as the perfor-
mance of an AI/ML system depends to a large extent on its training, the question arises
whether the trade and proliferation regulation of training data – either artificially, as
tailor-made datasets or taken from real-life samples and situations – could provide a
starting point for arms control and nonproliferation regimes.

14.6 How Can Artificial Intelligence Support Cyber Arms Control?

Apart from the challenges described above about how AI/ML algorithms can add to the
already complicated cyberweapons debates and the attempts at peaceful development in
this domain, such technologies could possibly also evolve into useful tools for cyber
arms control and disarmament. In general, AI/ML algorithms are a good tool for com-
bining and processing large amounts of different, heterogeneous, often noisy and rapidly
changing data to detect patterns, regularities and hidden information (Lück, 2019). A
specifically powerful aspect of this technology is the ability to identify similarities
within data and find useful matching items that do not fully correspond to the trained
items but relate to them with a high degree of certainty. This kind of detection quality is
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usually a problem that cannot be solved with hard-coded deterministic rules. By contrast,
an AI/ML algorithm is able to identify relevant detection parameters during its training
phase, establishing a self-developed filter for relevant and irrelevant information. As a
result, AI/ML algorithms could prove to be the right tool for managing the information
overload of IT systems (Kaufhold et al., 2020) and the challenge of finding the needle
in the haystack. Such challenges could be the task of searching for anomalies in infor-
mation provided by states in the context of confidence-building measures or processing
surveillance imagery to detect military installations. A meaningful, currently unexplored
application could be to control the proliferation of cyberweapons (J. Silomon, 2018) by
monitoring the distribution and occurrence of specific parts of weaponized computer
code. As already mentioned, code can easily be copied and will, in almost all cases, be
slightly modified or extended to fit into existing cyberweapons, to work with the specific
tools and programming frameworks, or to match specific target criteria. Any detection
mechanisms searching for an exact piece of computer code will presumably fail to
detect such modified versions. An AI/ML algorithm could be trained to circumvent this
problem and to provide at least indicators and probability measures of whether and to
what extent computer code matches a specific sample. A similar approach could be used
to detect and identify actors behind cyberattacks. Even if this is not directly a task of
arms control, it overlaps with the regulation of cyberweapons, because an actor is visible,
detectable and identifiable by its behavior, by technical operations performed in foreign
IT systems and by the tools employed (Sibi Chakkaravarthy et al., 2019). Whereas it
is possible and common to counterfeit these indicators in order to lay a false trail, an
AI could be used to detect unconscious similarities of the attackers’ style, habits and
methods. Institutionalized military cyber actors in particular develop their know-how
and the required skills over time. They create, extend and modify their own tool sets
and cyberweapon arsenals, which are then reconfigured, combined and adjusted for a
specific operation (Olszewski, 2018). This means that specific actors often have digital
fingerprints regarding their customary tools and hacking strategies. Nearly every cyber
activity creates digital traces such as small pieces of code that attackers have previously
used to perform their tasks, manipulate files, change system settings or log entries or
IP addresses of remote IT systems where data has been copied. Such detectable traces
are called samples and are already used to compare new code to known samples from
prior incidents in order to draw conclusions about an alleged actor. Although captured
samples like these rarely match existing samples perfectly, they do contain similarities
as they come from the same complex cyberweapon project, use similar methods and
approaches, or are more advanced versions of each other. Detecting these similarities
and identifying cyberweapons is a task where AI/ML approaches and algorithms are
highly suitable (Roberts, 2019). For example, such identification measures are already
used by IT security forensics when analyzing cyber incidents (Känzig et al., 2019).
They are often combined with further indicators such as specific habits and ways of
programming, the structuring of computer code or recurring phrases and names. Lastly,
the black-box character of AI/ML applications could also be an advantage for arms
control measures. An essential element of practical control and compliance monitoring
of arms control regimes is the requirement that the actors involved do not want to
disclose any sensitive information about the regulated or controlled item (Kütt et al.,
2018). This requires technical procedures where participating parties – usually states –
are required to disclose as little information as possible when verification is performed
and verification devices are developed that conceal all processing steps. In addition, the
participating parties would have to be convinced that the results will be reliable and
trustworthy. Such a tool, in which a defined input leads to a binary decision of is or is not
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a weapon, could be achieved through AI/ML procedures. To prevent doubts regarding
the reliability and the acceptability of the algorithm’s decision it would be necessary to
prevent any modification or tampering and to preserve the integrity of the algorithm and
its trained state. This could be achieved by securing the AI/ML application with digital
seals, cryptographically calculated unique values – usually very long numbers – like
checksums and hashes that represent a specific state of arbitrary digital information. A
recalculation of the digital seal would immediately reveal any modification as it would
result in a different number if the information has been changed (Putz et al., 2019).
These mere outlines of applicable approaches presumably have other peculiarities that
need to be taken into account when it comes to real-world applications. Although this
issue goes beyond the scope of this chapter, it shows that, despite new challenges, AI/ML
approaches can also contribute to arms control.

14.7 Conclusion

This assessment has provided an overview of the possible development and impact of
AI/ML methods on cyberweapons. It is based on current trends and technical AI/ML
developments as well as on the already ongoing application of or research on AI/ML in
other military fields of operation. The assessment shows that the military application
of AI/ML for cyber related tasks will probably exacerbate an already tense situation
involving a cyber arms race on the one hand and a lack of international measures to
prevent destabilizing and harmful effects on the other. Established measures for arms
control, whose application to cyberweapons is already hindered by specific technical
features of these tools, will face further challenges. Furthermore, for military decision-
makers AI/ML algorithms seem to provide solutions for enhancing their weapon systems
and battlefield management capabilities through their ability to integrate, process and
refine large amounts of digital data. This could provide a strong incentive for military
decision-makers to pursue and apply these approaches. However, the assessment also
showed that, in addition to the necessary questions of peace and conflict research
regarding AI/ML in cyberweapons, technological developments reflect ongoing debates
about lethal autonomous weapon systems. This makes it possible to participate in these
discussions and to benefit from lessons learned. Finally, AI/ML approaches could also
provide valuable insights into the challenges of arms control for cyberweapons and help
to circumvent some of its technological pitfalls. Either way, artificial intelligence and
machine learning are just beginning to find their way into military cyber systems, and
the time has come to critically accompany this trend and conduct further research in
order to promote peaceful development of cyberspace.
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Abstract While cyberspace has evolved into a commonly shared space vital to
our individual lives and societies, malicious cyber activities by state actors as part of
espionage operations, regarding defense strategies, or as part of traditional conflicts
have strongly increased. In contrast, attributing the origin of such activities remains
problematic. The ambiguity of digital data raises the problem of misinterpreting available
information, increasing the risk of misinformed reactions and conflict escalation. In order
to reduce this risk, this paper proposes a transparency system based on technologies
which usually already exist for IT security measures that an accused actor in a specific
incident can use to provide credible information which plausibly assures his non-
involvement. The paper analyses the technical requirements, presents the technical
concept based and discusses the necessary adjustments to existing IT networks for its
implementation. Intended as a measure for conflict de-escalation, the paper further
discusses the limitations of this approach, especially with regard to technical limits as
well as the political motivation and behavior of states.

Original Publication Reinhold, T., & Reuter, C. (2023a). Preventing the Escala-
tion of Cyber Conflicts: Towards an Approach To Plausibly Assure the Non-Involvement
in a Cyberattack. Zeitschrift für Friedens- und Konfliktforschung (ZeFKo). https://doi.o
rg/10.1007/s42597-023-00099-7

15.1 Introduction

Disruptive cyber operations, influencing campaigns and espionage are increasingly a
daily occurrence in this domain. This is underscored by the fact that states have included
such operations in their domestic security and defense doctrines and understand this
as an additional field of military operations (UNIDIR, 2016). Offensive activities such
as cyberattacks can be launched and performed indirectly or with counterfeited digital
footprints, i.e. incriminating uninvolved, innocent actors (Warrell & Foy, 2019). How-
ever, due to a complex and often time-consuming process that impedes effective counter
activities, many have declared the secure identification of sources of malicious cyber ac-
tivities to be impractical (UNIDIR, 2018). These technical, political and organizational
challenges of the so-called attribution problem increase the risk of misunderstanding,
miscalculating and misinterpreting malicious cyber activities. The precise role and
influence of military cyber activities in open conflicts is still ambiguous. However,
particularly the increasing attacks against critical infrastructures (Lunden et al., 2021;
Noguchi & Ueda, 2017), the fear of interference by foreign states in vital public services
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in peace times, or situations where immediate responses are necessary to counter and
mitigate cyber threats could lead to misguided responses and create a momentum for the
escalation of conflicts. Although mostly considered a last resort, some states have even
reserved the right to respond to cyberattacks with physical military means if deemed
necessary as an immediate defense against hazards. This scenario and its increasing
probability have recently been expressed, e.g., by US President Biden, with regard to the
ongoing cyber tension between the US and other major powers (US White House, 2021).
These problems may be exacerbated if other ways of crisis communication or security
and trust-building measures between adversaries are missing. Whereas the history of
technical peace research has addressed these issues for other military technologies with
conflict prevention and de-escalation measures, suitable approaches for peacekeeping in
cyberspace are currently lacking and their development is strongly recommended (Wis-
senschaftsrat Deutschlands, 2019). Against this background, this paper focuses on the
research question of how technical measures can enable state actors to mutually control
their cyberspace activities of military forces and intelligence services by providing veri-
fiable data that can be used to assess and verify a state’s non-involvement in a specific
previous or ongoing cyber incident. This paper does not aim to provide a ready-made
implementable measure but rather to provide a food-for-thought as well as a technical
foundation for such an approach and to examine the possibilities for establishing such
measures based on existing IT infrastructures. This paper further discusses the necessary
technical adjustments required to provide this kind of information while maintaining an
appropriate level of secrecy. Given the sensitive nature of internet traffic surveillance,
the paper discusses the limits of such a measure with regard to its implementation in
order to uphold human rights principles and avoid their violation. Concerning the aspect
that cyberattacks are often carried out by hacker groups or other so-called proxies that
are not directly associated with or under the control of state institutions, the paper also
analyses the political preconditions and limitations. Regardless of the quite specific and
small application scope and its requirements and restrictions, we hope to provide an
impulse for cyberconflict de-escalation measures that help to mitigate the escalation
risks inherent to the status quo. Finally, given the relatively new domain of cyberspace,
the paper aims to connect computer science with peace and conflict research and hopes
to provide valuable impulses for dialogue between them (Reuter, 2019).

This paper is structured into the following sections: After the introduction and the
definition of the research question in the first section, current research on the attribution
problem based on related work from a technical as well as political perspective is
discussed. Section 15.3 presents the cases that have been selected to illustrate this work’s
background and motivation. Section 15.4 explains the required technical principles of
network-based digital data transfer and the problem of the ambiguity of digital data.
Afterward, section 15.5 discusses the motivation of states to join a risk reduction
measure and comprises the central arguments of this paper with a conceptual as well as
a technical outline for a system that can provide evidence to verify an accused state’s
non-involvement in a cyberattack. Finally, in section 15.6, the developed measures, their
limitation, and potential pitfalls are discussed in relation to the research question and
their practical application. The section ends with an outlook on further extensions of
this approach as well as future research opportunities.
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15.2 Related work

The problem of attributing malicious cyber activities to their perpetrators has gained
much attention in recent years. As attribution is both a technical and a political process,
many different approaches have been proposed to solve the so-called attribution problem.

15.2.1 Technical challenges

A common argument for most approaches is that attribution is a complicated task, as
information needs to be collected and interpreted forensically (Koch & Golling, 2019).
To support and improve this time and resource-consuming process, one area of research
focuses on a more detailed and standardized implementation of data collection and
storage based on frameworks (Lilly et al., 2019). This is also partly linked to advanced
intrusion detection systems (Rubio et al., 2019), which are able to detect attack attempts
for early data acquisition of the attacker’s activities (Ni et al., 2016). Other investigations
focus on the topology of IT networks and the question of where intrusion detection
systems should best be placed, and how the processing of physical signals alone can
indicate uncommon behavior and possible attacks (Giraldo et al., 2019), sometimes
alongside methods of artificial intelligence and machine learning to detect intrusions
and to identify the attacker’s location (R. S. S. Kumar et al., 2017). The approach aims
to create complex data sets by including threat intelligence sharing platforms to gain a
broader information basis (Perry et al., 2019). This allows for classifying and filtering
the aggregated information on cyber incidents or applying data-analysis methods to
detect similarities in attackers’ behavior (Hoon et al., 2018; Shute et al., 2017). Other
approaches focus on the inclusion of publicly available open-source information (Lemay
et al., 2018) or social media (Bargar et al., 2019; S. Kumar & Carley, 2016). In summary,
current research on attribution as a measure of security concentrates on the tasks of
data acquisition, optimization and analysis to provide a better and faster answer to the
question: Who did it? In contrast, the perspective of this paper focuses on the question:
How can I credibly assure that I was not involved/that I am not the perpetrator? This
aspect is essential in order to improve security by preventing misattribution. This is a
novel approach that has not been scientifically researched so far but lies in the tradition
and demands of technical peace and conflict research (Reuter et al., 2020).

15.2.2 Political and security challenges

Attribution is and “should not be an aim in itself” (Broeders et al., 2020), as it pursues an
intent and the “decision to attribute a cyber operation to another actor should be strictly
linked to a broader policy objective(s) that a state or a group of states wishes to achieve”
(Broeders et al., 2020). This broader objective has been discussed in different ways. First,
attributing an attack towards a designated attacking country is a prerequisite for any
legal military response in accordance with the UN Charter (Wingfield & Wingo, 2021).
In other words, without sufficient evidence, there is no target to refer to legitimately.
Rowe (Rowe, 2015) focuses on this aspect and further discusses (1) possible measures to
achieve attribution, (2) the complexity of this task from a technical and legal standpoint,
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and (3) the influence this can have on an attacked state’s political and military decision-
making processes. In most cases, attribution requires cooperation between states in
order to collect technical evidence of an attack, thus requiring a mutual understanding
of the problem, legal common ground and suitable corresponding processes (UNGGE,
2015b) for the collection as well as the exchange of threat intelligence (Riebe et al.,
2019). This is discussed by Bendiek and Schulze (Bendiek & Schulze, 2021), with a
focus on the development and enforcement of a harmonized cyber sanction regime of
EU member states. A further aspect of attribution is discussed regarding its applicability
and limitations for deterrence and how “scaling of exploitation and retaliation costs
lead to different degrees of coverage and effectiveness for deterrence by denial and
punishment” (Lindsay, 2015). A related aspect considers the role of public attribution –
naming and shaming of the accused country – and the trust and accountability problem
it faces regarding national interests (Egloff & Wenger, 2019). A prominent approach
to overcome this problem whilst fostering transparency in attribution processes is the
establishment and empowerment of independent, supranational institutions that could be
in charge of attribution based on evidence provided by attacked countries (Davis II et al.,
2017; Droz & Stauffacher, 2018). Other debates address the role of non-state actors
behind cyberattacks, the responsibility and due diligence of states, and how attribution
and the right to self-defense apply under these conditions (Starski, 2015). Other research
explores the question of whether or to what extent military cyber activities have shaped
the battlefield and how this new military domain influences strategic or tactical military
approaches in open conflicts (Kostyuk & Zhukov, 2019). Blagden (Blagden, 2020) even
argues that the technical challenges of revealing the concealment of attackers can be
neglected, as an "attacker must necessarily reveal a set of interests that it values", putting
the question of interests at the center and declaring attribution a primarily political task.

15.3 Case examples

The research question is motivated by real-world cyber incidents and the associated
escalation risks. In order to illustrate them and the constraints of a measure focused
on state actors, we have selected two examples of actual critical cyber-based conflicts
that happened in the context of strong regional political and military tensions between
actors that have developed strong offensive cyber capabilities over the last years. The
examples are used to derive an exemplary model for the attribution process and to define
requirements for a technical system that can provide plausible information that provides
evidence and assurance for non-involvement in a specific cyber incident. The findings
are put together into a model for a technical measure and its applicability. The security
gain, as well as its limitations and necessary further extensions, are discussed both for
the technical and the political context.

15.3.1 Selected case examples

The following two brief examples illustrate the different scenarios and variations of
cyber-based incidents in the context of regional tensions and the problems of unclear or
misleading attribution. They have been selected because they prototypically exemplify
the ambiguity of digital data as well as the situational pressure for action, whereas the
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overall political situation suggests an obvious answer to the question of the origin of
the attacks, thus increasing the risk of misinterpretation and the danger of misreaction.
Sources about such incidents, the political considerations regarding countermeasures and
the actual measures taken are often rare or incomplete – partly because the public (non-
)communication towards the suspected attackers is often already part of the reaction.
In most cases, the only available sources are press reports and other anecdotal public
media coverage. Compared to other incidents, the selected case studies are based on
credible sources that at least provide enough details to analyze the course of events.

The cyberattack against chemical plants in Saudi Arabia, August 2017

In August 2017, a cyberattack was detected at a petrochemical plant in Saudi Arabia that
targeted the industrial control systems which monitor, control and regulate all different
aspects of the industrial process (Perlroth & Krauss, 2018). In contrast to former attacks
against such systems, which have often tried to silently manipulate the controlled
processes, the aim of the detected attack was presumably to deliberately sabotage the
industrial hardware by triggering explosions. This would most likely have resulted
in significant damage to the facility as well as possibly human injuries or casualties.
This was prevented by a programming mistake made by the attackers. Investigators
blamed Iran for the attack due to previous incidents against governmental institutions
and industrial facilities (Tarakanov, Dimitry, 2022) as well as overall political tensions
between the two countries (Baezner, 2019; Marcus, 2019). However, cyber capabilities
from other opposing nations, such as China (The State Council Information Office of
the People’s Republic of China, 2019), Russia (Karaganov & Suslov, 2019), or Israel
(Dwyer & Silomon, 2019) would also have been sufficient to conduct this attack. Press
reports suggested that Saudi Arabia feared an immediate second attempt of sabotage
after the failed first attempt. This required a quick decision on whether and how to
respond. As official communication channels between the nations have been scarce
since an attack on the Saudi Embassy in Tehran in 2016 (Gazette, 2016), the situation
highlights the dangerous scenario of the lack of significant evidence and political crisis
communication channels.

The cyberattack against the Ukrainian power grid, December 2015

The second case is the cyberattack against five power supply companies in Ukraine that
took place on December 23, 2015 (Zetter, 2016). The attack itself targeted the control
systems of the power plants and their supply infrastructure, as well as the companies’
call-center services so that customers could no longer receive any information. In
total, up to 230,000 people were cut off from electricity for one to six hours. The
attack occurred in the aftermath of the Russian occupation of Crimea as part of the
ongoing crisis between Ukraine and the Russian Federation. The attack was immediately
attributed to hackers from Russia based on the geolocation of the attackers’ IP addresses.
From a technical perspective, this is not itself valid or sufficient evidence and could
have been a false track laid by third-party attackers, demonstrating the ambiguity of the
available information. So far, it is not entirely clear if the cyberattack was a sabotage
operation, a test run of its own capabilities, or a political demonstration of power. In any
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Figure 15.1: Simplified model of data transfer between two computers in separate
networks (Source: own illustration)

case, it was an attack on critical infrastructure and, thus, a violation of established rules
of international humanitarian law (IHL).

15.3.2 Comparison of the example cases

The selected cases, with their different presumable motivation of sabotage and social
disruption and insecurity, have in common that the involved actors are in a situation of
high political tension and ongoing small-scale military conflicts or are on the brink of
tensions erupting. Although the disputes have so far remained below the threshold of
a declared war, tensions have increased due to the decline in communication relations
and the loss of commonly shared forums as well as diverging interests. The available
sources do not allow for any conclusions as to whether a technical incident analysis
had been performed. Given the presented expense for a valid attribution and the short
time available in all cases, it is highly unlikely that forensically robust results had been
available. As a result, the attribution of cyber incidents was strongly influenced by the
overall situation and previous incidents. The probability of blaming the usual suspect
when other information is missing or incomplete is very high in such cases, increasing
the risk of misattribution and escalation of the incidents into a full-fledged military
confrontation even further.

15.4 Technical Properties of the Cyberspace and the Ambiguity of D igi-
tal Data

The difficulties related to attribution in cyberspace and the risk of false attribution due
to misinterpretation of the available information are based on some specific technical
features of this domain and the way in which cyberattacks are performed. The following
section will highlight these particularities as a prerequisite for the research question.

Cyberspace is a virtual domain by design that abstracts a space from a specific real
existing geographic location. It consists of autonomous, self-contained networks that
integrate and connect groups of different IT systems or sub-networks. The networks are
connected via gateway servers at their point of contact (borders). To perform any kind
of data transmission between two IT systems, its necessary to identify both systems,
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which is done by using a technique named Internet protocol addressing or, in short,
IP addressing (Scaglia, 2007). Figure 15.1 presents a simplified model of such a data
transfer and the involved IT systems. It is important to understand that an address of
an IT system – in the following called (A) – is not inevitably unique. It must only be
distinct within the network to which the system is directly connected, hereafter referred
to as N(A). Any connection of (A) to an external IT system (B) that is not part of N(A)
is transferred over the gateway server that – in the simplest case – directly connects the
networks N(A) and N(B) but in actual scenarios involves multiple networks. The gateway
server handles the necessary network address translation (NAT) to ensure that data can
be transferred between two networks with possibly non-unique IP addresses (Juniper,
2022). This means that the effective sender address that (B) can identify while receiving
data from (A) is not a unique address of this IT system but rather an address provided by
the gateway server of N(A), which means that there is no clear and directly visible and
re-traceable path to the origin of the connection. This aspect also entails that any kind
of geographical localizing based on IP addresses will reveal the involved networks and
not necessarily the specific IT system (A) itself. Over the last years, the current protocol
– the technical rules of how network traffic is handled by the different IT devices – has
been shifting towards a more modern approach (Internet Protocol version 6 or short
IPv6 instead of IPv4) where devices have worldwide unique IP addresses (Juniper,
2022). Nevertheless, for reasons of data protection or security, these unique addresses
are often reduced to their network part, and the identification of a single IT system is
taken over by gateway servers. Another significant aspect of the technological basics
of cyberspace is that it abstracts the process of data transmission between IT systems
over different structural and conventional layers and generalizes specific functionalities
with common technical protocols (Scaglia, 2007). All IT systems that communicate
over cyberspace have to use these protocols. There is no close connection between
the observed usage of an IT system – like a cyberattack – and its real-world and
intended purpose. Even a forensically waterproof identification of an attack’s origin
cannot exclude the possibility that an identified IT system had been taken over by
adversaries. A popular but mere theoretical but conceptually valid example is the misuse
of IT systems in a hospital that had been hacked to carry out cyberattacks. A third
important principle of cyberspace concerns the aspect that any data transmitted during
connections between two distant IT systems (A) and (B) is split up into a large number of
small packets that are sent separately and merged at their destination. Each transmitted
packet can potentially take a different path, i.e., route. This principle guarantees that
disruptions of a route can be balanced by other transmission paths. In the context of
cyberattacks, this means that retracing the steps of attacks to their origin equals finding
the path back via potentially different and numerous routes. Drawing from these specific
technical features, many real-world cyberattack scenarios involve multiple steps of
intermediary hubs that are used to blur tracks. This often involves the usage of one
or more so-called command and control servers (C&C) that are used by attackers to
coordinate progress and collect stolen data. C&Cs are either hijacked systems or rented
servers that do not belong to the attackers themselves. Considering the explanation
of IP addresses provided above, this means that even if a victim of a cyberattack can
identify a unique IT system via its IP address, it is probably not the actual system of the
attacker. Therefore, the task of attributing such attacks typically involves the analysis
of at least some of the IT systems used as hubs and the C&C infrastructure. Aside
from the time required to perform these actions, each step potentially relies on the
cooperation of other actors to gather information from affected systems within their
jurisdiction, as well as the availability of such data samples (Clark & Landau, 2010).
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These discussed features of cyberspace complicate the attribution and create a strong
character of ambiguity. Available information on attacks and traces towards attackers is,
in most real-world cases, either incomplete or inconclusive in terms of its interpretation.
In addition, this information is easy to manipulate or counterfeit, and attackers might
have created false tracks by forging misleading evidence, commonly described as false
flag operations (Steffens, 2020). On the other hand, cyberattacks against critical systems
often require immediate decisions to be made about countermeasures to stop the attack’s
ongoing threat. In combination, the current lack of internationally binding norms for
responsible state behavior in cyberspace leads to the situations described, in which
misunderstandings, miscalculations, and misinterpretations could cause wrong and
potentially destructive responses.

15.5 Reducing the Escalation R isk: Outline of a System to Plausibly
Assure Non- involvement in a Cyberattack

Based on the previous assessment, this section proposes a concept that, while it cannot
help to diminish the burden of proof of the cyberattack victim, aims to help to reduce
the threat of accidental escalation of a conflict. The concept is understood in the sense
of the CSCE Helsinki final act that recognized "[. . . ] the need to contribute to reducing
the dangers of armed conflict and of misunderstanding or miscalculation of military
activities which could give rise to apprehension, particularly in a situation where the
participating States lack clear and timely information about the nature of such activities"
(CSCE, 1975). The measures are based on the idea that a reduction in the escalation
risk or even its prevention can be achieved if an accused actor is able to credibly
and plausibly assure they were not involved in a specific cyber incident by providing
verifiable information. Although it is ultimately the decision of an attacked state how to
react, which is often determined by various aspects, political goals or political signals,
such information could alter its judgment and assessment of the situation. By being as
transparent as deemed necessary about current cyber activities within their military or
intelligence services networks, accused states can further signal to other states that the
risk of an imminent cyber threat is unlikely to exist.

15.5.1 Political incentives and motivation of states to establish and comply with such
a measure

States as actors often have diverging interests and are – besides treaties or other binding
commitments – able and sometimes willing to act in contradiction (e.g., by cheating)
to their commitments. The resulting limitations will be analyzed and discussed in
more detail in Chapter 15.6.1 Regarding this context, the main motivation of a state
to establish measures that can plausibly assure their non-involvement in a specific
cyber threat is their self-interest in preventing the escalation of a conflict or of being
falsely held accountable for malicious activities. Being able to provide the described
information and to make their own cyber activities transparent could even be a measure
of confidence-building. In addition, the system will be completely operated by and,
therefore, under the control of the establishing state or authorities that established the
measure, and – in the case of an incident – only the state decides which information
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is disclosed. All this, of course, does not diminish the possibilities of carrying out
malicious operations covertly nonetheless or of even being the actual perpetrator of
the cyberattack in question (e.g., by using a proxy). The core element, in terms of the
measure’s political effects, is the credibility of an accused state. The de-escalation effect
of the measure is directly linked to this credibility and, therefore, its other military or
intelligence cyberspace activities and – in the best case – its refrain from using covert
or proxy operations. In conclusion, this means that it is in a state’s interest to create
opportunities to de-escalate and avoid cyberconflicts and to maintain its credibility.

15.5.2 Requirements for a system for the plausible assurance of non-involvement

In order to assure non-involvement in a cyber incident, an actor – besides their political
credibility – needs to supply verifiable data that fulfill the following requirements:

• Relevance: The information must contain all incoming and outgoing relevant
network connections of the accused actor: (a) to or from all networks of the
attacked actor, (b) to or from the IT systems that had been targeted and (c) about
connections to networks or IT systems of third parties that are suspected of having
been used as C&C infrastructure or any other kind of indirect attack controlling
measures.

• Sufficiency: The above information must be supplied for the incoming and outgo-
ing connections of a defined scale of networks that are under the accused actor’s
jurisdiction to a technical degree that allows plausible verification and ensures
non-involvement.

• Timeliness: The information must be supplied in a timely manner for the entire
period of the cyberattacks and/or the malicious activities.

The information could either be supplied voluntarily by an actor or as a response to
a request by an accusing actor or entrusted authority. The provided information can
be anonymized to the degree that assures non-involvement in a specific attack while
filtering out irrelevant data or disguising secret information. This is possible, e.g., by
reducing the logged number of connections to such an extent that the subnets can be
identified, but not the actual machine. For IPv4 as well as the newer protocol IPv6, this
can be done by cutting the IP address of each logged system, IP (A/B/...), down to a
subnet address. This would successfully hide the actual amount of different IT systems
within this subnet as well as the individual connection information of each of these
IT systems. On the other hand, it allows the mapping and comparison of all outgoing
and incoming connections of this network that could be associated with a cyberattack
that occurred at the same time, based on the logged timestamps, destinations and type
of traffic. Based on this information, either the accusing actor or a neutral third party
would be able to assess the provided data. Instead of tracing back the path to the alleged
attacker, the validation would be able to directly focus on the supposed origin of the
attack path and therefore be able to validate a statement of non-involvement. As has
already been pointed out, this will not reveal the identity of the actual attacker but can
help to relieve the alleged attacker.
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15.5.3 A conceptual cyber incident model as a potential use case scenario

Before discussing the technical implementation, the following section presents a schematic
model of a cyber incident, as illustrated in Figure 15.2 It is set in a crisis situation be-
tween two previously introduced actors – (A) and (B) – with an assumed strong degree
of mistrust, negative expectations, and non-communication, as well as current political
or military tensions. In this situation, actor (B) was the victim of a cyberattack. The
example further involves the actual attacker actor (C) and the uninvolved but exploited
actor (D).

1. Actor (B) detects an incident, in the following referred to as (x), within its
networks N(B).

2. Entitled authorities of Actor (B) check the logged information as well as the
technical integrity of the affected IT systems and detect unauthorized access to
these systems from a source outside of N(B) over a time frame called T(x).

3. Actor (B) identifies the unauthorized access from an IP address IP(x) that is
registered to a party within the jurisdiction of actor (D). Actor (D) is assumed to
be uninvolved in the current conflict and has no history of aggressive behavior
against actor (B).

4. Due to specific circumstances, the authorized agencies of actor (B) are not able
to trace back the path from (x). Possible reasons for this situation, as discussed
before, are:

• The short reaction time that is available to decide on countermeasures by
actor (B).

• A refusal of actor (D) to provide further information.

• The absence of valid logging information either on the identified systems of
actor (D) or on further intermediary steps.

5. Actor (B) accuses actor (A) of being the agent behind the incident (x) with
reference to the political background, ongoing tensions, former incidents, or
aggressive announcements by actor (A), or due to similar false-flag operations
that had been tied to actor (A) in the past. To bring the harmful cyber activities
to an end, actor (B) signals the willingness to use strong political or economic
measures (the most likely reaction in espionage scenarios) or military force (the
likely reaction in cyberattack scenarios).

In terms of this described scenario, the rephrased research question is: By which
technical measures can Actor (A) credibly and plausibly assure that no IT systems
within N(A) had any connection to the identified attacking system IP(x) for the time
frame T(x) of the incident?
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Figure 15.2: Schematic model of common cyberattacks via an intermediary third party
(Source: own illustration)

15.5.4 Necessary technical capabilities and specifications

The credibility of the provided information and thus the plausibility of the argumentation
of a states own non-involvement rests upon two technical properties of the data: (a) the
tamper-proof collection and storage, and (b) the level of detail, the coverage and the
verifiability of the information collected and provided by an accused actor. Therefore,
based on the conceptual assessment of section 15.5.2, this data and its collection
measures need to fulfill the following technical specifications:

• Cover a time frame that is long enough to satisfy the accusing actor.

• Collect data from all relevant IT networks without hindering their functionality.

• Contain details on the endpoints of all connections that had been established and
should rely on information that is always accessible during the network-based
data transmission.

• Use a tamper-proof, non-circumstantial data acquisition and storage measure that
is considered trustworthy even in non-cooperative actor relationships.

Notably, all IT network technologies gather and potentially store information on the
established or performed network connections. This information analysis and storage
already takes place in most cases as an IT security measure to monitor connections,
identify malicious activities, detect or track hacking attacks and attempts(Ekran Systems,
2022; Gür et al., 2015), and control the access to IT systems and networks (so-called fire-
walling, and the measures we propose mostly require no changes apart from immutable
storage. Under these prerequisites, the capability to gather the necessary information is
taken for granted and will not be described any further. In terms of the proposed context
as a risk-reduction measure and with regard to the research question, this focus emerges
into the following aspects:

• In which IT networks and where within a network does the data need to be
collected?

• What kind of data needs to be stored and to which level of detail?
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• For how long should the data be stored?

• How can tamper-proof storage be performed?

These questions will be discussed in detail in the following sections. Moreover, chapter
15.6 will discuss the limitation of this approach and the possibility of state cheating.

In which IT networks and where within an IT network does data have to be gathered?

Connected IT systems are always topologically organized in network structures on the
physical level, where the gateway servers between networks know about any outgoing
and incoming connections for a specific network. With regard to the network-sub-
network topology, it is only necessary to store the information about network activity at
the logically outermost gateways, where data leaves the IT system of an actor and is
transferred to external systems. In terms of the context of an application, only networks
of institutions under direct state legislation or control and likely to be responsible for
cyber activities in foreign IT networks, such as military networks or the IT systems
and networks of intelligence services, need to implement the measure. While this has
its limitations (see Chapter 15.6 for further discussion), it prevents the establishment
of unlawful surveillance measures. Therefore, this storage needs to be performed on
all gateways that connect these specific networks to the outside world – like private
or commercial networks – to prevent hidden channels. The measure itself may need
additional capacities for data storage but does not affect the functionality of the gateways
nor the question of who runs them. As argued, in most cases, the relevant information
has already been gathered and is ready to use.

What kind of data must be gathered and stored, and to which level of detail?

A typical connection between two IT systems consists of the exchange of multiple data
packets with different purposes that establish the connection, transfer the data in multiple
single packets, acknowledge the successful transmission of the packets, and finally close
the connection. Besides the actual payload, each packet contains the so-called metadata
of the information on the data packet sender and its destination – both identified via
IP addresses. In terms of the proposed measure, the following information needs to
be stored to ensure that for a given time slot, no data was transmitted to a specific IT
system or network:

• The timestamp of when connections were established and closed, either from
within the network or by request from external IT systems.

• The destinations (for outgoing connections) or origins (for incoming connections)
of connections.

• The amount of data that has been transferred and, if available, for which kind of
application the transferred data is meant to be processed.
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For an effective application of the proposed measure, it is therefore not necessary to
store the transferred packets but only the mentioned metadata on the connections. These
kinds of data are simple text-based information that can be stored and transmitted
without difficulty.1. Although the actual logging rules for each implementing system
are highly system-dependent, the above information should be gathered and stored for
each connection that passes through the system without exception. In terms of secrecy,
the stored information could potentially reveal sensitive data, as it contains details
on the quantity and types of IT systems and services within the network, as well as
the quantity and locations of systems that the specific gateway usually connects to. In
order to maintain confidentiality, IP addresses can be partly anonymized to contain
only information on the sender and destination networks, as it still contains sufficient
information to assure non-involvement. This aspect also addresses upcoming IT security
measures of moving target defense (MTD) (Carvalho & Ford, 2014; Dishington et al.,
2019), which aim to obfuscate the identity of IT systems within a network to confuse
attackers by, for instance, randomly changing IP addresses.

How long does data need to be stored?

The question of the storage duration cannot be answered uniformly and is rather a task
of considering a trade-off between essential storage resources, secrecy, and evidential
value; notably, this parameter is easily adjustable. A solid basis for an estimated storage
time can be provided by studies that are regularly performed by IT security companies
that analyze hacking incidents. For example, a report by Mandiant Consulting (Hau
et al., 2016) estimated that in 2016, cyberattacks had lasted 146 days on the worldwide
average before they were detected (Hau et al., 2016). The same report calculated the
average detection life span of hacking attacks for Europe and the Middle East to be up to
469 days. The analysts calculated a decreasing worldwide average of 99 days for 2017
and 56 days for 2019 and concluded that the life span of attacks significantly dropped
due to higher sensitivity for IT security (Mandiant Corporation, 2017, 2020). Another
approach to further specify the necessary logging time frame could be taken from
recommendations (IBM, 2021) for the size and time frame of logging data structures
for IT security reasons. This system-specific assessment is performed to determine
how far back in time a hacked target can retrace steps within its own systems via
logged digital forensic information. Further inferences can be drawn from national and
international data retention policies to track criminal cyber activities (E.G.N.Y.T.E.,
2021). Furthermore, in the case of an ongoing attack, providing the current gateway
activities of an accused actor can be an important measure to provide evidence for their
non-involvement in the communication of the actual attacker with their command-and-
control infrastructures. In the optimistic circumstances that our proposed measure is
established as part of a treaty, the logging time frame should be commonly agreed upon
and defined for all treaty members, as any past activity that is older than the time frame
will not be reflected in the logs.

1For illustration, storing such simple text-based information, one gigabyte of storage can hold up to
678,000 pages of text. (https://www.digitalwarroom.com/blog/how-many-pages-in-a-gigabyte). The King
James Bible (Old and New Testaments), which is stored at Project Gutenberg in plaintext ASCII format (7 or
8 bytes per character) has a size if around 4.2 Megabytes.
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How can the process of data gathering and storage be technically tamper-proof?

The acquisition and storage of logging information is not new and is a common feature of
IT security measures. In the context of this proposal, it is the credibility of such data that
decides whether a targeted victim believes the digital facts that an accused actor provides.
Credibility can be reached by technically ensuring that neither the process of the logging
data acquisition has tampered with (for example, connections to some specific endpoints
get excluded from logging) nor that logged information can be manipulated afterward.
Preventing and ensuring tamper-proof data storage is an issue that can be solved by
cryptographically and incrementally signing the logged data, a method that is known as
immutable data storage (Rovnyagin et al., 2021). This kind of technical verification for
streams of logging data is a concept that has already been described as an audit log or
audit trail (Schneier & Kelsey, 1998) for use cases in safety or secrecy critical scenarios
(Putz et al., 2019). An additional degree of credibility can be achieved by ensuring that
the mechanism which collects the logging information (commonly defined by so-called
logging rules) itself has not been modified. This is possible by including the logging
rules or hashes (digital fingerprints) of the logging code as part of the cryptographically
secured logged data, as it provides tamper-proof copies of the logging process and its
configuration for a retroactive validity comparison. Creating and securing logging data
with an immutable storage mechanism results in an increase in necessary processing and
storage capacities as the information has to be encrypted and digitally signed. However,
recent developments show that this can be done highly efficiently by using the GPU
(graphics processing unit), a commonly used component in modern computers and
that the storage scales 1:1 with the stored information items without creating overhead.
The actual storage capacities that are necessary for this proposed measure are strongly
influenced by the actual network usage, the topology of the network and the storage time
frame. Nevertheless, this is mitigated by the fact that the proposed measure only requires
the storage of simple textual information, which is usually only a few hundred bytes, as
opposed to complex binary information, such as images. Furthermore, the amount of
storage required is reduced to the defined time frame of data storage and can be further
cut down by stripping the network transaction information down to only necessary
information in the sense of its meaningfulness, as discussed earlier. Even if a complex
network usually has multiple sub-networks and the storage is therefore required for
more than one gateway server, this is quite negligible given the current prices of storage
devices and the speed of their increasing capacity development (Coughlin, 2020). The
storage itself does not affect the functionality of the systems.

15.5.5 Outlines for a system of plausible assurance of non-involvement

The previous conceptual and technical requirements analysis, as well as the analysis
of already existing technical capabilities of IT systems and their network components,
show that a system for the plausible assurance of non-involvement in a cyber incident
could be established based on already existing IT networking components. As these
provide all the necessary information and nearly all necessary tools, the following
aspects need to be taken into account during implementation:
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• Ensure that information about network connections is collected and gathered on
all relevant network and subnetwork gateway servers.

• The existing logging system is – if not already in place – extended by storage of
these logs for a sufficient amount of time.

• The storage is performed tamper-proof, for instance, via immutable data storage
technology and keeps the balance between the required secrecy of the actor
collecting information as well as necessary details for a potential accusing actor.

• The storage remains under the control of the establishing actor and is managed by
the IT service personnel that already runs the IT security measures of the affected
IT networks.

Regarding the cyber incident model presented earlier as well as the model of common
cyberattacks (as outlined in Figure 15.1), the de-escalation measure could work as
follows:

• After the entitled authorities of Actor (B) detected and analyzed the incident com-
ing from an IT system within the networks of actor (D), they request information
about the gateways of this specific network N(D).

• If actor (D) is cooperating and has the logging mechanism in place, it detects
unlawful access coming from within the networks of actor (A), which can be
linked to the cyberattack activities against actor (B). It provides this information
to actor (B).

• As actor (B) suspects actor (A) to be the origin of the attack, it requests infor-
mation from actor (A) about all connections for the time frame of the attacks on
N(B) for all gateway servers of N(A). This suspicion is usually based on overall
political circumstances, bilateral political tension, recent or former events and
also influenced by political considerations of the accusing state (B) (Broeders
et al., 2020). If there are multiple suspected actors, these steps would need to be
taken with them accordingly.

• Based on the information provided by actor (A)2 and potentially supplemented
by additional information from actor (D), actor (B) checks for connections from
N(A) to N(D) that match the attacks in time and scale as seen from N(D) to
N(B) to trace back the full attack path. This matching can be performed highly
effectively by simple text search and comparison algorithms in no time to at
least look for indicators of the presumption of actor (B). There also exist tools
capable of visualizing network connections3 to help human analysts quickly get
an impression of the situation. As actual cyberattacks require many network

2It is important to mention that the requested information by actor (A) has to get transferred to actor (B).
The time required for this is, as already mentioned, very dependent on the networks of actor (A) as well as
on the transmission capacities and is an important factor despite the very effective data storage. This can be
estimated in the case of a concrete implementation and on the basis of network information then available and
taken into account in the political processes. Alternatively, however, direct access by actor (B) to actor (A)’s
databases would also be technically possible. Even if this is associated with increased political costs, it could
offer a way out in the extreme case of a danger that needs to be averted immediately.

3See e.g. this list of open-source tools for network monitoring and traffic visualizations, especially the
tool "Nagios Core". https://www.comparitech.com/net-admin/open-source-network-monitoring-tools/
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connections, an actual attack by actor (A) would be immediately visible in the
data set. If no indicator is found to support this assumption, the information must
be checked again more closely to rule out the possibility that connections have
been overlooked.

• A de-escalation of the exemplarily assumed tension would be achieved if the data
provided by actor (A) either contain no information about outgoing connections
from its networks N(A) directly towards the attacked system of actor (B) for the
time of the attack and if the connections from N(A) towards the neutral networks
N(D) cannot be linked to the attacks against N(B).

The data collection of actor (A) is highly dependent on its IT network structure and the
institutional organization that is in charge of operating the gateway server. However, as
mentioned above, the information is usually already logged and is available in structured
log files (usually one file per day per gateway) due to common IT security measures.
This means they can be collected and presented immediately if the proposed measure is
in place and the organizational structures are working. The data sharing between the
actors can either be realized via secret communication channels between (A) and (B);
be published if this supports the political signaling effect of the accused actor (A); or (B)
could create public pressure that requires this step by publicly requesting the information
from (A). As network log data is only text-based information, log files are rarely larger
than a few gigabytes (1 gigabyte can store 1 billion characters) and transmitted without
any delay within minutes. The provided data could either be validated and checked by
actor (B) as demonstrated above, or by a neutral party whose conclusions would be
accepted by both actors, such as a UN institution. Beyond this conflict scenario, an
attacked state could also decide not to go public with the incident, not blame another
state, or request information. In these cases, our proposed measure would not provide
any support. This said some experts argue that transparency in political relations is not
always the best solution. However, following this line of argument would go beyond the
scope of this paper (J. M. Brown & Fazal, 2021).

The above-presented outline is not to be understood as a ready-made blueprint for a
measure to be implemented immediately. Rather, it is a theoretical concept. However,
the concrete considerations depend to a large extent on the specific circumstances in
the individual networks (e.g., which IT systems are used), including questions about
technological developments (e.g., the storage space required and, therefore the required
additional IT hardware to store the logged information changes quickly, so that a
certain fixed reference becomes obsolete very quickly (see e.g. Coughlin, 2020). Such
considerations also depend on the political considerations of each implementing actor
(e.g., for what time period logs are stored). Additionally, a real-world attack could
involve many different proxies and an attacked state could suspect multiple states to
be the origin. Nevertheless, the immediate attribution of attacks is largely a matter
of political considerations and is based on previous events and situations of tension.
However, even if further analysis of these parameters and their interconnection is
valuable, this goes beyond the scope of this work.
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15.6 D iscussion and Outlook

15.6.1 Limitations and potential pitfalls

The developed procedure faces some potential pitfalls that will be discussed in this
section. The most relevant limitation is the measure’s limited use case for interacting
states and their necessary motivation to join and comply with the measure. Section
15.5.1 has already discussed this prerequisite, pointing out that a state’s participation
and compliance to the measure directly influence the state’s credibility and thus, its
possibilities to reduce the risks of the escalation of cyberconflicts. Regarding implemen-
tation, there are various ways to cheat, as will be discussed below. Nevertheless, the
main motivation for states to prevail from cheating is the plausibility of the information
provided and the effectiveness of the measure in the long term.

Use of proxies

In terms of the plausibility of the measure and the information it can provide, a par-
ticularly critical limitation is based on the use of proxies for actions of military or
intelligence services in cyberspace. A proxy could either be IT systems within the
state’s jurisdiction that are not associated with the state-owned military or intelligence
services and are not officially under its control. Russia, e.g., is known to use so-called
patriotic hackers, which are officially civilian groups that are suspected of being under
the unofficial influence and command of Russian national intelligence services. How-
ever, a proxy could also be one or more IT systems used to perform cyberattacks that
are located in another state. This scenario is quite common and one of the previously
discussed reasons for the risk of miscalculation. Unfortunately, there is no technical
solution against states acting contrary to agreements and avoiding attribution in this
sense (Wingfield & Wingo, 2021). To a certain degree, a strong civil society could
reveal such behavior, and international intelligence services cooperation of states could
help to uncover such operations by sharing information or – in the best case – the
proxy system is controlled from IT systems where the proposed measures is in place
and would leave traces in the logged information. Besides this, cyberattacks carried
out by non-state actors without the direct or indirect involvement of state institutions
cannot be mitigated by the proposed measure. This is an inherent limitation, as only IT
networks directly under the control and management of military forces or intelligence
services are to be logged. Any logging beyond this would pave the way for censorship
or surveillance, which is neither desired nor intended by this paper. In the best-case
scenario, a state commits to the due-diligence principle of state liability and prevents
malicious activities that are performed under its jurisdiction. However, this goes beyond
the scope of this work. Another aspect might be that a state uses the commitment to
the proposed measures as a pretense to establish complete civilian surveillance. Apart
from the fact that such a state would probably use any circumstances to justify such an
undertaking (like fighting criminal or terrorist activities), this is neither desirable nor
necessary or useful for the proposed application context.
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Dishonest participation

A participating actor could decide to avoid attribution by not logging all relevant
information and, e.g., by leaving out incriminating connections. Although defining rules
that omit some connections is highly system-dependent, this can easily be achieved
either by excluding a specific range of IP addresses to not get logged or even specific for
specific types of transferred data. In addition, an implementing state could also decide
to leave out some gateways completely, which we have previously referred to as hidden
channels. This could be mitigated to a certain degree by immutably logging the logging
rules themselves, which can then be verified against transmitted information to check for
inconsistencies by using special verified logging systems, such as the so-called Trusted
Execution Environment (TEE) (Felton, 2019). However, this kind of cheating cannot be
completely prevented because as long as the logged information is under the control of
a state, it is possible for it to cheat. On the other hand, this method of non-compliance
can be detected when an attacked state sees network connections from the accused state
in its own log files that did not show up in the logged information presented by the
accused actor. This discrepancy between the provided information, on the one hand, and
the information of the attacked state, on the other hand, can be revealed immediately
with a simple 1:1 check of both data sets. If an attacker uses proxies to perform the
attack or if the attacker uses obfuscation measures to hide the attack path while using
the proposed measures to signal non-involvement, this form of cheating is also not
fail-safe. Though complex and time-consuming, the process of attribution and analysis
of attacks in the aftermath can probably reveal the origin of an attack or at least hint
to the performing state, which – if it contradicts the initially provided proof of non-
involvement – will undermine the state’s credibility. In any case, although this dishonest
behavior may benefit a state in the short term, as it seems to prove its alleged non-
involvement in the incident, in the long term, it undermines plausibility and credibility
and renders the measure and its de-escalating effect useless. Each implementing state
must therefore decide which path to follow. Finally, it must be recognized that states
and their institutions often have divergent, sometimes contradictory interests and that
political decisions and intentions sometimes contradict concluded agreements. From
a pragmatic perspective, although such behavior undermines the value of a specific
attempt to de-escalate, it does not undermine the value of the proposed approach in
general, given the tense situation in cyberspace, the high potential for misinterpretation
and the necessity for peace-sustaining measures.

Limited feasibility and range of applicable networks

As discussed, the radius of a possible implementation is limited to specific networks like
military and intelligence services networks to prevent the establishment of a surveillance
system. This is not considered problematic in terms of the research question, as the
measures directly aim at the implementation by government institutions, which already
have a special role that is usually associated with high responsibility and legal obligations.
Although highly dependent on the political will, establishing the proposed measure
within their networks is therefore considered applicable and legally indisputable if the
political will to provide de-escalation measures is given. Furthermore, in most cases,
military and intelligence operations follow specific orders, strategic and tactical planning,
and have a chain of command and management of their activities. In particular, cyber
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operations are often the result of years of planning, building technological resources and
personal know-how, and therefore do not occur isolated and out of the blue. Such long-
running activities often use a continuously used channel to collect sensitive information,
and the backdoor to the attack system is kept active, well hidden and up to date with the
potentially evolving security measures in the target system. This highly increases the
probability that at least some traces of network activities are logged as indications of
harmful activities in the named systems for the time frame of the storage measure (as
discussed in section 15.5.4), even if the attack is carried out indirectly or via proxies.

Limitations of the logged information, secrecy and confidentiality

A double-edged aspect is an extent of collected, stored, and potentially committed
information about network activities. On the one hand, more detailed logging has a
higher informative value regarding the intended effects, but on the other hand, it might
contain secret information that can prevent actors from establishing such measures.
This can be diminished by anonymizing the stored information from a level that would
allow identifying a unique IT system to a level where only the fact that the connections
originate from the network would be logged. In addition, the information remains
secret with the actor that deployed the measure until needed and is deliberately used
only to prevent an imminent crisis with political tensions necessitating such means of
de-escalation. Besides the already discussed relevance of a sufficient time frame of
data storage and the importance of including all relevant gateway servers that directly
influence the credible argumentation, another limitation is given when cyber activities
involve anonymization services, such as the TOR (an abbreviation for The Onion
Routing) network (The Tor Project, 2019). Such services remove any information from
packages that allow their assignment of an endpoint of a connection to its origin. Even
if this effectively undermines the approach of attributing cyberattacks to perpetrators,
the proposed measure can nonetheless provide plausible information that there were
no connections between the networks of the accused actor and the servers of the
anonymizing services during the specific time frame of the attacks.

Another limitation concerns the aspect that the data, which can show actor (A) was
not involved in a specific attack against actor (B), could at the same time contain
critical information that would reveal cyber activities committed by (A) against another
actor (C) that, until then, would not have been discovered. This could potentially
discourage actors from implementing this measure but can partly be mitigated by the
mentioned anonymization measures. In addition, the signatures (e.g., the amount and
timing of network connections, as well as the extent and type of transferred data) differ
between cyberattacks. This means that even if the provided data revealed ongoing
cyber operations that are not part of the actual incident, the logged information and its
characteristics could provide plausible information to argue in favor of the accused state.

Necessary technical and organizational adjustments

At last, it needs to be pointed out that the proposed measures need an adjustment of
existing IT network infrastructures with an extension of the necessary processing and
storage capabilities as well as the associated costs to sustain these capabilities. However,
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as argued above, such capabilities often already exist for IT security measures, thus
limiting the need for complex IT infrastructural changes. Nevertheless, any additional
hardware and software need maintenance and skilled personnel. As the storage could
contain sensitive information, implementing the measure could also require the establish-
ment of technical access control mechanisms alongside the organizational structures and
permissions. With regard to the required storage capacities, it has already been argued
that it highly depends on the actual IT network topology, size and activity. Nevertheless,
as the proposed measure is thought first and foremost as a political advance and needs
to be backed up by national legislation, it is worth pointing out that the actual technical
requirements have not played a role in the past in similar legal initiatives such as data
retention (EU-FRA, 2017) and were considered a necessity for IT providers to adapt.4.
Section 15.6.3 will, nevertheless, discuss how simulations could help to estimate the
technical dimension.

15.6.2 Conclusion

The technical analysis presented above introduces a system of network connection
logging and tamper-proof storage that enables an actor to provide network activity
information that can plausibly assure their non-involvement in a given cyber incident
to an accusing actor or a neutral intermediary. The analysis shows that, besides the
political credibility of an accused actor, the keys for any line of argument depend on
completely establishing the logging mechanism on all relevant gateway servers, on the
time frame in which logging data is stored and kept, and on its tamper-proof acquisition
and storage. The possibility to anonymize logged information to the network level
without losing its evidential value provides the technical requirement of secrecy as
well as making the measure ready for upcoming IT security measures like MTD. The
conceptual outline shows that such systems can be built upon existing technologies
and often already available IT hardware while including a few adjustments relating to
storage capacities and maintaining the capacities to keep up with newer developments
like the current shift of the IP. To create incentives for implementation, the measure
of providing data allows different approaches that can disguise irrelevant and sensitive
information. Despite the presented limitations, the proposed measure can provide a
significant tool to circumvent the inherent problems of cyberattacks of missing data,
their interpretation, miscalculations, and their attribution. With regard to the overall goal
of arms control to provide tools for reducing the risk of armed conflicts, the measure can
support this objective and provides a tool that allows overcoming the current insecure
and unstable status quo.

In the examples of cyber incidents presented, it became clear that a state’s perception
of an imminent cyber threat and the need to respond to it can lead to escalation. The
analysis of the attribution problems highlighted how the ambiguity of data could lead
to miscalculations regarding the scope, the origin and the intention of a cyberattack –

4A rough indication of the costs required by this measure is provided by an estimate of the German
"Bundesnetzagentur" (Biermann, 2015; Bundesnetzagentur, 2015). In 2015, in the course of the discussion
on the introduction of data retention, in which connection data should be retained for 10 weeks and location
data for 4 weeks, they estimated the costs for telecommunications companies at approx. 100,000 euros for
companies with up to 1000 telecommunications subscribers and up to 400,000 euros for companies with up to
30 million telecommunications subscribers. The estimates were based on surveys of German ICT companies.
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be it espionage that has gone wrong, sabotage, or an actual open, disruptive attack –
and therefore lead to likely misresponses. This analysis also shows that the potential
for escalations exists even when there has been no actual cyberattack but merely a
fear of an imminent attack on critical systems or a perception of preparation for an
attack, when there are no means for involved actors to provide information that can
preclude this, e.g. by demonstrating that no cyber activities that usually precede such
attacks have been taken. This fear has been fuelled by ongoing successful or attempted
cyberattacks against critical infrastructures over the last years (Weinberg, 2021) and the
recent demonstration of some states not prevailing from such prohibited measures. Such
political situations with smoldering conflicts, a high degree of mistrust, and political
and military tensions exist, for instance, between Pakistan and India (Baezner, 2018;
Hess, 2021). These tensions have been affecting regional civil communities in the
border regions for decades, while political communication channels are scarce. For such
situations, the proposed measure can potentially provide information that can be used to
de-escalate a tense political situation by showing the absence of a cyber threat.

Concerning the context of this paper and the research question, the proposed measure
can provide means to reduce the risk of conflict escalation in the aftermath or during
ongoing cyber incidents due to misattribution or misinterpretation of information, thus
helping to refrain from the use of force (UNIDIR, 2018). The measure is also capable
of providing the required degree of transparency of current cyber activities within
an actor’s military networks to show that there is no imminent threat of malicious
cyber activities. The necessary degree of commitment of involved actors recommends
such measures for situations between actors with a high degree of political tension,
where no other communication channels for crisis reduction exist, which relates to the
commitments for stronger international cooperation in cyberspace (UNGGE, 2015b).
With regard to the consequences for personal rights and data privacy, the proposed
measure should be limited to an application in highly critical scenarios only and only
for potentially affected networks of military forces or intelligence services. Notably, the
stakes for private, commercial and public IT systems, their protection and integrity and,
respectively, for the communities that rely on them are high; and de-escalation measures
are therefore strongly needed. Even if only established unilaterally, a state’s transparency,
credibility, and self-restriction of its own capabilities to conduct offensive measures
in cyberspace could, as the analysis shows, be a valuable signal to overcome distrust
(CSCE, 1975) between potential conflict parties. This does not reduce the offensive
cyberspace capabilities of other states in question, but would – with the restriction of the
discussed limitations – prevent the hidden, undetected use of a cyberattack in foreign IT
systems as every connection would be logged. The proposed approach should help to
foster the important task of preventing conflict escalations.

15.6.3 Outlook

Given the aspect that this paper presents a concept and outline but not an actual im-
plementation proposal, a next step could provide such a proof-of-concept system. An
actual implementation would have to be based on an analysis of the current military
and intelligence service IT networks, their structures and technical characteristics. Such
an analysis could therefore be used to evaluate the exact dimension of the technical
parameters mentioned, such as storage duration, necessary additional storage space, etc.



218 Preventing the Escalation of Cyberconflicts: Towards an Approach to
Plausibly Assure the Non-Involvement in a Cyberattack

This would provide a basis to investigate the dependencies of the technical parameters,
the necessary level of detail of the provided information as well as their impact on
the intended plausibility presentation. In addition, future work should also perform
simulations and calculations of how different network sizes and topologies, network
traffic capacities and storage duration influence the necessary storage capacities and,
thus, the necessary new infrastructures. Following a proposal for international account-
ability in cyberspace (Davis II et al., 2017), the collected information of this measure
could also directly help to strengthen the international credibility of the attribution
processes carried out by a supranational institution under the UN regime (Davis II
et al., 2017; Droz & Stauffacher, 2018). Tamper-proof information that is collected
in a standardized procedure could provide relevant contributions to this task. With a
long-term perspective of arms control and arms regulation for cyberspace, the approach
might also be implemented in safeguard agreements. Such treaties of international
security could obligate member states to collect and share credible information among
themselves that can be used for mutual compliance control if certain restricted cyber-
weapons have not been used against each other or used at all. Besides the proposed
implementation as a de-escalation measure, it can also be evaluated how the measure
can be implemented between allied states in order to jointly prevent false-flag operations
among this group of states and their IT systems and networks. Further research could
analyze whether and how traces of malware samples or logging information collected
during cyberattacks from third parties could be used and compared against logging
information that has been collected by the proposed measure and provided by a state
to detect compliance when implemented as a safeguard measure. Such a comparison
could offer additional tools to verify that an attack has been allegedly performed by an
actor over the detected, accused third party and to further reduce the possibilities for
hidden attacks. Additionally, the proposed approach could be extended to actors whose
IT systems have been verifiably used for cyberattacks to plausibly argue that these had
been performed by external hackers who misused the IT systems. This could provide
a relevant forensic approach to bypass the current third-party-based hacking methods
that are commonly used. Such third-party attacks often use public IT systems, this
includes the challenge of how these IT systems could be integrated into the proposed
de-escalation measures while preserving the integral principle of data protection, privacy
and civil rights. Another issue could address the minimization of the proposed data
storage, either in terms of reducing necessary resources or – more importantly – in
terms of secrecy. This can be performed, for instance, by differentiating the storage of
data connections into separate lists of addressed networks and connection metadata like
application types. These lists could enable an accused party to provide precise data for
specific incidents and prevent the handover of excessive, irrelevant, or potentially secret
information. Finally, the measures could also be used to strengthen the development of
digital trust and confidence-building measures as well as verification regimes that moni-
tor and control the compliance of actors, e.g., towards a hypothetical non-use agreement
of cyberweapons or an agreement to not attack specific critical infrastructures. In this
context, it would be necessary to develop and establish practical control measures such
as on-site or live inspections of gateway servers by neutral third parties in the sense
of the safeguard agreements performed by the International Atomic Energy Agency
(IAEA) to control the nuclear program of Iran or the verification regimes performed by
the Organization for the Prohibition of Chemical Weapons (OPCW) under the Chemical
Weapons Convention (CWC) – with the difference that inspections would affect military
or intelligence service facilities in this case. Even the unilateral implementation of the
proposed system, as a means of self-restraint from conducting offensive covert military
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or intelligence operations and, notably, as a means to signal transparency regarding one’s
own cyberspace activities, could establish a strong political signal of trustworthiness
and political willingness. As cyberspace is increasingly becoming a domain of military
power play, such signals are urgently needed.
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E X T RU S T: R E D U C I N G E X P L O I T S T O C K P I L E S W I T H A P R I VAC Y-
P R E S E RV I N G D E P L E T I O N S Y S T E M F O R I N T E R - S TAT E R E L A -
T I O N S H I P

Abstract Cyberspace is a fragile construct threatened by malicious cyber operations
of different actors, with vulnerabilities in IT hardware and software forming the basis for
such activities, thus also posing a threat to global IT security. Advancements in the field
of artificial intelligence accelerate this development, either with artificial intelligence
enabled cyberweapons, automated cyber defense measures, or artificial intelligence-
based threat and vulnerability detection. Especially state actors, with their long-term
strategic security interests, often stockpile such knowledge of vulnerabilities and exploits
to enable their military or intelligence service cyberspace operations. While treaties and
regulations to limit these developments and to enhance global IT security by disclosing
vulnerabilities are currently being discussed on the international level, these efforts
are hindered by state concerns about the disclosure of unique knowledge and about
giving up tactical advantages. This leads to a situation where multiple states are likely to
stockpile at least some identical exploits, with technical measures to enable a depletion
process for these stockpiles that preserve state secrecy interests and consider the special
constraints of interacting states as well as the requirements within such environments
being non-existent. This paper proposes such a privacy-preserving approach that allows
multiple state parties to privately compare their stock of vulnerabilities and exploits
to check for items that occur in multiple stockpiles without revealing them so that
their disclosure can be considered. We call our system ExTRUST and show that it
is scalable and can withstand several attack scenarios. Beyond the intergovernmental
setting, ExTRUST can also be used for other zero-trust use cases, such as bug-bounty
programs.

Original Publication Reinhold, T., Kühn, P., Günther, D., Schneider, T., & Reuter,
C. (2023). EXTRUST: Reducing Exploit Stockpiles With a Privacy-Preserving Depletion
System for Inter-State Relationship. IEEE Transactions on Technology and Society.
https://doi.org/10.1109/TTS.2023.3280356

16.1 Introduction

The threat of malicious cyber activities is omnipresent and state actors are becoming an
increasingly important part of this development (Giles & Hartmann, 2019), either due to
the progressing militarization of cyberspace (Koch & Golling, 2019; UNIDIR, 2013) or
due to cyber espionage operations (Buchan, 2018; Georgieva, 2020). At the same time,
advancements in the field of artificial intelligence (AI) are being used to automate cyber
defense measures (Dhir et al., 2021), to develop AI enabled cyberweapons (Reinhold,

https://doi.org/10.1109/TTS.2023.3280356
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2021e), or to detect and predict software threats and vulnerabilities (Amarasinghe et al.,
2019; R. L. Russell et al., 2018). In particular, knowledge of vulnerabilities is an integral
part in most of these cyber operations in order to breach foreign IT-protection measures,
and intelligence services and military forces stockpile such critical information without
disclosing it for rectification (Ablon & Bogart, 2017; Rovner, 2020). However, any
serious and capable exploit withheld by a state for its own purposes becomes a potential
threat for everyone, including the state itself, its economy, and civil society (CCDCOE,
2020) as the exploit EternalBlue exemplified in 2017 (Cimpanu, 2019; Schulze &
Reinhold, 2018).

One way out of this dilemma is a so-called vulnerability equity process (VEP) (Milch
et al., 2020), an institutionalized measure to regularly assess the criticality of stockpiled
exploits and vulnerabilities to (re)consider their disclosure that could take place under
the leadership of extra-national entities, such as the United Nations (UN) (Schulze,
2019). A major obstacle for such an approach is the reluctance of participating parties
to disclose sensitive information about their own capabilities, which is generally seen as
giving up tactical advantages, effectively resulting in an international arms race for of-
fensive cyber capabilities (Harknett & Smeets, 2020). Historically, such situations have
been countered by efforts to reach mutual agreements between states on arms control
and reduction measures, i.e., treaty-based agreements to limit the risks of proliferation of
weapon-enabled technology, to prevent its use with potentially disastrous consequences,
or to reduce the risks of conflict arising by mistake or technological failures (Reinhold
& Reuter, 2019a). Although political approaches for cyberspace have been proposed
by the UN (Rõigas & Minárik, 2015; UNGGE, 2015a), the OSCE (Security & Europe,
2016), and other organizations and important steps towards an effective cyber arms
control, like the exchange of threat information (Kuehn et al., 2020; Sauerwein et al.,
2017), have been established, this is not suitable for limiting or reverting the aforemen-
tioned international cyber arms race of vulnerability stockpiling. So far, no proposal
focuses on this specific challenge and the particular constraints of state actors, with their
requirements of confidentiality, their potential mutual mistrust, and individual security
concerns (Reinhold & Reuter, 2019b).

Our Contributions. In this paper, we propose a technical solution called ExTRUST
based on a multi-party computation approach that allows multiple actors to compare
vulnerability stockpiles for matching entries while preserving their confidentiality.
This includes an approach for the unique machine-readable identification of exploits
that allows them to be checked for matches. Our solution is designed for a zero-trust
environment and does not rely on any preconditions of trust in advance or assumptions
of good nature. This contributes to the development of measures for an international
agreement to deplete vulnerabilities while circumventing the problems and impediments
of intergovernmental cooperation.

Beside this contribution, this paper further aims to provide an example of how politics is
– sometimes – in need of technical solutions, in this case even for challenges regarding
international security. As computer scientists and engineers are the experts on the
domain of cyberspace, shaping it by developing software or even defining its constraints
and rules themselves, we would like to encourage taking the responsibility that this
entails seriously and support the peaceful development of this globally shared domain.
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Section 16.3 analyzes the requirements of ExTRUST both on a conceptual and IT
security level. Section 16.4 discusses how vulnerabilities can be uniquely described in
a machine-readable form and presents our approach that allows to check for matches.
Section 16.5 presents an introductory section that exemplifies the intended system and
the requirements for using a Blockchain-based prototype approach for ExTRUST and
discusses challenges. Section 16.6 presents our contribution of a privacy-preserving
exploit depletion system for zero-trust relationships using multi-party computation.
Section 16.7 discusses the approach and evaluates it against the requirements. It also
presents different application scenarios beyond state actors. Section 16.8 concludes
this paper and provides directions for future work. In order to maintain readability, the
technical details can be found in the Annex in Section 16.9.

16.2 Related Work

Since our paper covers and combines different computer science topics, this section
summarizes the existing work on malware identification (section 16.2.1), vulnerability
mitigation (section 16.2.2), and promising cryptographic protocols (section 16.2.3).
Based on these descriptions, the research gap is described (section 16.2.4), which is
closed by our approach.

16.2.1 Vulnerability Terminology and Malware Identification Methods

An important prerequisite for comparing exploits – as the core of a depletion system – is
the ability to create deterministic vulnerability descriptions. Early attempts were based
on the creation of so-called malware signatures (Cohen, 1987), which function like a
fingerprint. Current malware detection approaches use a different approach that is either
based on the entire binary code of the malware, i.e., the exploit and payload (Kirat & Vi-
gna, 2015), or the compromised storage to create signatures (Petrik et al., 2018). Beside
the actual detection of malware, other research area focuses on the description and identi-
fication of exploited vulnerabilities. The popular national vulnerability database (NVD)
provides a semi-structured database of known vulnerabilities (MITRE Cooperation,
2023), however, Dong et al. (Dong et al., 2019) showed that the NVD entries are
inconsistent compared to other vulnerability databases. Compared to the common vul-
nerabilities and exposures (CVE), the NVD entries differ in their announced project
names or versions. Alternative approaches were introduced by Sadique et al. (Sadique et
al., 2018) with the Structured Threat Information eXpression (STIX) and the Vocabulary
for Event Recording and Incident Sharing Framework (VERIS) (VERIS, 2019) that can
be used to describe, share, and publish threat information. Both definitions, STIX and
VERIS, offer a syntax for different types of threats, including malware, exploits, and
vulnerabilities. Some entry fields in NVD, STIX, and VERIS may contain unstructured
information that undermines unique descriptions. Martin et al. (Martin et al., 2011)
propose the common weakness enumeration (CWE), a dictionary of weakness classes
that can be used to classify vulnerabilities, an approach we use in section 16.4 to identify
vulnerabilities.
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16.2.2 Vulnerability Mitigation & External Depletion Measures

Vulnerability research and mitigation methods have been a topic in IT security for
several decades (Carlini & Wagner, 2014; One, 1996; Shacham, 2007; You et al.,
2017). One measure are so-called bug-bounty programs (Zhao et al., 2014) like e.g.
HackerOne (Perlroth, 2015), which aim to attract IT security practitioners to penetrate
advertised systems and services and report loopholes in software or services. Other
programs are run by Mozilla, Facebook, and Microsoft (Facebook, 2018; Mozilla, 2017;
Zimmerman, 2017) or Project Zero (C. Evans, 2014) by Google, which focuses on
the search for zero-day vulnerabilities. These programs, which we further refer to as
external depletion measures, aim to identify vulnerabilities in popular IT products in
order to disclose them to the producers and get them fixed as a depletion measure.

In contrast, internal depletion measures that focus on an actors secret exploit stockpile
of already known, but not yet disclosed vulnerability information have not yet been
proposed, especially not for the given application context of interstate cooperation and
international security. Practical approaches at this international, intergovernmental level
have so far been limited to transparency and confidence-building, rather than arms
control and the non-proliferation or disarmament of malicious cyber tools. (Reinhold &
Reuter, 2019a).

16.2.3 Cryptographic Protocols

Our ExTRUST system is related to well-studied cryptographic protocols like multi-party
computation (cf. section 16.2.3), private set intersection (cf. section 16.2.3), and trusted
hardware (cf. section 16.2.3). These approaches are further elaborated in the following.

Multi-Party Computation (MPC)

The first approaches to multi-party computation (MPC) of functions represented as a
Boolean circuit were proposed by Yao (Yao, 1986) for N 2 parties with constant round
complexity, and by Goldreich, Micali, and Wigderson (GMW) (Goldreich et al., 1987)
for any number of parties N with round complexity linear in the depth of the Boolean
circuit. Beaver, Micali, and Rogaway (BMR) (Beaver et al., 1990) extended Yao’s
protocol to the multi-party case while maintaining the linear round complexity. Based
on this initial work, many research projects followed, showing the practical feasibility
of MPC for many privacy-preserving applications, such as auctions (Bogetoft et al.,
2009), set intersection (Pinkas et al., 2018), and machine learning (Mirhoseini et al.,
2016). Kamara et al. presented an outsourcing technique (Kamara et al., 2011), which
allows N parties to outsource the MPC protocol to n ≪ N parties.
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Private Set Intersection (PSI)

Private Set Intersection (PSI) has been proposed to identify malware (cf. section 16.2.1)
in a single client and server environment (Kiss et al., 2017). A recent survey and
performance comparison of different PSI protocols by Pinkas et al. (Pinkas et al., 2018)
demonstrates that the approach proposed by Pinkas, Rosulek, Trieu and Yanai (Pinkas
et al., 2020) is currently the fastest PSI protocol which can handle malicious security.
In our proposed application context, we have multiple parties, hence we are mainly
interested in multi-party PSI. Multi-party PSI protocols with passive security are applied
by Kolesnikov et al. (Kolesnikov et al., 2017) and Inbar et al. (Inbar et al., 2018).
A scalable, maliciously-secure multi-party PSI protocol is presented by Hazay and
Venkitasubramaniam (Hazay & Venkitasubramaniam, 2017). Huang et al. (Huang et al.,
2012) use a general MPC framework to privately compute the set intersection between
two parties.

Trusted Execution Environment (TEE)

Another promising approach for a privacy-preserving exploit depletion system is to
securely isolate the execution into a trusted execution environment (TEE) (Anati et al.,
2013), that allows untrusted data to be computed in a secure environment that is isolated
from all other executions running on the same machine, where it is protected against
manipulation and disclosure. TEEs are omnipresent in all Intel processors from the 6th
generation upwards as Intel Software Guard Extension (SGX). Although many works
use Intel SGX for efficient secure multi-party computation (Bahmani et al., 2017; Felsen
et al., 2019; D. Gupta et al., 2016; Koeberl et al., 2015; Küçük et al., 2016), TEEs are
not suitable for applications when states are involved, since this would require that
state actors trust the hardware-producing countries not to manipulate the TEEs, e.g., by
including backdoors.

16.2.4 Research Gap

Above all, practical measures are a mandatory aspect of potential arms control and
disarmament treaties, as history and insights into former weaponized technologies have
shown (Goldblat, 2002). Existing IT methods such as Multi-PSI (Hazay & Venkitasubra-
maniam, 2017) (cf. section 16.2.3) and secure hardware (Felsen et al., 2019) (cf. section
16.2.3) have not been applied to exploit depletion, especially regarding the demands
and particular constraints of an interstate zero-trust environment. Such a protocol for
pairwise PSI among N parties, as required for a privacy-preserving exploit depletion
system, is currently not available. Thus, our approach ExTRUST proposes a Boolean
circuit that implements the desired functionality via MPC (cf. section 16.6).
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16.3 Requirements Analysis

In this section, the requirements of ExTRUST are analyzed as a system for reducing
exploit stockpiles, resulting from the chosen context of interstate relations. This list
is divided into conceptual requirements derived from the specific constraints of the
context of arms control, as well as the IT security requirements in combination with the
selection of the adversary model.

16.3.1 Conceptual Requirements

As mentioned above, this paper focuses on cases in which two or more parties stockpile
vulnerabilities and exploits. This reflects the character of arms control treaties, whose
“practical” part of active mutual control or (limited) cooperation measures are always
based on bi- or multilateral agreements (Reinhold & Reuter, 2019c) between a small
group of states. Based on a rational choice consideration (Zangl & Zürn, 1994), our
approach builds upon the following premises that we consider to be reflected by states
that stockpile vulnerabilities (Kraus et al., 2019), as they resemble the considerations
behind a vulnerability equity process (Milch et al., 2020):

• A state is aware that withholding a vulnerability poses a potential threat to its
own IT systems.

• A vulnerability that is also known to other states is more likely to be considered a
candidate for disclosure by a state, because

– its intended effect is probably ineffective, but at least uncertain, as every
other state that is aware of this vulnerability has probably secured its IT
systems accordingly;

– disclosing the vulnerability results in publicly available security patches
that support the state’s own IT security and also renders the vulnerability
worthless for everyone.

On the other hand, all vulnerabilities are high-value assets for the stockpiling party.
Given the context of state interaction, each party will try to avoid revealing any infor-
mation that can lead to the loss of tactical advantages, while trying to extend these
advantages by gaining information about the other parties. In addition, arms control
measures are established in times of political tensions in order to avoid the outbreak of
armed conflict. Based on these assumptions, we consider that ExTRUST has to operate
in a zero-trust environment in which parties have to be incentivized to cooperate, while
at the same time assuming that other parties are either extremely reluctant to disclose
information, attempt to gain information for their own interest, or are even willing to
cheat.

With these considerations in mind, ExTRUST aims to require as little cooperation as
possible due to this zero-trust environment. This means that each party discloses only the
absolutely necessary amount of information, thereby retaining all specific information
about capacities and capabilities. Additionally, each party should be able to perform its
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own check for intersections at any time without relying on further cooperation, dedicated
data exchange, or any form of super-ordinate institution. Furthermore, information
already provided should not be allowed to be altered, deleted, or corrupted.

In light of this context, the necessary measure needs to fulfil the following conceptual
requirements (RC):

RC1 The measure has to enable parties to add information about vulnerabilities and
exploits.

RC2 Intersection checks have to be able to be performed by either party at any time
without having to obtain the consent of the other parties involved. A match is
considered as such if at least two different participating parties have submitted
identical information about vulnerabilities or exploits.

RC3 The system has to send feedback when it detects an intersection match.

RC4 Although real-time computability is not strictly necessary for processes that are
usually politically slow, such as arms control measures, the system needs to be
scalable with respect to the number of parties so that parties can join or leave at
any time. While previous arms control treaties are usually established in a small
circle of state actors that participate in mutual control measures, indicating there
could be up to N 5 participating parties in a real-world arms control scenario,
this should not be the upper bound of our system.

RC5 The system should be operated decentralized and not require a specific neutral
authority to operate or maintain the system.

16.3.2 Adversary Model

The two most common adversary models are semi-honest (passive) and malicious
(active) adversaries (D. Evans et al., 2018). While semi-honest adversaries follow the
underlying rules and procedures (in technical terms the so-called protocol) and try
to extract as much information as possible from the transcript, malicious adversaries
may arbitrarily deviate from the agreed rules. Given the zero-trust environment in
the context of ExTRUST, we consider an active or malicious attacker as adversary
model. Although technical security measures that protect against semi-honest adversaries
are more efficient than those against malicious adversaries, we must consider state
actors that might maliciously manipulate arms control computations and outcomes.
Additionally, we assume a dishonest majority, i.e., up to N − 1 parties may be malicious.
The motivational scenario of ExTRUST is a highly security critical one in which top
secret information may be exchanged. Hence, it should withstand several passive attacks,
like eavesdropping, and also be shielded against active attacks, such as flooding or brute-
force attacks. We have therefore chosen the model of the stronger adversary in contrast
to the passive, semi-honest adversary. This decision also covers the application context
of the zero-trust relationship between the actors involved.
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16.3.3 Technical and Security Requirements

In addition to the conceptual requirements, the approach must meet additional security
expectations to provide an applicable and secure measure of exploit depletion in a zero-
trust environment. The requirements reflect the need for confidentiality and are important
to motivate stakeholders to participate. These technical and security requirements (RS)
are:

RS1 The system must ensure the confidentiality of vulnerability or exploit information
against any party.

RS2 Submitted data should not be able to be withdrawn, modified, or corrupted by any
party.

RS3 The system needs to prevent false positive intersection results.

In the following, after discussing the identification of vulnerabilities as a necessary
prerequisite of our system, we present a prototype solution for ExTRUST that addresses
these requirements and illustrates its inherent challenges. Afterwards, we present our
contribution of a MPC-based ExTRUST.

16.4 Identifier of Vulnerabilities

In this section, we propose a unique, machine-readable identification method for vul-
nerabilities to be able to match them. The mathematical description of the required
properties and the associated challenges can be found in the Annex and are referenced
here.

16.4.1 Machine-Readable Vulnerability Identifier

At its core, ExTRUST privately matches vulnerabilities or exploits of different par-
ties. This requires using a vulnerability description method that results in the same
machine-readable descriptions for the same vulnerability (section 16.9.1). An estab-
lished approach to describe and thus identify vulnerabilities is provided by vulnerability
databases like the NVD. The NVD’s entries, for example, contain information used for
identification. Their semi-structured format, however, makes it practically impossible
for individuals to independently create the same identifier for a vulnerability. Therefore,
we use the approach of Kuehn et al. (Kuehn et al., 2021) to achieve uniqueness, i.e.,
we adjust the NVD’s entry information by removing any free-form pairs and pairs
that provide no information about the vulnerability itself (e.g., the CVE-ID), align the
structured information with the vulnerability descriptions, and add information about
the vulnerable function, extracted from the vulnerability description.

The remaining fields are CWE and common platform enumeration (CPE) with the
addition of the vulnerable function, which are structured and algorithmically compara-
ble. The CWE (MITRE Cooperation, 2019) defines hierarchical layers of vulnerability
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{
"cpe": "cpe:2.3:o:tp-link:wdr7400_firmware:-:*:*:*:*:*:*:*",
"cwe": 120,
"fun": "copy_msg_element"
}

Listing 16.1: Vulnerability Identifier for CVE-2020-28877

weakness classes, while the CPE (Cheikes et al., 2011) provides a machine-readable
way to describe platforms. If a vulnerability affects multiple platforms, we use sepa-
rate vulnerabilities for each affected platform. The resulting vulnerability identifier is
depicted in section 16.1 (for CVE-2020-28877).

16.4.2 Analysis

Using a simple object notation for the vulnerability identifier offers flexibility and
extensibility, and by adding CPE and CWE as well as the vulnerable function as core
elements, identifiers can be specific enough to create matching values when different
actors describe and submit the same vulnerability or exploit. This is essential to identify
matching vulnerabilities.

The main limitation of the vulnerability identifier’s definition is based on a trade-off
between the properties accuracy and ambiguity. Currently, it is still possible to describe
two different vulnerabilities with the same identifier, or to use two different identifiers
for the same vulnerability (section 16.9.2). This leads to false positives (two different
vulnerabilities are mapped to one identifier) or false negatives (the same vulnerability
is mapped to two different identifiers), respectively, depending on the level of detail
implemented into the identifier. However, there are possibilities to adjust the identifier
definition accordingly. Increasing the amount of information captured by the identifier
makes the identifier more specific but introduces more ambiguity, i.e., false negatives.
Parameters to be added are the common vulnerability scoring system (CVSS) parameter
information (e.g., impact information) or the vulnerable path (i.e., the filename in which
the vulnerability resides) (Kuehn et al., 2021). Another way to adjust the identifier
is the CWE’s hierarchy depth. CWE classes are hierarchically ordered and thus offer
generalization or specification. Including relations of the used CWE class increases the
specificity of the identifier and could help to circumvent cases where identifiers use
different CWE subclasses of the same top level class.

At this point, we want to stress that in the presented scenario (cyber arms control) false
positives must be avoided, while false negatives are tolerable. If false positives are a
common problem in such a system, it would drastically lose acceptance among states
that are still interested in stockpiling vulnerabilities.

The size of the proposed identifier space is restricted by the number of CWE classes,
the size of the CPE directory, and the possible function names, which serve as secret
information. Individually, these spaces can be approximated in their size. For the space
of possible function names FN, we assume a clean coding style, i.e., function names are
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descriptive and use at most three English words with any kind of connector (e.g., camel
case or underscores), which results in ≈ 281 identifiers (section 16.9.3).

As argued, the presented approach is sufficient to describe vulnerabilities uniquely. It
serves our needs with a trade-off in detail that avoids both different vulnerabilities being
described by the same identifier, as well as the same vulnerability being described with
different identifiers. Based on the current limitation of the identifier space, brute-force
attacks remain a problem and efforts should be made to increase the identifier space. As
an alternative to the proposed definition of identifiers, our system ExTRUST can work
with any other scheme that is concise, structured, and unambiguous.

Access Control

Blockchain network

r1 r2

w1 w2

Hash Hash

Figure 16.1: System architecture for BC-based ExTRUST. ri and wi denote readers and
writers of actor i.

16.5 ExTRUST using Blockchain

In order to illustrate the challenges involved in implementing a privacy-preserving
exploit depletion system, we have chosen a simple, straightforward prototype based on
a Blockchain implementation, referred to hereafter as BC-based ExTRUST. Although
this approach entails security flaws from a theoretical perspective, we want to use this
prototype to illustrate, test, and analyze possible solutions regarding the requirements
and the proposed depletion process, as an introduction for our multi-party computation-
based approach presented in section 16.6. This section presents the architecture and
proof-of-concept implementation of this prototype and concludes with a discussion of
the requirements met as well as the identified constraints.

16.5.1 System Architecture and Procedure

In terms of conceptual requirements, BC-based ExTRUST should run in a distributed
setting with no central trusted authority, with a complete, secured, and tamper-resistant
history of all submitted information and should allow asynchronous intersection checks
that can be performed by each participating party independently.

We have developed a prototype based on a private Blockchain technology (S. S. Gupta,
2017; Zheng et al., 2018) that provides all of these features. A private Blockchain is
a distributed chain of blocks containing transactions, where each block references its
previous block via hard-to-calculate mathematical challenges and cryptographic hashes
to reference the block. This provides a tamper-proof history of all submissions, as any
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modification would invalidate the adjacent entries. The data storage part of a Blockchain,
the so-called ledger, is replicated to all participants and automatically synced between
them. In private networks, access to it is walled by an access control manager (ACM).
The interfaces for interaction with the ledger are called smart contracts. With regard
to the system architecture, the ledger provides the storage space, the smart contract is
responsible for the submission and comparison mechanism, and the ACM controls the
access as well as the different layers of interaction permissions via roles and associated
authorizations. To maintain the confidentiality of the submitted vulnerability identifiers,
we secured the information using cryptographic hash functions (Katz & Lindell, 2014).

The overall procedure begins with the setup of the Blockchain instance (nodes) by each
participating party and their interconnection to build an evenly distributed network.
In order to submit a vulnerability, the vulnerability identification method we propose
in section 16.4 is used to create an identifier for the specific vulnerability, which is
then cryptographically secured using a hash function and finally stored in BC-based
ExTRUST. Afterward, any participating party can perform a transaction, which checks
for intersections between all hashes stored in the ledger and logs the output on the
ledger. This way, a history of all actions performed is ensured, which is accessible to
any involved party, including intersections. Nevertheless, parties that do not know the
plaintext vulnerability identifier cannot obtain any information other than the fact that
an intersection occurred.

16.5.2 Implementation

To focus on developing a proof-of-concept implementation of BC-based ExTRUST,
we decided to utilize a private Blockchain framework (Davies, 2022) as it provides all
relevant tools for the interaction of the actors with the system, the data structures for
storing information, and all necessary data operations for reading, writing, and verifying
information within the stored data. We have selected the Hyperledger Fabric (Voell
et al., 2016) Blockchain framework because it is open source, actively maintained
and well documented, and provides the rapid prototyping environment Hyperledger
Composer (Hyperledger, 2017) with a boilerplate implementation for each part of the
Blockchain network.

With regard to the permissions of participants using BC-based ExTRUST, we envision
two roles: Readers, who can read the entire ledger and perform the transaction that
checks for matching items; and writers, who can only submit items (see section 16.1).
This restriction is only necessary due to the use of our chosen framework1, otherwise,
a party’s submission may be intercepted and copied by other parties. The theoretical
concept does not require this separation, because no party would be able to access other
parties’ information.

The items which are submitted and stored into the ledger are the vulnerability identifiers,
as described in (section 16.4). As the plain vulnerability identifier must never be inserted
into the Blockchain network to prevent its exposure to all parties involved, it is obscured
before being submitted. We generate a cryptographic hash of a normalized JSON
representation of the vulnerability identifier via SHA3-512 (OpenSSL, 2020), following

1As framework, we chose Hyperledger Composer.
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the NIST’s policy on hash functions (NIST, 2015). This provides a 256-bit security
level.

To interact with BC-based ExTRUST, the prototype system provides two transactions:
The simple submission of hashed vulnerability identifiers and the transaction that checks
the stored hashes within the ledger and triggers an event along with references to
matching items, checkIntersections (section 16.9.4).

We want to stress that this prototype implementation does not yet take performance
into account, as this is no core requirement of ExTRUSTand its proposed arms control
application.

16.5.3 Discussion of BC-based ExTRUST

As indicated earlier, the development of IT measures is a novel approach in the field
of technical tools for cyber arms control that has to balance conflicting objectives to
a certain extent. For arms control, the aspect of minimum requirements for coopera-
tion between the parties is essential, as it establishes the lowest possible barrier for
participation. This is crucial for situations such as the intended one, in which trust
cannot be assumed as a given motivation for cooperation. In previous treaties, this often
meant a certain degree of pragmatism regarding the acceptance of “gray areas” and the
possibility of non-compliance. The opposite objective is the requirement of technically
secure solutions, as this too provides important incentives for participation. This in turn
is likely to result in protocol specifications creating operational conditions that potential
participants are not prepared to accept.

Considering the requirements, the Blockchain approach provides a manipulation-proof
and distributed storage of all submitted information. Calculations are distributed and
performed independently, thereby mitigating the need for a trusted third party to maintain
the shared information, as well as any other form of cooperation beyond the actual
submission. The system can include additional parties without adjustments or significant
impact on the performance of the system, beyond the network capacity necessary to
synchronize the stored information (Nadeem, 2019). In addition, the processing of
submissions is not time-critical, which is considered a bottleneck for massive, high-
traffic Blockchain applications (Chohan, 2019; Croman et al., 2016). By securing
vulnerability identifiers, the confidentiality of the information is – at least theoretically –
maintained both in submission and in intersection detection.

On the other hand, the Blockchain-based prototype has serious IT security issues, both
for active attackers (like non-participating state parties that try to break the system in
order to gain advantages and reveal secret information) and fraudulent, semi-honest
state participants that try to gain information which goes beyond the agreed exchange.
Notably, the information contained in the distribution of the ledger is vulnerable to brute-
force attacks by testing hashes, as foreign countries could generate possible vulnerability
descriptions and test them against their local ledger. The PSI literature has demonstrated
that private elements cannot be hidden by simple hashing (Demir et al., 2018; Kales et al.,
2019). The probability of creating an existing hash is based on the size of the identifier
space and influenced by the number of its properties and values. As the identifier space
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of BC-based ExTRUST is very small (28 bit, cf. section 16.4.2) brute-force attacks
are very efficient and can be successfully exploited. In addition, the brute-force attack
is completely local since states have a local copy of the whole ledger. Consequently,
states would not even notice if a brute-force attack was exploited to find all ledger
vulnerabilities. The brute-force attack can be slowed down (but not prevented) by using
a difficult to parallelize hash function such as Argon2 (Biryukov et al., 2016). Extending
the identifier space for the vulnerability by more complex identifier descriptions is not
an option either, as this increases the probability of describing the same vulnerability
differently.

The Blockchain also faces other attack scenarios, such as the so-called 51% attack, which
allows attackers to manipulate the ledger (Ye et al., 2018). Attackers could also use
more subtle ways to create intersections to test foreign submissions by creating fictional
vulnerabilities for rare software systems based on clever and informed guesses. This
could also be used for targeted vulnerability suppression if a participating party creates
and submits specific vulnerabilities, intentionally wrongfully signalling its possession
in order to force the vulnerability to be disclosed. In addition, a dishonest state party
could clone and resubmit hashes under its own flag, which would also cause BC-based
ExTRUST to false signal to the original submitter that this particular vulnerability can
be eliminated. However, such a cheat gives the attacker only a slight advantage, as
they do not know what the cloned vulnerability information contains, and are likely
to attract attention if performed regularly. A final IT security issue concerns passive
adversaries that gain access to the ledger, as well as the complete disclosure of the ledger
to non-involved third parties. Besides the brute-force attack, the attacker will be able to
learn which hashes belong to which party via timing correlations, detecting the amount
of different participating actors as well as the amount of submitted hashed items stored
by each actor.

The BC-based ExTRUST prototype has shown that it provides the conceptual require-
ments that arise from the arms control context. Regarding the attack scenarios described,
it is important to emphasize that for this application, any attempt to attack or misuse
the system is contrary to the principles of the confidence-building aspect of such a
mutual measure and its political signal of de-escalation. It is further expected that all
parties comply with the defined rules to at least achieve a positive outcome for their own
national security. Nevertheless, this expectation needs to rest upon a secure protocol that
inherently prevents fraud and guarantees the promised confidentiality.

The following section presents the approach of MPC-based ExTRUST, an arms control
measure that provides this level of security.

p2 p3

p1 p4

Figure 16.2: MPC setting with four participating parties p1, . . . , p4.
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16.6 ExTRUST using Multi-Party Computation

This section presents our approach for an MPC-based ExTRUSTto develop an exploit
depletion system under the conditions of an untrusted environment that fulfills the
discussed conceptual and security requirements (section 16.3), while avoiding the
security problems that our prototype revealed (section 16.5). This approach is based
on an interactive Multi-Party Computation (MPC) protocol as grounds for our MPC-
based ExTRUST architecture. Secure MPC (Archer et al., 2018; D. Evans et al., 2018)
enables N parties to securely compute a commonly agreed public function f on their
respective secret inputs x1, . . . , xN without revealing anything other than the result of
the calculated function f x1, . . . , xN . MPC guarantees that each of the N parties will not
learn any information (e.g., input from the other parties or intermediate results of the
computation) other than what a party would learn in the ideal world with a trusted third
party. In the ideal world, all parties send their inputs x1, . . . , xN secretly to a trusted
third party, which then locally computes the function f x1, . . . , xN and broadcasts the
result to the N parties. In the proposed context of arms control, even if such a trusted
third party existed (e.g., in the UN framework), it would probably not be accepted by all
state actors or, at the very least, would raise the barrier to participation in the proposed
measure (see section 16.3.1).

In MPC, the function f that shall be computed is represented as a Boolean circuit. A
Boolean circuit is a logical function whose operations are so-called Boolean gates. A
Boolean gate takes a set of Boolean inputs (i.e., either 0 or 1) and computes one Boolean
output. We represent our MPC-based ExTRUST functionality as a Boolean circuit as
efficient cryptographic protocols exist that can securely evaluate Boolean circuits. A
Boolean circuit consists of inputs, outputs, and Boolean gates that have two inputs and
one output in the Boolean set {0, 1}. The input of a gate can either be one of the inputs
of the Boolean circuit or an output of a previous gate. In MPC, Boolean circuits usually
only consist of AND and XOR gates, as any functionality can be realized using these two
gate types. A two-input AND gate outputs ‘1’ if both of its inputs are set to ‘1’, while
a two-input XOR gate outputs ‘1’ if exactly one (but not both) of its inputs is set to
‘1’. For the actual algorithm that processes the submitted information and checks for
collisions – the so-called protocol – we use the BMR protocol (Beaver et al., 1990)
and refer to Braun et al. (Braun et al., 2022) for a detailed protocol description. We
further use a well-established outsourcing technique (Kamara et al., 2011) to distribute
the information processing for a group of N parties to n ≪ N parties. This setting
for our MPC approach is shown in section 16.2. In summary, a subset of n from N
(state) parties interactively run an MPC protocol on a Boolean circuit, which computes
the functionality of ExTRUST. This setting allows us to evaluate the functionality
of ExTRUST in a privacy-preserving manner, while reducing the number of active
parties that are fully involved in the computation ensures the scalability of MPC-based
ExTRUST.

The protocol requires that the parties have sorted their inputs locally before they are
fed into the MPC protocol. In order to verify this, we use the Boolean circuit and open
intermediate values so that the parties can abort the protocol execution if a malicious
party has not sorted its inputs correctly. When opening these values, the remaining
intermediate values before and after the opening process must be protected to allow
further secure computation with them. Many efficient maliciously-secure MPC protocols
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provide this property, known as reactive MPC, e.g., (Bendlin et al., 2011; Damgård &
Orlandi, 2010; Damgård et al., 2012, 2013; Nielsen et al., 2012). Apart from checking
correctly sorted sets, we use reactive MPC to maintain the state of the secretly shared
inputs after the end of a protocol run, so that submitted vulnerabilities do not need to be
secretly shared again in the next iteration.

This MPC approach allows us to develop a privacy-preserving exploit depletion system
that fulfills the requirements of the arms control context (section 16.3).

16.6.1 System Architecture

Our complete MPC-based ExTRUST architecture works as follows (see Fig.16.2): N par-
ties try to find intersections of their own identified vulnerabilities between themselves
and at least one other actor. These N actors securely evaluate a Boolean circuit (cf. sec-
tion 16.2.3), consisting of AND and XOR gates (see Fig. 16.3), that takes as input the
known vulnerabilities and exploits of the actors, which are represented as hash val-
ues (cf. section 16.4), compares them to find intersections, and finally outputs all
intersections found to the respective parties. The technical details of the Boolean circuit
are presented in the Annex in section 16.9.5. This circuit, however, is not constant over
the lifetime of MPC-based ExTRUST as it depends on the number of parties N (states
can be added/removed) and inputs u (vulnerabilities can be added). The participating
parties perform an initial MPC protocol prior to the actual execution to determine
the maximum number of vulnerabilities among all parties, which then determines the
number of inputs for the Boolean circuit that is evaluated by the MPC protocol. Now
that every party knows the number of inputs to the Boolean circuit, each party in the
fixed subset n of the N parties locally compiles the Boolean circuit that is inserted into
the MPC protocol, i.e., no further interaction is required by the parties to agree on the
Boolean circuit. Malicious-secure MPC protocols ensure that parties, who compiled a
fake Boolean circuit that does not compute the agreed functionality, are identified by
the other parties.

A party cannot revoke or modify submitted vulnerabilities because they remain in the
input list of the N actors. The parties can opt in and out by sending a notification
message to the N servers. Only the inputs of the participating parties that are logged in
are taken into account for the computation.

Complexity and optimization of the Boolean circuit

For N parties, state-of-the-art MPC protocols require sending and receiving ON mes-
sages for each AND gate in the Boolean circuit (Beaver et al., 1990), while XOR gates
can be computed locally without any interaction between the parties (Lindell et al.,
2016). Consequently, we optimize the number of AND gates in our Boolean circuit that
is evaluated via MPC. In order to prevent the concrete set sizes of the individual parties
from being leaked, we specify an upper limit u that determines how many inputs a
party feeds into the circuit. If a party has fewer than u inputs, it fills the missing inputs
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with random dummy values, which will not represent any vulnerability and thus will
not occur in any intersection as the probability that two parties independently choose
the same random dummy values is negligible. On a high level, every party inputs two
unique keys – k0 and k1 – for each of its vulnerabilities into the Boolean circuit. The
Boolean circuit outputs k1 if this vulnerability is part of an intersection or k0 if only the
respective party knows this vulnerability. Although the resulting keys are leaked to all
parties, only the party who input the keys learns any information about the intersecting
identifiers of their vulnerability. For details, we refer to section 16.9.5.

Using Private Set Intersection to calculate collisions

In order to calculate the intersection of different stockpiles, we use the Private Set
Intersection (PSI) protocol. PSI allows two parties to securely compute the intersection
of their private sets without leaking any information about set elements that are not part
of the intersection to the other participating party.

Multi-party PSI (Hazay & Venkitasubramaniam, 2017) extends the PSI functionality
to more than two parties, i.e., the parties jointly compute the overall intersection of all
their input sets without leaking any information of set elements that are not included in
the intersection. Unfortunately, multi-party PSI only outputs the set intersection of all
input sets. However, in our exploit depletion system we search for intersections between
at least two sets. A possible solution to this is to implement two-party PSI protocols
between each pair of parties. However, this would require a quadratic number of protocol
runs in the number of parties. Even more critically, this approach would reveal which
other party has a common vulnerability. Instead, we use a generic MPC-based approach
for our MPC-based ExTRUST application that is based on Huang et al.’s (Huang et al.,
2012) Boolean circuit for two-party PSI which we extended into a multiple parties
variant. A detailed description can be found in section 16.9.5.

Instantiation

There are many MPC frameworks based on secret sharing and/or garbled circuits,
e.g., (Aly et al., 2018; Bogdanov et al., 2008; Chaudhari et al., 2019, 2020; Demmler
et al., 2015; Keller, 2020; Mohassel & Rindal, 2018; Patra & Suresh, 2020). Section
16.1 lists and compares several MPC frameworks with malicious security.

Since untrusted actors deal with highly sensitive information, we need security against
malicious parties actively manipulating the computation to either learn more information
or prevent other parties from receiving the correct output.

Current MPC frameworks that meet these requirements are MP-SPDZ (Keller, 2020)
and SCALE-MAMBA (Aly et al., 2018). We recommend the use of MP-SPDZ, which
implements, among other protocols, the constant-round BMR protocol (Beaver et al.,
1990), which has benefits over the multi-round protocols of SCALE-MAMBA in high-
latency networks. BMR is secure against malicious parties and a dishonest majority (i.e.,
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Framework # Parties N Threshold t

ABY3 (Mohassel & Rindal, 2018) 3 1
Sharemind (Bogdanov et al., 2008) 3 1
ASTRA (Chaudhari et al., 2019) 3 1
BLAZE (Patra & Suresh, 2020) 3 1
Trident (Chaudhari et al., 2020) 4 1
MOTION (Braun et al., 2022) ≥ 2 1
SCALE-MAMBA (Aly et al., 2018) ≥ 2 N − 1
MP-SPDZ (Keller, 2020) ≥ 2 N − 1

Table 16.1: Comparison of MPC frameworks that are secure against malicious adver-
saries, compute on Boolean circuits and allow up to t corruptions.

# Vulnerabilities \ # States 2 5 10 15
100 2 14 62 146
500 4 31 134 314

1000 7 49 210 492

Table 16.2: Runtime in minutes of MPC-based ExTRUST for various numbers of
maximum vulnerabilities and states.

up to N − 1 parties can be corrupted). If the number of computing servers is fixed to
N=3 one can use ABY3 (Mohassel & Rindal, 2018), Sharemind (Bogdanov et al., 2008),
ASTRA (Chaudhari et al., 2019), or BLAZE (Patra & Suresh, 2020); if the number is
fixed to N=4 parties, Trident (Chaudhari et al., 2020) can be utilized. The MOTION
framework (Braun et al., 2022) allows MPC among any number of parties N, however, it
does not fulfil the full-threshold requirement of t=N − 1. Table 16.1 shows an overview
of the mentioned MPC frameworks.

16.6.2 Feasibility of MPC-based ExTRUST implementation

MPC-based ExTRUST completely relies on the security properties of the underlying
multi-party computation (MPC) framework. While most MPC frameworks are imple-
mented for academia usage, Bosch developed Carbyne Stack an open-source cloud stack
for scalable MPC applications (Bosch Global, 2021) that is also suited for real-world us-
age. As the name suggests, the long-term plan is to make this MPC framework scalable
for many participating parties. As this entire project is open-source, a group of states
can use their implementation as basis MPC-based ExTRUST.

16.6.3 Evaluation of the scalability of MPC-based ExTRUST

In this section, we estimate the feasibility and scalability of our MPC-based ExTRUST.
Since we know the complexity of our Boolean circuit, we can estimate the scalability
of MPC-based ExTRUST.
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In a realistic setting of our proposed application context of arms control, we have the
following parameters for our benchmarks in section 16.2: number of parties / states
N ∈ {2, 5, 10, 15}, maximum number of inputs u ∈ {500, 1000, 1500}, and length of
vulnerability identifier hashes σ 256 bit. With these parameters, the size of our Boolean
circuit is ≈ 4.8 · 107 ANDs.

To estimate the runtime of our system, we generate a random circuit with the same
number of AND gates and two XOR gates per AND gate. Since XOR gates can be evaluated in
the BMR protocol without any communication (Lindell et al., 2016), it is less important
to determine the exact number of XOR gates, as communication is the bottleneck of
MPC.

For malicious MPC with a dishonest majority, as required by our adversary model
presented in section 16.3.2, we use the constant-round BMR protocol (Beaver et al.,
1990) using the MASCOT protocol (Keller et al., 2016) to compute the garbled tables as
implemented in the MP-SPDZ framework (Keller, 2020). To conduct our experiments,
we use five servers, each equipped with an Intel Core i9 processor with 2.8 GHz and 128
GB DDR4-RAM. The round-trip network latency in our simulated WAN setting is about
100 ms and the bandwidth 90 Mbit/sec. We take the average runtime of three executions.

The execution time of our circuit is about 31 minutes. This is an acceptable runtime for
governmental actors, as the protocol is run daily or weekly. However, the size of the
Boolean circuit and the cost of computing each AND gate are quadratic in the number of
servers N. Therefore, our scheme will not scale for a large number of parties N ≫ 10.

We can improve the scalability for these scenarios by outsourcing the computation
to n ≪ N non-colluding servers (Kamara et al., 2011). Here, the N parties distribute
their input to the n servers, which together run the MPC protocol and distribute the
result. An advantage of this method is that all N ≫ n parties may be malicious as long as
they can trust that the n servers are not colluding. This improves the cost of computing
an AND gate to On2.

16.7 D iscussion

This section will discuss our approach. As the main contribution of this paper is the MPC-
based ExTRUST, the BC-based ExTRUST prototype is not covered here, as it was
discussed in section 16.5.3. In the following, we will analyze our MPC-based ExTRUST
regarding the conceptual requirements RC1 - RC5 (section 16.7.1) and the security
requirements RS1 - RS3 (section 16.7.2) necessary to create incentives for states to
participate. An overview of which conceptual and security requirements are fulfilled by
MPC-based ExTRUST and BC-based ExTRUST, respectively, is provided in section
16.3. This section also reviews the scenarios in which ExTRUST can be of use, followed
by an outlook on possible future applications (section 16.7.3).
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Requirement BC-based ExTRUST MPC-based ExTRUST
RC1 (✓) ✓
RC2 ✓ ✗

RC3 ✓ ✓
RC4 ✓ ✓
RC5 ✓ ✓

RS1 ✗ ✓
RS2 (✓) ✓
RS3 ✓ ✓

Table 16.3: Comparison of which conceptual RC1 - RC5(cf. section 16.3.1) and security
requirements RS1 - RS3 (cf. section 16.3.3) are fulfilled by BC-based ExTRUST(̃cf. sec-
tion 16.5) and MPC-based ExTRUST (cf. section 16.6). The bracketed checkmarks
highlight requirements that are only fulfilled if we can exclude the 51% attack against
Blockchains.

16.7.1 Conceptual Requirements

The MPC-based ExTRUST architecture allows participating parties to input informa-
tion about their known vulnerabilities and exploits without openly revealing sensitive
information to other parties (RC1). The output of the computation is the matching
vulnerabilities and exploits between the parties (RC3). Since the output is computed
interactively between the parties, MPC-based ExTRUST is entirely decentralized and
does not require a trusted third party (RC5).

The solution is theoretically scalable to N=10 parties (RC4). However, the more parties
are involved in the protocol, the more inputs and data have to be exchanged between these
parties, i.e., the approach has a complexity O(N2), but usually N ≈ 10 (cf. section 16.3.1).
However, as explained in RC4, real time computability is not a critical requirement
and longer computation times are no problem for such highly politically organized
processes like arms control, which often require days or weeks for the full formal
process and the involvement of all necessary stakeholders. In section 16.6.3, we propose
to outsource (Kamara et al., 2011) the computation to n ≪ N parties, which improves
the performance of MPC-based ExTRUST. Considering the context of arms control,
such a scenario is only applicable and likely if the outsourced computation is performed
by neutral institutions that are not involved in the arms control measure itself, since
in this way none of the parties involved need to trust that the other participants will
not share information outside the protocol. Such delegation is not uncommon for arms
control measures. An example is the Joint Comprehensive Plan of Action (JCPOA), a
multilateral treaty known as the Iran nuclear deal (Maslov & Ustinov, 2020) between
Iran, China, France, Russia, the United Kingdom, and Germany. The International
Atomic Energy Agency (IAEA) manages and organizes all aspects of this treaty via
independent bureaus, entrusted laboratories, UN working groups, and neutral experts for
investigation field trips. Regardless, for practical arms control measures as our proposed
depletion system, the amount of involved parties usually does not exceed a single-digit
number and is often established between a small group of states.
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Unfortunately, requirement RC2 is not met because intersection checks now require
interaction, as the participating parties are required to exchange data. However, exactly
this property of ExTRUST is the key to avoid local brute-force attacks, to which BC-
based ExTRUST is vulnerable (cf. section 16.5). Although, in the context of arms
control, the minimum threshold for cooperation to which states must commit provides
an incentive to join the measure, this requirement is not mandatory to practically operate
ExTRUST. As a privacy-preserving arms control measure is more critical than the desire
to independently check for intersections, we consider this a weak limitation that does
not undermine the practical value of our approach, especially when considering that
ExTRUST fulfills all other conceptual requirements.

16.7.2 Security Requirements

MPC-based ExTRUST Fulfills all three security requirements presented in section 16.3.3.
A notable advantage of MPC-based protocols is that the participating parties can only
derive information from their own inputs and the outputs received, i.e., the parties do not
learn more information in the MPC-based ExTRUST than in ExTRUST with a trusted
third party that receives the inputs from all parties and outputs the intersections. This
means that no more information is revealed in the protocol transcript than an adversary
would learn in the ideal world. In contrast to BC-based ExTRUST from section 16.5,
local attacks (e.g., brute-forcing specific hash values) are not possible in MPC-based
ExTRUST. In addition, an adversary is not able to copy vulnerabilities or exploits from
other parties to output an invalid intersection because the inputs are inaccessible to the
other parties. Thus, requirement RS1 is completely fulfilled.

Once the inputs are submitted in the MPC protocol, the parties are not able to withdraw
or modify them (RS2). A situation in which all state actors jointly manipulate the
protocol will never happen, since they could otherwise share their vulnerabilities in
plain anyway.

False positive intersection (RS3) results are possible with a negligible probability.
A false positive is possible if two different vulnerabilities are mapped to the same
hash value. Since we use a collision-resistant hash function, the probability of other
collision scenarios is negligible. In addition, a false positive may occur if two parties
independently choose the same key identifiers. Due to the usage of 256 bit key identifiers
and a robust random generator, the probability of this situation is negligible as well.

Above all, the security and confidentiality of the assets to be shared are key incentives
for establishing an arms control measure. As MPC-based ExTRUST fulfills all security
requirements, it is suitable for a real world application without discouraging states from
using it.

16.7.3 Further Application Scenarios

Beside the proposed context, ExTRUST can also be useful in other application scenarios,
some of which will be discussed in the following.
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At present, our approach concentrates exclusively on state actors as addressees. How-
ever, organizations or individuals might also be interested in using such a system. As
explained in section 16.2.2, bug-bounty programs and vulnerability research projects
have similar goals: to reduce the spread of vulnerabilities to secure systems. Here, using
the aggregated information from the external stockpile depletion measures and inte-
grating it into ExTRUST can increase the speed of detection of matching rediscoveries
in stockpiles. This can be achieved by using writers for selected public services or
other institutions that intend to contribute to cybersecurity, which feed their hashed
vulnerability identifiers into ExTRUST. In such a setting, the hashing of information is
as important as in ExTRUST’s motivational scenario to prevent the material from being
disseminated for malicious cyber operations. The use of ExTRUST in a purely corporate
environment is probably not possible, as organizations like Zerodium (ZERODIUM,
2019) are primarily looking for exploits to sell. A similar bug-bounty related approach
could focus on examining discovered, potential zero-day vulnerabilities against other
submitted but not yet publicly disclosed vulnerabilities. The history of submissions
would allow submitting actors to claim their first-submitted-reward later on, once the
information is disclosed. In this way, the first finder could be paid out without the
hackers having to reveal their discovery in advance.

16.8 Conclusion and Future Work

The paper focused on the depletion of vulnerabilities and exploits that are being stock-
piled by state actors, a development that is accelerated by enhancements in the field of
AI and its military application. While the disclosure of vulnerabilities at the national
level through regulatory processes is becoming more and more of an issue, cooperation
on disclosure at the bilateral or multilateral level is still lacking. We discussed that
an important obstacle to such measures is the comprehensible restraint of states to
give up their accumulated intelligence information in order to compare stockpiles and
unnecessarily reveal unique exploits or other secret assets.

In order to develop a technical measure in such a zero-trust scenario, we identified
structural as well as IT security requirements for the detection of intersections in different
exploit stockpiles. Based on these, we discussed and designed (i) a novel identification
scheme for vulnerabilities and exploits and (ii) an external, privacy-preserving exploit
depletion system named ExTRUST.

We have identified the requirements for this depletion system for zero-trust relationships
and shown that the technical security requirements could hamper the political incentives
for states to cooperate. We have illustrated this challenge by developing a prototype
for a depletion system based on a Blockchain. The presented MPC-based ExTRUST
system handles this dualism by focusing on the IT security of a depletion system while
fulfilling most of the conceptual requirements. It stores the detected intersections, while
the submitted vulnerabilities are protected by the MPC protocol and thus remain hidden
from all involved actors. However, one limitation of this approach is that it is vulnerable
to collusion by multiple actors, as they could add vulnerabilities and remove them from
the intersection – an edge case that is not an option in the proposed arms control context.
We also argued that MPC-based ExTRUST is currently not able to fulfil all conceptual
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requirements, as participating states need to explicitly cooperate and share obfuscated
information, which could be a disadvantage regarding its implementation. Nevertheless,
we have shown that the strength of the MPC protocol lies in the fact that an adversary
cannot obtain more information from the joint computation than if a trusted third party
were to compute the intersections. The ExTRUST system uses a novel exploit identifier
and discussed how this identifier could be improved in different scenarios to address
the trade-off between the uniqueness and ambiguity of the properties. We believe that
this provides a secure measure which fulfills the state’s need for secrecy and yet at the
same time can contribute to the reduction of vulnerability stockpiles in order to foster
the public IT security through the disclosure of vulnerabilities.

We discussed further application scenarios beyond the specific context of cyber arms
control with different parties comparing their vulnerability stockpiles. We demonstrated
that such an approach could be facilitated for external depletion measures such as
bug-bounty programs. Such measures could potentially be extended so that even private
actors could contribute to the internal exploit stockpile depletion process by adding
external information about the depletion into ExTRUST.

As the discussion has shown, further evaluation and study of our concept is recom-
mended, in particular in terms of the definition of the identifier. We discussed that a
current limitation of the identifier is the necessity to find a sweet spot in the accuracy
regarding the description of a security vulnerability that prevents duplicate descrip-
tions of the same identifier while avoiding an unnecessary and potentially problematic
generalization.

Future work should analyze the relationship between the uniqueness and ambiguity of
the characteristics of the identifier, the size of the identifier space, and – on a practical
level – whether security experts independently create matching identifiers for the same
vulnerability. Further work should focus on the possibility, the role and the security
requirements of a trusted third party like the UN to calculate stockpile intersections, in
order to circumvent the current necessity of cooperation between potentially opposing
state actors. In addition, it would be interesting to implement ExTRUSTas an actual
measure between state parties to monitor its real world usage, its perception of the
systems security and usability by the participating states as well its impact on their
vulnerability disclosure considerations.

Due to the high political relevance of our proposal, we hope that this approach can be an
inspiration to computer science and engineering to reflect on the ethical responsibility for
the domain of cyberspace and its peaceful development and that future interdisciplinary
work in this area will bring together researchers from privacy, IT security, and peace
and conflict research.
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16.9 Annex

16.9.1 Required properties for a machine-readable vulnerability identifier

In order to automatically compare vulnerabilities, our approach requires a vulnerability
identifier id

(
ip
v

)
for a given vulnerability v, which must be unique among all parties p ∈

P sharing v’s information iv. Hence, the equation id
(
ip
v

)
= id
(
ip ′
v

)
should hold for

all v ∈ V and p, p ′ ∈ P, where ip
v and ip ′

v are the vulnerability v’s information of the
respective party.

16.9.2 Ambiguous vulnerability identifier

The vulnerability identifier description is ambiguous, if it is possible to describe two
different vulnerabilities v1, v2 ∈ V, where v1 , v2 with the same identifier, i.e., id

(
ip
v1

)
=

id
(
ip
v2

)
, or to use two different identifiers for the same vulnerability v ∈ V, i.e., id

(
ip
v

)
,

id
(
ip ′
v

)
.

16.9.3 Approximation of the vulnerability identifier space

Given the number of CWE classes, the size of the CPE directory and space of possible
function names FN the vulnerability identifier space can approximated to |id| = |CPE| ∗
|CWE| ∗ |FN |, with |CPE| ≈ 219, |CWE| ≈ 29, and |FN | ≈ 253 (using the NLTK English
word corpus) resulting in |id| ≈ 281.

16.9.4 The checkIntersections transaction of BC-based ExTRUST

/**
* Sample transaction processor function.
* @param {de.peasec.vulnerability.CheckCollisions} tx Sample transaction instance
* @transaction
*/
async function checkCollisions(tx) {

const assetRegistry = await getAssetRegistry(’de.peasec.vulnerability.
↪→ Exploit’);

const allExploits = await assetRegistry.getAll();
const collidingExploits = {};

for (const exploit of allExploits) {
const id = exploit.id;
const hash = exploit.vulnerabilityIdentifierHash;

if (!(hash in collidingExploits)) {
collidingExploits[hash] = [exploit];

} else {
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collidingExploits[hash].push(exploit);
}

}

for (const property in collidingExploits) {
if (collidingExploits.hasOwnProperty(property) && collidingExploits[

↪→ property].length >= 2) {
exploits = collidingExploits[property];

let event = getFactory().newEvent(’de.peasec.vulnerability’,
↪→ ’CollisionFound’);

event.affectedExploitIds = exploits;
emit(event);

}
}

}

Listing 16.2: The function that checks for matching items in the BC-based
ExTRUST ledger.

16.9.5 PSI-variant Boolean circuit for multiple parties

Our circuit extends Huang et al.’s (Huang et al., 2012) Boolean circuit for two-party
PSI of complexity O

(
u log u

)
into a PSI-variant circuit for multiple parties with special-

purpose filter options for matching items (cf. section 16.9.5). In the first step, each party i
locally sorts (i.e., outside the circuit) its set of triples Xi = {xi,1, . . . , xi,u} s.t. vi, j < vi,l
if j < l and inputs this into the circuit. The first task of the circuit is to verify that the
input set of each party is correctly sorted. This is a linear sweep through the input set of
each party with u comparison circuits for the respective vi, j-values and has total size
of O

(
Nuσ
)
ANDs (Kolesnikov et al., 2009). We open a flag li for each party i to all

parties by using reactive MPC, that indicates if i’s inputs were correctly sorted. If one
of the parties cheats (li = 1), the protocol aborts and the cheating parties are removed
from future computations.

The next part of the circuit is similar to that of Huang et al. (Huang et al., 2012): the
single sorted sets are oblivious merged to one large sorted set. For this purpose, we
span a binary tree of sorted lists, where each node on depth i implements a bitonic
merger (Huang et al., 2012) for 2iu inputs, which has a complexity of O

(
2iuσ log

(
2iu
))

ANDs. A bitonic merger takes two sorted sets as input and outputs the merged sorted
set. In total, we have N − 1 of these bitonic mergers and the binary tree has a depth
of log2

(
N
)
. This results in an upper limit of ∼ 2N2uσ log

(
Nu
)
ANDs. In our special

case, all triples xi, j are now sorted according to the values vi, j of xi, j, so that matching
vulnerabilities lie directly next to each other. Since the triple can no longer be assigned
to a specific party, we denote the outcome of this subcircuit with x1, . . . , xuN .

Afterward, neighboring entries are compared with a DupKeySelect block. A DupKey-
Select block takes as input two neighboring triples

(
vi, k0

i , k1
i

)
and
(
vi1, k0

i1, k1
i1

)
, and

outputs
(
k1

i , k1
i1

)
if vi = vi1 or

(
k0

i , k0
i1

)
otherwise. We compare the first and last value

with a zero string 0σ to avoid leaking information about the frequency of occurrence of
a key. The corresponding circuit a has size of ∼ Nuσ ANDs.
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Figure 16.3: Boolean Circuit design output identifier keys that are dependent if their
respective vulnerability identifier occurs at least twice. The complexity of the circuit
is ∼ 2Nu 2N2uσ log

(
Nu
)
ANDs for number of parties N, number of inputs per party u

and security parameter σ. The design is based on Huang et al.’s Boolean circuit for
computing the set intersection between two parties (Huang et al., 2012). The red
values l1, . . . , ln are opened and verified before the oblivious merge block is executed.



246 ExTRUST: Reducing Exploit Stockpiles with a Privacy-Preserving
Depletion System for Inter-State Relationship

The final step is to shuffle the output keys k1, · · · , k2uN . This circuit has a complexity
of O
(
Nuσ log

(
Nu
))
ANDs (Waksman, 1968). The resulting keys k′1, . . . , k′2uN are opened

to all parties. Finally, the parties can identify matching vulnerabilities by checking
which of their input keys occur in the output. Overall, the complexity of the circuit is
clearly dominated by the oblivious merge part of size ∼ 2N2uσ log

(
Nu
)
ANDs.

During the lifetime of ExTRUST, the parties cannot update the hash values vi, j from xi, j,
but they use fresh identifier keys k0

i, j and k1
i, j in each protocol run.

Generalization of MPC-based ExTRUST

The above described circuit implements a variant of the private multi-party intersection,
where an intersection is found when at least two parties share an element. However,
this circuit can easily be adapted to other variants of the functionality relevant for arms
control. We provide two examples below and note that adapting to other variants is a
simple circuit design task.

At least m parties In some cases, it may be useful to know whether elements are
shared by at least m parties (say m 3) in order to decide whether a vulnerability or
exploit can be made public. This can be easily achieved by replacing the DupKeySelect
block in section 16.3 with an m-DupKeySelect block, which outputs the 1 keys if m
neighboring elements are equal. Such an m-DupKeySelect block has a complexity
of O
(
mσ
)
ANDs so that the total complexity of this subcircuit is O

(
mNuσ

)
ANDs which

is still negligible compared to the rest of the circuit.

At least z fixed parties and m other parties In this scenario, the parties aim
to find intersections that z fixed parties know about (e.g., China and USA with z 2)
and at least m other parties. This can be achieved by adding a fixed identifier t to the
input tuples of the parties (e.g., set to 0 for China, 1 for the USA, 2 for all others).
The DupKeySelect block in section 16.3 is then replaced by a Programmable-

(
m z
)
-

DupKeySelect block, which receives a programming bit p as additional input, indicating
whether a duplicate check is valid or not. More specifically, if p 1, the block will output
the result of an

(
m z
)
-DupKeySelect block, and otherwise, if p 0, the block will never

output an intersection. The programming bit for these blocks is indicated by a z-Filter
block, which takes the parties’ identifier t and checks if the z fixed parties are part of the
potential intersection (e.g., t ∈ {0, 1}).

The z-Filter block takes as input z m identifiers t1, . . . , tzm, has a set of fixed identi-
fiers T1, . . . , Tz, outputs one single bit p and works as follows: We check for all fixed
identifiers Ti if an input identifier t j exists where Ti = t j holds. We do this by compar-
ing Ti to all input identifiers and using OR-gates to fold the result to a single bit. The total
complexity of this step for all fixed identifiers is O

(
zω
(
m z
))
ANDs, where ω log

(
z 1
)

is the bit-length of the state identifiers. Afterward, we use z − 1 AND gates to fold the z
resulting bits to one bit p, which results in a total complexity of O

(
zω
(
m z
))
ANDs.
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The Programmable-
(
m z
)
-DupKeySelect block takes z m quadruples xi =

(
vi, k0

i , k1
i , ti
)

as input and outputs z m keys k0/1
1 , . . . , k0/1

zm . It consists of a
(
z m
)
σ-bit multiplexer (one

bit for each output bit), where its first input consists of the input keys k0
0, . . . , k0

zm, the
second input is the output of the

(
m z
)
-DupKeySelect block, and the programming bit is

the output of the z-Filter block p. The multiplexer circuit has a size of O
(
σ
(
z m
))
ANDs.

Overall, the complexity of the Programmable-
(
m z
)
-DupKeySelect block is dominated

by the size of the
(
m z
)
-DupKeySelect block of size O

(
mNuσ

)
ANDs which is negligible

compared to the rest of the circuit.
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V E R I F I C AT I O N I N C Y B E R S PAC E

Abstract Verification is one of the pillars of arms control and non-proliferation
treaties, as well as an important part of confidence building measures. It defines practical
measures that enable treaty members to control the treaty compliance by observing,
counting or monitoring specific actions and their accordance with the respective rules.
In contrast to historical examples of former military technologies, cyberspace features
some unique characteristics, making it hard to apply established measures. The chapter
describes these peculiarities and assesses distinguishing problems compared to selected
established verification measures for nuclear, biological and chemicals weapons tech-
nology. Yet, cyberspace is a man-made domain and adjusting its technical setting, rules
and principles may help to reduce the threat of ongoing militarization. Offering some al-
ternatives, the chapter elaborates on suitable and measurable parameters for this domain
and presents potentially useful verification approaches.

Original Publication Reinhold, T., & Reuter, C. (2019c, March 13). Verification
in Cyberspace. In C. Reuter (Ed.), Information Technology for Peace and Security: IT
Applications and Infrastructures in Conflicts, Crises, War, and Peace (pp. 257–275).
Springer Vieweg. https://doi.org/10.1007/978-3-658-25652-4_12

17.1 What is Verification?

The international law is based – among other things – on treaties and binding agreements
between states that define the rules for state behavior and its interactions. One of the
main principles of these rules is the convention “pacta sunt servanda” (Wehberg,
1959), which basically translates to “agreements must be kept”. While the principle
had been state practice for centuries, its first explicit reference was made in 1969 in the
“Vienna Convention on the Law of Treaties” which describes that “every treaty in force is
binding upon the parties to it and must be performed by them in good faith” (UN, 1969).
Therefore, it highlighted the question which instance should be in charge of controlling
the compliance of states to specific treaties and how this should be performed. This
question had been answered over the last decades in different variations, led by the
principle that states are sovereign entities and to a high degree autonomous in their
decisions, which mainly rules out the possibility of “higher instances”1. Therefore,
states basically regulate their relations by mutual agreements. A complementary tool for
treaties is the possibility of treaty partners to control the compliance of each other by
practical measures, the so-called verification. Verification often belongs to international

1State sovereignty is one of the core principles of the UN Charta, which defines the general rules of state
behavior and interstate relations. Only dedicated institutions like to UN security council are authorized to
restrict this right.

https://doi.org/10.1007/978-3-658-25652-4_12
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treaties but can also be part of non-binding interstate agreements in terms of confidence
and trust building among opposing state actors2 that thereby are able to demonstrate
their good intent. Verification is an important measure for international security politics
and mostly integrated in so-called verification regimes, a concept that is based on the
regime theory of Robert O. Keohane (Keohane, 1984). His theory describes “institutions
possessing norms, decision rules, and procedures which facilitate a convergence of
expectations” (Krasner, 1983). In theory, a regime is a set of “principles, norms, rules,
and decision-making procedures around which actor expectations converge in a given
issue-area” (Krasner, 1983). In terms of verification, this means that a verification
regime consists out of the following different parts that the affected states negotiated
and agreed upon:

• The agreements itself.

• The specific thresholds, binding instructions or forbidden activities that belong to
rules which the treaty members agree to follow.

• The practical measures that treaty members or specifically entrusted authorities
are allowed to perform in order to control the compliance of the treaty members.

• Optionally the definition of the authority that is allowed to decide over the
compliance and the consequences that states agree to perform and bear when the
agreed rules are not followed.

Verification regimes had been developed over the last decades for different reasons and
situations and are based on different mandates, often in the context of disarmament,
arms control or the so-called non-proliferation3 of military technology. Every regime
is based and depended on the political acceptance of the agree measures. A popular
example for verification in the context of nuclear armament is the International Atomic
Energy Agency (IAEA), an independent international organization that reports to the
United Nations General Assembly and the United Nations Security Council. With the
international adoption of the Treaty on the Non-Proliferation of Nuclear Weapons
(NPT)4, the IAEA had been put into charge in different treaties (Neuneck, 2017) “to
establish and administer safeguards designed to ensure that special fissionable and
other materials, services, equipment, facilities, and information made available by the
Agency or at its request or under its supervision or control are not used in such a way
as to further any military purpose; and to apply safeguards, at the request of the parties,

2Confidence and trust building (CBM) is a measure to establish the cooperation of states by stepwise
mutual concessions, information sharing and the reduction of military pressure. CBM as a concept had been
developed by the Conference on Security and Co-operation in Europe (CSCE) during the Cold War era (Bazin,
2013).

3Proliferation is a concept from international security politics that describes the spread or the intensi-
fication of the knowledge, the technology or the material of a specific military weapons technology. It is
further graduated in horizontal proliferation (the spread to new states that don’t dispose this specific military
technology) and vertical proliferation (the advancement and stockpiling of one state for a specific military
technology). Non-Proliferation contains measures of arms control like treaties and agreements that should
prevent this spreading.

4The Treaty on the Non-Proliferation of Nuclear Weapons (“Non-Proliferation Treaty”, NPT) is an
international treaty that entered into force 1970 and whose objective is to reduce and prevent the spread of
nuclear weapons and their technology and instead foster the peaceful application of nuclear energy (NPT,
1970).
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to any bilateral or multilateral arrangement, or at the request of a State, to any of that
State’s activities in the field of atomic energy” (IAEA, 1961).

One of its most recent tasks is to control the compliance of Iran to the JCPOA nuclear
treaty agreements (Joint Comprehensive Plan of Action) (IAEA, 2016) that had been
negotiated over the last years and came into force in January 2016. Verification measures
are integrated as so-called safeguards. They enable IAEA staff members to get access
to nuclear and research facilities, shut down and seal critical industrial hardware, install
surveillance cameras, control industrial plants, count the equipment in nuclear facilities,
take samples from nuclear material as well as measure the radiation level of devices and
places. As already pointed out, these verification measures are always practical steps that
tightly concentrate on specific aspects of the controlled technology and whose outcome
can be compared against threshold values, “do’s and don’ts” or lists of forbidden
technological procedures. Another example of a verification regime concerns chemical
weapons and feasible weapons material. This regime had been put in place according
to the Chemical Weapons Convention (CWC)5, an international arms control treaty
that had been negotiated by the UN and entered into force in 1997. The treaty “(..)
prohibits the development, production, acquisition, retention, stockpiling, transfer and
use of chemical weapons. It also prohibits all States Parties from engaging in military
preparations to use chemical weapons” (Boehme, 2008) and it is administered by the
Organization for the Prohibition of Chemical Weapons (OPCW) which had been
explicitly founded for the task of verification. All verification measures of the CWC are
defined and signed by the treaty members in a dedicated “verification annex”. This annex
contains detailed explanations which and how verification measures are performed, lists
the allowed measurement procedures, defines who is entitled to perform specific tasks
and analyze the taken samples and how the results are reported (Boehme, 2008). A key
element of the CWC are the inspections to control industrial plants as well as civil and
military research facilities and laboratories, monitor the production of critical chemical
materials, count fabrication materials and equipment, take chemical samples and control
for specific forbidden military “delivery systems”6.

In regard to former military developments, verification measures like the described
examples had been put in place in situations when new technical advancements or
innovations significantly destabilized the international balance of powers, led to arms
races or contained the potential for massive destruction or unutterable suffering. In these
situations, verification has been a measure to sustain and support political stabilization
agreements by mutual control mechanisms. When looking at the current developments
in the cyberspace, international security politics have to handle such a situation where
military forces are quickly adopting to this new situation and consider the cyberspace the
next military domain where defensive and offensive measures are necessary. More and
more military forces are establishing dedicated cyber commands (UNIDIR, 2013) and
alliances are fostering the establishment of collective capacities for military engagements.
For example, the NATO decided in 2016 that the cyberspace is an essential domain
that needs to get covered by the collective defense strategies and that attacks over
the cyberspace can invoke the alliance case of Article V of the NATO Charta. This
development raises many concerns due to the lack of international political regulation
or even a common international understanding between states on how the rules of

5The full title of the treaty is “Convention on the Prohibition of the Development, Production, Stockpiling
and Use of Chemical Weapons and on their Destruction”

6J. B. Tucker (Tucker, 1998) gives a comprehensive overview.
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international law apply to this domain, what is allowed and what is prohibited. Although
some suggestions had been made, like the so-called Tallinn Manual (CCDCOE, 2013)
or the of Russia, China, Tajikistan and Uzbekistan (UN General Assembly, 2011) none
of these approaches reached an international consent so far. This situation is tensed on
the one hand by the fact that it is yet unclear how offensive tools for the cyberspace
that can be targeted against IT systems (cyberweapons) can be classified in terms of
their destruction potential and how this impact can be estimated. On the other hand, IT
systems are an essential part of most societies and, due to their interconnected nature,
critical for the global economy, a fact that is accommodated in many countries by
the classification of IT systems and its networking hardware as critical infrastructure
(for example, see EU-Parliament, 2008). With regard to the technical know-how of IT
systems, the knowledge as well as the global economic players are concentrated in just
a few countries that currently dominate this field of technology and therefore to a high
extent also its military application. This led to a situation where it is rational for military
decision makers and politicians to consider their countries as threatened by such military
and potential destructive powers and to establish own military programs to counter this
situation and keep the pace. An arms race has started.

17.2 The Special Characteristics of the Cyberspace Domain

The described situation underlines the necessity of regimes for the cyberspace and related
arms control measures to limit this development, establish binding rules and create
a calculable situation for interstate relations. On the other hand, as has been already
pointed out, this situation is rarely new, and states have faced similar circumstances over
the last decades for other technological developments. It is therefore appropriate to gather
insights from the former “lessons learned” and project them to the current situation.
Unfortunately, this approach quickly reveals that the cyberspace has some unique
technical specifics and features that differ strongly from other technical developments.
These features, that will get briefly analyzed in the next part, hinder the projection of
established arms control and verification measures to the cyberspace, and therefore have
to be taken into account for the development of applicable measures.

17.2.1 The Problems of Counting Data in a Virtual, Distributed Space

The cyberspace is by design a “virtual” domain that abstracts a space from a specific real
geographic location. It consists of autonomous, self-contained networks that integrate
and connect groups of different IT systems, while each network itself can consist of
smaller sub-networks. Any kind of data is on the one hand theoretically stored and
processed by a specific IT system which has a geographical location and falls under
a jurisdictionally responsible legislation. On the other hand, especially in times of the
so-called cloud computing, data can seamlessly transferred to, copied to and stored in
another system for availability or split up to multiple parts to be stored and processed
on multiple, distributed IT systems. In either case, data itself has no specific physical
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representation7 that can be monitored and can be seamlessly duplicated. This situation
makes the geographical pinpointing of a specific piece of data problematical and renders
two main concepts of established verification meaningless: the counting and verifiable
limiting of objects. Digital data does not produce any kind of reliable “traces” that
might be used to monitor the actions of a specific institution or actor. This situation
is furthermore complicated by the so-called attribution problem that – in a nutshell
– describes the problems and the ambiguity of assigning any kind of activity within
the cyberspace to its origin and the presumed actor that intentionally performed this
activity8.

17.2.2 Dual Use: Technology for Civilian Purposes and Military Applications

Another feature of the cyberspace, and especially of the technical equipment that is
necessary for its infrastructure is its so-called dual-use character. The term describes
the feature of specific goods9 that can be used for military as well as civilian purposes
without being able to draw a distinct line between these usage scenarios and which
therefore cannot be generically prohibited for arms control reasons. Such goods need
to get monitored in detail, because only their precise usage decides whether it affects
negotiated agreements or not. Popular examples for dual-use goods are biological agents
or other basic material for vaccines that are necessary for civilian health care reasons
and medical research but can be also used for military purposes. The task of defining
lists of such goods and its necessary special verification treatments into treaties is
performed since several decades for nuclear, chemical and biological goods. Its most
popular example is the Wassenaar Arrangement (“The Wassenaar Arrangement on
export controls for conventional arms and dual-use goods and technologies - List of
dual-use goods and technologies and munitions list”) (The Wassenaar Arrangement
Secretariat, 2022), a binding regime between currently 42 participating states that agreed
upon sharing trade data of such sensitive goods as a measure of trust and confidence
building as well as establish national export controls. The agreement had been extended
in 2013 to cover so-called intrusion software, that is “specially designed or modified
to avoid detection by ‘monitoring tools’, or to defeat ‘protective countermeasures’, of a
computer or network capable device” (“The Wassenaar Arrangement on export controls
for conventional arms and dual-use goods and technologies - List of dual-use goods
and technologies and munitions list,” 2017) (The Wassenaar Arrangement Secretariat,
2022) and able to either retrieve data from IT systems or alter their standard behavior.
Nevertheless, the dual-use character of IT hardware and software is distinct and many
argued that the new regulations of this extension could lead to problems with legitimate

7Of course, all pieces of data are stored physically in different ways (like magnetic fields and classic hard
drives or electromagnetic states on solid state drives) but this stored data cannot be handled as an unique and
autonomous, self contained entity like a missile, a tank or an test cube.

8The necessity of attributing an attack to its origin is a key element to the states right for self defense under
the UN Charta. Nevertheless, attribution in cyberspace is hindered by multiple possibilities of adversaries to
cover tracks and use IT systems of uninvolved third parties. Attribution cyberattacks is therefore currently
considered to be the main problem when applying international law and its rules of state behavior to the
cyberspace. As an example, see Guerrero-Saade and Raiu (Guerrero-Saade & Raiu, 2017).

9The term “goods” which includes software as well as technology is used especially in dual-use scenarios
of arms control and non-proliferation to describe “anything that needs to get regulated” without being
exclusively restricted to military technology and with explicit inclusion of necessary base materials for
potential military products.
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research on cybersecurity measures if restrictively put into force (for example, see
Hinck, 2018). Compared to former dual-uses approaches, a relevant factor for national
trade regulations of chemical, biological or nuclear goods was either the sheer amount
of specific materials, the necessary equipment or specific military delivery systems that
can be controlled. For the cyberspace this is not possible, because both the hard- and
software and their extent are the same for civil, economic and military purposes. 2018).

17.2.3 Differentiation between Defense and Offense

A last aspect that is strongly connected to the dual use debate is the differentiation
between goods that distinctively serve for military defensive measures and those whose
primary purpose is for offensive measures. Such differentiation could be deployed for the
regulation and application of verification measures on the trade, possession and usage
of respective cyber capacities. Nevertheless, as pointed out before, there is no obvious
distinction for IT goods due to their dual-use character. Even apparently offensive tools
like malware or software exploits are necessary to test and increase the cybersecurity of
one’s own IT systems. A popular example for this case are so-called penetration testing
tools, i.e. software that is specifically designed to attack and penetrate IT systems and
networks to detect flaws, weaknesses and security problems. These tools are an important
instrument for IT security practitioners and their regulation can affect the protection of
IT systems. On the other hand, their detection during potential inspections therefore does
not necessarily prove any non-compliance. An exception could be seen in “hand-crafted”
software that is produced and dedicated solely for cyberattacks. It is supposed that such
things might become more relevant in the next years when the economy increasingly
adapts to the demand from military forces for such things. Nevertheless, the absolute
majority of cyberattacks in the last years, even those with presumed state actors, had
been carried out with “off the shelves” tools and software, which, due to the nature
of rapidly changing technology in the cyberspace, is often the more effective way to
perform the goals (as an example, see the 2018 version of Verizons “Data Breach
Investigations Report” (Verizon, 2018)).

17.3 Established Verification Measures and their Problems when Ap-
plied to the Cyberspace

The previous glimpse on the established verification measures of other technological
developments in the light of the technical specialties of the cyberspace already predict
that applying or projecting these measures directly will certainly not work for this
new domain (Pawlak, 2016). Nevertheless, to understand how applicable verification
measures for the cyberspace can be developed, which problems arise and how they
need to be differentiated from former approaches, it is helpful to understand the core
principles of the established verification regimes and its control measures.

As has been pointed out, verification measures always control the compliance to agree-
ments and although the previous examples illustrated that they strongly differ for various
kinds of situations, all of them basically contain some of the following four restrictions
and its adjacent verification principles (Neuneck, 2017):
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• Geographical restrictions that regulate the allowed or prohibited location of
specific goods which are controlled by locating and visually monitoring these
goods (this might include ultraviolet and x-ray imaging as well as aerial and
satellite photography)

• Limitations in terms of the overall amount or even the complete prohibition of
the possession of goods are controlled by counting and cataloging the goods

• Definitions of threshold values for specific properties of physical, chemical or
biological states of goods and military systems can be controlled by measuring or
scientifically estimating these properties of goods

• Restricting the proliferation of goods that is controlled by regulating their trade
and tracing the exported goods

With the technical specifics of the cyberspace in mind, it becomes clear that most of
the established verification measures will not work for the cyberspace because their
core principles are designed for physical domains like sea, air, land or space and rely on
features of these domains that the cyberspace does not provide. This problem should be
analyzed in detail.

The principles of geographical restrictions are undermined by the virtuality of the
cyberspace. Even if hardware itself always has a physical representation, the storage
and processing of data cannot be reasonably attributed to a geographical location. Also,
where hardware can get monitored and controlled, it is not the hardware but merely
the software and its usage that differs between legitimate usage and a theoretically
forbidden application, a differentiation that is hard to make due to the dual-use character.
Furthermore, even if one assumes the existence of specific military grade software, it is
hardly practical to control IT systems regarding their installed software to search for
theoretically forbidden offensive tools. IT systems provide numerous ways to hide data,
e.g. so-called hidden volumes (Bellare & Rogaway, 2005), a cryptographic way to hide
software or data within the apparently “free space” on storage devices that can only be
detected and unlocked by insiders with specific software and passwords.

Controlling and tracing the proliferation of software and hardware is another principle
that is rendered nearly impossible by its dual-use character. We are practically unable
to decide whether they are used in a legitimate way. On the other hand, the virtuality
of the domain cyberspace allows adversaries to cover their tracks or manipulate them
to put investigators off the scent. The ongoing debates on the problems of attributing
cyberattacks illustrate these problems in detail (as an example, see Guerrero-Saade
and Raiu, 2017). Also, as pointed out before, only the usage of tools decides about
the offensive or defensive application of goods, so any rules of verification regimes
that declare forbidden behavior need to implement measures of controlling the specific
application of IT goods, which is not practically implementable.

One principle where the cyberspace especially differs from other domains is the lack of
a physical representation and, on the other hand, the seamless duplication of data. As
argued before, malware and data cannot be counted – which might be a commonplace
but renders any approaches of limiting specific things useless. For devices like IT



256 Verification in Cyberspace

hardware that theoretically can be counted, the strong dual-use character again interferes
with this approach of regulation10.

The principle that seems to be most suitable to be projected to the cyberspace is the
definition of any kind of thresholds as port of verification regimes. This paradigmatically
builds on the idea that it is not the presence but the extent of the usage of goods
that defines compliance or non-compliance, which strongly applies to the cyberspace.
The question therefore is what parameters can be measured for the cyberspace and
its underlying IT infrastructure and how measurement and controlling approaches can
work.

17.4 Approaches of Verification for the Cyberspace

Despite the problems that had been pointed out in the previous chapters, verification for
cyberspace has one strong advantage over other domains. In contrast to air, space, sea
and land, the cyberspace is a completely man-made domain. Every rule and functional
principle is defined and created by people or rather international committees like the
standardization-focused Internet Engineering Task Force (IETF) (Bradner, 1999) or
the more research-focused Internet Research Task Force (IRTF) (Sherry, 1996) that
develop new technologies for the cyberspace and decide over their deployment. This
means that – at least in theory – these principles can be adapted and further developed
to support the peaceful development of this domain, to create transparency where it is
necessary and support the establishment of measures for international political stability.
Furthermore, the following sections will show that some necessary technical solutions
that might be applicable for verification tasks already exist in other contexts of IT tasks.

17.4.1 Measurable Parameters of the Cyberspace

The question is which parameters of the cyberspace, its infrastructure and technical
principles can be measured and potentially applied for verification measures and what
degree of explanatory power each specific parameter can provide. It also needs to be
considered at which “level”11 within the IT infrastructure the measure can be performed
and to what extent this needs any kind of hardware or software alteration. With regard
to the applicability and the political acceptance of possible verification regimes, the
following analysis concentrates on parameters and measures that “look from outside” on
IT systems and the networks and does not require an alteration of existing IT hardware
or software infrastructures. On the other hand, this possibly limits its explanatory power.

10It is important to mention, that trade regulation of hardware still can be performed based on the
political intent of state actors. But the argumentation for such steps cannot be based on any kind of dual-use
considerations.

11The term “level” describes the aspect that IT infrastructure and especially networks can be examined at
different points and with different amounts of intrusion. As an example, it is non-intrusive to use conventional
firewall or monitoring hardware to control the data stream from or to networks at its interconnections with
other networks by integrating the hardware into the existing structure. On the other hand, modifying the
network structure or even enforcing the usage of specific modified network software will require more
extensive adjustments.
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The first set of measurable parameters applies to the extent of the hardware of IT
systems and networks. Compared to later discussed usage centric monitoring these
parameters are quite rough and will not be applicable to monitor the day-to-day usage
of the IT systems nor the real time activities of treaty parties like clandestine cyber
operations because they represent the overall size of a facility. On the other hand,
these parameters are physically obvious, hard to disguise or manipulate and visible for
monitoring. They qualify for roughly estimating the storage or processing capacities
and to monitor the tendency of the technological developments of facilities as well as
reveal the establishment of new cyber capacities or similar significant changes12. These
parameters are:

• The total power supply as well as the current power consumption of IT infrastruc-
tures

• The available supply of cooling systems and their thermal power as well as the
current heat production of IT infrastructures

• The available network bandwidth capacities as well as the current flow-rate of
transmitted data over monitored network connections

• The total amount of connections of monitored networks to other external civil
or commercial networks (the so-called peering) and their maximal possible
transmission performance

• The amount of required staff for the maintenance of the IT systems.

Beside these lists, other parameters like the CPU and the network processing power
as well as the available storage capacities could be used as parameter. But as already
pointed out, these are harder to gather because measuring these values needs direct
access of monitoring personnel to all controlled systems.

A second set of parameters applies to the usage of IT systems and aims to measure
or monitor their specific application. These parameters therefore qualify for the real-
time control of cyber operations and activities. In terms of necessary adjustments of
the infrastructure, these parameters also can be gathered “from outside” by extending
existing infrastructures without the need for any alteration. Nevertheless, in terms of
intrusiveness, these parameters are capable of monitoring cyber activities in detail but
can contain potentially unwanted or even secret information. These parameters are:

• The metadata of incoming and outbound networked based data transmissions of
monitored networks

• The usage of anonymization services

• The usage of exploits for known security problems of IT devices and software
12As an example, the analysts of the so called Mandiant report (Mandiant Corporation, 2013) monitored

among other parameters the extension of network bandwidth capacities and the necessary infrastructures in
Beijing. They used their observations to harden their conclusion, that the Chinese army hosts one of its cyber
units, the so called PLA unit 61398, in this area that is suspected to have been the attacker behind many cyber
incidents against US companies.
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17.4.2 Approaches for Verification Measures in Cyberspace

The previous chapter showed that IT systems in fact provide measurable parameters that
can be used to develop and establish monitoring procedures. For their deployment, three
important aspects need to be considered that affect their technical applicability as well
as the potential political acceptance of these measures by treaty parties. These aspects
are:

• The technical steps to establish the monitoring systems into existing infrastruc-
tures

• The possibly required technical modifications on the monitored systems

• The implementation and maintenance costs.

With regard to a valid estimation of these aspects as well as the practicability of devel-
oping monitoring methods it is advisable to analyze existing IT methods from other
use cases and possibly adapt them to the new context of verification in contrast to
developing measures “on the greenfield”. This approach is especially fertile for the
cyberspace domain due to the already discussed dual use character of its technologies
where the long history of IT security research often already dealt with problems that
share similarities to verification problems.

As to the parameters of determining the power supply and cooling capacities of IT
infrastructure as well as measuring its actual values this applies to engineering problems
that go beyond the scope of this paper and are well understood and established. The
same applies to the determination of current and potential network bandwidth capacities
and current flow rates, because these things are at the core of safety as well as operating
monitoring tasks for data centers. All of these measuring technologies are in the most
cases already part of existing IT infrastructure installations, get already logged and don’t
need any further adjustments except for the aspect of tamperproof storage of the logged
data that will be discussed later on. As pointed out, values of these parameters need to
get collected and stored over a relevant time because their primary explanatory power
lies in the indication of significant infrastructure changes.

A more detailed monitoring of activities needs information about the specific operations
that had been and are being performed with IT facilities. This kind of monitoring can be
accomplished with methods that acquire and control the usage of specific IT systems or
networks. This acquisition is possible on different levels of intrusion. A light-weight
version can gather so-called metadata of outbound and inbound network connections.
This metadata is information which is delivered with the actual payload and always
contains at least the IP addresses of the sender and recipient of the transmitted data, the
amount of the transmitted data as well as the timestamp of the connection - much like
the labels on an envelope. Such types of data already exist because it is necessary for
the basic principles of network-based data transmission and processed by all involved
networking hard- and software. As for the former discussion, it is therefore merely a
question of logging this information, a task which is often already put in place for IT



259

security or law enforcement reasons13. This monitoring of transmitted data could also be
intensified if necessary for verification reasons by detecting more in-depth information
of the data like the type and content of the data. Such technology is already available and
called deep packet inspection (Amir, 2007). Gathering and storing such information
is always a critical task where personal rights and privacy aspects need to be weighed
up against the purpose of this information collection. To respect this, the mentioned
storage techniques allow fine-grained possibilities of anonymizing the information to
balance the verification agreements on the one hand with the necessities of personal
rights, national security and state sovereignty on the other hand. For instance, this would
involve the storage of the connection IP addresses on a network level rather than a
device specific level.

An important strategy of many cyber operations is their clandestineness and hiding one’s
tracks – that are, as explained, per default visible – is a key element of such activities.
So-called anonymization services like Tor, the “onion router network” (Schneier, 1996)
provide such services that hide this information, so that connections cannot be attributed
to their origin. The principle of such services lies in the routing of any internet connection
over specific servers that, in theory, remove any information which would allow to trace
it back. Such anonymization networks often utilize a “cloud” of different hubs where
connections are additionally routed over to disguise their path. These “disguise clouds”
use different cryptographic technologies in a way that the endpoint of the connection
does not have any information about its origin. Anonymization technologies undermine
effectively the approach of linking cyber operations to their origin and therefore provide
a possibility to avoid verification measures. On the other hand, the weak spots of
these anonymization services are the entry points, meaning the servers that connect the
“disguise cloud” with regular networks. Using the described verification approaches
of logging the connections can at least reveal that anonymization services are being
used by detecting the connections to the Tor network itself or – in combination with
traffic content and traffic pattern detection – by detecting that Tor connections are hidden
within the regular data connections stream14.

One more verification measure that effectively can be monitored is the usage of exploits
of known flaws and security holes in software and hardware of IT systems over network
connections. The knowledge of such flaws and security problems that often apply
to specific versions of software or hardware revisions of technical products are an
important source for IT security measures and commonly shared in dedicated databases
like the Common Vulnerabilities and Exposures (CVE) database. Exploiting these
flaws in many cases involves the usage of specific “hand-crafted” network traffic that
addresses the security hole at the receiving IT system and triggers purposeful faulty
behavior on these IT systems – mostly the bypass of established security measures.
These so-called exploits can be detected via the traffic analysis methods discussed above
when combined with resources like the CVE database (Pimenta Rodrigues et al., 2017).
This approach particularly applies to known vulnerabilities and therefore the usage of

13An example is provided by the data retention laws in different countries (EU-Parliament, 2006) that are
either active per default to store information on internet connections at the servers of IT service providers for
a specific time or apply measures that collect this information for the purpose of law enforcement after a court
order.

14Tor is designed to blend in with regular data traffic and look like normal HTTPS connections. On the
other hand, tools that track network traffic and analyze its patterns are able to uncover Tor connections by
statistical analysis and due to specific traffic patterns of anonymized connections. An in-depth analysis on this
flaw is given by Granerud (Granerud, 2010).
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unknown vulnerabilities – so-called zero-day exploits –cannot be monitored directly.
On the other hand, verification often happens based on stored logged information that is
collected over a specific time span and analyzed later. Even while recent studies showed
that zero-day exploits often stay undetected for several years15, this provides at least an
approach to put the activities of actors under observation. It must also be seen under
the perspective that, as stated before, the most cases of malicious cyber activities do not
involve the expensive method of obtaining zero-day vulnerabilities but predominantly
exploit existing and well-known security problems (see Verizon, 2018).

17.4.3 Implementation of Verification Measures

An important question with regard to the described current state of verification measures
for the cyberspace is the question of which existing IT technologies from other use
cases can be adopted for this kind of approach. In this case, the dual-use character of
the cyberspace can be an advantage, because the necessity of monitoring networks and
data connections is also given for IT security reasons and has been a key task since the
early days of commercial applications of IT systems. Therefore, a lot of technological
developments had been established that can used and its merely a question how the
results of these monitoring measures are interpreted. Where IT security aims to detect
unwanted intrusions or malicious activities that try to infiltrate a network from the
outside, the purpose of verification measures is to detect forbidden activities in terms of
the regime agreements, within or from this network. With this in mind, the measuring
methods of gathering network connection logs introduced above as well as the more
intrusive method of traffic analysis and traffic data inspections and the storage and
analysis of this information are “everyday tools” and technologies that are widely used
and shall therefore be omitted here. From this point of view, the most critical aspect
when it comes to adopting these technologies for verification is the validity of the logged
information and its tamper-proof storage.

Ensuring tamper-proof data storage is a problem that can be solved with a relative
new technology called blockchain. A blockchain “is a tamper-proof, shared digital
ledger that records transactions in a public or private peer-to-peer network. Distributed
to all member nodes in the network, the ledger permanently records, in blocks, the
history of asset exchanges that take place . . . “ (Iansiti & Lakhani, 2017) and where
each block contains a cryptographic hash of the previous block (Purdon & Erturk,
2017). A “hash” can be seen as a technical way of “sealing” information that can be
used to ensure for any kind of delivered data that it has not been modified. In the
blockchain, each new data entry is verified by its previous entries via a process of
so-called cryptographic signatures16. This means that a digital key is created based on
previous entries and then used to cryptographically sign the new entry. This prevents
any alteration of stored data because any modification would invalidate all following
entries in the blockchain. To ensure that the mechanism that stores the data into the

15See the RAND study (Ablon & Bogart, 2017) as an example. The study calculated an average life span
of 6.9 years for zero-day exploits. This is put into perspective by other key findings of the study that “only 25
percent of vulnerabilities do not survive to 1.51 years, and only 25 percent live more than 9.5 years [and that
for] a given stockpile of zero-day vulnerabilities, after a year, approximately 5.7 percent have been publicly
discovered and disclosed by another entity”.

16A brief overview of digital and cryptographic signatures is given (Buchmann, 2004).
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blockchain itself is valid and not manipulated, its code or at least a hash of its code can
be put into the blockchain for validation. In terms of the defined requirements for the
proposed measures, creating and securing logged data with a blockchain mechanism
results in a significant increase of the necessary processing and the storage capacities.
Nevertheless, using this kind of technical verification for streams of logging data is a
concept that had already been described as “audit log” or “audit trail” for use cases in
safety or security critical scenarios by Schneier and Kelsey (Schneier & Kelsey, 1998)
and is ready to get implemented.

17.5 Conclusion and Outlook

The discussion above has demonstrated the problem of the militarization of the cy-
berspace and the need for appropriate agreements and accompanying tools of arms
control to stabilize this development.

• Verification is one of the pillars for treaties and regimes that enables members or
an authorized institution to control each other’s compliance and guarantees the
treaties’ effectiveness. While verification as a tool itself has been developed over
the last decades for different other technological developments that had been used
for military purpose, its application on the cyberspace itself becomes complicated
due to the specific features of this new domain. This requires the development of
new approaches that, in theory, would result in an ideally tailorable space where
mankind can define the rules.

• The previous sections have provided an overview of which existing parameters
of this domain are applicable for monitoring and measuring approaches. As
demonstrated, such measurement does not require specific technical developments
or even specific adjustments of IT infrastructures because they are mostly already
installed for IT security reasons.

• This provides an optimistic position for both the establishment of first real-world
use cases as well as the further development of such verification measures. For
this matter, future work had to been put into the question of how significant the
monitoring of specific values is, especially due to the fact that some discussed
measurable parameters are mere generic values.

• With regard to the rapid technological development in the field of IT it is also
advisable to further analyze how verification measures and their critical thresholds
that are monitored can adjust to these developments17 to reflect its security and
stability building intent.

• Further research is also necessary to answer the question of how measures can
be developed or strengthened to prevent the circumvention or manipulation of
monitoring. And finally, all verification measures are used for specific purposes
and use cases. We will soon need to evaluate the proposed measures and find
appropriate approaches for the specific tasks, challenges and usage scenarios.

17For instance, a simplified and exemplary limit of an energy supply of 10 kilowatts for a facility can
generate a multiple of computer processing powers over several years.
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