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Abstract
Over the past decades, studies of nuclear structure have led to numerous experiments aimed

at understanding the properties of the nucleus. One of the main challenges of this field is the

investigation of exotic nuclei, which are characterized by a large excess of neutrons or pro-

tons, and are located far from the stability line. To carry out this investigation, experimental

techniques capable of producing and detecting these exotic nuclei are required.

At the GSI Helmholtzzentrum für Schwerionenforschung in Germany, the DESPEC setup

has been utilized to conduct important nuclear structure studies on exotic nuclei. This setup,

in combination with the high-intensity primary beams available at GSI, has provided signifi-

cant opportunities for the investigation of these exotic nuclei. In March 2021, an experiment

was conducted at GSI where isotopes of interest were generated through the fragmentation of

a primary 208Pb beam with an energy of 1 GeV/u directed at a 9Be target. The final products

were then identified on an event-by-event basis in the FRS based on their proton number (Z)

and mass-to-charge ratio (A/Q) and they were implanted in the DESPEC setup..

To further investigate the nuclear structure of these exotic nuclei, measuring the lifetime of

excited nuclear states was performed. The measurement was carried out using 36 ultra-fast

LaBr3(Ce) detectors from the FATIMA setup. This setup, through a fast-timing technique,

enables the hard-to-reach short-lifetime values of those excited states.

This work presents a new isomeric lifetime measurement for 190W. Additionally, we ob-

tained the lifetime of the first 2+ state of 190W for the first time using the generalized centroid

difference method. In view of the systematical behaviour of the R4/2, B22 and B(E2) val-

ues, the known spectroscopic data on 190W matches the predictions for γ-softness. These

experimental results have been compared to new theoretical calculations obtained within the

interacting boson model (IBM-2). Both experimental and theoretical results agree that the

known spectroscopic data on 190W matches the predictions for the most γ-soft, O(6)-like

isotope in the tungsten isotopic chain, approaching the N = 126 shell closure.

Overall, our study provides new insights into the nuclear structure of exotic nuclei and

highlights the importance of advanced experimental techniques in this field.
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Zusammenfassung
In den letzten Jahrzehnten haben Studien zur Kernstruktur zu zahlreichen Experimenten

geführt, die darauf abzielen, die Eigenschaften des Atomkerns zu verstehen. Eine der Haup-

taufgaben dieses Bereichs ist die Untersuchung exotischer Kerne, die durch einen großen

Überschuss an Neutronen oder Protonen gekennzeichnet sind und weit entfernt von der Sta-

bilitätsgrenze liegen. Um diese Untersuchung durchzuführen, sind experimentelle Techniken

erforderlich, die in der Lage sind, diese exotischen Kerne zu erzeugen und nachzuweisen.

Am GSI Helmholtzzentrum für Schwerionenforschung GmbH in Deutschland wurde das

DESPEC-Setup genutzt, um wichtige Untersuchungen zur Kernstruktur exotischer Kerne

durchzuführen. Dieses Setup bietet in Verbindung mit den hochintensiven Primärstrahlen,

die am GSI zur Verfügung stehen, bedeutende Möglichkeiten für die Untersuchung dieser

exotischen Kerne. Im März 2021 wurde an der GSI ein Experiment durchgeführt, bei dem

interessierende Isotope durch die Fragmentierung eines primären 208Pb-Strahls mit einer

Energie von 1 GeV/u auf ein 9Be-Target erzeugt wurden. Die Endprodukte wurden an-

schließend im FRS auf Ereignisbasis anhand ihrer Protonenzahl (Z) und ihres Massen-zu-

Ladungs-Verhältnisses (A/Q) identifiziert und im DESPEC-Setup implantiert.

Um die Kernstruktur dieser exotischen Kerne weiter zu untersuchen, wurde die Messung

von Lebensdauern angeregter Kernzustände durchgeführt. Die Messung erfolgte unter Ver-

wendung von 36 ultraschnellen LaBr3(Ce)-Detektoren aus dem FATIMA-Setup. Dieses

Setup ermöglicht durch eine schnelle Zeitmessung die Lebensdauerbestimmung von kur-

zlebigen angeregten Zuständen, die sonst schwer zu erreichen sind.

Diese Arbeit präsentiert eine neue Messung der isomeren Lebensdauer von 190W. Des

Weiteren wurde zum ersten Mal die Lebensdauer des ersten 2+-Zustands von 190W unter Ver-

wendung der generalisierten Methode der Schwerpunkt-Differenzen ermittelt. Angesichts

des systematischen Verhaltens der R4/2-, B22- und B(E2)-Werte stimmen die bekannten

spektroskopischen Daten von 190W mit den Vorhersagen für γ-Weichheit überein. Diese

experimentellen Ergebnisse wurden mit neuen theoretischen Berechnungen im Rahmen des

Interacting Boson Models (IBM-2) verglichen. Sowohl die experimentellen als auch die the-

oretischen Ergebnisse stimmen darin überein, dass die bekannten spektroskopischen Daten

von 190W mit den Vorhersagen für das am stärksten γ-weiche, O(6)-ähnliche Isotop in

der Wolfram Isotopenkette verträglich sind, bei Annäherung an den Schalenabschluss bei

N = 126.
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Insgesamt liefert unsere Studie neue Einblicke in die Kernstruktur von exotischen Kernen

und betont die Bedeutung fortschrittlicher experimenteller Techniken in diesem Bereich.
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1 Introduction
The atomic nucleus is a many-body quantum system where particles interact with each other

through three important forces: the electromagnetic force, the strong nuclear force, and the

weak nuclear force. Nuclei are made up of protons and neutrons, which are bound together

by a strong force. This force is short-range and stronger than gravitation, the weak force, and

the Coulomb force. Scientists have been measuring various observables, such as energies

and transition strengths of excited nuclear states [1], as well as their electric and magnetic

moments. These measurements aim to enhance our understanding of the nuclear structure,

which plays a fundamental role in the structure and evolution of the universe. However,

many of these nuclei are not found in nature and are difficult to access using conventional

methods. Radioactive Ion Beam (RIB) facilities have revolutionized the study of exotic

nuclei by allowing scientists to create and study these nuclei using beams of radioactive ions

produced through accelerator technology.

Exotic nuclei are nuclei lying away from the line of β -stability, having an extreme neutron

number to proton number (N/Z) composition and a relatively short half-life. Such nuclei

exhibit unusual phenomena and provide an extreme test of models of nuclear structure. Over

the years, numerous theoretical models have been developed to describe different aspects of

nuclear structure. These models can be broadly categorized into three main groups: shell

models, collective models, and algebraic models like the interacting boson model (IBM). In

the past two decades, the establishment of new facilities for studying radioactive ion beams

has provided valuable insights into nuclei that are far from the region of β stability.

To this end, the DEcay SPECtroscopy (DESPEC) setup has been developed [2], with the

aim to perform measurements of the properties of exotic nuclei. This setup was used at the

Gesellschaft für Schwerionenforschung (GSI) to study the decay of neutron-rich tungsten

isotopes with a mass of A ∼ 190. The DESPEC setup was placed in the final focal plane

of the FRagment Separator (FRS) to measure the decay of these isotopes (see Chapter 4

for the details). Recent studies have shown that the ground states of neutron-rich nuclei in

the A∼190 region indicate shape evolution from a prolate to an oblate deformation [3, 4].

Measuring the energy and lifetime of the first excited 2+ state in even-even nuclei can provide

valuable insights into this shape evolution [5, 6, 7].

One experimentally accessible indicator of nuclear deformation is the ratio of the excita-

tion energy of the first 4+1 state to the first 2+1 state, known as R4/2 = E(4+1 )/E(2+1 ) [8]. This
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Figure 1.1: The chart of nuclei for the A ∼ 190 mass region. The purple square repre-
sents the current work.

ratio, which is determined by the shape of the nucleus, can differentiate between an axially-

symmetric deformed rotor (R4/2 = 3.33), a spherical vibrational nucleus (R4/2 = 2.0), and a

triaxial rotor (R4/2 = 2.5) [9]. Figure 1.1 shows a zoomed-in region of interest in the nuclear

chart, taking into consideration the E(4+1 )/E(2+1 ) ratio.

The stable even-even W isotopes with 106≤N≤112 are close to the rigid axially deformed

limit (R4/2=3.33). However, with the addition of more neutrons, the R4/2 ratio drops to 2.73

in 190W, indicating γ softness. Figure 1.2 illustrates E(4+1 )/E(2+1 ) ratio for Hf, W, Os, Pt

isotopes for 106≤N≤122. It is clear that the experimental ratio of E(4+1 ) and E(2+1 ) in

Fig. 1.2 for the lighter isotopes (Hf, W, Os) is close to the rotational limit. The ratio R4/2

decreases for heavier even-even isotopes with increasing neutron number. This decrease for

tungsten isotopes possibly indicates γ softness, and most likely the beginning of the shape

transition towards oblate-deformed ground states [10, 11, 12].

In this study, we focus on the measurement of the half-life of the Iπ = 2+ state in the

neutron-rich isotope 190
74 W116. The half-life measurement obtained from the experiment is

then used to extract the B(E2) value, which is the transition strength. This B(E2) value

is an essential quantity for understanding the nuclear structure and can be compared with

theoretical predictions to test the validity of the models.

To perform this experiment, the Generalised Centroid Difference Method (GCD) [28,

29] was employed using the FATIMA[30] LaBr3(Ce) scintillator array which is a high-

granularity fast-timing γ-ray detection array. The GCD method is a powerful technique

for measuring the half-life of excited states in nuclei within the picosecond range [29].
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Figure 1.2: The ratio of E(4+1 )/E(2+1 ) for Hf, W, Os and Pt isotopes, the data was
taken from Nuclear Data Sheets and studies Ref [13, 14, 15, 16, 17, 18, 19, 20, 21, 22,
23, 24, 25, 26, 27].

It relies on the direct measurement of the centroid time difference between two signals to

determine the lifetime of a nuclear state.

The tungsten isotopes were produced by the fragmentation of a primary beam of heavy

ions, and the resulting fragments were separated by the FRS before being detected by the

DESPEC setup. The experimental data were then carefully analysed. This result represents

an important contribution to our understanding of the nuclear structure of tungsten isotopes.

The measured B(E2) value can be compared with theoretical predictions to test the validity

of the models, and any discrepancies can be used to refine and improve the models. In

addition, the results of this experiment carry implications for astrophysics. Understanding

stellar nucleosynthesis and astrophysical phenomena such as Supernovae or X-ray Bursts

relies on the exploration and study of exotic nuclei [31].

In conclusion, the use of the DESPEC setup at the GSI, in conjunction with the GCD

method and the FATIMA scintillator array, has enabled the precise measurement of the half-

life T1/2 = 190(19) ps of the Iπ = 2+ state in the neutron-rich isotope 190
74 W116. This result

represents an important contribution to our understanding of the nuclear structure and has

important implications for astrophysics. The careful and meticulous experimental techniques

used in this study ensure that the results are accurate and reliable, and the comparison with

theoretical predictions provides an excellent opportunity to refine and improve.

13



1.1 Outline of the thesis

Following the brief introduction provided in this chapter, this thesis is organized into 8 chap-

ters.

• Chapter 2 presents the theoretical framework required to understand the results.

• Chapter 3 explains the experimental techniques used to extract the lifetimes.

• Chapter 4 provides details on the setups employed, including the development of the

data acquisition system.

• Chapter 5 outlines the correction and calibration procedures for the experimental setup.

• Chapter 6 presents the data analysis for the experiment.

• Chapter 7 includes the details of the lifetime measurement in 190W using the GCD

method.

• Chapter 8 presents both experimental and theoretical calculations. Particularly B(E2)

values in tungsten isotopes are investigated in detail.

• Finally, Chapter 9 summarizes the results and provides an outlook for future spectro-

scopic investigations on tungsten isotopes.
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2 Theoretical background
The atomic nucleus provides a prime setting for examining three of nature’s interactions:

electromagnetic, strong nuclear, and weak nuclear forces. Numerous phenomena take place

in the nucleus, such as the release of particles and radiation, collective excitations, and de-

formation, among others. Despite the fact that nuclei were discovered over a century ago

and numerous experimental and theoretical efforts have been made to fathom their charac-

teristics, there is currently no single, comprehensive nuclear theory in existence, and the

underlying interaction between their constituents remains incompletely understood.

The aim of this chapter is to provide a brief overview of the nuclear models used to in-

terpret the experimental results presented in this work. These models are essential for un-

derstanding the underlying physics principles and describing the behaviour of atomic nuclei.

This chapter only provides a concise summary, and more in-depth information can be found

in the references cited at the start of each section or throughout the text. The nuclear shell

model and the collective model for vibrations and rotations are presented briefly and the

experimental outcomes obtained from this research will be compared to calculations from

Interacting Boson Model-2 (IBM-2) [32].

2.1 The shell model

One of the first remarkable theoretical models to describe the nuclei is the shell model,

which describes the nuclear shell structure. The shell model provides an explanation for the

increased nuclear stability observed at certain proton and neutron numbers, referred to as

magic numbers [33] and measured to be 2, 8, 20, 28, 50, 82 and 126. The concept behind

the nuclear shell model is that a single nucleon experiences a mean-field potential created

by the other nucleons. To comprehend the shell model and predict the correct sequence of

magic numbers, the initial stage involves selecting an appropriate mean-field potential V (r).

The force between nucleons is assumed to be of a 2-body nature for simplicity. The system

comprises of A nucleons having masses mi and momentum pi, subjected to the nucleon-

nucleon interaction which generates a two-body potential Vi, j that affects the A-th nucleon is

produced by the remaining A-1 nucleons. The Hamiltonian H can be expressed as follows:
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H = T +V =
A

∑
i=1

pi
2

2mi
+

A

∑
i> j=1

Vi j(ri,rj) (2.1)

Equation 2.1 is modified by adding and subtracting a central potential U(r), and thus can

be separated into a central component and a residual component.

H =

[ A

∑
i=1

Ti(ri)+U(ri)

]
︸ ︷︷ ︸

≡H0

+
A

∑
i> j=1

Vi j(ri,rj)−
A

∑
i=1

U(ri) = H0 +Hresidual. (2.2)

The dominance of the central interaction over residual interactions is reflected in the shell

model assumption that Hresidual is negligible. The Wood-Saxon potential [34] is considered

the most realistic potential for describing the interaction between nucleons in a nucleus. It

takes into account the contributions of all other nucleons in the nucleus [35, 36]

VWS(r) =− V0

1+ exp( r−R
a )

, (2.3)

where R = 1.25 A1/3 fm, a = 0.524 fm and V0 is the depth of the potential well, which is

around 50 MeV [36]. If the Pauli principle is considered when filling energy levels, these

states can be described by three quantum numbers: the principal quantum number n (with

values 1, 2, 3, ...), the orbital angular momentum quantum number l (with values 0, 1, ...,

n-1), and the spin quantum number s = 1/2. This results in the formation of a shell structure,

but it only explains the 2, 8, and 20 magic numbers. To account for the remaining observed

magic numbers, two additional terms are required. The first is the spin-orbit term, propor-

tional to l̂.ŝ, where l̂.ŝ = 1
2( ĵ2 − l̂2 − ŝ2) and ĵ = l̂ + ŝ and the second is a term proportional

to l̂2 (to correct for the overestimation of the energy of levels with large l). Therefore, the

magic numbers are reproduced [37, 38] using the following the total potential

V (r) =VWS(r)+Al̂2 +Bl̂.ŝ. (2.4)

The strengths of the spin-orbit and angular momentum self-interaction are denoted by A

and B, respectively and they play a crucial role in the rearrangement of energy levels. In

particular, these additional terms modify the degeneracy of the energy levels from 2(2l +1)

to 2 j+ 1, where j is the total angular momentum obtained from the coupling between the
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orbital and spin angular momentum vectors, and can take on values j =
∣∣l ± 1

2

∣∣. Figure 2.1

illustrates the effect of the spin-orbit interaction by comparing the shell structures obtained

using the Woods-Saxon potential with and without the spin-orbit component, as shown on

the right and left sides of the figure, respectively. The introduction of the spin-orbit interac-

tion, described by Equation (2.4), leads to a reproduction of the observed magic numbers.

In general, a slight deviation in the shell structure between protons and neutrons can be no-

ticed for nuclei with nucleon numbers greater than 82. This difference can be explained by

incorporating a Coulomb term in Equation (2.4).

2
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Figure 2.1: The energy levels of the shell model. Left side: Calculated from the Wood-
Saxon potential. Right side: Including the spin-orbit coupling. The spin-orbit splitting
is most noticeable for the p, d, and f orbitals, which are the ones with the highest
angular momentum [35].

2.1 The shell model 17



Overall, the inclusion of spin-orbit coupling in the shell model provides a more accurate

description of the behaviour of atomic nuclei and is an important factor in understanding

nuclear structure and stability.

2.2 The Collective Model

The shell model is effective at predicting the properties of nuclei near shell closures. How-

ever, it becomes less precise for nuclei far from these closures due to the difficulty in

predicting the behaviour of the valence nucleons. Hence the shell model is less effective

in describing the nucleus’s properties when the number of valence nucleons is sufficiently

large. As nuclear deformations become significant, deviations from the spherical shape and

axial symmetry need to be taken into account. In order to solve this problem, the Bohr-

Mottelson collective model was introduced [39]. This model considers the nucleus as a

liquid droplet, resulting in a description of nuclear excitation through fundamental collective

modes of surface rotations and vibrations.

A nuclear collective model is a theoretical approach employed to explain the behaviour

of atomic nuclei in relation to collective motion. In this model, the nucleons (protons and

neutrons) within the nucleus move together in a coordinated manner, rather than acting inde-

pendently. The model’s foundation is built on the understanding that the mean-field potential

provides a description of the average interaction experienced by nucleons, shaping the col-

lective behaviour, and determining the energy landscape of the nucleus. The Hamiltonian of

the collective model is expressed as:

Hcoll = Tv ib +Trot +V (β ,γ), (2.5)

where Tv ib represents the vibrational kinetic energy, Trot denotes the rotational kinetic energy,

and V (β ,γ) represents the potential energy as a function of β and γ , which correspond to

nuclear deformation and angle symmetry, respectively. The corresponding Hamiltonian is

given by [8, 39]

H =− h̄2

2D

[
1

β 4
∂

∂β

[
β

4 ∂

∂β
+

1
β 2

1
sin(3γ)

∂

∂γ

[
sin(3γ)

∂

∂γ

]]]
+

1
2

3

∑
i=1

I2
i

ℑi
+V, (2.6)
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with the contribution of;

Tv ib =− h̄2

2D

[
1

β 4
∂

∂β
β

4 ∂

∂β
+

1
β 2

1
sin(3γ)

∂

∂γ
sin(3γ)

∂

∂γ

]
(2.7)

Trot =
1
2

3

∑
i=1

Î2
i

ℑi
(2.8)

V =V (β ,γ), (2.9)

where D is a single mass parameter, ℑ is the moment of inertia, i is the coordinates (x, y,

z) and Î is the rotational angular momentum. The deformation parameters β and γ will be

discussed in the following sections.

2.2.1 Nuclear Vibrations

Most of the "magic nuclei" are closest to having a spherical shape due to their increased

stability. However, as nuclei move away from closed shells, they behave more collectively

and exhibit vibrational behaviour due to the small residual interaction of the few valence

nucleons. A liquid drop approach to describe deformations and vibrations of the nuclear

surface involves an expression using polar coordinates (θ ,φ ) [39] at time t,

R(θ ,φ , t) = R0

[
1+ ∑

l=0

l

∑
m=−l

α(t)lmY m
l (θ ,φ)

]
, (2.10)

where R0 = 1.2A1/3 fm is the radius of the nucleus and Y m
l (θ ,φ) are the spherical harmonic

functions of degree l and order m, and αlm gives the amplitude of each vibrational mode,

which measure the deformation. The monopole vibration mode l = 0 [40, 41], also known as

"Breathing Mode", is a type of nuclear vibration that involves the compression and expansion

of the entire nucleus, with no deformation of the nuclear surface. In dipole vibration where

l = 1 [42], the atomic nucleus undergoes an oscillation with a displacement along a specific

direction perpendicular to the symmetry axis of the nucleus, where no change occurs within

the nucleus. It is purely a translational change and does not affect the energy levels within

the nucleus [35]. The first vibration that affects the nucleus is the quadrupole vibration

l = 2 [43]. The values of lambda that are higher than the fundamental mode (l = 2), such as

l = 3, 4, and so on, correspond to different types of surface vibrations in the atomic nucleus,

such as octupole vibrations and hexadecupole vibrations, respectively.
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Figure 2.2: Representation of different vibrations, l = 0 monopole, l = 1 dipole, l =
2 quadrupole, l = 3 octupole, l = 4 hexadecupole oscillations between protons and
neutrons.

Phonons are collective excitations of the nuclear system that arise from quantised vibra-

tional modes of the nuclear shape. Similarly to the excitations found in solid-state physics,

the excitations of a vibrating nucleus can also be envisioned as phonons with both angular

momentum and parity (−1)l . In the case of quadrupole excitations with l = 2, these phonons

would have a positive parity Jπ = 2+. The collective Hamiltonian for these oscillations can

be expressed in a quantized form as:

Hvib = ∑
lm

h̄ωl

(
b†

lmblm +
1
2

)
;

[
b†

lmblm

]
= I (2.11)

where I is the identity operator, ω is the oscillation frequency, b†
lm and b†

lm are vibration

creation and annihilation operators, defined as follow;

blm|n⟩=
√

n|n−1⟩ (2.12)

b†
lm|n⟩=

√
n+1|n+1⟩ (2.13)

where |n⟩ is an eigenstate of b†
lmblm belonging to the eigenvalue n. The eigenvalue n of the

operator N̂ determines the number of vibrational quanta. Therefore the Hamiltonian becomes

for the multipole deformations with l = 2

Hvib =
−2

∑
m=2

h̄ω

(
b†

2mb2m +
1
2

)
; N̂ =

−2

∑
m=2

b†
lmblm. (2.14)
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The given expression represents five harmonic oscillators, all of which have a value of m.

The energy levels for different quanta (phonons) of a vibrational mode given by [44]

E = h̄ω

(
n+

5
2

)
. (2.15)

It is clear from Equation (2.15) that the energy levels are separated by h̄ω . The allowed spin

states for the excited levels depend on the multipolarity of the phonons. For instance, for

the quadrupole phonons, the ground state n = 0 where there are zero phonons with angular

momentum l = 0 and its projection m = 0, the energy of the ground state is 5
2 h̄ω . For the

first excited state, l = 2 means the one-phonon state is a 2+ spin is allowed. The energy of

the first excited state is 7
2 h̄ω . The second excited state means two-phonon state 0+,2+,4+

spins are allowed. The energy of the second excited state is 9
2 h̄ω . Therefore, the energy ratio

between the two lowest transitions with 2+ and 4+ spins is expected to be proportional to

the number of phonons and is given by:

R4/2 =
E(4+1 )
E(2+1 )

=
(9−5)h̄ω/2
(7−5)h̄ω/2

= 2. (2.16)

Although the model predicts the ratio of R4/2 = 2, experimental evidence suggests that the

ratio is approximately 2.2 [8], indicating that the model is only an approximation.

2.2.2 Nuclear Rotations

Nuclear rotations occur only in non-spherical nuclei, known as deformed nuclei. These

nuclei are typically observed in the mass range 150 < A < 190 and in rare earth and actinide

nuclei with masses A > 220 [35]. The shape of deformed nuclei can be represented by an

ellipsoid of revolution. The most common type of deformation is that of the second multipole

order (l = 2), specifically the quadrupole deformation. Thus, for l = 2, Equation (2.10)

becomes:

R(θ ,φ) = R0

[
1+

2

∑
m=−2

α2mY m
2 (θ ,φ)

]
. (2.17)

In principle, there are five expansion coefficients for quadrupole deformations, denoted

by α2m, where −2 < m < 2. However, due to the constraints that α2−1 = α21 = 0, and

α2−2 = α22, the number of expansion coefficients is reduced to just two: α20 and α22. The
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Hill-Wheeler polar coordinates β and γ are related to the quadrupole deformation parameters

given by [45];

a20 = β cosγ, (2.18)

a22 =
1√
2

β sinγ, (2.19)

where β and γ correspond to quadrupole deformation and the degree of axial symmetry,

respectively. The shape deformation can be characterised by the intrinsic symmetry axes

(i = 1,2,3, x, y, z, respectively) of the surface vibration

δRi =

√
5

4π
βR0 cos

(
γ − 2π

3
i
)

i = 1,2,3. (2.20)

In the axially symmetric case, the value of β can be derived from Equation (2.20), which

relates the shape and axes of an ellipsoid. Specifically, β corresponds to the difference in

length between the major and minor axes of the ellipsoid, with δR representing the change

in the ellipsoid’s radii due to the deformation.

β =
4
3

√
π

5
δR
R0

. (2.21)

The degree of deformation β = 0 represents a spherical shape, with no deformation while

β ̸= 0 is an ellipsoid. As β increases, the surface becomes more deformed. The deviations

from rotational symmetry are described by the parameter γ . The degree of axial asymmetry

γ ranges from 0◦ to 60◦ to describe the triaxiality. In the case of β > 0, γ = 0◦ represents

an axially symmetric prolate deformation, while γ = 60◦ is an axially symmetric oblate

deformation. Moreover, γ = 30◦ reflects the maximum of triaxiality.

The quantized Hamiltonian of a rotating body with a fixed axis, which can be obtained

from Equation (2.5) when Tv ib = 0, can be used to represent the rotation. In this case, the

Hamiltonian is simplified to a form where the values of J3 = 0, J1 = J2 = J, resulting in a

more straightforward calculation

Hrot =
Ĵ2

2ℑ
; Erot(J) =

h̄2

2ℑ
J(J+1), (2.22)
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Figure 2.3: Quadrupole deformation (l = 2) parameters (β ,γ) deformation plane. Rep-
resentation of three of a nuclear shapes, β = 0 spherical , for the case of β > 0 with
γ = 0◦ prolate, γ = 60◦ oblate, 0◦ < γ < 60◦ triaxial. Rx,y,z represent the radii of the
ellipsoid on different axes.

where the moment of inertia of the nucleus is represented by ℑ, and the rotational angular

momentum is represented by J. The nucleus gains additional rotational energy as the quan-

tum number J increases. This results in specific rotational energy values for the rotational

levels of an idealized axially symmetric deformed even-even nucleus [8, 35]:

E(0+) = 0

E(2+) = 6(h̄2/2ℑ)

E(4+) = 20(h̄2/2ℑ)

E(6+) = 42(h̄2/2ℑ)

(2.23)

For the constant ℑ, then the energy ratio between the E(4+1 ) and E(2+1 ) states can be given;

R4/2 =
E(4+1 )
E(2+1 )

=
4(4+1)
2(2+1)

=
20
6

= 3.33. (2.24)
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The R4/2 value is a significant indicator to identify rigid axially symmetric deformed states

of even-even nuclei. However, the simplifications made in this approach may not be appli-

cable in several practical scenarios. The deformation of the shape may contain minor non-

axially symmetric contributions, resulting in a soft deformation instead of a rigid one, which

leads to lower R4/2 values.

For an ellipsoid, the moment of inertia can be calculated using the formula I = 2/5Mr2,

where M represents the mass and r is a solid sphere of radius rotating around an axis through

the center. The radius needs to be integrated over the nuclear surface, and this integration

requires the utilization of the first-order deformation parameter β .

I =
2
5

MR2
0(1+0.31β ). (2.25)

Due to a non-spherical charge distribution within the nucleus, it can be inferred that a

deformed nucleus possesses a static quadrupole moment Q which is given by the β defor-

mation parameter. This suggests that the nucleus is not symmetric and the distribution of its

charge is distorted. The intrinsic quadrupole moment Q0 can be only observed in a frame of

reference in which the nucleus were at rest [35].

Q0 =
3√
5π

ZR2
0β (1+0.16β ), (2.26)

where R0 ∝ A1/3. A positive value for the intrinsic quadrupole moment Q0 is assigned to

a prolate nucleus and a negative value to an oblate nucleus. As the nucleus is rotating, for

the experimentally observable spectroscopic quadrupole moment Q is measured differently,

which relates to Q0 by

Q =
3K2 − J(J+1)
(J+1)(2J+3)

Q0. (2.27)

The spectroscopic quadrupole moment of a nucleus depends on the K-quantum number,

which is defined as the projection of the angular momentum J onto the intrinsic symmetry

axis of the nucleus (K ≤ J). In the case of the yrast 2+ state, which has K = 0, the quadrupole

moment Q = −2/7Q0. The intrinsic quadrupole moment Q0 has a relation to the transition

strength from the ground state by

B(E2;0+1 → 2+1 ) =
5

16π
e2Q0(2+1 )

2. (2.28)
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In addition to rotational motion, deformed nuclei can also exhibit vibrational excitations.

These excitations appear in the level scheme as band heads of rotational bands that corre-

spond to a mixture of vibrational and rotational excitations. Unlike rotational excitations,

vibrational excitations do not necessarily have J = 0. As a result, equation (2.22) needs to

be extended to a more general form.

Erot =
h̄2

2ℑ
[J(J+1)−K(K +1)]. (2.29)

This results in the formation of rotational bands similar to the ground state (K = 0) band.

However, for rotational bands based on states where K is not equal to 0, both even and odd

angular momenta, such as J = K,K +1,K +2, etc., are allowed. This is described in detail

in Ref [8]. In the low-lying level schemes of many nuclei, two rotational bands based on

a 0+ and a 2+ state are frequently observed. The band above the 2+ state is associated

with the vibrational excitation of the nucleus in terms of the deformation parameter γ and

is commonly referred to as the γ band. The rotational band above the 0+ state was initially

assigned in a similar manner, i.e., as the vibration in terms of the deformation parameter β ,

and is commonly referred to as the β band.

2.3 The Wilets-Jean Model

The γ−soft nuclei, proposed by Wilets and Jean in 1956 [46], describe the collective motion

of atomic nuclei and those that have rigid triaxial shapes. According to this model, the

potential energy surface of the atomic nucleus has a minimum for non-zero values of the

deformation parameter β ̸= 0, but it is free to vibrate in the γ degree of freedom (smoothly

0◦ < γ < 60◦). The level scheme of a γ−soft nucleus exhibits distinct characteristic features.

A schematic representation of the level scheme of such a nucleus is depicted in Figure 2.4(a),

where the quantum number Λ is used to label the energy levels. The rotational energies

follow is given by E(Λ) ∝ Λ(Λ+3), and for states with J = 2Λ, it can be inferred that

E(J) ∝ J(J+6). (2.30)

As a result, the energies E(J) of the Yrast states in γ−soft nuclei do not increase with angular

momentum J as rapidly as in the case of rotational motion but faster than in the case of

vibrational nuclei, as shown in Figure 2.4(b). This implies that the R4/2 ratio for gamma-

soft nuclei, which is equal to R4/2 = 2.5, is greater than that of vibrational nuclei. When
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Λ= 2, there exist two degenerate states with angular momentum 2+ and 4+ in γ−soft nuclei.

However, unlike in the vibrational case, there is no 0+ state present.

The E2 selection rule observed in the Wilets-Jean model corresponds to the selection

rule in the phonon vibration model, where allowed transitions follow the rule of ∆Λ = ±1.

For instance, the transition 2+2 → 2+1 is allowed (∆ = 1), while the transition 2+2 → 0+1 is

prohibited since the value of ∆ is equal to 2.

Figure 2.4: (a) a level scheme of a γ−soft nucleus, (b) the relative energies of the levels
in the ground state band of vibrators, rotors, and γ−soft nuclei. The picture is taken
from [47]

2.4 The Interacting Boson Model

The Interacting Boson Model (IBM), also known as the Interacting Boson Approximation

(IBA), is a third alternative approach to nuclear structure following the Shell and Col-

lective (geometrical) models. Its development is credited to A. Arima and F. Iachello in

1974 [48, 32], with the aim of explaining the properties of intermediate and heavy atomic

nuclei. The IBM model is an algebraic approach used to explain the collective excitation of

even-even nuclei. It considers only the valence nucleons are responsible for the properties

of the collective low-lying states. The model assumes that protons and neutrons (fermions),

are organized in pairs of bosons with an angular momentum of either L = 0 (s-bosons) or

L = 2 (d-bosons). Thus, it describes the excitation of medium and heavy nuclei through the

interaction of these bosons. Therefore, the IBM is essentially a shell model that is limited

to the neutron and proton valence shells, but without taking into account the Pauli exclusion
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principle. The IBM consists of two sub-models, IBM-1 and IBM-2. IBM-1 does not dif-

ferentiate between protons and neutrons, while IBM-2 treats these two particles separately.

In the following sections, IBM-1 and IBM-2 will be discussed separately. Additionally, as a

result of IBM symmetry calculations, the extended Casten triangle will be introduced.

2.4.1 IBM-1

Due to the fact that the total number of valence nucleons is a conserved quantity, the total

number of bosons in the IBM-1 remains constant. The number of bosons is given by the

number of valance protons Nπ and neutrons Nν . Thus, the total number of bosons is N =

(Nπ +Nν)/2. The bosons can mathematically be treated in terms of creation and annihilation

operators for the s and d bosons can be written as s†,s and d†
µ , d̃µ with µ ∈ {±2,±1,0},

respectively. The operator d̃µ is defined in order to possess the characteristics of a spherical

tensor as follows

d̃µ = (−1)µd−µ . (2.31)

Additionally, the commutation relations must hold for these operators.

[
s,s†

]
= 1,[

dµ ,d
†
µ ′

]
= δµµ ′,[

s,s
]
=
[
s,s†

]
= 0,[

dµ ,dµ ′

]
=
[
d†

µ ,d
†
µ ′

]
= 0,[

s,d†
µ

]
=
[
s,dµ

]
=
[
s†,d†

µ

]
=
[
s†,dµ

]
= 0,

(2.32)

The combination of those operators yields 36 elements. In the context of group theory, these

elements generate the Lie Algebra U(6) [48]. The six dimensions originate from the J value,

which is 0 for s bosons and 2 for d bosons, resulting in a total of 6 sub-states. Within the

subgroups of U(6), there are three analytical solutions of the IBM-1: the anharmonic vibrator

U(5) [49], the symmetric rotor SU(3) [50], and the γ-soft rotor O(6) [51]. Each subgroup

leads to different dynamical symmetries. The three dynamical symmetries of the IBM, and
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Table 2.1: Operators of multipole expansions

Property Operators
Number of bosons n̂d ≡ d† ·d
Angular momentum operator L̂µ ≡

√
10

[
d† ×d

](1)
µ

Octupole boson operator T̂3,µ ≡
√

10
[
d† ×d

](3)
µ

Hexadecapole boson operator T̂4,µ ≡
[
d† ×d

](4)
µ

Quadrupole operator Q̂χ ≡
[
d† × s+ s† ×d

](2)
µ

+χ
[
d† ×d

](2)
Pairing operator P̂− ≡ (P̂+)†, P̂+ ≡

[
s† × s† +

√
5d† ×d†

](0)
0

additionally the SU(3) symmetry that describes oblate rotors (deformations), are specified

by the group chains in Table 2.2. The Hamiltonians for the three subgroups are given by;

U(5) : Ĥ = ε n̂d +κ
′L̂ · L̂+ c3T̂3 · T̂3 + c4T̂4 · T̂4,

SU(3) : Ĥ = κQ̂χ · Q̂χ +κ
′L̂ · L̂,

O(6) : Ĥ = κL̂ · L̂+κ
′′P̂† · P̂+ c3T̂3 · T̂3,

(2.33)

where ε , κ , κ ′, κ ′′, χ , c3 and c4 are free parameters and n̂d , L̂, T̂3, T̂4, Q̂χ and P̂ are the

operators defined in Table 2.1. Another equivalent form of the IBM Hamiltonian is obtained

by combining the Hamiltonians of all three subgroups.

Ĥ = ε n̂d +κQ̂χ · Q̂χ +κ
′L̂ · L̂+κ

′′P̂ · P̂+ c3T̂3 · T̂3 + c4T̂4 · T̂4. (2.34)

Table 2.2: The solvable dynamical symmetries corresponding to sub-symmetry of U(6)
in the IBM [52]

Symmetry Symmetry chain Collective Shape Described γ

U(5) U(6)⊃ U(5)⊃ O(5)⊃ SO(3) Spherical 0◦

O(6) U(6) ⊃ O(6)⊃ O(5)⊃ SO(3) γ-soft rotor 30◦

SU(3) U(6) ⊃ SU(3)⊃ SO(3) Prolate symmetric rotor 0◦

SU(3) U(6) ⊃ SU(3) ⊃ SO(3) Oblate symmetric rotor 60◦

It has been demonstrated in previous studies [54, 55, 56] that for a large boson number NB,

a first-order phase transition occurs between U(5) and SU(3), a second-order phase transition
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takes place between U(5) and O(6), while no transition occurs between SU(3) and O(6). The

difference between the first-order phase transition X(5) [57] model and the second-order

phase transition E(5) [58] model lies in γ dependence used in the Hamiltonian. Specifically,

the E(5) model describes the critical point between spherical and γ-soft structures, utilizing

a potential that is independent of γ . On the other hand, the X(5) model describes the critical

point between spherical and axially symmetric deformed structures, employing a potential

of the form u(β )+ v (γ), where v (γ) represents a steep harmonic oscillator centered around

γ= 0. Of course, when studying nuclei, these theoretical concepts are replaced by observable

quantities such as energy ratio for E(4+)/E(2+). The collective behaviour of the nucleus

with respect to the three symmetry limits (shapes) can be represented by the IBM symmetry

triangle known as Casten’s triangle [53]. This triangular diagram shows how the behaviour

of atomic nuclei changes from the spherical limit to the axially-deformed (prolate and oblate)

limits. The vertices of the triangle represent the three symmetry limits U(5), SU(3), and O(6).

To illustrate such phase-transitional behaviour, distinctive features are associated with each

of these symmetries. One such example is the value of R4+/2+ , which equals 2.0 for a

harmonic vibrator, 2.5 for a γ-soft rotor, and 3.33 for a deformed axial rotor. This can be

achieved using the simple IBA Hamiltonian in the standard notation of the consistent Q

formalism [59, 60].

H = ε n̂d −κQ̂χ · Q̂χ , (2.35)

H = c
[
(1−ζ )n̂d −

ζ

4NB
Q̂χ · Q̂χ

]
, (2.36)

T̂ (E2) = ebQ̂χ , (2.37)

where

Q̂χ = d†s+ s†d̃ +χ

[
d†d̃

](2)
and ζ =

4NB

(4NB + ε/κ)
, (2.38)

where c is a normalization constant, eb is the effective boson chaarge, ε = c(1− ζ ) and

κ =− cζ

4NB
. T̂ (E2) represents the operator for the electric quadrupole transition.

In IBM, competition arises between the spherical mean field, characterized by low-lying

vibrational excitations, and the quadrupole forces that may induce a deformed mean field

(known as intrinsic structure). This competition is quantified in the IBM by the ratio κ/ε ,

which is replaced by the bounded parameter vary between ζ = 0 spherical and ζ = 1 (where
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ζ ∈ [0,1]) in equation (2.36). Additionally, the degree of γ-softness is controlled by a second

parameter, χ (where χ ∈ [−
√

7
2 ,0]) determines the degree of γ-sofness, which appears in the

quadrupole operator. These parameters give rise to three distinct dynamical symmetries in

the Casten’s triangle. As can be seen in Figure 2.5, ζ and χ for U(5) are ζ = 0, for SU(3)

are ζ = 1 and χ =−
√

7
2 , and for O(6) are ζ = 1 and χ = 0.

Figure 2.5: The Casten triangle represents the IBM symmetry triangle, which high-
lights its corners. It can be mapped using ζ (0 for spherical or 1 deformed) and χ .
Two critical points, X(5) [57] and E(5) [58], are identified and used to describe the
transition of nuclei during the shape-phase. Both points have analytical solutions for
the Bohr Hamiltonian and are associated with a subgroup of IBM models. Specifically,
E(5) describes the transition from a vibrator to γ-soft rotor, while X(5) represents the
transition from a vibrator to a rotor during the shape-phase.

2.4.2 IBM-2

IBM-1 is unable to describe the Jπ
K = 1+1 state that carries the total M1 strength, known as the

scissors mode in deformed nuclei [61, 62]. Therefore, to obtain a more realistic description

of nuclei, an extended version of IBM-1 was introduced as the Interacting Boson Model-2

(IBM-2) [63, 64], which distinguishes between protons (π) and neutrons (ν) and consid-

ers the proton-neutron interaction. IBM-2 has the capability to describe the excitations of

proton-neutron mixed-symmetry, which are referred to as Mixed-Symmetry States (MSS). A

notable advancement in the model is the introduction of distinct creation and annihilation
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operators for proton and neutron bosons. This leads to an extended Hamiltonian that pro-

vides a more comprehensive understanding of the behaviour of proton-neutron systems. The

extended Hamiltonian for IBM-2 is given by[65]:

Ĥ = Ĥπ + Ĥν + Ĥπν , (2.39)

H = επ n̂dπ
+εν n̂dν

+κππQχπ

π ·Qχπ

π +2κπνQχπ

π ·Qχν

ν +κννQχν

ν ·Qχν

ν +M̂(ξ1,ξ2,ξ3), (2.40)

where επ and εν are single d boson energies, Qχπ

π and Qχν

ν are the quadruopole operators

defined in Equation (2.38). M̂ is the Majorana operator [66], a neutron-proton symmetry

interaction to push up these non-symmetric states.

To differentiate between proton and neutron bosons, the concept of F-spin quantum num-

ber is introduced [64]. This quantum number indicates the degree of symmetry between

neutrons and protons. Similar to the isospin quantum number, the F-spin has a value of

F = 1/2, with Fz defined as +1/2 for protons and −1/2 for neutrons [67].

Boson type bπ bν

F 1/2 1/2
Fz +1/2 -1/2

The IBM-1 and IBM-2 models yield almost identical results for collective states in the

low-energy region where neutron-proton symmetry is assumed. This means that the states

with F = Fmax in the IBM-2 correspond to states in the IBM-1 on a one-to-one basis. The

total projection Fz and the maximum F-spin are given by

Fz =
1
2
(Nπ −Nν), (2.41)

Fmax =
1
2
(Nπ +Nν), (2.42)

Fully-symmetric states (FSS) correspond to specific states that arise in the IBM-1. On the

other hand, states that exhibit F < Fmax are called MMS. The wave function of MSS is

only partially antisymmetric when proton and neutron boson labels are exchanged. Cur-

rently, only MSS with F = Fmax−1 have been discovered, such as the 1+ scissors mode [61]

and the lowest lying MSS is the one quadrupole phonon MSS labelled as 2+1,ms observed in

vibrational nuclei [65].
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The third term which is proton-neutron interaction contribution in Equation (2.39) is given

using multipoles

Ĥπν = ∑
λ

κλ T̂λ ,π T̂λ ,ν , (2.43)

where λ is the multipole order. The operator T(E2) provided by IBM-2 is used to calculate

the transition probability in the IBM-2 approximation.

T̂ (E2) = eπQ̂χ

π + eνQ̂χ

ν . (2.44)

The coupling between FSSs and FSSs or MSSs and MSSs is facilitated by the effective

quadrupole boson charges, eπ and eν , but it is prohibited for transitions between MSSs and

FSSs. Although the transition is not completely prohibited, it is typically suppressed in

practice. To account for 3− states, the sd-IBM-2 model requires expansion by incorporating

octupole f bosons. As a result, the improved model is named the sd f -IBM-2 [68].

2.4.3 The Extended Casten Triangle

Figure 2.6: The extended Casten triangle. The picture is taken from Ref [69]

In the previous section, it was mentioned that the Interacting Boson Model (IBM) has three

distinct limiting cases that correspond to different nuclear shapes: spherical [vibrational,

U(5)], axially deformed [SU(3)], and γ-soft [O(6)]. These shapes are often represented by

the Casten triangle. However, the picture was not complete. Therefore, the extended Casten
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triangle provides the new nuclear phase diagram [69, 70]. For instance, the phase transition

from spherical to axially deformed shape is denoted as the U(5)-SU(3) transition, while the

U(5)-O(6) transition describes from spherical to γ-unstable motion phase transition. The

SU(3)-O(6)-SU(3) transition [70, 71, 72], on the other hand, describes the phase transition

from a prolate to an oblate shape. It is noteworthy that the prolate phase and the oblate

phase are represented by the SU(3) and the SU(3) symmetry, respectively. The O(6) limit is

attained precisely at the critical point. It should be noted that the dynamical structures in the

two limiting cases are similar, except for the sign change in the quadrupole operator (χ=-
√

7
2

and χ=
√

7
2 for SU(3) and SU(3), respectively). This is because the SU(3) generators can

be derived from the corresponding SU(3) generators by introducing a phase change in the

s-boson operators in the IBM [73, 74].

2.5 Fundamentals of γ-ray spectroscopy

Gamma-ray spectroscopy studies provide extensive information on nuclear structure. When

nuclei are in the excited state, they decay, and during their de-excitation, γ rays are emitted.

The energy difference between the initial and final states of the γ-ray emission is referred to

as γ-decay.

As discussed earlier, the energy ratio R4+1 /2+1
can indicate whether a nucleus behaves col-

lectively as rotational, vibrational, or γ-soft. Measuring the lifetime of excited levels can

provide more detailed information on these behaviours. The lifetime of an excited state

is linked to its transition probability and associated matrix element, allowing for precise

comparisons between experimental measurements and theoretical models.

This section will introduce the basic concepts of selection rules of electromagnetic transi-

tions, transition probabilities, and their typical units.

2.5.1 Selection rules

Assuming that a nucleus decaying from an initial state with energy Ei, angular momentum

Ii, and parity πi to a final state with energy E f , angular momentum I f , and parity π f via the

emission of a γ-ray with energy (Figure 2.7)

Eγ = Ei −E f . (2.45)
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Figure 2.7: Example of level scheme for initial and final states and the γ-ray transition
connecting these two states

The conservation of energy, spin, and momentum leads to the establishment of selection

rules governing the values of energy (E), angular momentum (L), and parity (π) for electro-

magnetic (EM) transitions.

|Ii − I f | ≤ L ≤ Ii + I f and L > 0. (2.46)

As a result, the emitted radiations possess only positive angular momentum values of L > 0

(such as 1, 2, 3, and so on). The monopole term, where L = 0, is not permitted since γ rays

have a spin of 1h̄ implies that a 0+ to 0+ transition (i.e., L = 0) cannot occur with γ emission.

The higher angular momentum values, such as L = 1 (dipole term), L = 2 (quadrupole term),

and so on, could occur. The type of emitted radiation, whether it is electric (E) or magnetic

(M) in nature, is determined by parity.

πγ = πi ·π f =

(−1)L for electric character,

(−1)(L+1) for magnetic character.
(2.47)

Table 2.3 displays the lower multipole orders along with their corresponding parity selection

rule.
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Radiation Type Name L ∆πi f

E1 Electric Dipolar 1 πi =−π f
M1 Magnetic Dipolar 1 πi =+π f
E2 Electric Quadrupolar 2 πi =+π f
M2 Magnetic Quadrupolar 2 πi =−π f
E3 Electric Octupolar 3 πi =−π f
M3 Magnetic Octupolar 3 πi =+π f

Table 2.3: The even parity radiation field consists of M1, E2 and M3, while the odd
parity radiation field includes E1, M2 and E3.

2.5.2 Transition probabilities

The total decay rate of the transition from an initial state to a final state can be expressed

as [39]

T (σL)i→ f =
8π(L+1)

L[(2L+1)!!]2
1
h̄

(
Eγ

h̄c

)2L+1

B(σL; Ii → I f ), (s−1) (2.48)

The reduced transition strength denoted as B(σL), is used to express the electric and mag-

netic transition probabilities. Specifically, the electric transition probability can be expressed

using the electric operator Q̂, while the magnetic transition probability can be expressed us-

ing the magnetic operator M̂.

B(EL; Ii → I f ) =
1

2Ii +1
| ⟨ f ||Q̂||i⟩ |2, (2.49)

B(ML; Ii → I f ) =
1

2Ii +1
| ⟨ f ||M̂||i⟩ |2. (2.50)

The units for the transition strengths B(σL) used to express the electric and magnetic transi-

tion probabilities are

[B(EL)] = e2 f m2L, [B(ML)] = µ
2
N f m2L−2, (2.51)

In the literature, the unit commonly used to express the electric transition matrix elements

is the barn (b), instead of femtometer ( f m2). The conversion between b and f m2 is 1b =

100 f m2. The units for magnetic transition matrix elements are µ2
N f m2L−2, where µN is the
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nuclear magneton equal to 0.105 e f m and is derived from µN = eh̄/2mpc. The direction of

the transition, such as B(σL), is dependent on its orientation.

B(σL ↓) =
2L f +1
2Li +1

B(σL ↑) (2.52)

The "↓" symbolizes the transition from the initial state to the final state (from a higher to a

lower spin) (i → f ) , while "↑" symbolizes the transition from the final state to the initial

state ( f → i) (from a lower to a higher spin). Therefore, for the electric quadrupole transition

B(E2;2+1 → 0+gs), the relation becomes:

B(E2 ↓) = 1
5

B(E2 ↑) (2.53)

Table 2.4 provides the transition rates for lower multipole orders, where Eγ is expressed in

units of MeV.

σL T(σL)i→ f (s−1) σL T(σL)i→ f (s−1)

E1 1.59×1015E3
γ B(E1) M1 1.76×1013E3

γ B(M1)
E2 1.22×109E5

γ B(E2) M2 1.35×107E5
γ B(M2)

E3 5.67×102E7
γ B(E3) M3 6.28×101E7

γ B(M3)
E4 1.69×10−4E9

γ B(E4) M4 1.87×10−6E9
γ B(M4)

Table 2.4: Transition rates for some low multipole orders [39]

The transition probability per unit time Ti f is inversely proportional to the lifetime τ of

the transition. Comparing experimental observations with model predictions can be best

achieved by examining the lifetime of an excited state, which serves as an ideal observable.

Ti f =
1
τ
. (2.54)

2.5.3 Weisskopf estimates

When a single particle causes a transition by moving from one spherical shell-model state

to another, the transition probability can be estimated using the Weisskopf estimate or single
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particle estimate. These probabilities can be calculated analytically with a nuclear radius of

Ro = 1.23A1/3 fm.

BW (EL; Ii → I f ) =
(1.2)2L

4π

(
3

L+3

)2

A
2L
3 e2 f m2L (2.55)

BW (ML; Ii → I f ) =
10× (1.2)2L−2

π

(
3

L+3

)2

A
2L−2

3 µ
2
N f m2L−2. (2.56)

These equations depend on the atomic mass A and the multipolarity of the transition. There-

fore, it is practical to provide Table 2.5 which includes the single-particle Weisskopf es-

timates for the transition rates Tsp(σL) and the reduced transition probability BW (σL) for

different multipolarities.

σL BW (σL) TspσL (1/s)

E1 6.45 × 10−2A2/3 1.02 × 1014A2/3E3
γ

E2 5.94 × 10−2A4/3 7.23 × 107A4/3E5
γ

E3 5.94 × 10−2A2 3.37 × 101A2E7
γ

E4 6.29 × 10−2A8/3 1.06 × 10−5A8/3E9
γ

M1 1.79 3.12 × 1013E3
γ

M2 1.65 × A2/3 2.21 × 107A2/3E5
γ

M3 1.65 × A4/3 1.03 × 101A4/3E7
γ

M4 1.75 × A2 3.25 × 10−6A2E9
γ

Table 2.5: Single-particle Weisskopf transition probability estimates Tsp(σL) and re-
duced transition probability BW (σL) as a function of the atomic mass A and γ-ray
energy Eγ [39]. The units of BW (EL) is e2 f m2L, BW (ML) is µ2

N f m2L−2, TspσL is sec−1
and Eγ is MeV.

2.5.4 Internal Conversion

Internal conversion is a process when an excited atomic nucleus transfers its energy to one of

its own atomic electrons instead of emitting a gamma ray. This energy transfer results in the

ejection of the electron from the atom, which causes the emission of a characteristic X-ray

or Auger electron. The kinetic energy of the ejected electron, denoted as Ee, is determined

by the difference between the transition energy (Eγ ) and the binding energy of the electron

(EBℓ) which differs for each atomic-shell.

Ee = Eγ −EBℓ, (2.57)
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where ℓ is the atomic shell (ℓ=K, L, M etc.). The total decay probability λt is given by

λt = λγ +λe. (2.58)

The internal conversion coefficient (IC or α) can be characterised by the ratio of rate of

internal conversion decay to rate of γ−ray decay.

α =
λe

λγ

. (2.59)

The total decay probability using the total internal conversion coefficient α becomes

λt = λγ(1+α). (2.60)

By definition, the total internal conversion coefficient α is the summation of all the individual

coefficients of every atomic shell.

α = αK +αL +αM + ... (2.61)

It is possible to calculate the internal conversion coefficient for electric (E) and magnetic

(M) multipole transitions in a non-relativistic calculation using the following method [35]:

α(EL)∼=
Z3

n3

(
L

L+1

)(
e2

4πε0h̄c

)4(2mec2

Eγ

)L+ 5
2

, (2.62)

α(ML)∼=
Z3

n3

(
e2

4πε0h̄c

)4(2mec2

Eγ

)L+ 3
2

. (2.63)

The determination of the multipolarities of a nuclear transition can be achieved by com-

paring the total or relative conversion coefficients measured with the calculated ones. The

conversion coefficients depend on the atomic number of the atom (Z), the principal quantum

number of the ejected electron (n), the electron mass (me), the multipolarity of the transition

(L), the transition energy (Eγ), and the fine structure constant ([e24πε0h̄c]≈ 1/137). At high

multipole orders or low transition energies, internal conversion competes strongly with γ-ray
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emission, and its contribution to the conversion coefficients is proportional to Z3, becoming

important for heavier nuclei.

2.5.5 Nuclear level lifetime

As shown in Equation (2.54), the transition probability Ti f has an inverse proportional rela-

tion to the lifetime τ of a radioactive nucleus from a higher excited state or ground state to a

lower excited state.

τ =
1

Ttotal
=

1
Ti f (1+α)

=
t1/2

ln2
. (2.64)

The half-life of a radioactive nucleus, denoted as t1/2, is a representation of its decay constant

and is defined as the time required for the activity to decrease to half of its initial value.

If an excited state can decay to multiple final states through different decay paths, then the

total transition probability is the sum of all the individual transition probabilities. The tran-

sition probability of the ithdecay path is denoted by T (i), and the total transition probability

can be expressed as the sum of all the T (i) values. Moreover, the actual half-life of the given

excited state will be the sum of all partial half-life.

Ttotal = ∑
i

T (i), (2.65)

t1/2 = ∑
i

t1/2(i), (2.66)

t1/2(i) =
ln2
T (i)

. (2.67)

Therefore, the half-life can be calculated with the transition probability and the internal

conversion coefficient as a unit of second

Ti f =
ln2

t1/2(1+α)
. (2.68)

The experimentally measured half-life, t1/2, of a state provides a value for the transition prob-

ability Ti f . Using Equation (2.48) for the transition probability of a single particle provides

information on the reduced transition probability, Bw(σL), as given in Equation (2.55).
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3 Experimental Techniques
It is essential to choose the appropriate experimental method when measuring nuclear-level

lifetimes as different techniques are suitable for different ranges of lifetimes. Nuclear level

lifetimes can vary greatly, from femtoseconds for short-lived levels to years for long-lived

isomeric states, and transition energies can range from a few eV to several MeV.

This section will provide an overview of the various techniques used to determine the life-

times of excited states in nuclei produced in fragmentation of a 208Pb primary beam, with

lifetimes ranging from few picoseconds to nanoseconds. The main features of experimental

electronic fast-timing and its associated analysis methods, such as the slope method, the de-

convolution method, and the recently developed Generalized Centroid Difference Method,

which extended to a setup of N detectors, will be introduced. The following will provide a

brief introduction to the analysis of time spectra, with the primary aim of introducing key

concepts and definitions.

3.1 Techniques for the electronic fast timing

Electronic fast timing is an experimental technique used in nuclear physics to measure the

lifetimes of excited states in nuclei. It involves the detection of the decay products of these

states, typically gamma rays or electrons, and measuring the time of arrival of these parti-

cles with high precision. This information can then be used to determine the lifetime of the

excited state. Electronic fast timing can be performed using various techniques such as the

slope method, the deconvolution method, and the Generalized Centroid Difference Method.

A summary of these methods, their applicable range, the precision of timing, and measuring

methods are provided in Figure 3.1.

The basic principle behind electronic fast timing in nuclear physics is the direct measure-

ment of the time difference between two signals (start and stop) to determine the lifetime of

a nuclear state. The first signal marks the moment of a population of the state of interest,

while the second signal marks its decay. Any measurable event that can accurately determine

the population and decay can be used. For lifetime measurements of nuclear excited states,

the time reference for a population is usually provided by direct reaction or decay products

such as scattered particles, implanted ions, or radiation. As a reference for the decay of a
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nuclear excited state, radiation from directly depopulating transitions is used. This technique

is also known as the delayed coincidence method, which refers to the requirement for a clear

correlation between the two signals to be assigned to the same de-excitation process (see

Figure 3.2). This is also the reason why the upper limit of measurable lifetimes is typically

on the order of 10−6 seconds. To determine lifetimes in the milliseconds and above, the

time-dependent activity of a nucleus in a certain state can be measured instead of the time

difference between population and decay of this excited state via delayed coincidence mea-

surements. Both methods measure the change of N(t) which is the number of excited states

at a time t, governed by the radioactive decay law, but they are applicable to different lifetime

regimes.

Figure 3.1: Techniques for the electronic fast timing and their applicability and precision

In the fast-timing technique, the time resolution of the experimental setup is an impor-

tant factor. The time resolution can be measured using prompt events or by measuring a

lifetime that is short compared to the time resolution of the setup [75]. For the fast timing

detector setups, such as LaBr3(Ce) detectors, the two γ-rays connecting a nuclear state with

a lifetime of τ ≤ 1 ps can be considered as prompt events [76]. The time difference distribu-

tion between these two gamma detection events is known as the Prompt Response Function

(PRF), which describes the timing characteristics of the setup. The shape of the PRF is a
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Gaussian distribution, where its Full Width at Half Maximum (FWHM) contains all timing

uncertainties derived from the scintillator and photomultiplier, electronics, and setup geom-

etry [76]. If the time response of the two detectors is similar, then the obtained PRF will

be a symmetric Gaussian Distribution. However, if the time responses of the two detectors

are not similar, then an asymmetric Gaussian Distribution will be observed. The Full Width

of Maximum (FWHM) of the time distribution peak of the PRF provides an estimate of the

Time Resolution of the setup. The time distribution D(t) provided by the TAC can be ex-

pressed mathematically as equation (3.1), which represents the convolution of a prompt time

distribution P(t ′) and an exponential decay e−λ (t−t ′).

D(t) = λN0

∫ t

−∞

P(t ′)e−λ (t−t ′)dt ′, λ =
1
τ
, (3.1)

where t ′ is the centroid of the P(t ′), N0 is the total number of detected γ-γ events and λ is

the inverse of the mean lifetime τ .

Figure 3.2: A simple fast timing setup for two detectors to illustrate delayed time
distribution with prompt response function to measure τ .
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3.1.1 Slope Method

The slope method [75] is a straightforward technique used to determine the lifetime of a state

in a nuclear decay process by fitting the delayed slope of the time difference distribution to

an exponential function e−λ t . The selected portion of the fitting is crucial and must be chosen

carefully as it can affect the accuracy of the results. The method is more accurate for longer

lifetime states, as the delayed slope is larger and less sensitive to the prompt contribution.

The method is only applicable when the lifetime of the state is longer than the Full Width

at Half Maximum (FWHM) of the Prompt Response Fraction (PRF), which is a measure

of the time resolution of the experimental setup. The slope method is relatively simple and

straightforward to implement, but it requires a relatively reasonable number of counts to

obtain accurate results and is sensitive to background noise. The delayed time distribution

D(t) is given by;

ln [D(t)]∼−λ t, (3.2)

where λ is the decay constant (λ= 1/ τ).

3.1.2 Convolution Method

The convolution method is an indirect measurement technique used in nuclear lifetime anal-

ysis to determine the lifetime of a nucleus. It is based on the convolution of the decay curve

of the nucleus with a known function. This method is particularly useful when the lifetime

of the radiation is comparable to the time resolution of the system, but not much longer.

The convolution fit method differs from the fit slope method in that it fits the entire time

distribution, not just the slope. This allows for a more thorough reconstruction of the mean

lifetime, which is based on the deconvolution of the prompt response function and expo-

nential decay part as described in equation (3.1) [77, 78, 79]. When the prompt response

function is assumed to be approximately Gaussian in shape, the convolution is described by

equation (3.3).

D(t) =
N0

2λ
e

σ2

2τ2 −
(t−t0)

τ er f c(
σ√
2τ

− (t − t0)√
2σ

), (3.3)

where t0 is the position of the PRF, σ and er f c() are the standard deviation and the Gauss

complementary error function respectively. This method provides more accurate results com-

pared to the slope fit method, as reported in several studies [77, 78, 79]. However, it requires
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the fitting of 4 parameters, which increases the risk of misinterpretation. If the calculated

prompt curve does not accurately reflect the resolution of the experimental setup, due to the

presence of background noise or unwanted coincident events, the resulting lifetime calcu-

lated using this method could be overestimated, as described by the equation (3.3)

3.1.3 The Centroid Shift Method

Z. Bay proposed the use of coincidence techniques for measuring decay times in 1950 [28].

This technique disregards the prompt curve and focuses on the two transitions time delay

curve obtained from coincidence measurements. The Centroid Shift method [77, 80] is

employed when the level’s decay time is shorter than the FWHM time resolution of the

quasi-Gaussian component of the prompt time distribution. This situation occurs when there

is no or little visible slope in the delayed part of the spectrum, which is approximately one-

third the width of the peak, given as the FWHM. However, the method is limited by the

statistics available in the time spectrum. The centroid of time distribution C(D(t)) for life-

time determination given by the following equation;

C(D(t)) =
∫

tD(t)dt∫
D(t)dt

. (3.4)

The lifetime of interest is determined by the relative shift in the measured centroid of the

delayed time spectrum C(D) compared to the prompt response of the same energy C(P).

The prompt curve, which describes the system response as a function of energy, provides the

relationship, as described in Equation 3.5

τ =C(D)−C(P), (3.5)

The generalization of this method which is called the Generalised Centroid Difference

Method (GCD) makes lifetime measurements with multiple timing detectors more accurate

and efficient [29, 81, 82]. The details of the generalized centroid difference method will be

discussed in the following section.

3.1.4 The Generalised Centroid Shift Method

The γ − γ timing correlation approach measures the duration of a specific state in a nuclear

decay by measuring the time between two gamma rays: one to populate the state and another

to de-populate it. By analysing these time differences, the lifetime of the state is determined.
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We first examine the conventional γ − γ fast-timing setup that includes two detectors,

labelled as start and stop, as depicted in Figure 3.2. When both start and stop detectors are

exposed to the same γ-ray source, two-time distributions are generated. This is accomplished

by setting a narrow energy window around the full energy peak of the γ decay transition,

which results from a specific γ f eeder − γdecay cascade. One time distribution is obtained by

using the start detector (delayed), while the other is obtained using the stop detector (anti-

delayed). The feeding γ-ray is detected by the opposite detector. Therefore, the lifetime of

the state of interest can be measured from the centroid shift between delayed Cd(D) and the

corresponding prompt time distributions [28] Cd(P) using

τ =Cd(D)−Cd(P), (3.6)

and for the anti-delayed Ca(D) and the corresponding prompt distribution Ca(P) cases:

τ =Ca(P)−Ca(D). (3.7)

If no background interference is present, the difference between the centroids of the de-

layed and anti-delayed∆C time spectra, as calculated from Equations (3.6) and (3.7), corre-

sponds to:

∆C =Cd(D)−Ca(D),

=Cd(P)+ τ −
(
Ca(P)− τ

)
,

= PRD(E f ,Ed)+2τ,

(3.8)

where the Prompt Response Difference, PRD(E f eeder,Edecay)=PRD(E f eeder)−PRD(Edecay),

and τ represents the lifetime to be measured. The PRD function describes the time-walk

behavior of the two-timing branches in the detector setup. As a result, the centroid shift dif-

ference between the delayed and anti-delayed time distributions is shifted by +2τ from the

corresponding PRD curve. Hence, lifetime τ is given by the equation (3.9):

τ =
1
2
(∆C−PRD(E f eeder,Edecay)). (3.9)

To obtain a walk-free reference timing signal, an energy-dependent PRD curve is fit to

γ-ray coincidence data from a known radioactive source. The experimental setup must use

reference timing signals to calculate the prompt curve in the γ − γ fast-timing experiment.
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The setup is calibrated using a radioactive source, in this case 152Eu, which provides a va-

riety of transition combinations in the picosecond regime. The PRD data points obtained

from two decaying branches of 152Eu were fitted using the equation (3.10) as described by

Ref. [83]. Further details on time-walk correction are covered in Chapter 5.

PRD(Eγ) =
a√

Eγ +b
+ cEγ +d, (3.10)

where a,b,c, and d are free fit parameters obtained from a chi-squared minimisation fit.
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4 Experimental Setup
The investigation of exotic nuclei is one of the key goals of the GSI facility in Darmstadt,

Germany. The DEcay SPECtroscopy (DESPEC) [2] experiment “The Prolate-Oblate Shape

Transition around A∼190", labelled with experiment number ‘S452’ was performed at GSI,

with 8 days of beam time in the period 6th-14th of March 2021. Isotopes of interest were pro-

duced by the fragmentation of a 208Pb primary beam at an energy of 1 GeV/u and a nominal

intensity of 109 particles per second (pps), impinging on a 9Be target of 2.7 g/cm2 thickness.

The ions of interest were separated and selected from the produced cocktail of fragments

and primary beam by the fragment separator FRS [84]. The beam had a macrostructure of

0.9-second spill-on and 1.7-second spill-off.

This chapter describes the experimental setup of the FRS and the DESPEC detector sys-

tem developed for the investigation of exotic nuclei at GSI, Darmstadt. Furthermore, the data

acquisition and processing of the setup will be discussed.

4.1 Accelerator Facility at GSI

The experiment was performed with a primary beam of 208Pb. The 208Pb was produced by

the Electron Cyclotron Resonance (ECR) ion source providing highly charged ions, and ac-

celerated by the Universal Linear Accelerator (UNILAC) [85]. UNILAC is a 120 m long

particle accelerator which accelerates ions up to 20 percent of the speed of light and is able

to accelerate any ion species from hydrogen to uranium (Z=92), with energies up to 11.4

MeV/u. The pre-accelerated beam from UNILAC is delivered via a transfer channel to the

heavy-ion synchrotron (SchwerIonen-Synchrotron) SIS-18 [86], which accelerates the ions

to relativistic energies. The SIS-18 synchrotron has a circumference of 216 m (radius of

34.5 m) and has 24 dipole magnets, which act to bend the ions with a maximum rigidity of

Bρ = 18 Tm [84, 87], permitting to accelerate ions up to about 90% of the speed of light.

Figure 4.1 shows the schematic layout of the GSI facility.
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Figure 4.1: Schematic layout of the GSI facility. The UNILAC linear accelerator accel-
erates the stable primary beam. UNILAC injects the ion beam for further acceleration
into the heavy ion synchrotron SIS-18. High-energy stable beams extracted from SIS-
18 are transported to the fragment separator FRS. The FRS separates in-flight the
radioactive isotopes produced in the target in-flight. The ions are then transported to
the final focal planes of the FRS, to the experimental storage ring (ESR), or to the
Target Hall.
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4.2 The FRagment Separator FRS

The accelerated stable beam from the SIS-18 is delivered to the production target placed at

the entrance to the spectrometer FRagment Separator (FRS). The FRS is designed in a way

that it allows in-flight separation and selection of the fragments (produced in the production

target) allowing for event-by-event identification. FRS has four focal planes, denoted as S1,

S2, S3, and S4 (see Figure 4.2), which are used to identify particles by their position, angle,

velocity and energy loss. The four sections of the FRS are composed of large dipole magnets

at 30 degrees to separate the ions. It consists of sets of quadruple magnets before and after

the magnetic dipoles to focus the beam. In addition, sextupole magnets enable for second-

order ion-optical corrections in the focal planes. The FRS can operate in different ion-optical

modes, depending on the desired goal of the individual experiment conducted. Two of these

modes are the achromatic and the monoenergetic mode of operation. In the achromatic set-

ting, ions with the same mass-over-charge A/Q ratio are focused at one single point in the

final focal plane, therefore one can identify different nuclei according to their position in S4

focal plane. In the monoenergetic setting, the fragments have a certain energy in the final

focal plane after the second Bρ selection. This setting is suitable for β− decay experiments,

in which the maximum number of fragments are required to stop in a thin detector [88].

4.2.1 The Separation Method

The ions of interest are produced in the primary target and separated in-flight. The dipole

magnets have an essential role in selecting the nuclei to be studied from the strongly popu-

lated contaminants. The first two dipoles apply the first separation acting as the momentum

filter for the secondary cocktail beam, which has a large number of species, to the central

dispersive focal plane S2. The heavy ions of interest are selected with the last two dipoles.

Figure 4.3 shows the FRS setup in detail.

All of the separation of the isotopes of interest are performed by using the Bρ - ∆E - Bρ

technique [84]. This technique is based on Lorentz Force Law. Magnetic fields (in this case

provided by dipole magnets) apply force on a moving charged ion. The force F⃗ felt by a

particle of charge q moving in the presence of a magnetic field B⃗ with velocity v⃗ is given by

the Lorentz force law:

F⃗Lorentz = q(v⃗ × B⃗), (4.1)
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Figure 4.2: Schematic view of the fragment separator FRS with the main focal planes.
The beam direction is from left to right. The production target is located before the
first focal plane S1 to obtain the radioactive secondary beam of reaction fragments. The
FRS has four large bending dipole magnets shown in green, quadrupole and sextupole
magnets are shown in yellow.

Figure 4.3: Schematic view of the FRagment Separator (FRS) setup showing the posi-
tions of the detectors along the beam line that provide unambiguous identification of
new isotopes. The DESPEC setup is located at the final focal plane.
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B⃗ and v⃗ are perpendicular to each other in the FRS setup and therefore the ion moves on

a circular path. Hence, the Lorentz Force acts like a centrifugal force due to the circular

motion of the ions.

FLorentz =
mv 2

ρ
, (4.2)

where m is the mass of the particle, and ρ is the radius of the circular path. Combining

Eq. (4.1) and Eq. (4.2), and solving for the magnetic rigidity, Bρ is:

Bρ =
p
q
=

γmv

q
, (4.3)

where p is the momentum of relativistic particle and γ is the relativistic factor:

γ =
1√

1− v 2

c2

=
√

1/(1−β 2), (4.4)

c is the speed of light. The relation of the velocity of the ion β and the relativistic factor γ is

given by β=v/c. Therefore, Bρ magnetic rigidity relation between A/Q becomes as:

Bρ =
A
Q

(
ucβγ

e

)
, (4.5)

where A is the atomic mass number of the ions, u is the atomic mass unit, Q is the ionic

charge and e is the electron charge. The bending radius of the circular path ρ is fixed to ρ0 =

11.2641 m by the dipoles of the FRS. By changing the magnetic field value, A/Q mass over

charge selection is made. The selected A/Q is physically centered, hence the contaminant

ions will have a horizontal offset. Those contaminant ions can be stopped via slits inserted

perpendicular to the beam direction, therefore they reduce the range of accepted Bρ . The

FRS has five sets of slits along the beam line.

In order to separate the selected A/Q precisely, multiple degraders are placed in the focal

planes to slow down the fragments and to separate the fragments with same A/Q ratio (i.e.

according to their atomic number Z) (Figure 4.4). The energy loss ∆E in the degrader de-

pends on the proton and mass number of the ions. A wedge-shaped degrader in S2 allows

ions with different energies to pass through the non-uniform thick material and minimise

the momentum spread. Multiple sets of quadrupole magnets provide horizontal and vertical

4.2 The FRagment Separator FRS 53



Figure 4.4: Schematic view of the selection mechanism of FRS with Bρ - ∆E - Bρ

technique. O is the target, and F is the final focal plane. The wedge-shaped degrader
in the intermediate focal plane shown in blue enables the separation of fragments with
the same A/Q ratio according to their charge.

focusing of the ions at each focal plane of the FRS.

4.2.2 Particle identification detectors of the FRS

The FRS is capable of providing the mass and charge number of the nuclei in order to perform

a Particle IDentification (PID) of the fragments in the last focal plane on an event-by-event

basis. This requires different FRS detector systems to achieve the final particle identifica-

tion by using the determination of the energy loss, time of flight and position of the ion.

Therefore, it leads to the necessity of having different types of detectors for a multitude of

measurements in the focal planes. Figure 4.5 shows the FRS detectors in the S2 and S4 areas,

respectively.

Plastic Scintillator SCI

The plastic scintillators of the FRS provide Time of Flight (ToF) information of the ion be-

tween the intermediate (S2), and final focal (S4) planes to determine the A/Q of the ions. The

S2 focal plane has two plastic scintillators (labelled in this work SCI21 and SCI22) placed

upstream and downstream one after the other in the direction of the beam, respectively,
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Figure 4.5: Schematic view of the FRS detector setup at the intermediate focal plane
S2 and the final focal plane S4. The beam direction is from left to right. Two scintilla-
tor detector (SCI21, SCI22) and two Time Projection Chambers (TPC21, TPC22) are
located at S2. Two scintillator detectors (SCI41, SCI42), two Time projection cham-
bers (TPC41, TPC42) and an additional two multiple sampling ionization chambers
(MUSIC1, MUSIC2) are located at S4. The identification of the isotopes is performed
using the time of flight of the fragments measured with the scintillator detectors at S2
and S4, the energy deposition information from the MUSIC detectors to obtain the
charge of the ions, and spatial position tracking from the TPCs.

separated by a wedge-shaped Al degrader. The S4 focal plane has two plastic scintillators

labelled SCI41 and SCI42 (again upstream and downstream of one another) separated by

an Al degrader with a thickness of 4.5 g/cm2. Figure 4.6 shows one of the plastic scintil-

lator detectors, FRS SCI42. The scintillators are composed of BC420 plastic material for

use in ultra-fast timing and ultra-high counting applications with a size of 200x100 mm2 for

each of them. The thickness is around 1.04 mm for the S2 scintillators in the intermediate

focal plane, and S4 scintillators were used around 1.0 mm at the focal plane. The sides

of the scintillator detectors are coupled to HAMAMATSU H10580 PhotoMultiplier Tubes

(PMTs) [89], where the light is converted to an electronic signal. The output of each PMT

is split and sent to various electronic systems. The signals are sent to a Constant-Fraction

Discriminator (CFD) and subsequently a Time-to-Amplitude Converter (TAC). Furthermore,

they are sent to a MultiHit Time to Digital Converter (MHTDC). The final split signal is sent

to a fast-timing module VFTX. Out of these three electronic options, the MHTDC was found

to provide optimal results due to its ability to handle a higher number of counts.

A calibration of the ToF is required to determine the A/Q. The ToF calibration was per-

formed by using the three different FRS degrader settings for the primary beam. This is

discussed in Chapter 5.
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Figure 4.6: The FRS scintillator detector SCI42 used at S4. Picture taken from Ref. [89]

For this work, the time-of-flight was determined using SCI41 as the start time signal and

SCI21 as the stop time signal (see Chapter 5 for the details). Equation (4.6) is the time

difference between the start and stop signals used to calculate the ToF.

TTOF =
1
2
(
(SCI21L+SCI21R)− (SCI41L+SCI41R)

)
. (4.6)

where L and R in this context refer to the left and right sides of the PMTs used for the

scintillators.

β determination

The time of flight measurement between S2 and S4 using the scintillator detectors provides

the velocity of the fragments. The distance between SCI21 and SCI41 is x0 ≈ 36.77 m. The

time of flight is given by Eq (4.7)

TTOF =
x0

v
, (4.7)
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where v is the velocity of the traveling ions and β = v/c, where c is the speed of light. The

β is then related to the ToF through

β =
1
c

x0

TTOF
. (4.8)

The experimental ToF value is obtained by using Equation (4.6). Therefore, the A/Q can

be obtained by combining Equation (4.5) and Equation (4.8):

A
Q

=
1
f

Bρ

γβc
, (4.9)

where f is the conversion factor between atomic mass unit and MeV c−2.

MUltiple Sampling Ionization Chamber MUSIC

As mentioned in the previous section, ions with different atomic numbers Z can have the

same A/Q ratio. In order to eliminate undesirable isotopes after the dipoles at S2, a wedge-

shaped degrader helps to separate isotopes. It is crucial to determine the atomic number

of the nuclei in order to be able to finalise the particle identification at the last focal plane

S4. Hence, the MUltiple Sampling Ionization Chambers (MUSICs) [90] provide the Z value

based on the energy loss of the ions in S4. The MUSIC detector consists of a gas cell filled

with 90% Ar + 10% CH4 (P10) operated at room temperature and atmospheric pressure. The

active area of MUSIC is 200 mm x 80 mm and the active length is 400 mm. The working

principle of MUSIC is to apply an electric field between the cathode plate and eight anode

strips (each of which has a 50 mm active length). The electrons inside the detector are

collected by the eight anode strips. A schematic layout of MUSIC is shown in Figure 4.7.

The distribution of the energy loss in the MUSIC detector is related to the Z of the ion

passing through the gas since the gas cell becomes ionised by the particle passing through

the detector. The relation between the energy deposition in the MUSIC detector and the Z of

the ion is given by the Bethe-Bloch equation [91]:

−dE
dx

= Z2 f (β ), (4.10)

where f (β ) is a function of the speed of the ion, which can be calculated by using the primary

beam. In this way, the Z of the ion can be obtained by getting ∆E and f (β ) in the material.

Due to the fact that MUSIC has eight anode strips, the energy deposition of the fragments in
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Figure 4.7: FRS MUltiple Sampling Ionization Chamber detector. Picture taken from
Ref. [90]

the ionisation chamber MUSIC is derived as the geometric mean value of the anode signals

given by equation (4.11)

∆E = 8

√
8

∏
i=1
∆Ei. (4.11)

Time projection chamber detector (TPC)

Time projection chamber (TPC) detectors [92] are position-sensitive detectors and serve as

a high-resolution ion tracker along the beam line. They consist of a drift chamber with the

drift volume of the detector vertical with respect to the beam direction. The space between

a cathode plate and a shielding grid (Frisch grid) is filled with Ar + %10 CH4 (P10) at

room temperature and normal pressure. Four proportional anode wires, 20 µm diameter

each, are connected to C-pad cathodes which are placed underneath the grid, as shown in

Figure 4.8. Each C-pad is connected to two independent integrated delay line chips. A

uniform high voltage of 400 Vcm−1 is applied across the detector. The fragments enter this

drift volume and ionise the gas mixture inside the TPC. The ionised electrons are collected

by the anode and the positive charges are deposited onto the cathode. The drift time of

these produced electrons to each anode, inside the TPC, provides four measurements of

the vertical position. The signals of the anodes are split into two parts: left and right. A

comparison of the signals of two delay lines connected to the cathodes provides information
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Figure 4.8: Schematic view of a time projection chamber (TPC) in the FRS.

on two independent horizontal positions. An accurate position determination is obtained by

the presence of precise delay lines. The horizontal position resolution is around 0.1 mm,

whereas the vertical position resolution is around 0.05 mm.

4.3 DESPEC detector setup

The fundamental properties of exotic nuclei such as decay half-lives, isomerism and branch-

ing ratios can ultimately shed light on long-standing questions in nuclear physics. The DEcay

SPECtroscopy (DESPEC) [2] project has been developed as part of an international effort,

to perform β , α , γ , neutron and proton spectroscopy of exotic nuclei. These measurements

utilise a combination of γ-ray spectrometers for fast-timing (FATIMA) [30] in conjunction

with HPGe detectors (EUROBALL) [93] for high-resolution energy measurements, highly-

pixilated silicon detectors (AIDA) [94, 95, 96] for ion implantation and subsequent nuclear

decays, coupled with scintillator detectors for β -decay measurements (βPlastic) [2].
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Figure 4.9: Schematic view of AIDA used in the experiment. The left photograph is
the arrangement of three units of AIDA DSSD stack coupled to two of the βPlastic
detectors. The middle photograph is one of the DSSD layers of AIDA. The right
photograph is the snout that houses AIDA DSSDs as well as the βPlastic detectors.

4.3.1 AIDA

The detection of charged particles and their subsequent decay can unlock a wealth of infor-

mation when performing decay spectroscopy studies on neutron-rich nuclei. The Advanced

Implantation Detector Array (AIDA) [94, 95, 96] is one of the latest generations of multiple

high-degree pixelation Double Sided Silicon-Strip Detector (DSSD) that used in the DE-

SPEC campaign to measure implant-decay correlations. The detector is located at the final

focal plane (S4) of the FRS to determine the implanted ions and their subsequent charged

particle decays (β±, α , proton, and internal conversion electrons). DSSDs offer precise

and imperceptible detection capabilities, providing detailed spatial information in terms of

horizontal (X) and vertical (Y) positioning, as well as time resolution.

AIDA can have two configurations. The first (employed in this study) is composed of

a single stack of three DSSD units, each with an active area of 8 × 8 cm2. The second

configuration has six DSSDs stacked in two layers for a total active area of 24 × 8 cm2.
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The DSSDs are placed in a snout structure which is covered and located within a light-tight

aluminium box acting as a Faraday shield for electromagnetic noise. Each DSSD has a

thickness of 1 mm per detector. Figure 6.5 shows the single stack configuration of AIDA

and Figure 6.5 shows the snout that was used in the experiment. The exotic ions reach AIDA

with energies of several GeV. If a radioactive ion is stopped in a DSSD, the radiation emitted

in its subsequent decay deposits energy in the range from tens of keV to a couple of MeV into

AIDA in order to be able to process signals across this large energy range, AIDA a dedicated

electronic unit. The detector uses an Application Specific Integrated Circuit (ASIC) [97]

chip, which serves the purpose of having a switchable gain range, measuring high and low

energy ranges of the charged particles and autonomously switching between them with the

fast recovery time and generate low of background data.

The AIDA hardware comprises a number of 64-channel Front-End Electronics (FEE64)

modules to support a precise correlation between high-rate implantation events and their

subsequent decays via 64 channels of instrumentation. Four FEE64 modules are needed to

read out one single-wafer DSSD. AIDA runs under a triggerless system based on the Multi

Instance Data Acquisition System (MIDAS) DAQ [98] for total data readout.

The front-end electronics cards of the detector support precise correlations between high-

rate implantation events and their subsequent decay via 64 channels of instrumentation. The

FEE64 cards have Analogue to Digital Converters (ADCs) to provide the signal processing,

as well as a Field Programmable Gate Array (FPGA) for control, signal processing and data

management.

4.3.2 FAst TIMing Array (FATIMA)

The FAst TIMing Array (FATIMA) [30] is a high-granularity fast-timing γ-ray detection

array developed for the DESPEC experiment. FATIMA is devoted to perform direct deter-

mination of nuclear-excited states lifetimes and provides excellent intrinsic time resolution

on the order of 200 ps [30]. The determination of lifetimes down to the order of tens of

picoseconds is possible in delayed γ-γ coincidence measurements with FATIMA. Thus, FA-

TIMA can be used as an essential tool used to study the lifetimes of excited nuclear states

in neuron-rich nuclei, performing fast-timing experiments in radioactive beam facilities such

as GSI and FAIR.

FATIMA has been used at DESPEC for the study discussed here. The FATIMA detector

surrounded AIDA and the βPlastic detector in close configuration to achieve optimal effi-

ciency. The system comprised 36 cerium-doped lanthanum tri-bromide (LaBr3(Ce)) scin-

tillator crystals coupled to photomultiplier tubes. Cerium doped lanthanum tri-bromide is
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Figure 4.10: Left: Photograph of the FATIMA array and EUROBALL germanium
clusters that were used in the experiment at S4. Right: Photograph of the centre of
the FATIMA array, with the LaBr3(Ce) detectors coupled to PMTs. In the centre, a
plastic tray holding the γ-ray sources is shown.

an inorganic, scintillating crystal developed for the application of γ-ray spectroscopy. The

LaBr3(Ce) scintillator crystal is composed of cerium (5%), lanthanum (23.75%) and bromine

(71.25%). The working principle of scintillator detectors is based on converting the wave-

length of energetic particles such as γ rays or α particles, into a significant number of photons

with longer wavelength (or smaller energy). The LaBr3(Ce) detectors are ∅ 1.5" x 2", each

coupled to a Hamamatsu photomultiplier tube R9779. Each crystal is surrounded by 5 mm

thick removable lead shielding to reduce scattering between neighbouring crystals, in par-

ticular Compton scattering. The front face of the LaBr3(Ce) cylindrical crystal is packed

inside an aluminium housing for protection. The geometry of the FATIMA array can be

changed from experiment to experiment depending upon the measurement of interest. For

the DESPEC campaign, the core system geometry is arranged in a way that provides both

a good time and energy resolution and is able to measure γ-ray energies up to 4 MeV [99].

The FATIMA detectors were placed in three rings. Each ring accommodated 12 LaBr3(Ce)

detectors. Figure 4.10 left shows the FATIMA array in the experiment. Figure 4.10 right

shows the detector crystals with a plastic tray for holding γ-ray sources located at the centre

of the array.

The PMTs of the detectors are biased with a negative voltage by using three CAEN SY4527

units coupled with three A1535D High Voltage (HV) supply cards. The detectors were op-
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Figure 4.11: Signal connections for a FATIMA showing the positions of the high voltage
power output, the dynode signal output and the anode signal output.

erated at around -1200 V during the experiment. The PMTs feature two outputs to extract

the energy and time independently. While the anode is responsible for the time information,

the dynode is responsible for the energy information. The anode signals were split into two

using a passive splitter and fed to the two different electronic configurations for data acquisi-

tion, readout, and processing. The two configurations used were the so-called VME branch

and the TAMEX4 branch. A detailed description can be found below. For the VME system,

the energy signal was taken from the last dynode of the 8-stage PMT and read out by CAEN

V1751 digitisers. The digitiser is able to perform the Digital Pulse Processing-Pulse Shape

Discrimination (DPP-PSD) by offering a sampling rate of 1 GS/s. A signal integration via

charge-to-digital conversion (QDC) provides energy information. The time signal from the

anode is passed to CAEN V812 constant fraction discriminator (CFD) modules and then fed

into CAEN V1290 time to digital converters (TDC) modules. The second electronics config-

uration, TAMEX4, is a new multichannel front-end electronics card that has been developed

by the department of experimental electronics at GSI. It is an FPGA-based multi-hit TDC

with a high-precision measurement of leading and trailing edge times. The TwinPeaks (TP)

charge to time amplifier front-end board is connected to TAMEX4 for the LaBr3(Ce) detec-

tors. TP contains 16 analog inputs, each input is split into two branches providing ‘fast’ and

‘slow’ information. The slow branch is responsible for the linearised charge-to-time output,

therefore the energy information from the detector can be directly converted into a pulse

width spectrum. The fast branch has a logarithmic energy dependence and is used to obtain

the time information. Slow and fast branch of the TP display for the energy measurement via

a charge measurement through the Time-over-Threshold (ToT) method [100], which relates
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Figure 4.12: βPlastic detector used for the experiment.

to the widths of the pulses. The Gigabit Optical Serial Interface Protocol (GOSIP) provides

communication via optical fibres between multiple front-end electronics in the readout host

PC [101].

4.3.3 βPlastic

Plastic scintillator detectors are used in decay spectroscopy experiments requiring fast (i.e.

ps) timing, due to their excellent time response and low-stopping power [77]. βPlastic is a

fast-timing plastic scintillator detector largely used for β particles with an energy range of

∼80 keV to 8 MeV [2]. It allows for precise timing between β -particles and γ-rays detected

in FATIMA. The βPlastic can further be used as a veto detector during the experiment to

confirm implantation. The detector was constructed in-house by the γ-spectroscopy group

at GSI. βPlastic detectors have the same size as the AIDA DSSDs, with an 8x8 cm2 cuboid

with a thickness of 3 mm. Two βPlastic detectors were placed in the DESPEC setup, located

in the upstream and the downstream positions relative to the direction of the incoming ions,

sandwiching the AIDA DSSDs in a close configuration.

Each of the four edges of a scintillator pane is equipped with 16 silicon photomultipliers

(SiPMs) from SensL (C-Series [102]). The SiPMs have an active area of 3×3 mm2 and are

operated with a bias voltage of less than 30 V.

The detector dimensions as well as the number of SiPMs can be customised for different

experiments. 16 SiPMs along each side were arranged in a way that a group of 4 SiPMs are
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Figure 4.13: Schematic view of the AIDA DSSD stack sandwiched in between two
βPlastic detectors downstream and upstream, respectively.

coupled to a readout. A total of 16 read-out channels of a βPlastic detector were connected

to the TAMEX4 data acquisition. The TAMEX4 electronics card is capable of determining

both the leading and the trailing edges of each threshold discriminator signal (Time-over-

Threshold, ToT). The ToT technique is based on time-tagging of the leading and trailing

edge of the SiPM signal above at a certain threshold. The time width of the signal provides

the proportional information of light collected by the SiPMs. The βPlastic detector can

achieve a time resolution of the order of a few hundred of ps, which is superior to the time

response of the DSSDs. The implanted fragment and the subsequent β decay in AIDA are

time stamped and AIDA additionally provides information on the implant position with mm

precision. By correlating decay events in AIDA and βPlastic, one can combine the power of

both instruments. AIDA, by implant-decay correlation, can determine the energy, position

and time of the decaying ion. The βPlastic detector then provides high precision time infor-

mation for the decay. In combination with FATIMA, sub-nanosecond beta-gamma timing is

feasible with a radioactive ion beam.

4.3.4 EUROBALL Cluster

High-purity germanium detectors (HPGe detectors) are semiconductor devices which pro-

vide efficient and precise γ-ray spectroscopy. Coaxial n-type germanium EUROBALL [93]

cluster detectors which were employed in the RISING (Rare ISotope INvestigations at GSI)

campaign, were used in this study. Each cluster detector houses seven closely packed tapered

4.3 DESPEC detector setup 65



Figure 4.14: Two EUROBALL HPGe cluster detectors and FATIMA were used in the
experiment. Each EUROBALL cluster consists of seven Ge crystals inside a single
cryostat.

hexagonal Ge crystals inside a common cryostat. Each of the Ge crystals is 70 mm diam-

eter and 78 mm long and is tapered at the front. Due to the possibility to sum (add-back)

the energies measured in neighbouring crystals after Compton scattering, the EUROBALL

crystals are encapsulated in a permanently sealed aluminium can ("crystal capsule").

In this experiment, two EUROBALL cluster detectors, each equipped with seven large-

volume crystals, were positioned downstream at an angle relative to the beam axis and 15 cm

away from the center of AIDA. The add-back efficiency is around 3% at 1 MeV [2]. The

EUROBALL array was combined with the FATIMA array to detect γ rays. Although FA-

TIMA has superior time resolution, the HPGe offers excellent energy resolution. The use of

the HPGe detector for monitoring purposes allowed us to check the experimental conditions

(i.e. ions with an isomer implanting correctly). Figure 4.10 shows the EUROBALL com-

bined with FATIMA and Figure 4.14 shows the EUROBALL clusters during the experiment.

The data acquisition of the EUROBALL clusters used the Front End Board with optical link

Extension (FEBEX) [103] modules which were developed by the Experiment Electronics

Department of GSI. The FEBEX boards host a 14-bit pipelining ADC with 16 channels and

up to 100 MHz sampling frequency. An FPGA contains the General Optical Signal Interface

Protocol (GOSIP) data transfer and provides a programmable fast trapezoidal filter for hit

finding, and a slower trapezoidal filter to extract the energy measurement of each detected
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hit. FEBEX can be applied for data acquisition with a local "self-triggered" readout. Dif-

ferent addon-boards are available to suit FEBEX for multiple numbers of experimental use

cases [101].

4.3.5 The Data Acquisition System

Each individual subsystem of the DESPEC setup requires a complex data acquisition frame-

work. The data acquisition must handle synchronisation between the various components.

The DESPEC subsystems for the experiment (excluding AIDA) use the GSI-developed

Multi-Branch-System (MBS) [104] DAQ framework. The aim of the MBS DAQ is to estab-

lish memory mappings to access the DAQ modules and to process trigger synchronisation

between various subsystems. Each subsystem of DESPEC has its own MBS DAQ. The indi-

vidual DAQ systems are then merged (including AIDA) using a timesorter event builder from

where the data is stored to both the lustre file server and the GSI tape robot. White Rabbit

(WR) [105] is the general machine timing system used at GSI. Timestamp synchronisation

of several MBS DAQs at GSI is derived from the WR timing. It enables synchronization of

globally triggered readout branches, as well as locally triggered systems.

The “Unpack and check every single bit" (Ucesb) [108] program is a tool that reads and un-

packs the time-sorted data. Ucesb is employed after the MBS stage, in order to build AIDA

events and to combine the data into a time-stitched format via WR. In this process, tempo-

rally close events from different subsystems are combined by time-stitching into an MBS.

This can be seen as an example in Figure 4.16. Data recorded by a data acquisition system

must be unpacked and sorted into a readable format for analysis. For this we used custom

wrote C++ code, based on the GSI Go4 analysis software with the underlying architecture

in ROOT [109] to process the large volumes of data (on the order of 10 TB). By using the

GSI computing cluster Virgo, data processing times were on the order of two to three hours

for the full experimental data set. After the creation of ROOT histograms, these could be

analysed using custom-written scripts. More details on the analysis processes can be found

in the Experimental Results chapter.
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Figure 4.15: Schematic of the DAQ architecture used in this experiment. Data from
the individual subsystems (orange squares) are fed into a timesorter for event building.
From the stream server branch, they are sent to the ucesb timesticher which serves to
stitch subevents based on the White Rabbit common clock. The data are streamed
to the Go4 online analysis, with both ucesb and Go4 linked to the World Wide Web
via the Apache fastCGI webserver [106]. From the transport server, they are stored to
magnetic tape and to the Lustre file server, in parallel, via Lightweight Tivoli Storage
Manager (LTSM) [107]. The data can be accessed for near-line analysis on the GSI
cluster computing service.
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Figure 4.16: Schematic of the ucesb time-stitching algorithm used in this study. Events
from subsystems occurring less than 2 µs from the previous event are grouped together.

68 4 Experimental Setup



5 Corrections and Calibrations
The current chapter is dedicated to providing a comprehensive overview of the calibration

and correction procedures that are crucial for obtaining optimal results from the FRS. The

procedures outlined in this chapter are intended to guide the reader through each step of the

process and ensure that the analysis is as accurate as possible. Additionally, this chapter

also delves into the details of the data preparation, calibration, and analysis procedure of the

DESPEC setup. The aim is to provide a clear and thorough understanding of the techniques

used to obtain reliable and high-quality data from the FRS and the DESPEC setup.

5.1 Calibrations and corrections of the FRS experimental setup

In order to obtain the final particle identification plot that includes the calibrated Z and A/Q

ratio, it was necessary to carry out a calibration of the FRS detectors. This calibration process

ensures that the detectors are able to accurately measure and identify the particles that pass

through them. It is an essential step in obtaining accurate and reliable data from the FRS,

and it plays a critical role in the overall analysis process.

5.1.1 Calibration of MUSIC

As previously discussed in Chapter 4, the energy loss of an ion passing through a material can

be used to obtain information about the atomic number Z of ion. As stated in Equation (4.10),

the energy loss depends on both atomic number Z and velocity of the ion. Therefore, in order

to obtain the final atomic number of the ions of interest, a calibration of the MUSIC detector

was carried out. This calibration was performed by varying the primary beam energies with

three different degrader settings i) no degrader, ii) degrader at S1 and iii) degraders at S1

and S2. By assuming that the ions are fully stripped (q = Z), the calibration was done using

Equation 5.1. This calibration process allowed us to accurately determine the atomic number

of the ions passing through the MUSIC detector, which is vital for obtaining accurate and

reliable results from the FRS. The calibration process also plays an essential role in the

overall analysis of the data collected by the FRS.
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Z f = Zp

√
∆E f

a0 +a1β +a2β 2 . (5.1)

In this equation, Z f represents the proton number of the fragments, Zp represents the

known proton number of the primary beam, and ∆E f represents the fragments energy loss.

The energy loss of the fragment in the gas is determined by collecting, on the anodes, the

charge coming from the ionisation in the gas of the MUSIC detectors. A preamplifier and

amplifier are used to convert the collected charge into an amplitude signal, which is then sent

to an Analog to Digital Converter (ADC). The value of the energy loss shown in Figure 5.1

is the centroid of the pulse height distribution recorded in the ADC channel. In this thesis,

the atomic number determined from MUSIC1 is referred to as Z1, and the atomic number

determined from MUSIC2 is referred to as Z2. The free parameters a0, a1 and a2 are also

present in this equation. The fitting parameters for the calibration are presented in Table 5.1.

These parameters are critical for the calibration process and allow us to accurately determine

the atomic number of the ions passing through the MUSIC detector.
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Figure 5.1: The energy loss in MUSIC1 and MUSIC2 versus three different β values of
208Pb primary beam obtained by inserting different degrader settings at S1 and at S2
focal planes. The data are fitted with a third-order of polynomial function (Pol. Fit)

The MUSIC detectors are known to be sensitive to changes in atmospheric pressure and

temperature. As the ambient conditions change, the Z values obtained from the MUSIC
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Table 5.1: Fitting parameters for the MUSIC calibration.

Parameter MUSIC1 MUSIC2
a0 20888 13490
a1 -40943 -22027
a2 22456 10453

detectors can also change, leading to drifts in the data. In order to correct these drifts,

a correction procedure needs to be applied. The drift correction was performed with the

alignment of Z1 and Z2 on a run-by-run basis and adding the determined offset values to

obtain the final corrected Z values for both detectors. Figure 5.2 illustrates these drifts for

the Z1 values and the corrected Z1 values from the MUSIC1 detector for the data across the

entire experiment. The same correction procedure was also applied to the Z2 values from

the MUSIC2 detector. Once the calibration and correction procedures were completed for

both MUSIC detectors, the final Z value for the experimental data was obtained, as shown in

figure 5.3. This final Z value represents a much more accurate and reliable representation of

the atomic numbers of the ions.

Figure 5.2: Left: uncorrected Z1 drift in time for the full range of time for the experi-
ment. Right: corrected Z1 drift in time.

5.1.2 Calibration of ToF

In Chapter 4, the method for determining the Time of Flight (ToF) of the fragments in the

FRS is explained. This is accomplished by measuring the time difference between the signals

received from the scintillators SCI21/SCI22 and SCI41, which allows for the calculation of
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Figure 5.3: Z1 obtained from the energy loss information in MUSIC1 and calibrated
using the primary beam. The Z value between red lines represents tungsten isotopes.

the velocity, or beta (β ), of the beam particles. To achieve this, the signal from detector S4

is used as the start point in the Time to Amplitude Converter (TAC), while the signal from

detector S2 serves as the stop point. This is done because the count rate at S2 is much higher

than at S4, therefore SCI41 was used as a trigger in the experiment and SCI21 signal was

received after the delay module. The relationship between β and ToF is described by equa-

tion (4.8). However, due to variations in signal transmission time between the scintillators

caused by the delay due to the different lengths of the cables, an offset related to the β value

may occur. To correct for this, the path of the particle (x0) and the ToF offset (ToFo f f set)

are determined through the use of the primary beam as a calibration tool. By adjusting the

energy (and thus velocity) of the primary beam through the use of different degrader thick-

nesses, the relationship between ToF and β from the following equation can be accurately

determined.

ToF =
b0

β
+b1, (5.2)
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Figure 5.4: ToF calibration for SCI21-SCI41 and SCI22-SCI41 with the three known
velocities (β ) of the primary beam.

two parameters b0 and b1, where b0 represents the value of x0/c and b1 represents the

ToFo f f set . To correct for any offset that may occur due to variations in signal transmission

time between the scintillators, a first-order polynomial is used for ToF calibration.

Figure 5.4 illustrates the ToF calibration for SCI41-SCI21 and SCI41-SCI22 and Table 5.2

presents the calibration parameters obtained from the fit. The offset for this experiment was

measured to be ToFo f f set = 173.82 ns and x0 = 36.7760 m.

Furthermore, Figure 5.5 shows the ToF measurement between SCI21 and SCI41, which

is obtained by using the calibrated parameters and provides an accurate representation of the

velocity of the beam particles. Overall, this process is a crucial aspect of the experiment, as

it ensures that the results obtained are accurate and reliable.

Table 5.2: Fitting parameters for the ToF calibration.

Parameter SCI21-SCI41 SCI22-SCI41
b0 0.5896 0.3092
b1 124.74 122.24

5.1 Calibrations and corrections of the FRS experimental setup 73



130 140 150 160 170
ToF (SCI21-SCI41) [ns]

0

10

20

30

40

50

60

70

Co
un

ts
/ 4

0 
ns

   Fission
Fragments

Region of
Interest

x104

Figure 5.5: ToF measurement between SCI21-SCI41. Simulation show that fragments
from the fission of the primary beam 208Pb are transmitted, this happens because,
despite the Bρ selection of the spectrometer, the fission fragment velocity distribution
is very broad and some of them will be transmitted.
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5.1.3 Angle and drift correction of A/Q

In Chapter 4 equation (4.9) shows the calculation of the A/Q ratio. Due to the angle spread

of each ion at the final focal plane, the angle correction is essential to improve the separation

of the isotopes in the identification plots presented in the following section. The angle of the

incoming ion at S4 was measured with the two Time Projection Chambers (TPC). The plot

on the left of figure 5.6 shows A/Q from Multi-Hit Time-to-Digital Converter (MHTDC)

versus uncorrected angle at S4, on the right side of figure 5.6 shows A/Q versus corrected

angle at S4. It was noticed that during the course of the experiment that the mass-to-charge

Figure 5.6: Left: uncorrected angle versus A/Q at S4. Right: corrected angle versus
A/Q at S4.

value drifted. A final correction of this drift was implemented run by run. Figure 5.7 shows

the drift corrected A/Q ratio in time.
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Figure 5.7: Mass-to-charge ratio drift correction in time. Left: Before drift correction,
Right: After drift correction

5.1.4 Isotope Selection

The calibration of the ToF and MUSIC detector, and also angle correction in the focal planes,

A/Q drift correction, and Z1-Z2 drift correction provide the final Particle IDentification

(PID) plot from the FRS. The PID plot was generated by calculating the atomic number,

Z, and the mass-to-charge ratio, A/Q, of each fragment from the measured ToF (velocity),

energy loss (∆E) and Bρ values. The Z value determination and A/Q measurement are

explained in detail in Chapter 4.

Figure 5.8 shows the final Z1 value from MUSIC1 as a function of the Z2 value from

MUSIC2. The histogram was obtained after MUSIC calibration and drift correction for both

detectors at S4. The boomerang shapes seen in Figure 5.8 are explained by the ionisation

of the incoming ion in the gas. Indeed for those elements at the energy of the experiment,

the ions have roughly 10 to 15% probability to capture an electron while passing through the

gas of the MUSIC [111, 112]. A Nobium stripper is present between both MUSICs to fully

ionize the ion.

Figure 5.9 represents the final two-dimensional PID plot of Z1 versus A/Q plot for fully

stripped (Z = Qe) ions after calibration and correction processes were performed. The small

tail towards the lower Z present in the spectrum comes from some of the ions capturing an

electron during their passage through the MUSICs (see the explanation of Figure 5.8). The

PID was confirmed by detecting γ rays emitted following isomeric decay in 188Ta [2] (see

Chapter 6). Isotopes that are mainly implanted are selected by choosing the corresponding

A/Q. The black circle represents 190W, which will be presented in the lifetime analysis in

Chapter 7.
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Figure 5.8: The Z1 and Z2 information extracted from the two ionisation chambers
placed at S4.

Figure 5.10 shows the correlation of fragments between their position at S2 and their

corresponding Z value. The TPC detectors provide position information at both S2 and S4.

Figure 5.11 displays the position of X4 at S4 versus A/Q for the W isotopes observed in the

experiment. As previously mentioned, ions have the potential to capture an electron while

passing through matter and this can happen with the matter at S2 (plastics, degrader...). In

this case a 190W73+
116 would be transmitted between S2 and S4 instead of 190W74+

116 , this means

the mass to charge ration would be different (2.603 in-lieu of 2.568) and the position would

be slightly different. The W isotopes would still, due to electron stripping in the vacuum

windows or Nobium foils, be identified as W isotopes in the MUSICs. The shadow blobs in

Figure 5.11 are then W73+ transmitted in the second part of the FRS, the main blobs being

W74+.

5.1 Calibrations and corrections of the FRS experimental setup 77



Figure 5.9: Particle Identification plot (atomic number Z versus mass-to-charge ratio)
for the FRS setting centered on 188Ta. Nuclei are highlighted with circles to provide a
reference.
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Figure 5.10: X2 position information of fragments from the S2 focal plane versus Z1
value from the ionisation chamber. The condition shown in red selects W isotopes with
Z = 74.

Figure 5.11: Z1−Z2 tungsten isotopes gated, X4 position at S4 with respect to A/Q
ratio. The red circle represents 190

74 W116 isotope for the further analysis procedure.
Please refer to the text for more details)

.
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5.2 Calibrations and corrections of the DESPEC experimental setup

In order to perform decay spectroscopy, calibrations and corrections were applied to the

DESPEC experimental setup for the detection of γ rays. Therefore, both 152Eu and 60Co

source data were recorded before and after the experiment to perform the necessary steps for

the calibration and correction of the detectors at S4.

5.2.1 EUROBALL Cluster Energy Calibration

A calibration is needed to determine the energy of the γ-ray emissions in the spectrum. The

energy calibration for the EUROBALL cluster was carried out using 152Eu source. The third

degree of the equation (5.3) was used to calibrate the HPGe detectors.

Ei = ∑
n

ancn
i . (5.3)

Figure 5.12 shows the calibrated 152Eu energy histogram from EUROBALL. Figure 5.13

represents the resolution of the detector with 0.5 keV binning per channel for the low energy

and high energy of the 152Eu source. The full width at half maximum (FWHM) was calcu-

lated using FWHM = 2.35 x σ , where σ is the standard deviation of the peak obtained by

fitting it with a Gaussian function.
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Figure 5.12: EUROBALL 152Eu energy calibrated γ-ray histogram from one of the
EUROBALL detectors.

Figure 5.13: Calibrated energy spectrum of 152Eu for lower energy 121.8 keV and higher
energy 1408 keV 0.5 keV per channel calibration.
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5.2.2 FATIMA Calibration and Correction

Time Alignment
Accurate time alignment is important to perform lifetime analysis, thus, the TDC signals

from pairs of LaBr3(Ce) detectors were aligned using a 60Co source. To perform time align-

ment, the maximum peak of the signals from LaBr3(Ce) detectors is shifted to 0. For in-

stance, Figure 5.14 provides an example of how the time alignment was performed for four

LaBr3(Ce) detectors, with a reference TDC time signal.

Figure 5.14: Representative time alignment for four LaBr3(Ce) detector pairs, with a
reference detector. The right side shows the TDC signal before time alignment, while
the left side shows the TDC signal after time alignment.
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Time-walk calibration
As outlined in Chapter 3, the Prompt Response Difference (PRD) describes the linearly com-

bined γ − γ zero-time response of the two detector timing systems. The time walk refers to

the energy-dependent time pick-off of a pulse in an acquisition system. When performing a

lifetime measurement using fast-timing techniques, it is important to have accurate informa-

tion about the energy dependence of the time walk.

The overall prompt time response as a function of energy is described with the prompt

response difference curve. PRD curve is a useful method for eliminating the asymmetry

between the delayed Cd(P)(E f eeder,Edecay) and anti-delayed Ca(P)(Edecay,E f eeder) curves.

This curve describes the time walk from both branches. To create a PRD curve for a fast-

timing experiment, the first step is to establish a fixed gate for feeder and decay transitions

in a specific state, while setting the conditions for the coincident transitions of different

energies. This PRD was generated by using 152Eu source in the energy range of 244 keV to

1.4 MeV in the current analysis. 152Eu source has two decaying branches, one is to 152Sm

via the electron capture and the other one is to 152Gd via β -decay [110].

Figure 5.15 shows the partial level scheme of 152Gd and 152Sm used to build the PRD curve

with the most relevant γ-rays that are in coincidence with 344 keV (2+ → 0+) transition in
152Gd and 244 keV (4+ → 2+) in 152Sm. The reference transitions are shown in orange

and the coincident γ-rays used to construct the PRD curve are shown in blue (Figure 5.15).

Figure 5.15: Partial level scheme of 152Gd and 152Sm
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The coincident transitions of 444 and 488 keV do not directly feed the 366.5 keV state.

Instead, they de-excite short-lived levels with lifetimes less than 1 ps, thus their contribution

to the time distribution is negligible. The PRD fit residuum from the calibration with the fit

function is given by Equation (3.10).

By using the PRD curve the time difference between delays of each detector combination

was corrected by the lifetimes of the levels in 152Sm and 152Gd. Figure (a) shows the

centroid time difference of the strong 779 keV - 344 keV cascade in 152Eu and then shifting

all distributions to a reference position. Consequently, the PRD data points were fitted using

the function (3.10) as shown in Figure (b). The estimated uncertainty of the PRD calibration

was measured 10 ps.

Energy Calibration
The LaBr3(Ce) detectors have a higher degree of non-linearity in their energy response than

the HPGe detectors, which means that their energy calibration needs to be performed in

more steps. Firstly, a calibration source is used for an initial energy calibration, followed

by a gain matching procedure using known γ-ray transitions of the calibration source. The

energy calibration of 36 LaBr3(Ce) detectors was performed using a 152Eu source, and the

calibrated gamma-ray transitions of 152Eu are shown in Figure 5.17. The fourth degree of

the equation (5.3) was used to calibrate the LaBr3(Ce) detectors.

Figure 5.16: (a) The strong delayed and anti-delayed time difference spectra of the
779 → 344 keV cascade were obtained by using coincidences with the 344 keV decay
transition in 152Gd. (b) The centroid of the 1300 keV - 244 keV coincidence was
obtained and corrected for the lifetime of the levels in 152Sm and 152Gd. The fit
residual is displayed in the bottom panel (c), dashed lines represent 2σ error-band
corresponding to an overall PRD uncertainty. Further details are provided in the text.
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Drifts in energy are a common occurrence for LaBr3(Ce) detectors due to factors such as

temperature changes, pulse rate, voltage fluctuations, and intrinsic drift. To address this, the

sum peak 1468 keV from 138La was used to perform energy drift calibration on a run-by-run

basis. The energy resolution of an HPGe detector is better than that of a LaBr3(Ce) detector,

therefore, the LaBr3(Ce) detector is not able to distinguish the 1408 keV γ-ray energy of
152Eu from the sum peak of 138La at 1468 keV. Figure 5.18 illustrates the energy drift over

time during the experiment and the energy calibration drift.
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Figure 5.17: FATIMA 152Eu energy calibrated γ-ray histogram from one of the
LaBr3(Ce) detectors.
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Figure 5.18: On the left is the uncorrected energy drift over time, and on the right is
the same drift corrected for the FATIMA array using data from a 152Eu source.
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6 Data Analysis
As previously outlined in Chapter 5, a comprehensive calibration and correction process

was undertaken following the data collection phase. Once the data was deemed ready for

analysis, the appropriate steps were implemented for conducting a lifetime analysis. The

purpose of this chapter is to provide a detailed examination of the confirmation of particle

identification through the use of 188Ta. This includes identifying the γ transitions and the

discussing the isomeric lifetime of 190W. The results of this analysis are presented in the

following sections for further review and analysis.

6.1 Confirmation of the Particle IDentification (PID) in the FRS

As previously discussed in Chapter 5, the calibration of the FRS detectors enabled the iden-

tification of ions in the FRS. To ensure the accuracy of the particle identification in the ex-

periment, isomeric γ-ray detection was carried out using 188Ta, which was produced through

a fragmentation reaction with the primary beam. By selecting the 188Ta ions identified in

the FRS, γ rays in coincidence could be identified from both the FATIMA array and the

EUROBALL 7-fold germanium clusters (EB), allowing for the extraction of the isomer that

depopulates via a 292 keV γ-ray transition. The energy of the 292 keV γ-ray transition of
188Ta was identified in the study [113, 115].

EUROBALL
Figure 6.1 illustrates the gamma energy of 188Ta nuclei in relation to the time difference

measured between EUROBALL and the S4 scintillator in the FRS. The structure seen below

800 ns is referred to as the “prompt flash peak". This peak is a result of stopping processes in

the materials close to the detector (Bremsstrahlung) and also from light ions from the FRS.

Therefore, this region was excluded and the region where the time distribution of the γ-ray

of 188Ta is clearly visible was selected. The projection of the energy axis is presented in

Figure 6.2 for further analysis.

FATIMA
The energy versus time matrix between signals from the FATIMA and S4 scintillator was

constructed for 188Ta nuclei from the FATIMA array (see Figure 6.3). The projection of
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Figure 6.1: Gamma-ray energy versus time difference matrix for 188Ta nuclei from
the EUROBALL cluster. The prompt flash corresponds to the Bremsstrahlung events.
Time difference between signals from the EUROBALL (EB) and from the S4 scintillator
in the FRS.

the energy axis is depicted in Figure 6.4. The isomeric decay of 188Ta nuclei from the

FATIMA array was previously reported by Mistry et al. [2] with a measured half-life of

T1/2=3.1(1) µs, which is in agreement with the value that was cited in a previous study at

GSI [115] (T1/2=3.7(4) µs).

The study focused on the γ-ray spectroscopy of 188Ta nuclei, with the use of coincidence

gating in the FRS to identify its relevant gamma energy from the DESPEC setup. The study

was conducted using data obtained from both the FATIMA array and the EUROBALL clus-

ter, and aimed to confirm the final particle identification plot that was obtained from the

FRS. The goal of this research was to gain a deeper understanding of the properties of these

nuclei, and to verify the accuracy of the particle identification techniques used in the FRS.

By combining data from multiple sources allow to increase the robustness of the results and

gain a more comprehensive understanding of the γ-ray spectroscopy.
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Figure 6.2: Gamma-ray energy projection within a time range of 0-7µs of 188Ta nuclei
from the EUROBALL cluster

Figure 6.3: Time-γ-ray energy matrix for the isotope 188Ta from the FATIMA array.
The prompt flash corresponds to the Bremsstrahlung events.

6.1 Confirmation of the Particle IDentification (PID) in the FRS 89



Figure 6.4: Gamma-ray energy projection within a time range of 0-7µs of 188Ta nuclei
from the FATIMA array [2].
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6.2 AIDA implantation

Figure 6.5: Left: All fragments from the FRS stopped in the AIDA DSSD(1-3). Right:
show stopped 190W ions in the AIDA DSSD(1-3), respectively.

The primary objective of the AIDA detector is to implant fragments into a single stack

of three Double Sided Silicon-Strip Detector (DSSD) units. This is done in order to detect

implantation events in a pixel. The aim of the AIDA detector is to identify the implantation

event in a pixel, which is done by using a stack of three DSSD units. The use of a single stack

of three DSSD units helps in the detection of implantation events in a pixel. An example of

the correlation between FRS ions and the AIDA DSSDs from an experiment is illustrated in

Figure 6.5. The left histograms in Figure 6.5 display the X and Y positions of the implant
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of all the fragments of interest that were stopped in the AIDA DSSDs. The right histograms

shows the coincidence between 190W ions in the FRS and the AIDA DSSDs. It can be

observed that the majority of the implantation is clearly on the second DSSD for 190W.

The conditions on all three DSSDs indicate that 190W ions are correctly implanted into the

expected position. This outcome confirms that the AIDA detector is functioning effectively

in detecting implantation events in a pixel.
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6.3 Isomer spectroscopy of 190W

EUROBALL
The fragments that were produced in the FRS were identified on an ion-by-ion basis, which

enables the study of excited states that are produced during fragmentation in isomeric states

of long-lived excited nuclei. One of the nuclei that were studied in this experiment is
190W116, which is a neutron-rich nucleus that is four mass units heavier than the most

neutron-rich stable tungsten isotope. 190W is known to have an Iπ= 10− isomer, which

has been studied previously in references [116, 117, 115, 118, 113]. In order to investigate

the isomeric half-life of 190W, the γ rays that were produced in the reaction were detected

using two EUROBALL (EB) HpGe detectors and 36 LaBr3(Ce) detectors. By utilizing these

detectors, it was possible to detect the γ rays that were emitted during the decay of the iso-

meric state in 190W, which provided insight into the properties of this nucleus and the nature

of its decay. This information can help to better understand the behaviour of neutron-rich

nuclei and the processes that govern their behaviour.

Figure 6.6: Partial level scheme for 190W as reported in reference [116]

To measure the half-life of the isomeric state of 190W from the data obtained by EU-

ROBALL, a two-dimensional matrix was constructed using the energy versus the time dif-
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ference (∆T ) between the signals from the EUROBALL detector and the S4 scintillator in

the FRS. The data acquisition collection windows were set to be within a range of 0 µs

to 2000 µs. To minimize the background noise, the background region was selected to be

within a range of 1000 µs ≤ ∆T ≤ 2000 µs. The resulting EUROBALL γ-ray spectrum

associated with 190W is illustrated in Figure 6.7, while Figure 6.8 shows the background re-

gion. These matrices provided a visual representation of the energy versus time differences

between the signals, which was used to determine the half-life of the isomeric state of 190W.

This approach allowed for the accurate determination of the half-life of the isomeric state of
190W by minimizing the background noise, and thus it provided a more precise measurement

of the half-life of the isomeric state of 190W.

Figure 6.7: Energy vs. time difference between signals from the EB and from the S4
scintillator in the FRS (0 µs ≤ ∆T ≤ 1000 µs).

Figure 6.9 shows the histogram of the background subtracted energy versus time differ-

ence. It is clear that there is a negative count region between 7 µs ≤ ∆T ≤ 30 µs which is

identified as the dead time of the MBS DAQ system for the EUROBALL detector. However,

an unusual pattern was observed in the histogram. Every 33 µs, an unknown structure ap-

pears, which results in a high background, as can be seen in Figure 6.10. Additionally, an

unknown structure was also observed around 350 µs. Therefore, in order to eliminate this

problem, the lines that appeared every 33 µs (with a width of 1 µs) were removed. Fig-

ure 6.11 (c) illustrates the γ-ray background subtracted spectrum of 190W. The isomeric half-
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Figure 6.8: Energy vs. time difference between signals from the EB and from the S4
scintillator in the FRS for the background region (1000 µs ≤ ∆T ≤ 2000 µs)

life obtained from this measurement is T1/2 = 227(83) µs, as extracted using EUROBALL.

However, it should be noted that the error value for this measurement is quite high and the ob-

tained value does not agree with the values reported in references [116, 117, 115, 118, 113].

6.3 Isomer spectroscopy of 190W 95



Figure 6.9: Background subtracted energy vs. time difference matrix of 190W

Figure 6.10: Background subtracted energy vs. time difference matrix region 80 µs
≤ ∆T ≤ 400 µs (>2 counts/bin for clarity). Every 33 µs unknown structure was
observed.

96 6 Data Analysis



Figure 6.11: (a) EUROBALL γ-ray spectrum associated with 190W in the FRS for a
time period 0 µs ≤ ∆T ≤ 1000 µs. (b) The background spectrum for a time period
1000 µs ≤ ∆T ≤ 2000 µs. (c) γ-ray background subtracted spectrum in EUROBALL
of 190W.
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Figure 6.12: EUROBALL γ-ray energy within the time period ∆T (EUROBALL-
FRS(190W)) = 0 - 1000 µs, with a normalised background subtraction applied from
the time region 1000 µs – 2000 µs. In the inset, the extracted isomeric half-life is
227(83) µs.
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FATIMA
The process of determining the isomeric lifetime of 190W was also carried out using the

FATIMA detector array. Figure 6.13 presents a matrix displaying the energy versus time

from the S4 scintillator in the FRS, with a range of 0 µs ≤ ∆T ≤ 1000 µs. Figure 6.14

illustrates the background region, which ranges from 1000 µs ≤ ∆T ≤ 2000 µs. Following

the subtraction of the background from the FATIMA 2D matrix of the energy versus time,

the result is presented in figure 6.15. It is noteworthy that the background subtraction process

results in relatively clean and clearly visible transitions of interest. Additionally, it is worth

mentioning that the 1431 keV line in FATIMA is a doublet, due to the electron capture

decaying 138La → 138Ba, which populates an excited 2+ state and subsequently decays via

a 1436 keV γ-ray transition.

Figure 6.13: Energy vs. time difference between the FATIMA signals and the S4 scin-
tillator in the FRS (0 µs ≤ ∆T ≤ 1000 µs).

Figure 6.16 illustrates the FATIMA γ-ray spectrum associated with 190W, while (b) shows

the background region. The γ-ray transitions that follow the decay of the 10− isomeric

state are clearly visible in the spectra, as shown in (c). This feature enables us to extract

the isomeric half-life of 190W from the data obtained using the FATIMA array. This data

is useful for understanding the behaviour of the 190W isomeric state and can aid in further

research.

6.3 Isomer spectroscopy of 190W 99



Figure 6.14: Energy vs. time difference between signals from FATIMA and from the
S4 scintillator in the FRS for the background region (1000 µs ≤ ∆T ≤ 2000 µs)

Figure 6.17 presents the normalised background-subtracted energy projection of 190W,

and it is evident that the γ-ray lines corresponding to 190W are clearly visible. It is impor-

tant to mention that additional background subtraction was performed due to the Compton

scattering of the numerous γ-rays produced. This results in the Full-Energy-Peaks (FEP)

being obscured by a high Compton continuum of the same energy but a different origin.

When energy gates are applied to the FEPs, events correlated with the underlying Compton

scattering also appear in coincidence, making the coincident spectra less distinct due to the

presence of "deceptive" counts. To eliminate this effect, it’s important to correct for this con-

tribution. An effective method to reduce this contribution is by subtracting the events that

appear in coincidence with the background beneath the selected FEPs in LaBr3(Ce). Since

the background under the peaks cannot be directly measured, it is selected on the right and

left side of the FEP by choosing a region with the same number of channels and only contains

a background, in order to make the best analysis conditions. The half-life of the decaying

isomer was determined by using coincidence gates on the 358 keV, and 484 keV transitions

for a time window of 110 µs ≤ ∆T ≤ 1000 µs. This time window was deemed optimal

based on considerations of both background and the limitations imposed by the deadtime of

the electronics system, which allowed us to extract the T1/2=127(12) µs half-life from the

LaBr3(Ce) array.
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Figure 6.15: Background subtracted energy vs. time difference matrix of 190W

A previous high-resolution γ-ray study performed at GSI found that the Iπ = 10− isomer in
190W [114], originating from a neutron Kπ = 10− 9/2−[505]11/2+[615] configuration, had

a half-life of T1/2 = 106(18) µs [115] at GSI. This half-life value was statistically compatible

with the one of T1/2 = 105(22) µs from an earlier experiment [118], however, at variance

with the value of T1/2 = 167(6) µs Ref. [116]. That work revealed that the 10− isomer

would not decay via the yrast 8+ state, but a longer-lived 160 ns 8+ isomeric state only

97 keV below the 10− isomer.

The present isomer lifetime of 127(12) µs rather supports the previous values derived at

GSI than the value of Ref. [116]. The latter, however, used a different production mechanism

which may have led to different populations of initial states. We further note that due to the

long correlation time window of 2 µs and the subtraction of random background in the

present lifetime measurement the decay curve shown in Fig. 6.17 clearly approaches zero,

which has not been the case in the previous studies, which were limited to a range of few

hundred microseconds.
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Figure 6.16: (a) FATIMA γ-ray spectrum associated with 190W in the FRS for a time
period 0 µs ≤ ∆T ≤ 1000 µs. (b) The background spectrum for a time period 1000 µs
≤ ∆T ≤ 2000 µs. (c) γ-ray background subtracted spectrum in FATIMA of 190W.
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Figure 6.17: FATIMA γ-ray energy within the time period ∆T (FATIMA-FRS(190W))
= 0 - 1000 µs, with a normalised background subtraction applied from the time region
1000 µs – 2000 µs. In the inset, the extracted isomeric half-life is 127(12) µs.
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7 Lifetime Determination
The precision of the fast-timing technique used in this work depends on the time resolution

of the FATIMA setup. To improve the accuracy of the technique, the time distributions of

LaBr3(Ce) detectors were aligned using gamma-ray transitions from a 60Co source, before

applying a time walk correction and the subsequent lifetime analysis (details in chapter 5).

This chapter presents the lifetime measured in this work using the technique described in the

experimental technique chapter. The GCD method was used to extract the half-life of low-

lying 2+1 state in 190W. The time-walk calibration of the experimental setup for the LaBr3(Ce)

array was performed using PRD calculation. For the lifetime analysis, a three-dimensional

Eγ1 −Eγ2 −∆T was built and energy gates were applied to extract the relevant data for the

analysis.

7.1 Lifetime of 2+1 state of 190W

One of the aims of the experiment is to measure the lifetime of 2+1 state for the first time

of 190W. After completing all the necessary procedures, including energy calibration, ef-

ficiency calibration, time-walk calibration, detector time alignment, and background sub-

traction, the energy spectra and matrices can be extracted from the data. As mentioned in

Chapter 3 the generalised centroid shift method is known as the method of determining the

lifetimes of short-lived excited states, which typically last only a few tens of picoseconds.

A crucial aspect of the lifetime analysis is the creation of fast-timing matrices. These are

three-dimensional objects that store energy information about the LaBr3(Ce) coincidences

events. This information includes the γ-ray energies of the transitions that both populate

and de-excite a level, as well as the associated time differences in the third axis. To this

end, the background-subtracted three-dimensional Eγ1−Eγ2−∆T matrix is used to perform

the GCD method. The background region was selected from 1000 µs ≤ ∆T ≤ 2000 µs.

Additionally, an energy coincidence was applied on the feeder-decay cascade (Eγ1 - Eγ2)

corresponding to a given state of interest to the Eγ1 −Eγ2 −∆T matrix. As a result of these

steps, the delayed and anti-delayed time difference spectra were generated between a Start

and a Stop detector, which were then used for the lifetime analysis.

In experiments like the DESPEC campaign, which involved a substantial number of

gamma rays and detectors arranged in close geometry, the chance of a gamma ray un-
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Figure 7.1: Background subtracted Eγ1 −Eγ2 projection of the Eγ1 −Eγ2 −∆T cube.
The white encircled areas represent delayed and anti-delayed coincidences. The de-
layed coincidence involves the detection of a feeding transition (Start) at an energy of
E f eeder = 358 keV (4+1 → 2+1 ), and a decay transition (Stop) energy of Edecay = 207 keV
(2+1 → 0+1 ).

dergoing multiple scattering and losing its full energy before reaching the detector is not

insignificant. This results in inter-detector Compton scattering, which generates a substan-

tial amount of background and complicates the proper identification of Full Energy Peaks

(FEP). Furthermore, when energy gates are set to select events, the background events are

also included, leading to significant alterations in the time distributions, sometimes even

completely altering the results. Hence, background subtraction for cube was performed in

order to clean the background. The lifetime analysis of the 2+1 state in 190W involved the

use of a background subtraction method that relied on the assumption that there were no sig-

nificant time-correlated Compton-background events present under the peak of interest. We

could confirm this assumption by observing there was no background during the analysis for

underlying the peak of interest.

Figure 7.1 shows the background subtracted Eγ1 −Eγ2 projection of the Eγ1 −Eγ2 −∆T

cube. The white circles in the figure indicate separate coincidence instances. The events

in the top left circle, referred to as "Anti-delayed," are identified by the 4+1 → 2+1 transition

(358 keV) as the Stop signal and the 2+1 → 0+1 transition (207 keV) as the Start. The events in
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the bottom right circle, labelled as "Delayed," follow a pattern that is the reverse of the "Anti-

delayed" events. Figure 7.2 displays the three-dimensional representation of the "Delayed"

and "Anti-delayed" gates in the Eγ1 −Eγ2 −∆T cube. Energy gates were established using

LaBr3(Ce) detectors on both energy axes for the 4+1 → 2+1 and 2+1 → 0+1 transitions, resulting

in the creation of two time distributions.

Figure 7.2: Projection on the Eγ1 −Eγ2 plane of the experimental three-dimensional
gates of the Eγ1−Eγ2−∆T cube around the delayed (358,207) keV (a) and anti-delayed
(207,358) keV (b) 4+1 → 2+1 → 0+1 cascade in 190W.

The results of the delayed and anti-delayed time distributions with the (4+1 → 2+1 )

(358 keV) feeding and the (2+1 → 0+1 ) (207 keV) decaying transition can be seen in Fig-

ure 7.3. By measuring the centroid or center of gravity of the delayed and anti-delayed time

distributions, an experimental value of ∆C = 803(56) ps was obtained. The error calcu-

lation was performed using the standard deviation of the mean values of the delayed and

anti-delayed time distributions. This value, along with a PRD correction of 255(5) ps, gives

a lifetime value of τ = 274(28) ps for the 2+1 state in 190W for the first time. This information

was obtained using Equation (3.9) combined with the PRD correction shown in Chapter 5.

(The fit parameters for the PRD are provided in the Appendix.)

The attempt was made to determine the lifetime of other excited yrast states such as 4+1 and

6+1 in 190W. However, the task proved challenging as these states are prompt and there was

limited data available, making it difficult to extract their lifetimes. For example, Figure 7.4

shows delayed and anti-delayed time distributions with the (6+1 → 4+1 ) (484 keV) feeding

and the (4+1 → 2+1 ) (358 keV) decaying transition. The experimental value for the delayed

and anti-delayed time distribution was obtained as ∆C = 75(42) ps, which gives a lifetime

value of τ = −31(22) ps. In the present measurement, it was not possible to determine an
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Figure 7.3: Delayed (red) and anti-delayed (black) time distributions generated from
the 4+1 → 2+1 → 0+1 cascade in 190W for the lifetime measurement. The LaBr3(Ce) gates
were selected for the delayed distribution 358-207 keV and the anti-delayed distribution
207-358 keV.

accurate value of these excited states lifetimes. A negative value for the lifetime is unphysical

(undefined), and the data indicates that the measurement is consistent with zero within a

two sigma range. Therefore, the data was not sufficiently sensitive to accurately assess the

presumed short lifetime. However, one can establish an upper limit for the lifetime based

on the measurement. By applying a 5σ tolarance, the maximum lifetime can be calculated

as follows: τmax = −31+ 5 ∗σ = 79 ps. This value corresponds to a lower limit for the

B(E2) value, which is determined to be 18 W.u. To obtain information on the lifetime of

these excited states, experiments using different techniques could be performed to obtain

complementary information and build a more complete picture of the structure of the nuclei.
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Figure 7.4: Delayed (red) and anti-delayed (black) time distributions generated from
the 6+1 → 4+1 → 2+1 cascade in 190W for the lifetime measurement. The LaBr3(Ce) gates
were selected for the delayed distribution 484-358 keV and the anti-delayed distribution
358-484 keV
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8 Results
In this chapter, the results obtained after the data analysis are presented. The measurement

of the lifetimes of excited states can directly determine the reduced electric quadrupole tran-

sition probability, B(E2). Therefore, the value of the B(E2) strength measured for the first

2+ state of 190W will be discussed in the following sections. The IBM-2 calculation will be

introduced, followed by a comparison of experimental and theoretical results.

8.1 Even-even tungsten isotopes

As mentioned in Chapter 2, the energy ratio of the first 4+ state to the first 2+ state,

R4/2 = E(4+1 )/E(2+1 ), in even-even nuclei is an experimentally accessible indicator of nu-

clear deformation [8]. A ratio of R4/2 = 3.33 represents an axially symmetric rotor de-

scribed by SU(3) symmetry, R4/2 = 2.0 represents an harmonic vibrator U(5) symmetry, and

R4/2 = 2.5 represents a triaxial rotor O(6) symmetry (γ-soft). Figure 8.1 shows the ratio of

Figure 8.1: Experimental E(4+)/E(2+) ratio from the yrast band for tungsten isotopes.
The ratio for 190W is 2.73 [13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27].
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R4/2 = E(4+1 )/E(2+1 ) for even tungsten isotopes. The R4/2 value shows a decrease in heav-

ier even-even tungsten isotopes as more neutrons are added. This decrease could indicate

γ softness, and potentially the beginning of the shape transition towards oblate-deformed

ground states [10, 11, 12]. A potential reason for this drop in the energy ratio R4/2 in 190W

in contrast to 188W could be a proton sub-shell closure within this region. The difference in

the energy ratio (R4/2) between neighbouring even-even isotopes is given by

δR4/2 = R4/2(Z,N)−R4/2(Z,N +2). (8.1)

Figure 8.2 shows this difference in energy ratio for neutron-rich tungsten isotopes. The

differences in δR4/2 away from the closed shells in the nuclear chart are observed between
188W (R4/2 = 3.07) and 190W (R4/2 = 2.73). The significant difference in the value of δR4/2

between 188W and 190W, which is δR4/2 > 0.3, offers strong evidence of a dramatic alteration

in the ground state structure of W isotopes as they transition from N= 114 to N= 116.

Figure 8.2: Systematics of the excitation energy difference between the energy ratio
δR4/2 for heavy even-even tungsten neutron rich nuclei [13, 14, 15, 16, 17, 18, 19, 20,
21, 22, 23, 24, 25, 26, 27].

The energy ratios of E(2+2 )/E(2+1 ) for even-even tungsten isotopes are presented in Fig-

ure 8.3. These ratios correspond to the susceptibility of the nuclear shape to changes in γ

or β deformation, where the E(2+2 ) and E(0+2 ) levels are identified as the γ and β vibra-

tional band heads, respectively. The excitation energy of these states reveals the degree of
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γ or β softness. It is noteworthy that the most rigid nuclear shape among all W isotopes is

found in 182W (N = 108), as indicated by the maximum values of both ratios. Moreover,

E(4+1 )/E(2+1 ) in Figure 8.1 also reaches its highest value in 182W, nearly approaching the

rigid-rotor limit of 3.3. On the other hand, E(4+1 )/E(2+1 ) decreases rapidly for W isotopes

with N >108, which is consistent with an increasing γ softness as the nucleus approaches N

= 116.

Figure 8.3: Experimental values of E(2+2 )/E(2+1 ) for even- even tungsten isotopes.

8.2 Reduced transition probability

As mentioned in the previous chapter, the lifetime of the 2+1 state was extracted using the

GCD method. The value obtained in this work is T1/2 = 190(19) ps, which represents the

first measurement of the 2+1 state half-life in 190W.

Table 8.1: Lifetime obtained in this work

Isotope Level Eγ [keV] T1/2 [ps]
190W 2+1 207 190(19)

The shape of a nucleus is closely related to its reduced transition probability (B(E2))

and quadrupole moment (Q). The quadrupole moment measures the deviation of the nu-

clear charge distribution from spherical symmetry, while the reduced transition probability
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measures the strength of the electric quadrupole transition between two nuclear states. For in-

stance, a prolate nucleus (elongated along the symmetry axis) has a positive quadrupole mo-

ment, while an oblate nucleus (flattened along the symmetry axis) has a negative quadrupole

moment. The reduced transition probability for electric quadrupole transitions depends on

the magnitude and sign of the quadrupole moment, as well as the angular momentum of

the transition. Larger values of the quadrupole moment correspond to stronger electric

quadrupole transitions and smaller transition energies. Therefore, by measuring the reduced

transition probability, information can be obtained regarding the shape and deformation of

atomic nuclei.

The direct lifetime measurement of 2+1 state in 190W, B(E2;2+1 → 0+gs) value can be mea-

sured. The relation between the lifetime and the reduced transition probability is given by

the following equation [119].

B(E2;2+1 → 0+gs) =
8.161×1013

E5
γ · τ · (1+α)

, [e2b2]. (8.2)

The B(E2) value is expressed in units of e2b2, where Eγ is in keV, lifetime τ is in ps. The fol-

lowing equation shows the conversion of the unit e2b2 to Weisskopf single-particle transition

(W.u) units:

B(E2)e2b2 = 5.94×10−6 ·A4/3 ·B(E2)W.u (8.3)

Table 8.2 presents the calculated B(E2) value for 190W using the measured lifetime of the

2+1 state.

Table 8.2: The B(E2) strength of 190W was determined by measuring the lifetime of
the 2+1 state. The internal conversion coefficient α value used in the determination was
taken from Ref. [120].

Isotope Ii → I f σL τ [ps] α B(E2) [W.u]
190W 2+1 → 0+1 E2 274(28) 0.275(4) 95(10)

Figure 8.4 shows the experimental B(E2) values for even-even tungsten isotopes. The

trend of decreasing B(E2) values is observed until 186W, with 188W displaying a larger de-

crease compared to the systematic trend of lighter isotopes. However, the large uncertainty

in 188W and 190W makes it difficult to interpret whether this deviation represents a change in

shape or simply the continuation of decreasing collectivity as the closed neutron shell at N =

126 is approached. The observed trend is consistent with the expected minimum of B(E2)
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strength in 190W and the trend towards the shape transition. It remains unclear to what extent

an increase beyond O(6) can be expected, or if it is suppressed by shell structure.

Figure 8.4: The experimental B(E2;2+1 → 0+1 ) values for tungsten isotopes [13, 14, 15,
16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27]. The value for 190W is from the current
work.

Figure 8.5 shows literature values of B(E2;2+1 → 0+1 ) strengths for the Hf, W, Os and

Pt isotopes, including the newly-derived value from the present work. All the available

data systematically exhibit a downward trend from the mid-shell region toward the N = 126

shell closure. While the new data point for 190W appears slightly higher, it is important to

consider the larger error bars associated with the neutron-unstable isotopes 188W and 190W.

Taking this into account, the data is in agreement with a systematic decrease in the B(E2)

values as well.

Moreover, the fact that the 2+2 state has a lower energy than the 4+1 state provides ad-

ditional support for the interpretation within the γ-soft limit. Additionally, the ratio B22,

which represents the ratio of the transition probabilities B(E2;2+2 → 0+1 ) to B(E2;2+2 → 2+1 ),

demonstrates a decreasing trend as neutron number increases, as depicted in Figure 8.6. This

diminishing ratio towards 190W indicates a near-forbidden decay of the 2+2 state to the ground

state, which is typical for nuclei approaching the γ-soft limit.
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Figure 8.5: Experimental B(E2;2+1 → 0+1 ) values in even-even Hf, W, Os, Pt isotopes.
The data was taken from Nuclear Data Sheets and studies Ref [13, 14, 15, 16, 17, 18,
19, 20, 21, 22, 23, 24, 25, 26, 27].

Figure 8.6: The B22 ratio is a function of neutron numbers for tungsten isotopic chains.

8.3 IBM-2 calculations

In the context of a shape (phase) transition from prolate to oblate nuclei, one might naively

expect the minimum value of the B(E2) transition probability to occur closest to the γ-soft
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limit, with a subsequent increase upon entering the oblate-deformed region. This would

correspond to a shift in the spectroscopic quadrupole moment of the 2+1 state, transitioning

from negative to positive values and crossing zero at the γ-soft limit. Schematic IBM-1

calculations with constant boson numbers N demonstrate a mirror (point) symmetry of the

B(E2) (Q) values around χ = 0, corresponding to γ = 30◦, as illustrated in Ref. [5]. However,

it is crucial to consider the shrinking valence space as the major shell closure at N = 126

approaches. This shrinking valence space has an impact on the level of collectivity and,

therefore, alters the observed trend.

Figure 8.7: A comparison between the theoretical and experimental level schemes of
190W [10]

To obtain more information about the calculation of spectroscopic properties of W iso-

topes, we suggest referring to the study conducted by Nomura et al. in References [10, 121].

Based on the Gogny-D1S energy density functional, a Hartree-Fock-Boguliubov (HFB) cal-

culation yielded a Potential Energy Surface (PES) for each isotope. The calculated ground

state band energies, the quasi-γ-bandhead and the quasi-β -bandhead energies for 190W,

sourced from Ref. [10], are depicted in Figure 8.7. The following IBM Hamiltonian, as

shown in Equation (8.4), was used for the calculations using the parameters listed in Ta-

ble 8.3 [121].

ĤIBM = ε n̂d +κQ̂π · Q̂ν +αL̂ · L̂. (8.4)

8.3 IBM-2 calculations 117



Table 8.3: The parameters for the IBM Hamiltonian ĤIBM [121]

Isotope ε (keV) −κ (keV) χπ x103 χν x103 α (keV) Cβ

190W 71.3 275 572 -419 -2.72 5.60

The form of the ĤIBM in Equation (8.4) is not the most general, but it encompasses all

the essential features of the low-lying quadrupole collective states. The first term of the

Hamiltonian is n̂d = n̂dπ + n̂dν where n̂dρ = d†
ρ · d̃ρ and ρ = π or ν . The second term is the

quadrupole-quadrupole interaction between proton and neutron systems given in Chapter 2,

Table 2.1. The third term is relevant to the moment of inertia of the rotational band and is

defined as L̂ = L̂π + L̂ν . This angular momentum operator for the boson system is L̂ρ =
√

10[d†
ρ d̃ρ]. Figure 8.8 shows the evolution of the derived IBM parameters for the Os, W

and Pt nuclei as functions of the neutron number N.

Similarly, the potential energy surface (PES) can be calculated using the IBM-2, where

there is a distinction between protons and neutrons. The parameters of the IBM-2 model

are adjusted to maximize the overlap of both the HFB and the IBM-2 PES. Subsequently,

the IBM-2 calculations provide the low-energy spectrum for each respective isotope, as well

as the E2 matrix elements. The E2 transition operator T̂ (E2) is given by Equation (2.44)

in Chapter 2. However, it should be noted that this procedure does not allow for the fitting

of effective charges on an isotope-by-isotope basis. In the study by Nomura et al. [10], a

constant value was employed instead.

In Figure 8.9, a comparison was made between the B(E2) data for W isotopes up to 190W

and the calculated values obtained using the parameters described in Ref. [10] (referred to as

EDF-IBM2) and modified effective charges. It is evident that the previous prediction made

in Ref. [10] systematically underestimates all the B(E2) values, including the slope towards

larger N. Although adjusting the effective boson charge in the model allows for scaling

the absolute values of B(E2), addressing the overly steep slope observed in the calculations

from Ref. [10] poses a more challenging task. In an attempt to resolve this situation, we have

pursued two alternative approaches.

The first approach is inspired by the work of Casten and Wolf [122], which introduces

boson-number dependent effective charges. In the original "EDF-IBM2" formulation [10], a

common effective charge of eB = eν = eπ = 0.13 eb was utilized. Then, the effective boson

charge rescaled by ẽB = 0.5(1 + 0.15 χ)((N + 1)/N)eB with χ = 1
2 (χπ + χν) and eB =

0.27 b. The resulting values are shown in Figure 8.9 labelled as "EDF-IBM2-N", reproducing

the known data well, however, it yields a B(E2) value of nearly 60 W.u. for the heaviest

calculated isotope, 196W. It should be noted that this approach involves two parameters: an

input charge eB and a slope for the χ dependence.
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Figure 8.8: Derived IBM parameter values for the considered Pt, Os and W nuclei,
represented by solid and dotted curves, respectively, as functions of N [10].

A simpler approach, involving only one parameter, is the use of different effective charges

for protons and neutrons. In order to describe the available data satisfactorily, we have uti-

lized eν = 0.122 eb and determined eπ = 0.183 eb by requiring a typical ratio of eπ/eν = 1.5.

The resulting B(E2) values obtained from this calculation are also presented in Figure 8.9,

labelled as "EDF-IBM2-πν". With this approach, the number of free parameters remains un-

changed compared to the original calculation, as only one boson charge is optimized to match

the data. However, the systematic trend is significantly improved, similar to the EDF-IBM2-

N method. Notably, apart from the absolute scale, the slope of the calculated B(E2) values

exhibits a change in the vicinity of the known data but exhibits a somewhat faster decrease

towards the N = 126 shell closure compared to the boson-number dependent approach.
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Figure 8.9: Comparison of the experimental and theoretical B(E2;2+1 → 0+1 ) calculations
are performed for even-even tungsten isotopes. EDF-IBM2 refers to the calculation
from Ref [10], while EDF-IBM2-N, EDF-IBM2-πν and EDF-IBM2-πνN refer to the
calculation using the modified effective charges.

Finally, in order to describe the experimental data, the effective boson charges for the pro-

ton and neutron are increased. In the case of EDF-IBM2-πνN in Figure 8.9, the effective

boson charges eν = 0.145 eb and eπ = 0.2175 eb are used, resulting in a ratio of 1.5. Fur-

thermore, the effective boson charge are rescaled as ẽν = 0.5(1− 0.3χν)((Nν + 1)/Nν)eν ,

which provides the best overall agreement with data up to 190W.

It is noteworthy the flat behavior of B(E2) values between 188W and 190W in the cal-

culation, which arises from the change of sign in χν due to the transition from prolate to

oblate deformation. While this trend is only tentatively indicated by the W data because of

the large uncertainties at neutron numbers 114 and 116, a similar systematic trend of B(E2)

values can be observed in Fig. 8.5 for the Pt isotopes at N = 112,114. The Pt isotopes have

been found to be soft triaxial, closely approaching the O(6) symmetry between prolate and

oblate structures.

Extending the EDF-IBM2-πνN model would be highly interesting, but it necessitates

extended EDF-IBM2 calculations for lower neutron numbers. Additionally, this extension

would greatly benefit from more precise measurements of the 188W and 190W B(E2) values.

The revised B(E2) values give an improved description of the available data. Furthermore,

the recently obtained data point for 190W with a value of 95(10) W.u. is less than two sigmas
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from the newly calculated value of 78 W.u. To achieve a comprehensive description of the

entire isotopic chain, further adjustments to the effective charges might be necessary. A

combined approach of using different proton and neutron charges, but varying the neutron

charge in a manner as described above would be promising, but requires extended EDF-

IBM2 calculations toward lower neutron numbers, and would strongly benefit from more

precise measurements of the 188W and 190W B(E2) values.

Figure 8.10: The spectroscopic quadrupole moments Qs(2+1 ) of even-even tungsten iso-
topes calculated with IBM-2 model.

However, the observed continuous decrease in B(E2) values contradicts the expected

schematic pattern of an increase from the γ-soft limit to oblate isotopes. Therefore, we

also present the spectroscopic quadrupole moments, Qs(2+1 ) in Figure 8.10. As expected, a

flip from negative to positive values from N = 114 to N = 116 is observed. However, it is im-

portant to note that the absolute values on the prolate side are smaller. This behaviour is due

to the approach of the N = 126 shell closure. In the IBM-2, this is reflected in the decrease of

the number of (neutron) bosons, which directly affects the calculation of E2 matrix elements.

Therefore, despite the switch from prolate to oblate deformation at 190W, a continuous drop

in B(E2) values are expected, consistent with the observed trend in experiments.

From these considerations, in view of the systematics of the R4/2, B22 and B(E2) values,

the known spectroscopic data on 190W matches the predictions for the most γ-soft, O(6)-like,

isotope in the W isotopic chain, approaching the N = 126 shell closure.
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9 Summary and Outlook
The measurement of lifetimes of excited states is a powerful method for investigating the

atomic nucleus because it allows for a direct and independent evaluation of reduced tran-

sition probabilities. By studying transition rates, one can obtain valuable insights into

single-particle configurations and nuclear collectivity, as well as the ability to verify the-

oretical models. In the nuclear chart, the mass region around A ∼ 190, particularly 190W,

draws particular attention due to the collective behaviour that arises.

The generalised centroid difference method is the most appropriate experimental tech-

nique for measuring lifetimes ranging from a few nanoseconds down to tens of picoseconds,

which is the focus of this PhD thesis. This technique relies on coincidences between the

radiation that populates a nuclear level and the radiation that de-excites it, detected by

fast scintillators such as LaBr3(Ce) detectors. In order to achieve high performance in a

LaBr3(Ce) array, good time and energy resolution and a modular and efficient geometry

are necessary. Therefore, the FATIMA array, consisting of 36 LaBr3(Ce) detectors, in the

DESPEC setup provides the optimal geometry and high performance.

In this experiment, we measured the lifetime of the first excited state in 190W for the first

time, which provides crucial information on nuclear deformation. To achieve this, it is nec-

essary to reduce background noise. This was accomplished by using background subtraction

for the LaBr3(Ce) array, which improved the γ-γ coincidence technique based on the GCD

method. As a result, the current measurement has determined the half-life of the 2+ state in
190W to be 190(19) ps, which corresponds to a B(E2;2+1 → 0+1 ) value of 95(10) W.u.

The E(4+1 )/E(2+1 ) energy ratio for the even-even tungsten isotopic chain shows that the

shape of the tungsten isotopes changes from prolate to γ-soft with an increasing number

of neutrons. The measured B(E2), with large uncertainty, behaves differently from the

trend. However, the result follows the trend towards the shape transition, with an expected

minimum of B(E2) strength in 190W. It is also possible to interpret this deviation as the

continuation of decreasing collectivity as the closed neutron shell at N = 126 is approached.

The theoretical calculation of the results is based on the Interacting Boson Model (EDF-

IBM-2), using different effective boson charges for protons and neutrons. The theoretical

values were taken from K. Nomura’s work [10] and were calculated using the code NP-

BOS. The existence of non-zero spectroscopic quadrupole moments indicates the breaking

of spherical symmetry. The theoretical calculation of Qs for tungsten isotopes shows that
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the sign of Qs changes from 188W to 190W, indicating a shape transition in 190W. From these

considerations, in view of the systematical behaviour of the R4/2, B22 and B(E2) values, the

known spectroscopic data on 190W matches the predictions for the most γ-soft, O(6)-like,

isotope in the W isotopic chain, approaching the N = 126 shell closure.

Theoretical models predict a transition from prolate to oblate shapes as the isotopes be-

come heavier, however, the current data couldn’t provide the lifetime information for the first

4+ state since there was no sufficient data for this state. Therefore, further measurements in

heavier isotopes will be necessary to comprehend this structural evolution fully.

eν = 0.145 eb and derived eπ = 0.2175 eb
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Appendix

Prompt curve determination in γ − γ timing experiments

The PRD curve was generated and its calibration was carried out by following the procedures

mentioned in Chapter 5. The gated spectra that are relevant to this study are presented in

Figure 9.2, which were obtained from both 152Eu source.

Figure 9.1: The prompt curves obtained the 344 keV energy gated for the two-timing
branches by fitting the lifetime-corrected full energy centroids using the formula
C(Eγ) =

a
Eγ+b + c. To indicate the reference energy gated on the start and stop de-

tectors, we use the notation CP(E)start and CP(E)stop
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The final PRD curve was calibrated using Equation (3.10)

a =−14835.7

b = 29.4279

c = 0.298588

d = 668.614

where a, b, c, and d are free fit parameters obtained from a chi-squared minimization fit,

the PRD correction for the transition is obtained using Eγ = 358 keV for feeding energy

and Eγ = 207 keV for decaying energy. Therefore, using Equation (3.10), we calculated

PRD(E f eeder) = 21.7841 ps and PRD(Edecay) =−234.43 ps.
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Figure 9.2: The delayed and anti-delayed time spectra were obtained using the
LaBr3(Ce) detector with cascades of 152Gd and 152Sm. Time spectra were acquired
by gating the detectors in both ways. The delayed time distributions are represented
by the blue line, while the anti-delayed time distributions are represented by the orange
line.
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Definition of the Euler angles

The set of Euler angles comprises three angles that define the position and orientation of a

solid object in a three-dimensional Euclidean space R3 relative to a fixed coordinate system.

These angles are typically represented by α , β , and γ , and correspond to rotations around

the x, y, and z axes of the fixed system, respectively.

The coordinate system used to define the orientation is typically denoted as (x, y, z), while

the frame of the rigid object is represented as (X, Y, Z). The relative orientation between

these two coordinate systems can be determined by three consecutive rotations, each one

around a different axis of the fixed system.Figure 9.3 shows the orientation of a rigid body

using the Euler angles.

• α: roll angle (around the x-axis),

• β : pitch angle (around the y-axis),

• γ: yaw or heading angle (around the z-axis).

Figure 9.3: The orientation of a rigid body using the Euler angles. The figure is taken
from Ref [123]
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Spherical harmonics

A spherical harmonic Y l
m(θ ,φ) is a complex function of two real variables θ and φ that is

continuous, bounded, and single-valued. The variables θ and φ have restrictions of 0 ≤ θ ≤
π and 0 ≤ φ ≤ 2π , respectively. Two parameters, l and m, define the function, where l takes

values of 0,1,2, ..., and m ranges from −l to l in increments of 1. Therefore, for each l value,

there are (2l + 1) corresponding functions. The function and all of its derivatives are also

single-valued, continuous, and finite.

In quantum mechanics, spherical harmonics are significant because they are the eigenfunc-

tions of the operator of orbital angular momentum. These functions describe the distribution

of angular momentum of particles that move in a spherically symmetric field with an orbital

angular momentum of l and a projection of m. The value of l(l + 1) is the eigenvalue of

the square of the orbital angular momentum operator, L̂2, while the projection of the orbital

angular momentum operator on the quantization axis is represented by the eigenvalue m of

L̂x. It is worth noting that l specifies the absolute value of the orbital angular momentum.

Y l
m(θ ,φ) Formula

Y 0
0 (θ ,φ)

1
2

√
1
π

Y−1
1 (θ ,φ)

√
3

8π
sin(θ)e−iφ

Y 0
1 (θ ,φ)

√
3

4π
cos(θ)

Y 1
1 (θ ,φ) −

√
3

8π
sin(θ)eiφ

Y−2
2 (θ ,φ)

√
15

32π
sin2(θ)e−2iφ

Y−1
2 (θ ,φ) −

√
15
8π

sin(θ)cos(θ)e−iφ

Y 0
2 (θ ,φ)

√
5

16π
(3cos2(θ)−1)

Y 1
2 (θ ,φ)

√
15
8π

sin(θ)cos(θ)eiφ

Y 2
2 (θ ,φ)

√
15

32π
sin2(θ)e2iφ

Table 9.1: The first and second order of spherical harmonics
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Şahin, et al. Nature of seniority symmetry breaking in the semimagic nucleus Ru 94.

Physical Review C 105.3 (2022): L031304.

• A. K. Mistry, H. M. Albers, T. Arici, A. Banerjee, G. Benzoni, B. Cederwall, J. Gerl, E.
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