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ABSTRACT

High-quality feedback is essential for learners. It reveals misconceptions, knowledge
gaps and improvement opportunities. Asking short-answer questions and giving elab-
orated feedback on the learners’ responses is highly effective in increasing not only
their understanding of the material but also their ability to transfer the knowledge to
new contexts. However, providing even basic feedback, such as verifying correctness,
is time-consuming. For this reason, neural feedback systems have risen in popularity
in recent years.While such systems havematured to achieve high grading accuracy on
some datasets, their decision process is opaque and their behavior when confronted
with out-of-training-distribution data remains underexplored. Thus, the first research
question posed in this thesis concerns current state-of-the-art grading models’ robust-
ness to adversarial examples – answers crafted to fool the grading model. The second
research question explores how grading systems can be expanded to provide elabo-
rated feedback explaining learners’ mistakes instead of merely verifying correctness.
In total, we make four contributions to these research questions.

First, we investigate grading models’ robustness to adversarial examples crafted by
students as well as an existing automatic attack. We show that current models are
generally vulnerable to adversarial attacks and provide evidence that their predictions
are at least partially based on spurious correlations.However,we also find that existing
adversarial attacks are difficult to employ in typical summative assessment scenarios.
Therefore, we propose an adversarial attack tailored to summative assessments as our
second contribution. We demonstrate the attack’s effectiveness on multiple models
and domains and empirically evaluate manipulated responses with human experts.

Our third contribution consists of the bilingual Short Answer Feedback dataset. In
contrast to existing datasets, it contains elaborated feedback in addition to verification
feedback. We annotated learner responses from three domains spanning college-level
and life-long learning. We demonstrate that this novel task challenges current state-
of-the-art models. We provide an evaluation framework and benchmark models to
lay the groundwork for research in this field. Though the feedback generated by the
benchmark models is imperfect, we observed positive effects on learning outcomes
compared to no feedback and even human feedback conditions in a college course
field study.

Finally, we propose an unsupervised elaborated feedback generation method for
domains where costly data annotation is infeasible as our fourth contribution. It aims
to find small counterfactual changes to students’ responses that would have led the
grading model to classify them as correct instead. These changes can be considered
concrete improvement suggestions in the student’s ownwords.We compare four coun-
terfactual generation approaches and find further evidence for the grading models’
unreliability but also genuine improvements, indicating that such feedback may be
feasible in the future.
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Overall, this thesis provides insight into the robustness of neural Automatic Short
Answer Grading systems to various forms of input manipulation. We also present ev-
idence for the usefulness of even imperfect elaborated feedback models while provid-
ing the tools for further research on improved approaches. The garnered understand-
ing can be helpful to practitioners seeking to employ grading systems more securely,
understandably and safely.
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KURZFASSUNG

Qualitativ hochwertiges Feedback ist für Lernende unerlässlich. Es zeigt Wissenslü-
cken, Missverständnisse und Verbesserungsmöglichkeiten auf. Elaboriertes Feedback
zu bearbeiteten Freitext-Aufgaben verbessert nicht nur das Verständnis des Lernma-
terials, sondern unterstützt auch den Transfer des Gelernten auf neue Sachverhalte.
Allerdings ist selbst die Rückmeldung von einfachem Feedback, wie beispielsweise
der Verifizierung der Korrektheit einer Antwort, zeitaufwändig.

Aus diesemGrund haben neuronale Feedbackysteme in den letzten Jahren an Popu-
larität gewonnen. Solche Systeme erreichen zwar inzwischen eine hohe Bewertungsge-
nauigkeit auf manchen Datensets, ihr Entscheidungsprozess ist jedoch nicht für Men-
schen nachvollziehbar. Darüber hinaus ist ihre Genauigkeit auf Daten, die nicht aus
der Trainingsverteilung stammen, noch unerforscht. Die erste Forschungsfrage dieser
Arbeit bezieht sich daher auf die Robustheit aktueller Korrekturmodelle gegenüber
„Adversarial Examples“, d.h. Antworten, die das Modell täuschen sollen. Die zweite
Forschungsfrage befasst sich damit, wie Korrektursysteme erweitert werden können,
sodass sie neben der Verifikation der Richtigkeit einer Antwort auch elaborierte Er-
läuterungen der gemachten Fehler generieren. Insgesamt leisten wir vier Beiträge zu
diesen Forschungsfragen.

Als ersten Beitrag untersuchen wir die Robustheit von Korrektursystemen gegen-
über Adversarial Examples, die von Studierenden und von einem bestehenden An-
griff generiert wurden. Wir zeigen, dass aktuelle Modelle im Allgemeinen anfällig für
Adversarial Examples sind und ihre Vorhersagen zumindest teilweise auf Scheinkorre-
lationen beruhen. Wir stellen jedoch auch fest, dass existierende Angriffe in typischen
Leistungsüberprüfungen nur schwer anwendbar sind. Daher entwickeln wir als zwei-
ten Beitrag einen Angriff, der speziell auf summative Leistungsüberprüfungen zuge-
schnitten ist. Wir demonstrieren die Wirksamkeit des Angriffs in diversen Domänen
und evaluieren die manipulierten Antworten empirisch mit menschlichen Experten.

Unser dritter Beitrag besteht aus dem bilingualen Short Answer Feedback Datensatz.
Im Gegensatz zu bestehenden Datensätzen enthält er neben einfachem auch elaborier-
tes Feedback. Der Korpus umfasst drei Domänen aus der universitären und Erwachse-
nenbildung. Wir zeigen, dass elaborierte Feedbackgenerierung eine Herausforderung
für aktuelle Modelle darstellt. Um die Grundlage für künftige Forschung in diesem
Bereich zu schaffen, entwickeln wir ein Evaluationsframework und trainieren Bench-
mark-Modelle. Obwohl das von den Modellen generierte Feedback nicht perfekt war,
beobachteten wir positive Effekte auf den Lernerfolg von Studierenden in einer Feld-
studie im Vergleich zu Kontrollgruppen, welche kein Feedback oder gar menschliches
Feedback erhielten.

Schließlich stellen wir als vierten Beitrag eine unüberwachte Methode zur Generie-
rung von elaboriertem Feedback für Bereiche vor, in denen eine kostspielige Datenan-
notation nicht durchführbar ist. Der Ansatz sucht nach kleinen Modifizierungen der
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Antworten von Lernenden, die zu einer besseren Bewertung durch das Korrekturmo-
dell geführt hätten. Diese Änderungen können als konkrete Verbesserungsvorschläge
für dieAntwort des Lernenden betrachtetwerden.Wir vergleichen vierMethodenund
finden weitere Indizien für die fehlende Zuverlässigkeit der Korrektursysteme, aber
auch echte Verbesserungen, die darauf hinweisen, dass solches Feedback in Zukunft
möglich sein könnte.

Zusammenfassend bietet diese Arbeit einen Einblick in die Robustheit von neuro-
nalen Systemen zur automatischen Bewertung von Kurzantworten gegen verschiede-
ne Antwortmanipulationsstrategien. Darüber hinaus liefern wir Anhaltspunkte dafür,
dass selbst unvollkommene Feedbackgenerierungsmodelle Lernen unterstützen kön-
nen und legen die Grundlage für weitere Forschung an verbesserten Methoden. Die
in dieser Thesis gewonnenen Erkenntnisse können Lehrenden helfen, automatische
Korrektursysteme sicherer und für Lernende verständlicher einzusetzen.
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PREV IOUSLY PUBL I SHED MATER IAL

This thesis containsworkpreviously published in conference proceedings andpreprint
archives. The publications relevant to each section are listed in Table 1. None of the
publications were directly reprinted in this thesis. A complete list of the author’s pub-
lications can be found in Appendix C. Figures, tables and examples adapted or taken
from previous publications have their source referenced explicitly in the correspond-
ing caption. Grammarly [58] was utilized to improve grammar, syntax, spelling and
word choice throughout this thesis. The German abstract was constructed with the
support of DeepL [29]. No other AI-based generative tools were utilized in the prepa-
ration of this thesis.

Science is most often a collaborative effort. Thus, this section details the contribu-
tions of collaborators and co-authors toward the work described in this thesis. The
pronoun ”we” will be used for the remainder of this thesis to acknowledge their con-
tributions. If not stated otherwise, all collaborators are or were affiliated with the Mul-
timedia Communications Lab of the Technical University of Darmstadt.

Frequent discussions of recent developments in educational technologies and com-
putational linguisticswith TimSteuer andChristophRensing inspired the idea towork
onAutomatic ShortAnswerGrading and the resulting research questions. This thesis’s
introduction (Chapter 1), related work (Chapter 2) and conclusion (Chapter 5) con-
tain elements of all the author’s previous publications in the Automatic Short Answer
Grading and feedback generation fields [23, 42–47], as the motivation, literature analy-
sis and research context were iteratively refined through these publications. Through-
out the entire thesis, Viktor Pfanschilling – affiliated with the Artificial Intelligence

Sections Publications
1, 2, 5 [23], [42], [43], [44], [45], [46], [47]
3.1, 3.5 [43], [45], [46]
3.2 [45]
3.3 [43]
3.4 [46]

4.1, 4.5 [44], [47]
4.2, 4.3 [44]
4.4 [47]

Table 1: Author’s previous publications included in each section.
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2 contents

and Machine Learning Lab at the Technical University of Darmstadt – sharpened my
understanding and ideas in lively debates on current trends in machine learning.

Chapter 3 investigates the vulnerability of current Automatic Short Answer Grad-
ing approaches to adversarial input manipulations. Regular meetings with Christoph
Rensing and Tim Steuer supported me in conceptualizing design criteria for adversar-
ial attacks and provided valuable feedback on proposed methodologies. In addition
to Philipp Müller, they also revised the manuscript for publication [45].

The adjective and adverb attack introduced in Section 3.3was developed jointlywith
SebastianOchs during his bachelor’s thesis. Inspired by the promising results obtained
in the thesis, Sebastian expanded the experiments to additional datasets and models
in the context of a student lab under my supervision. Tim Steuer, Thomas Tregel and I
designed the expert evaluation of the adversarial examples produced by the attack. I
then conducted the evaluation with valuable technical assistance from Tim Steuer. We
published the attack and evaluation study [43].

Christoph Rensing provided the opportunity to conduct the student attack study
in one of his lectures at the Technical University of Darmstadt. All questionnaires
for the study were developed in discussion with Tim Steuer and Christoph Rensing,
who offered invaluable methodological advice on the study design and data analy-
sis. Stephan Tittel assisted the study with technical support of a web server that the
students could access. We published the study’s results [46].

Chapter 4 introduces the elaborated feedback generation task,where the verification
provided by Automatic Short Answer Grading is expanded to include an explanation
of the student’s mistakes. The dataset construction was a massively collaborative ef-
fort for each of the three domains. Julian Prommer from the university’s didactic E-
Learning Team (HDA) assisted us in the design of a data collection pipeline conform-
ing to data protection guidelines. Ralf Steinmetz provided the opportunity to collect
data in one of his communication network lectures for the English subset of the data.
For the job training data, I collaborated with Dominic Lenhart and Robert Lokaiczyk
from wer denkt was on the data collection material and data annotation guidelines. I
then supported Dominic Lenhart in supervising the data collection and annotation
process. The social security data was collected in the context of a Software Campus
project I led. Here, Maria Walch and Peter Schichtel from IAV supported me in the
conception of the annotation study and provided valuable feedback on the legal as-
pects of the data. Ivan Georg contributed vital knowledge of German social law to
the guideline construction process and proved invaluable during the data annotation,
which was done by Ivan Georg and Sebastian Ochs. Ivan and Sebastian contributed
significantly to improving the initial annotation guidelines.

Siddharth Singh Parihar and I drafted the initial annotation guidelines for the En-
glish data in the context of his master’s thesis. We then iteratively refined the guide-
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lines in frequent discussions with Nikhil Kumar Patel, a student assistant I supervised.
Nikhil Kumar Patel and Siddharth Singh Parihar annotated the collected student re-
sponses based on the refined guidelines. Sebastian Ochs and I trained a subset of the
supervised feedback generation models presented in this thesis and published them
with parts of the data in Filighera et al. [44]. Mehmet Can Kivanc and João Henrique
de Araújo Kröger assisted in making the final dataset easily accessible online and con-
tributed additional models in the context of a student lab I supervised. Finally, Kaan
Atacan, Erik Levin Fischer and I developed the feedback pipeline based on GPT-3 in
another student lab, which I then evaluated for this thesis.

The field study evaluating the use of an elaborated feedback generation model in a
communication network lecture was a collaborative effort withWolfgang Ellermeier’s
psychology department at the Technical University of Darmstadt. I had proposed the
field study to them and we jointly supervised the master’s thesis of Marieke Fischer, a
psychology studentwhowas taskedwith developing the studymaterials and conduct-
ing the study. Wolfgang Ellermeier’s lab provided valuable psychological expertise
and methodological feedback on the study design, especially regarding the conforma-
tion to ethical standards and data analysis. In weekly meetings with Marieke Fischer
and Philipp Hinderer, who supported the study from the technical side during his
master’s thesis, we refined the study material and analysis of the resulting data. Tim
Steuer and Thomas Tregel also provided valuable conceptual feedback on this study.

Finally, the counterfactual feedback generation methods were developed with Joël
Nzalakanda Tschesche in the context of his bachelor’s thesis I supervised. We later
refined the approaches for publication [47], where I also included an expert evaluation
of the generated feedback. Lisa Werner, Tim Steuer and Thomas Tregel supported us
with manuscript revisions and conceptual feedback.





1
INTRODUCT ION

Assessing what a learner has understood has long been a vital component of edu-
cation. Whether it be through exams, interviews or exercise assignments, collecting
data on students’ learning progress is essential to uncovering misconceptions, knowl-
edge gaps and improvement opportunities. Knowledge states captured in summative
assessments can also be communicated to stakeholders, such as parents or potential
employers, to indicate learners’ competencies. Additionally, assessments can inform
instructors, curriculum designers and policymakers on the effectiveness of employed
teaching methods, thus shaping the education system for future generations. Con-
sequently, assessment methods significantly impact students’ lives and society as a
whole [93].

While a variety of assessment methods exist, many involve asking questions and
observing the students’ responses. From closed formats, such as multiple-choice or
cloze questions, to open questions, like essay writing prompts, various competencies
and types of knowledge can be captured. Here, short answer questions have gained
popularity for their ability to test recall of knowledge in contrast to the mere recogni-
tion tested in closed formats [75, 84, 93, 133]. They require students to structure and
formulate a response in their own words with a focus on content instead of writing
style. Most often, the expected response length is between a phrase and a paragraph
long and the question is somewhat objectively gradable [22]. While short answer ques-
tions are easily constructed and – especially with corresponding feedback – improve
long-term retention [133], their grading is complex. The variability of natural language
and lack of pre-defined structure require each individual response to be read and in-
terpreted carefully. The concentration level needed to grade and provide feedback to
short answer questions properly is hard tomaintain for extended periods. Intra-grader
consistency is further complicated by ordering effects, mood, fatigue and bias [22].

For this reason, Automatic Short Answer Grading (ASAG) systems have garnered
significant research interest in the last decades [22, 68, 76, 174], with commercial sys-
tems promising immediate and personalized feedback¹.While current neural network-
based methods are approaching human performance on some datasets [150], their de-
cision process is opaque. This is problematic for two reasons. First, feedback is more
helpful to students if it is understandable and the feedback’s source is trusted [169].

1 https://web.archive.org/web/20221004235134/https://new.assistments.org/individual-resource/
quick-comments-beta [accessed May 11, 2023]
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6 introduction

Only receiving a grade without an explanation is likely insufficient to foster the nec-
essary understanding and trust. Second, a model may make accurate predictions and
perform well on a given dataset but make its decisions for the wrong reasons. For ex-
ample, the usage of proper punctuation symbols may correlate with better grades in
a dataset if students who are good at writing also tend to answer questions more cor-
rectly. However, the number of commas used in a response is not in a causal relation
with the response’s correctness and, thus, not a robust feature. Nevertheless, current
approaches would utilize it for its predictive power. Such spurious correlations may
lead to unjust classifications later on or even be exploited to manipulate the model’s
predictions willfully. Consequently, this thesis aims to investigate the robustness of
current ASAG approaches to various kinds of input manipulation and develop meth-
ods that provide a human-legible explanation of assigned grades.

1.1 overview of state of the art

The goal of Automatic Short Answer Grading (ASAG) is for models to evaluate the fac-
tual correctness and completeness of learner responses to short answer questions. In
the past, this was often done by handcrafting grading rules that can then be automat-
ically applied to responses or their algorithmically constructed canonical representa-
tions [85, 168]. However, it is difficult to account for all possible variations of expres-
sions manually. Thus, the ASAG field shifted towards manually crafted features, such
as part-of-speech distributions, in combination with machine learning models. These
approaches often compared responses to plain text reference answers or clustered
themwith other similar student responses [37, 64, 108, 136].While thesemachine learn-
ing approaches with manual features are more flexible than their rule-based counter-
parts, their grading accuracy is often unsatisfactory. In recent years, they have been
outperformed by deep learning models that construct a mathematical representation
of language fromobservingwhichwords appear in similar contexts in extensive collec-
tions of texts [20, 59]. This representation is also called embedding. On some datasets,
such methods are approaching human grading accuracy [150].

However, recent research in Natural Language Processing (NLP) and computer vi-
sion indicates that at least part of the performance increase of neural networks is based
on spurious correlations in the dataset that result in non-robust features [69]. Such fea-
tures are generally undesirable as they can lead to misclassifying out-of-distribution
data and present an exploitable vulnerability. Especially for automatic grading mod-
els, non-robust features are problematic as students may be disadvantaged based on
factors that are not in a causal relationship with the correctness of their response, e.g.,
dialect or writing style. Conversely, students can also cheat by exploiting knownweak-
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nesses and, thus, receive better grades. Studies with traditional non-computer-based
assessments show that cheating is prevalent in our current education system, with
large-scale reviews reporting that a majority of students cheat during their college
studies [73, 78, 166]. While cheating is currently most often done by copying answers
from fellow students, we expect students to be similarly willing to cheat automatic
grading systems given the necessary know-how.

The discovery of non-robust features has given rise to a tremendous amount of re-
search on subtle modifications one can perform on input to achieve a desired – but
wrong – classification, such as adding humanly imperceptible noise to images [56].
Modifying samples in such a manner is called an adversarial attack and the resulting
sample is an adversarial example. While many adversarial attacks for text have been
proposed in the last few years [175, 180, 184], they are typically not designed for sum-
mative assessments in controlled environments and assume favorable conditions for
the attacker, such as access to the target model’s inner workings and unlimited time.
Yet, students are expected to have limited time and resources during typical summa-
tive assessments, even though they may have time to prepare an attack beforehand.
Generally, research on the robustness of automatic grading models is needed, espe-
cially considering realistic assessment scenarios. This is the first research gap we ad-
dress.

Finally, state-of-the-art ASAG systems only produce a numerical grade or categor-
ical label, indicating whether a given response was correct. This type of feedback is
called verification feedback. Pedagogical research suggests that verification feedback
alone is suboptimal [144, 169, 170]; Students learn more if they understand where and
why they have made mistakes and how to improve in the future [144, 169, 170]. Thus,
it would be beneficial if ASAG models would not only verify a response’s correctness
but also explain why a particular grade was assigned. The explanation should cover
where the student erred and why their statement was incorrect. Such an explanation
is a type of elaborated feedback. While explaining the decisions of neural networks
is an ongoing area of research for other NLP tasks [91, 116], it is yet unexplored for
neural ASAG models. This is the second research gap we address.

1.2 research questions and challenges

Themain goal of this work is to foster understandable and robust feedback generation
for short answer questions. For this purpose, we first investigate how robust current
ASAGmodels are in the face of out-of-training-distribution data. This is especially im-
portant for summative assessments, where the goal is to evaluate students’ learning
progress at the end of a course. Then, we explore methods to provide explainable and
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understandable elaborated feedback instead of only a grade. This is especially impor-
tant for formative assessments, which aim to improve students’ learning via feedback.
Thus, we address the following research questions:

Research Question 1: How robust are current state-of-the-art ASAG models to adversarial
input manipulation?

In the scope of this research question, we define robustness mainly by the extent to
which a model’s grading accuracy can be degraded with a limited set of adversarial
modifications. Our definition conforms to how the term is predominantly used in re-
lated work [69, 160]. We also consider the scope of the modification performed, e.g.,
how many words were added to a response, how obvious it is to humans and how
long the search took as secondary criteria. Factors dependent on the concrete assess-
ment setup, such as how easy it would be to access the model’s code or training data,
are out of the scope of this research question and are assumed to be unavailable to the
attacker.

Currently, the most successful architectures for nearly all NLP tasks are Transform-
ers, a type of deep neural network that can simultaneously attend to every word in the
input sequence. This attention mechanism enables them to handle long-range depen-
dencies better than recurrent or convolutional neural networks,whichwere previously
popular in the field. Transformers are currently the predominant model type with the
best performance on ASAG benchmarks [20, 23, 55]. Thus, we focus our investigation
on Transformer models and specifically do not consider older architectures.

Investigating the robustness of Transformer models to adversarial attacks is chal-
lenging as they tend to have millions to billions of parameters and require a sizable
amount of computation resources to train and run. Therefore, the adversarial manipu-
lation search space should be constrained to conserve energy and reduce the environ-
mental impact of performed experiments. While the space of possible manipulations
is immense, we are explicitly only interested in types of modifications that are univer-
sally applicable. Universal attacks are input-agnostic and, thus, suited for summative
assessment scenarios. Here, students can prepare a strategy before the summative as-
sessment that they only have to employ during the examination. For example, know-
ing that a grading model tends to give better grades to responses containing the word
”definitely,” one can incorporate it in as many responses as possible during the exam.
Consequently, this research question aims to test to which extent the grading models
have general weaknesses that can be exploited; In contrast, finding specific examples
the model misclassifies, for example, by rearranging a given sentence syntactically, is
not within the scope of this question.
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Research Question 2: How can ASAGmethods be extended to provide response-specific elab-
orated feedback instead of mere verification?

In the scope of this research question, we focus on content-level elaborated feedback
addressing students’ factualmisconceptions in contrast tometacognitive feedback aim-
ing to improve students’ problem-solving strategies. The feedback should explain how
the learner erred and why, but does not need to advise on employed learning strate-
gies. In contrast to many existing intelligent tutoring systems [36], we investigate ap-
proaches not tailored to a specific domain. While an approach may require retraining
for a different domain, it should at least be generally applicable without manual mod-
eling effort.

Providing response-specific elaborated feedback for short answer questions is chal-
lenging for multiple reasons. First, no pre-defined structure constrains the space of
possible answers. This makes anticipating possible mistakes beforehand tricky, neces-
sitating a model that can generate feedback to novel responses autonomously. Second,
at the time of writing, no public short answer datasets with elaborated feedback ex-
isted, inhibiting the development and testing of approaches.

Finally, evaluating generated textual feedback is complex even when gold standard
reference feedback exists. While automatic text similarity metrics have been proposed,
they are not yet an entirely reliable indicator of semantic similarity [60, 90]. Therefore,
human judgment is advisable despite the cost and effort involved in human evaluation
studies.

1.3 contributions

We make the following contributions to the robustness analysis of short answer grad-
ing models (RQ1):

Contribution 1: Our first goal is to examine whether an in-depth analysis of ASAG
models’ robustness to adversarial attacks is warranted. While adversarial examples
have been found for many models and domains with varying success, the reason for
their existence is not yet clear. The leading theory suggests that they result from highly
predictive but incomprehensible features, indicating that their existence is at least par-
tially tied to the task anddataset [69]. Since nowork on adversarial attacks in theASAG
domain existed at the time, we approach this goal from two angles. First, we conduct
an explorative study where we task university students with fooling an ASAG model
(see Section 3.4). The students freely submitted responses to the model and received
the predicted grade, similar to typical formative assessment scenarios. Based on the
observed grading behavior, they identified and reported systematic weaknesses in the
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model. Second, we expose state-of-the-art ASAG models to an existing attack based
on identifying and appending meaningless trigger sequences to responses (see Sec-
tion 3.2). While many adversarial attacks for text exist, we selected the Universal Trig-
ger Attack [160] for its ease of use once trigger sequences are found – a student only
has to add them to their responses in an exam. However, the senseless nature of the
appended triggers would make this attack easy to detect in real-world scenarios. We
demonstrate that ASAG models are vulnerable to adversarial attacks and that an in-
depth analysis with an attack designed for summative assessment is warranted.

Contribution 2: The results of Contribution 1 reveal vulnerabilities of current grading
models and establish that further research is necessary. However, appending a mean-
ingless string of words to each answer in an exam would be unmistakable and, thus,
risky in practice. Existing attacks are generally not designed for typical summative as-
sessment scenarios, where there is a price to adversarial manipulations being detected.
Additionally, the resources available to the student are also often limited during the as-
sessment. For these reasons, our second contribution consists of an adversarial attack
specifically designed and implemented for summative assessment scenarios in con-
trolled environments (see Section 3.3). It is based on identifying adjectives and adverbs
a model associates with a target class before the summative assessment and inserting
them in natural positions during the exam. On short answer grading datasets, our
attack outperforms the Universal Trigger attack and another powerful attack from re-
lated work [72] regarding the number of incorrect responses it can fool the model into
grading as correct. We also contribute a statistical analysis of adjective and adverb fre-
quencies in the dataset and the grading models’ confidence to investigate reasons for
the attack’s success. Finally, we empirically evaluate the generated adversarial exam-
ples with human graders to explore how suspicious and natural they seem to humans.

We make the following contributions toward elaborated feedback generation (RQ2):

Contribution 3:Wecollect learner responses in three domains and annotate themwith
elaborated feedback, forming the Short Answer Feedback dataset (see Section 4.2). We
demonstrate the annotations’ reliability with a high inter-annotator agreement and va-
lidity via comparisons with external criterion variables measuring learning outcomes.
After establishing the data quality,wedesign and implement a collection of supervised
feedback generation approaches (see Section 4.3). Most often, they are trained to pre-
dict the response’s correctness and generate an explanation jointly.While this does not
necessarily prompt the model to explain its decision process but instead learn how to
mimic elaborated feedback, it also does not expose potentially undesirable features to
learners. Automatic evaluation measures showed that the models fell short of human
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graders but performed well enough to justify a field study. Therefore, we employed
one of the feedback generation models in a university lecture. We compared student
motivation, acceptance and learning outcomes between three conditions. One group
of students received the generated feedback, another group received feedback formu-
lated by human graders, and the last condition received no feedback at all.

Contribution 4: Finally,wedevelop and implement unsupervised feedback generation
approaches based on existing counterfactual generation techniques (see Section 4.4).
The idea here is to find small changes to a student’s response that would have led it to
be graded more favorably and present the changes as concrete improvement sugges-
tions to the student. Such an approach is especially beneficial for areas where expen-
sive data collection, as in Contribution 3, is infeasible. In related work, counterfactual
generators are typically evaluated by counting how often they produce counterfactu-
als that change the predicted class. However, since ASAG models are not necessarily
reliable, we supplement this type of evaluation with human judgment. Specifically, an
expert decides whether the generated improvement suggestions are genuine improve-
ments.





2
BACKGROUND AND RELATED WORK

This chapter first introduces the Automatic Short Answer Grading (ASAG) task and
provides an overview of existing approaches. It then introduces adversarial attacks
and a summary of research investigating students’ cheating behavior in digital assess-
ments. Next, systems that generate elaborated feedback are discussed and finally, the
research gaps addressed in this thesis are described in Section 2.6.

2.1 automatic short answer grading

Short answer questions are a popular assessment format where learners formulate re-
sponseswithout predefined building blocks. Typically, responses are between a phrase
and a paragraph long and are mostly assessed based on their content instead of their
linguistic features [22]. The questions are usually objectively answerable, meaning that
a fixed number of facts, relations or statements are expected to be present in a response.
Thus, it is possible to determine the level of correctness of given answers.

2.2.1 Classical Machine Learning Approaches

Due to the focus on factual correctness and versatility of language, the task of automati-
cally grading short answer questions has been a challenging and popular research area
in the last decades [22, 50, 134]. Earlier approaches included the manual construction
of grading rules and models [85, 168], clustering similar learner responses and assign-
ing the same grade to entire clusters [15, 64, 179, 181] or manually defining similarity
features used to compare responses [37, 101, 108, 136, 137, 148]. Dependency graphs,
part-of-speech tag distributions, knowledge base embeddings and lexical overlapmea-
sures are examples of typical features utilized.

2.2.2 Deep Learning Approaches

In recent years, deep learning models have outperformed symbolic and classical fea-
ture engineering approaches on most image and text processing tasks [86]. One of the
main reasons for the improved performance lies in the models’ ability to learn a suit-
able mathematical input representation from high-dimensional, raw data instead of

13
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relying on manually defined features. This representation is also called an embedding
and is usually done on a word or subword level.

The models’ success has also transferred to Automatic Short Answer Grading [14,
41, 81, 130, 151, 152]. Most approaches base their classification on the response and a
reference answer, often checking whether one entails the other. Student models [185],
results of related single choice questions [155], and the question itself are also con-
sidered by various approaches [98]. The best performance on publicly available short
answer grading benchmarks, however, is achieved by approaches utilizing Transformer
models [53, 97, 150].

Transformers are a class of neural networks that utilize self-attention [158] to han-
dle long-range dependencies better than previous architectures. Instead of relying
on a hidden state to hold all the knowledge encoded in previous words, Transform-
ers can attend to all words of a sequence at once, weighted by their similarity to the
query. They are usually pretrained on extensive text collections to predict randomly
masked subword tokens and sentence relations. Transformers either consist of an en-
coder and decoder or only an encoder. Encoder-decoder models, also called sequence-
to-sequence models, map input sequences to output text sequences and are, thus, ca-
pable of generating texts based on an input prompt. In ASAG, researchers usually use
encoder-only models that map an input to a mathematical representation that a clas-
sification/regression layer can utilize to predict a grade.

The most relevant approach to our work [150] is based on BERT [31], one of the first
encoder-only Transformer models. Sung, Dhamecha, and Mukhi [150] fine-tuned the
pretrained BERT model on SciEntsBank [37] and achieved the state-of-the-art perfor-
mance at the time with an accuracy of 75.9%. SciEntsBank is one of the most popular
ASAG datasets, due to its size and variety of covered science domains. It is, therefore,
often used as a benchmark for the ASAG task. Sung, Dhamecha, and Mukhi [150]
even report comparing favorably to human graders on a private ASAG dataset in the
psychology domain.

2.3 adversarial examples

While deep learning approaches have become widely popular [4, 25, 87, 114], recent
studies showed that they are also often vulnerable to adversarial examples [26, 67, 175,
180, 184]. Adversarial examples are subtly modified inputs aiming to fool the model
into a desired prediction [177]. The process of producing adversarial examples is also
called an adversarial attack. Attacks may target their modifications to illicit the pre-
diction of a specific class, or they may also be untargeted and accept any incorrect
prediction.
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Figure 1: Illustration of an adversarial attack on image classification [56]. After adding imper-
ceptible, gradient-based noise to the image, the model classifies the panda image as

gibbon with high confidence. Image taken from [56].

Depending on the information utilized during the attack, black- and white-box ap-
proaches are distinguished. While black-box attacks at most use the model’s output
probabilities to inform their search for viable modifications, white-box attacks utilize
knowledge about the model’s inner workings, such as gradients, to identify important
sections in the input. In image classification, adversarial perturbations are usually so
slight that humans cannot perceive any difference from the original image. An exam-
ple of a successful attack is illustrated in Figure 1. In Natural Language Processing,
however, modifications are usually detectable by humans when the adversarial exam-
ple and original text are viewed side-by-side.

For this reason, the subtlety constraint is often relaxed to non-suspicion in textual
attacks [109]. What makes an input suspicious depends on the targeted task. For ex-
ample, the expectation of a text’s grammatical correctness and fluency varies greatly
between news articles and middle school graders’ essays. Adversarial attacks usually
aim to produce fluent, grammatical and semantic-preserving changes to be as widely
applicable as possible.

2.3.1 Input-Dependent Attacks

Changes can bemade on a character, word, sentence or even document level (see Table
2). Character modifications include scrambling words, swapping adjacent characters
or replacing characters with visually similar or otherwise plausible characters [17, 39].
On a word level, words are often replaced with their synonyms [127], neighbors in the
embedding space [6] or words that likely match the sentence context [52, 182]. They
can also be shuffled randomly if the goal is to generate nonsensical text [33].
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Modification Level Text
Original Adversarial attacks have interesting properties.
Character Advererial ąttacks have interesting porperties.
Word Adversarial attacks have fascinating properties.
Sentence Attacks that are adversarial have certain interesting proper-

ties.
Document Adversarial attacks have interesting properties. Random

confuse wordswithoutmeaning.

Table 2: Examples of adversarial character, word, sentence and document modifications.

One of the most prominent word-level attacks is TextFooler [72] due to its high suc-
cess rate and open-source nature. We will use this attack as a benchmark for compari-
son with our proposed attack in Section 3.3. TextFooler first searches for critical words
by deleting them from the input and observing their effect on the model’s predicted
class probabilities. Synonyms can then replace the essential words to fool the grading
model.

Sentences aremost oftenmanipulated byparaphrasing [70, 128] anddocument-level
attacks usually rely on reordering sentences or inserting meaningless or distracting
sentences [111].

2.3.2 Universal Attacks

The previously discussed adversarial attacks aim to modify individual input samples.
While they are well suited to uncover unreliable decision boundaries, their usefulness
to malicious entities is limited since attackers must query the target model for every
adversarial example they want to generate. As the attacker’s access to the model is
often limited to a specific time span or a number of queries, it is crucial to find vulner-
abilities that generalize across samples. Finding such sample-independent rules is the
goal of universal adversarial attacks. These types of attacks are the most relevant to our
work.

Ribeiro, Singh, and Guestrin [129] propose a universal attack based on generaliz-
ing semantically equivalent adversarial examples. They translate sentences into pivot
languages and back to obtain semantically similar paraphrases of the input sentence.
The paraphrases are then generalized into semantically equivalent adversarial rules,
such as “color → colour” or “? → ??”. Successful rules can be applied to novel input
sentences without the need to query the model again. However, while the rules are
generally applicable to new inputs, they may not always fool the victim model suc-
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cessfully. In fact, Ribeiro, Singh, and Guestrin [129] report label flip rates of only 1-4%
for individual rules. The idea of generalizing from individual adversarial examples is
nevertheless powerful and inspires our proposed attack in Section 3.3.

A different class of approaches focuses on the search for meaningless trigger se-
quences that tend to fool the victim model [16, 145, 160]. The most relevant approach
to our work is the Universal Trigger Attack proposed by Wallace et al. [160], as we
utilize it in our initial robustness experiments in Section 3.2. For example, they found
that prepending “zoning tapping fiennes” indiscriminately to sentiment analysis in-
puts often causes misclassifications and that certain triggers lead language generation
models to produce offensive texts. They utilize an iterative gradient-informed beam
search to identify promising trigger candidates.

Finally, Gao and Oates [51] propose an attack based on modifying the embeddings
themselves. Similar to adding the same adversarial noise to all images, they find per-
turbations applicable to all input tokens indiscriminately.

2.4 gaming educational systems

Assessing a student’s knowledge is vital for successful tutoring. Onlywhen the teacher
or teaching system can estimate what a student has understood can they recommend
appropriate material or tasks for future learning [40]. For this reason, educational sys-
tems usually contain assessment components. However, many systems assume that
students will answer questions in good faith.

Unfortunately, studies in traditional classroom assessments show that a significant
portion of students employs non-learning strategies to achieve their goals.While there
is a high variance in the number of observed cheating occurrences, large-scale reviews
report that a majority of students have cheated during exams or assignments during
their college career [78, 166]. This insight inspired research on cheating educational
systems [9, 83, 164]. It was found that students may exploit lax password security to
gain access to question pools and solutions or share screenshots of the assessment. Ad-
ditionally, internet connection disruptions or hardware failures may be purposefully
initiated to re-take assessments [132]. The ease of sharing assessment information and
utilizing internet searches even prompted researchers to advise against usingMulitple
Choice questions in online assessments and advocate for constructed response ques-
tions [104]. A number of Massive Open Online Courses have experienced systematic
cheating as well [2, 3, 71, 117, 135] with students setting upmultiple accounts to collect
assessment information for their main accounts.

While the approaches discussed so far mostly exploit the lack of supervision in on-
line assessments, task-specific cheating is also well documented, especially in the use
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of intelligent tutoring systems [12, 112, 113, 121, 161, 162]. Here students may exploit
savepoints and progressive hints to guess assessment solutions systematically. For ex-
ample, math problems andMultiple Choice questions may be solved by simply trying
out various answers until the correct solution is deduced [10, 11].

Even though previous work in this field mainly looked at other avenues for cheat-
ing than adversarial attacks, we draw the following insights from this body of research.
First, cheating is prevalent in classical and digital teaching environments. Second, stu-
dents will experiment and seek out non-trivial exploits of intelligent systems. Third
and last, an entire assessment format can be questioned when cheating is detected,
even if most results are genuine.

2.5 elaborated feedback systems

Determining and communicating the correctness of a student’s response – as currently
done in Automatic Short Answer Grading – is called verification feedback [144].While
verification is already beneficial for learning, it can be difficult to truly understand
one’s mistakes from a simple grade alone. Elaborated feedback, on the other hand,
can more effectively clear up misconceptions. It is especially helpful for formative as-
sessments, which aim to modify the student’s thinking and behavior to encourage
learning [144]. Nevertheless, it can also be used in summative assessments at the end
of a teaching unit to increase acceptance of a given performance evaluation.

Elaborated feedback often specifically explains what mistakes were made and why
they are incorrect. It may also include concrete improvement suggestions. Providing
elaborated feedback is more challenging than verifying since it requires a deeper un-
derstanding of the student’s response. Especially for deep learning approaches where
the decision process is opaque, explainingwhy a student’s answer is deemed incorrect
is difficult. For this reason, many elaborated feedback systems are based on symbolic
reasoning [36]. They are typically designed for a specific domain, exploiting the struc-
ture of given responses [36, 95]. For example, many approaches provide elaborated
feedback for programming exercises [77] or on the quality of writing in essays [62].
However, since these approaches are not applicable to domain-independent short an-
swer grading, they serve only as a source of inspiration for the elaborated short answer
feedback task.

For amore detailed review,we refer to excellent surveys byDeeva et al. [30],Mousav-
inasab et al. [110], VanLehn [157], Kulik and Fletcher [80] and Hasan et al. [61].



2.6 research gaps and summary 19

2.6 research gaps and summary

Recent deep learning-basedASAGapproaches performwell on commondatasets.How-
ever, the performance is measured on test data from the same distribution as the
training data. The robustness to out-of-training-distribution answers is unexplored
by previous work. This makes the models’ applicability to real-world grading scenar-
ios questionable, where new generations of students are likely to formulate novel an-
swers. Especially when students also employ unintended, non-learning strategies to
gain good grades. In other fields, adversarial attacks have exposed significant weak-
nesses in even the best-performing models, further emphasizing the need to examine
automatic grading models critically. ASAG models’ robustness to adversarial attacks
is the first research gap we investigate in this thesis.

Existing adversarial attacks are also not suited to thoroughly test automatic grad-
ing models due to the unique constraints grading scenarios have compared to other
Natural Language Processing tasks. For example, students are typically not machine
learning experts. Consequently, they are unlikely to be able to perform complex at-
tacks in time-sensitive summative assessments. While attacks exist that would pro-
vide students with simple rules they can follow during a summative assessment, they
would have to simultaneously be successful enough to impact received grades notice-
ably while staying unobtrusive. The risk of detection plays a vital role in students’
willingness to employ a given attack, much more so than for attacks designed to de-
bug Natural Language Processing models. Thus, an attack designed with such con-
siderations in mind is needed to thoroughly test grading models’ robustness with an
appropriate threat model. This is the second research gap we address.

The final research gap lies in the type of feedback ASAG models produce. While
verification feedback is an excellent first step, students need to understand their feed-
back to truly engagewith it. This is difficult when the feedback only consists of a grade
provided by a black-box model. Thus, the generation of elaborated feedback should
be explored. As no publicly available datasets for generating elaborated feedback to
short answers existed previously, the first step is to design, collect and distribute a
benchmark dataset that can serve as the foundation for reproducible and comparable
research in this domain. Next, elaborated feedback generation methods that can be
applied to various domains and educational scenarios should be explored, as current
approaches are usually tailored to a specific scenario with extensive manual effort.





3
ADVERSAR IAL ATTACKS ON AUTOMAT IC GRADING

As discussed in Section 2.4, cheating is prevalent in traditional classrooms as well as
intelligent tutoring systems [78, 113, 166]. Typically, students make use of lax super-
vision and insufficient security of sensitive information to inflate their grades artifi-
cially. Nonetheless, automatic assessment models’ systematic weaknesses have also
been the target of cheating in the past [10, 11]. Thus, it is likely that students will also
test the limits of Automatic Short Answer Grading (ASAG) models and utilize identi-
fied weak points. In this chapter, we investigate potential vulnerabilities of the state-
of-the-art ASAG models BERT [31] and T5 [124] to linguistically manipulated student
responses (RQ1). Since the automatic grading domain differs from the general adver-
sarial scenarios typically assumed in natural language attacks, we first discuss domain
particularities and resulting design considerations, followed by two automatic and one
manual adversarial attack.

3.1 attack design considerations

Assessments can typically be split into two categories during education. In formative
assessments, the objective is to help students learn and improve their understanding.
This is done by informing students of the learning goal, where they currently stand
in relation to the goal and how they can improve [34]. Formative assessments can be
graded to indicate the student’s level of understanding but typically do not count to-
ward the final performance evaluations.

Summative assessments, on the other hand, intend to measure how much the stu-
dent has learned throughout the instruction and provide an indication of the student’s
final performance [34]. In practice, we expect ASAG models to be employed in both
assessment phases. First, to provide nearly instantaneous and inexhaustible feedback
to students via formative assessment. Then, to formally and summatively assess stu-
dents’ performance at the end of the course. Since the summative assessment is the one
that affects students’ final grades, it is the likely target for cheating attempts. Thus, the
scenario we consider consists of the formative assessment phase, where students can
query the gradingmodel to gain information, and a controlled summative assessment
phase, where the acquired knowledge guides the actual attack. This domain-specific
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split into two distinct attack phases of information gathering and attack deployment is
not typically found in relatedwork andmotivates the following design considerations.

3.1.1 Necessary Expertise & Resources during Testing Time

In contrast to Natural Language Processing (NLP) researchers, students are seldom
machine learning experts. While a lack of expertise can typically be compensatedwith
time and access to the internet, for example by asking an expert for help, we do not
expect students to have the necessary resources during summative assessments, such
as exams. Especially considering the time limitations and mental pressure typically
associated with exams or quizzes, any employed adversarial attack would have to be
easy and fast to use during test time. Generally, access to the internet and computation
devices tend to be restricted during exams to prevent traditional cheating behavior. So
while having a model like GPT-3 to complete one’s exam may be a promising strategy
to obtain a good grade¹, it can be prevented by controlling the test environment. To
avoid this limitation, an attack should require nothing but awriting implement during
test time.

3.1.2 Model Access

Most existing adversarial attacks require information about the target model that stu-
dents will not have access to. Many white-box attacks, for example, use a model’s
gradients to estimate which tokens, words or sentences had a significant impact on
the model’s prediction. These critical words are then goodmanipulation targets. Even
black-box approaches often utilize the raw class probabilities outputted by the model
to inform their iterative searches. If a modification increases the probability for the
target class but does not lead to misclassification, it can be a good starting point for
further manipulation.

However, students will likely only see the final prediction of a gradingmodel rather
than any intermediate steps or class probabilities. It is also likely that they will not
know what kind of model is grading them and how it works on a conceptual level.
Thus, attacks tailored to the automatic grading domain should perform well without
any knowledge of the grading model. Nonetheless, they may learn from the grades
assigned to responses during the formative assessment phase.

1 For an example of GPT-3 being used to solve school exams see: https://medium.com/geekculture/
gpt-3-takes-on-school-exams-e1b5d7abc87d [accessed April 24, 2023]

https://medium.com/geekculture/gpt-3-takes-on-school-exams-e1b5d7abc87d
https://medium.com/geekculture/gpt-3-takes-on-school-exams-e1b5d7abc87d
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3.1.3 Risk of Detection

Another aspect often neglected in attack design is the cost and risk of generated ex-
amples being identified as adversarial examples. This is an important factor for stu-
dents as the willingness to cheat depends, among other factors, on the perceived cost
of cheating [115]. Considering that the punishment for academic dishonesty is often
severe, the likelihood of being caught greatly influences the perceived cost of cheat-
ing [115]. How likely it is that an adversarial attack will be detected and how difficult
itwould be to prove deceptive intent influences a student’s decisionwhether to employ
a given attack or not.

For example, appending the same nonsensical phrase to each answer in an exam
may fool an automatic grading model. However, a manual inspection by a teacher or
even an automated detection script could easily identify such an attack as a cheating
attempt or at least assume malicious intent. By contrast, grammatically valid and var-
ied manipulations are much more difficult to spot and any suspicions are more easily
explained away by a student’s writing style or word preference.

3.1.4 Computation and Time Budget

While more computation power usually allows one to explore a larger search space in
a given amount of time, we would expect students’ budgets to be limited. It is plausi-
ble that students would have a computer with a graphics card or would have enough
money to rent one for a limited time, but we expect them to only access large com-
putation clusters for a small amount of time. Considering that grading models may
also run on a cloud server instead of the students’ local machines, the computational
budget of an attack is limited. Thus, adversarial attacks’ runtime should be measured
in minutes on a single GPU instead of months on a computation cluster.

3.1.5 Class Equivalence

The considerations discussed so far focus on aspects where the automatic grading do-
main has stricter constraints than those assumed in current adversarial attacks. If one
designed an attack solely based on this more stringent set, the attack’s success rate
would likely be poor. For example, Ribeiro, Singh, and Guestrin [129] proposed an at-
tack to generate universally applicable, semantically equivalent rules that could easily
be used in a summative assessment. However, it only induces misclassification rates
between 1 and 4 percent, which is inconsequential in most exam contexts. Thus, con-
ventional constraints should be relaxed where sensible. Specifically, natural language
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attacks typically constrain their modifications to semantically equivalent ones. For ex-
ample, replacing a word with its synonym should not change an utterance’s meaning.
This is important for attacks that aim to be applicable to various different tasks, as
slight shifts in meaning may change the input’s actual label.

In the automatic grading domain, however, it is unlikely that small, randomly gener-
atedmeaning shiftswill suddenlymake an incorrect student response factually correct.
Therefore, adversarial attacks in this domain can manipulate student responses more
leniently as long as the response’s true class remains the same.
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3.2 universal trigger attack

The first attack we consider is an adaption of the Universal Trigger Attack proposed
by Wallace et al. [160]. The attack aims to find universal sequences of tokens that tend
to trigger a misclassification independently of the specific input they modify. An ex-
ample of a successful attack can be seen in Table 3. Since this attackwas not specifically
tailored to the automatic grading domain, it does not meet all of the criteria defined
in Section 3.1. The found triggers are easy to use during a summative assessment, are
reasonably inexpensive to find and generally preserve class equivalence. However, the
approach requires access to the grading model’s gradients which students would typ-
ically not have. Additionally, employing the same trigger sequence to all answers in
an exam is also an easily recognizable cheating pattern and is, thus, risky to use in
practice. Nevertheless, the attack is a good starting point for evaluating whether auto-
matic grading models are vulnerable to adversarial attacks in the first place due to its
powerful, informed search.

Question: Georgia found one brown mineral and one black mineral.
How will she know which one is harder?

Reference Answer: The harder mineral will leave a scratch on the less hard
mineral. If the black mineral is harder, the brown mineral will
have a scratch.

Student Answer: that it stay the scratch. → incorrect
Triggered Answer: none exits that it stay the scratch. → correct

Table 3: An example of a successful trigger attack. Prepending “none exits” to a student answer
changes the ASAGmodel’s prediction from incorrect to correct. The original student an-
swer stems from SciEntsBank’s unseen answers test set [37]. Table adapted from [45].

3.2.1 Approach

The Universal Trigger Attack [160] begins with an initial trigger of a given length, such
as “the the the” or “a a”, and iteratively searches for replacements of the trigger’s
tokens that increase the target class’s prediction probability. The search itself is inspired by
HotFlip [38] and utilizes themodel’s gradients to estimate the effect a replacementwill
have on its predictions. Thus, the attack concatenates the current trigger and a batch
of examples taken from the dataset, calculates the gradient with regards to the target
class and selects the best k replacement candidates for each trigger token, minimizing
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Beetle SciEntsBank
Train UA UQ Train UA UQ UD

correct 1665 176 344 2008 233 301 1917
incorrect 1227 152 231 2462 249 368 2228
contradictory 1049 111 244 499 58 64 417

Table 4: Number of answers per class in each split of the datasets SciEntsBank and Beetle [37].
The unseen answers (UA) test split contains new answers to questions already incorpo-
rated in the training set. Unseen questions (UQ) contains novel questions and unseen

domains (UD) consists of questions belonging to different scientific disciplines.

the loss for the target class. The best trigger combination then forms the initial trigger
for the next search iteration.

3.2.2 Target Grading Models

Since ASAG models used in practice likely have a high predictive performance, select-
ing a similarly well-performing grading model as a target is important to ensure the
validity of drawn conclusions. Thus, we aim to find the best-performing model for
the short answer grading task. Finding the state-of-the-art is challenging as many ap-
proaches are evaluated on proprietary datasets or are not described in sufficient detail
to reproduce them. For this reason, we only consider models evaluated on common
ASAG benchmarks, such as SciEntsBank and Beetle [37].

SciEntsBank contains questions, student responses and reference answers from var-
ious domains, such as biology and geography. The dataset was collected in primary
and middle schools in the USA. The Beetle corpus focuses on basic electricity and
electronics questions posed to students in the context of an intelligent tutoring system.
We select the three-way task where student answers are classified as correct, incorrect
or contradictory. The class distribution for both datasets can be seen in Table 4.

Prior to our work, the best-performing model on SciEntsBank was a BERT model
trained by Sung, Dhamecha, and Mukhi [150]. While they did not publish the model,
most relevant hyperparameters are described sufficiently for reproduction.We trained
10 models with the reported hyperparameter settings, aiming to reproduce their per-
formance. Unknown hyperparameters were chosen close to the original BERTmodel’s
hyperparameters with minimal tuning. As most institutions will likely utilize grading
models trained on non-public exam response collections in practice, we do not expect
an attacker to have access to themodel’s training data. To emulate a typical assessment
scenario, we train the model on the SciEntsBank training split and save the Beetle
training data for the attack.
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Unseen Answers Unseen Questions Unseen Domains
Acc M-F1 W-F1 Acc M-F1 W-F1 Acc M-F1 W-F1

#1 0.744 0.703 0.741 0.675 0.555 0.665 0.624 0.490 0.609
#2 0.737 0.690 0.732 0.674 0.561 0.662 0.670 0.599 0.661
[150] 0.759 0.720 0.758 0.653 0.575 0.648 0.638 0.579 0.634

Table 5: Performance of the two best reproduction models (#1 and #2) compared to the results
reported by Sung et al. [150]. The approaches are compared based on the weighted-
averaged F1 score (W-F1), macro-averaged F1 score (M-F1) and accuracy (Acc). Each

category’s best result is marked in bold. The table is adapted from [45].

Table 5 displays the performance of the two best models from our reproduction ex-
periments compared to the referencemodel proposed by Sung, Dhamecha, andMukhi
[150]. While the reproductions are 1.5-2.2 percentage points less accurate on unseen
answers, they are 2.1-2.2 percentage points more accurate than the reference on un-
seen questions. On unseen domains, model 1 performs worse than the reference by
1.4 percentage points and model 2 performs better by 3.2 percentage points in terms
of accuracy. We conclude that the difference in performance may be due to a different
random initialization or hyperparameter setting but that both reproduction models
are sufficiently powerful for the evaluation of adversarial attacks.

3.2.3 Experimental Settings

Unless stated otherwise, all experiments presented in Section 3.2.4 follow the follow-
ing setup. They target grading Model #2 as it had the best performance on average
across the test splits (see Table 5). Contrary to related work, we search for triggers
using the incorrect student answers in the Beetle training split instead of the model’s
training or test data. While the attack is likely to be less powerful when utilizing a sur-
rogate data source and may, in fact, even fail if triggers do not transfer across datasets,
it is unlikely that attackers would have access to the original training data in an educa-
tional scenario. This experiment design decision is vital for the evaluation’s interpre-
tation. Successful triggers found in this setting suggest that models may have general
weaknesses that can be found even when the training data remains secret.

We performmanual hyperparameter tuning to find the best attack configuration on
Beetle. Starting from the initial values proposed by Wallace et al. [160], we gradually
increase the batch size, trigger length, beam size and number of candidate tokens. The
search range for each hyperparameter can be found in Appendix A.2. Depending on
the specific experiment, the best x triggers are then evaluated on the SciEntsBank test
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splits. In total, 32 triggers of various hyperparameter settings were tested. A complete
list can be found in Appendix A.2.

3.2.4 Attack Evaluation

We measure the success of a trigger by the number of times it flips the predicted label
from incorrect to correct. To be comparable to related work, we also report the decrease
in accuracy on all incorrect samples regardless of whether the prediction was shifted
to correct or contradictory. Since we are not interested in evaluating the attack per se
but instead wish to investigate how successful a student could maximally be when
employing such an attack during assessments, wewill focus on the performance of the
best triggers. Thus, this evaluation aims to find the upper bound of a single trigger’s
flip rate.

Trigger Transferability across Datasets

In the first experiment, the 20 triggers causing the most flips on Beetle are evaluated
on SciEntsBank’s test sets. As discussed in Section 3.2.3, this experiment represents
the most likely scenario where attackers must rely on surrogate data sources since the
original training data is unavailable.

Table 6 displays the performance of the best trigger on each test split as well as
the model’s base misclassification rates. Interestingly, all triggers begin with the token
“none”. The triggers “none varies” and “nonewould” perform best on unseen answers
with 53 flips, meaning that 21.3% of incorrect answers are predicted as being correct by
themodel. In contrast, the model onlymisclassifies 12.4% as correctwithout manipula-
tion. The overall model accuracy for incorrect responses decreases by half, from 85.7%
to 42.8%.

Onunseen questions, “nonewould” achieves 138 flips resulting in target predictions
for 37.5% of the responses. That is an increase of 10.1% percentage points compared to
the model’s initial misclassification of 27.4%. The overall accuracy decreases by more
than half from 70.7% to 32.25%. Similarly, on unseen domains, “none elsewhere” in-
creases false correct predictions from 22.0% to 37.1% with 826 flips and the accuracy
declines from 76.9% to 31.2% when using “none would”.

Trigger Transferability across Models

As discussed in Section 3.2, students would not typically have access to the grading
model’s inner workings. Thus, this experiment investigates how successful the attack
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# of Flips to Correct Accuracy on Incorrect
Triggers UA UQ UD UA UQ UD
none varies 53 134 687 71.08 54.62 63.69
none would 53 138 810 41.77 31.25 31.15
none elsewhere 50 121 826 47.79 36.14 37.93
Base misclassification 31 101 491 84.74 70.65 76.93

Table 6: The most successful triggers for each test split and the number of invoked misclassi-
fications from incorrect to correct. The initial number of the grading model’s misclassi-
fications without triggers is shown in the last row. The accuracy for incorrect samples
is also given for comparability with related work. The best results are marked in bold.

Table adapted from [45].

can be when training a surrogate model to search for triggers. For this purpose, we
evaluate all triggers that performed well on the development set and that were found
using Model #2 on Model #1. This evaluation also included trigger searches on Sci-
EntsBank’s training split since access to the model’s training data is required to train
a surrogate anyway.

The best-performing triggers for each model can be seen in Table 7. Some of the
triggers, such as “nowhere changes”, “anywhere.” and “none else”, found using sur-
rogateModel #2work even better on targetModel #1. On unseen answers, for instance,
“nowhere changes” achieves 81 flips – 30 more than on the surrogate model. It raises
the highest rate of target predictions from 21.3% to 32.5% on this test split. However,
Model #1 also has a higher base misclassification rate than Model #2 on unseen an-
swers and unseen domains, likely partially contributing to the trigger’s performance
gain even though the same trend can be observed on the unseen questions test split.
Here, “nowhere changes” causes 46 additional flips compared to the best trigger for
the surrogate model, even though both models have almost the same base misclassifi-
cation rate. In total, 50% of the incorrect responses are classified as correct by Model #1
when using this trigger on unseen questions. On unseen domains, “anywhere.” flips
1027 predictions to correct, which is an increase by 17.1% to 46.1% compared to Model
#1’s base misclassification rate.

However, while it seems to be possible to find successful triggers utilizing a surro-
gate model, a trigger’s performance varies greatly between the two models. The top-3
triggers, for one, differ between the models. Additionally, some triggers, like “none
would”, actually reduce the number of misclassifications induced in the target model.
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UA UQ UD
Trigger #1 #2 #1 #2 #1 #2
nowhere changes 81 51 184 135 957 640
anywhere. 58 45 108 105 1027 682
none else 73 53 158 136 941 818
none varies 49 53 79 134 576 687
none would 38 53 97 138 495 810
none elsewhere 60 50 115 121 701 826
Base Missclasification 44 31 100 101 646 491

Table 7: Number of Flips achieved by triggers found using Model #2, evaluated on Model #1.
The triggers’ performance on the original Model #2 is also reported for comparison.
The first rows are the best-performing triggers forModel #1. Themiddle block contains

the best triggers for Model #2. Table adapted from [45].

3.2.5 Interpretation of Results & Limitations

In summary, we observed significant losses in prediction accuracy when employing
the Universal Trigger Attack. Concatenating a single two-token trigger to incorrect stu-
dent responses can reduce a model’s accuracy by more than half from 70%-85% to
31%-42%. While most of the performance loss is due to the model falsely labeling the
instances as contradictory, 8%-23% of the responses previously labeled correctly were
now classified as correct. Combined with the base misclassification rate, up to 32.5% of
incorrect responses could receive full points in an exam when the model is specifically
trained to grade the particular exam questions.

If the model is asked to generalize to novel questions, the attack is even more suc-
cessful, with up to half of the wrong answers achieving the best grade. An example of
such a generalization could be a model trained on various questions regarding earth
erosion and then grading questions regarding earth deposition. This vulnerability in-
dicates that ASAGmodels are not yet suited to be employed in an unseen questions sce-
nario, regardless of whether students could actually employ such an attack in practice.
The model’s extreme brittleness on novel questions implies predictions being based
upon non-robust features, to the point where a reliable grading even for unmanipu-
lated answers seems unlikely.

However, the Universal Trigger Attack’s usefulness for cheating automatic grading
systems in practice is limited. For one, concatenating nonsensical words to student
responses can clearly be identified as a cheating attempt. Thus, it would be risky to
employ this strategy in practice. Additionally, the gradient information needed to in-
form the trigger search is problematic to acquire for students. While our experiments
indicate that it can be possible to find viable triggers even when substituting the tar-
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get model or dataset, further experiments substituting both at the same time would
be necessary for a real-world application viability assessment.

Moreover, therewas a high variance in trigger performance in our experiments. This
may indicate that experiments with other datasets and models could elicit different
results. Thus, more in-depth experiments with multiple models, datasets and tasks
are required to verify whether transformer models generally have exploitable triggers
that are independent of specific datasets. Nevertheless, ASAGmodels seem unreliable
enough to warrant further research with specialized attacks explicitly developed for
the automatic grading scenario.
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3.3 adversarial adjective and adverb insertion

After establishing that automatic grading models can, in principle, be fooled by adver-
sarial examples, we develop an adversarial attack specifically for the ASAG scenario
based on the considerations discussed in Section 3.1. In contrast to existing adversarial
attacks, it is well suited for summative assessments in controlled environments. It ex-
ploits the relaxed class equivalency constraint to find powerful adversarial examples
despite not having access to the model’s inner workings or training set. Specifically,
it searches for adjectives and adverbs the model generally associates with the target
class, which then can be inserted into grammatically valid places in incorrect student
responses. Students can then easily integrate such adjectives into their answers dur-
ing the summative assessment without any additional expertise or effort. Moreover, a
cheating attempt would be much harder to prove as such compared to a trigger attack
since using colorful adjectives could simply be a part of the student’s writing style. An
example of a successful attack can be seen in Table 8.

Question: When a seed germinates, why does the root grow first?
Reference: The root grows first so the root can take up water for the plant.
Original: The root grew because it needs to help the plant stand up.

→ incorrect
Modified: The root grew because it immediately needs to help the plant stand up.

→ correct

Table 8: An example of a successful adverb insertion flipping the automatic grading model’s
prediction from incorrect to correct. The original response stems from SciEntsBank’s

unseen answers test set. Table adapted from [43].

3.3.1 Approach

A schematic overview of the attack can be seen in Figure 2. The first step of the at-
tack consists of identifying promising adjectives and adverbs. We utilize the Brown
Corpus [49] as a source of adjectives and adverbs since the corpus’ texts are anno-
tatedwith their part-of-speech tags.Whilemodern part-of-speech taggers are accurate
enough to be considered a solved task by parts of the NLP community, a corpus anno-
tated by multiple annotators is likely more reliable still [100]. Since it would be vastly
detrimental to the naturalness of generated adversarial examples if the attack started
inserting verbs or punctuation symbols in grammatical places intended for adjectives
or adverbs, reliability is more important than the greater coverage one could achieve
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Training
Data

List of Bigrams

(green, dog)
(Adjective, Noun)

(dog, eats)
(Noun, Verb)

...

Top Adjectives

green, large, ...

Top Adverbs

directly, best ...

Brown
Corpus

Incorrect Answers

The root grew
because it needs
to help the plant
stand up.

...

Adversarial 
Candidates

The green root grew
because it needs to help
the plant stand up.

The root directly grew
because it needs to help
the plant stand up.

...

Model
BERT / T5

Successful Adjectives
& Adverbs

higher, complete, ...

Adversarial 
Examples

The root grew
because it immediatly
needs to help the plant
stand up.

...

Viable Positions

The _ root _ grew
because _ it _
needs to _ help the
_ plant _ stand up.

...

Figure 2: Schematic overview of the attack. Taken from [43].

with unannotated corpora. The Brown Corpus contains English texts from various do-
mains, such as news articles, reviews and fiction novels.

As we plan to insert adjectives and adverbs directly before nouns and verbs, we ex-
tract all bigrams of the following forms from the corpus: (adjective noun), (adjective
pronoun), (adjective proper_noun) and (adverb verb). Thus, we only extract adjective
and adverb candidates that appear in the intended grammatical configuration in prac-
tice. This means that our approach only focuses on attributive instead of predicative
adjectives, that is, adjectives that appear before instead of after the noun. For example,
“The man is alive and blue.” would be ignored while “The blue man exists.” would
yield the adjective “blue.” Similarly, only adverbs typically appearing directly before
the verb are considered, such as “probably” or “really.” This design decision limits the
range and grammatical versatility of generated adversarial examples. In exchange, it
is more reliable as it does not require the automatic detection of complex grammatical
structures. Most high-performing part-of-speech taggers do not label at the granular-
ity level needed to identify types of adjectives beyond comparative and superlative².
Additionally, models for selecting viable insertion positions for various types of adjec-
tives and adverbs would need to be much more complex, likely resulting in a higher
number of erroneous insertions.

Moreover, we filter the resulting adjectives and adverbs for stop-words based on
the stop-word list introduced by Bird, Klein, and Loper [19] in the Natural Language
Toolkit³. The main reason for doing this lies in the fact that the stop-word list cov-
ers meaning-inverting words, such as “not”, that could easily correct a contradictory

2 https://web.archive.org/web/20230408133828/https://www.ling.upenn.edu/courses/Fall_2003/
ling001/penn_treebank_pos.html [accessed April 25, 2023]

3 https://www.nltk.org/index.html [accessed April 25, 2023]

https://web.archive.org/web/20230408133828/https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
https://web.archive.org/web/20230408133828/https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
https://www.nltk.org/index.html


34 adversarial attacks on automatic grading

student response, breaking the class equivalence constraint. From the filtered word
lists, we pick the top 100 most frequent adverbs and adjectives; Disregarding rare ad-
jectives and adverbs is advantageous for the naturalness and inconspicuousness of
generated adversarial examples, even if they may be quite successful at fooling mod-
els due to their underrepresentation in training data. Teachers may become suspicious
when their “students” suddenly seem to have consumed a thesaurus, using rarewords
like “lachrymose,” “loquacious” or “contumacious.”

After collecting promising adjectives and adverbs, the next step involves findingpos-
sible insertion places in the students’ responses. Existing adversarial attacks would
utilize the model’s gradients or class probabilities to guide the search toward high-
impact modifications here. Since we do not expect students to have such signals avail-
able, we take the model-agnostic approach of considering all positions before nouns
and verbs. Nevertheless, any additional information acquired in practice could dra-
matically improve the search efficiency by constraining the search space to promising
avenues. Only one adjective or adverb is inserted per student response, even if addi-
tional insertion spaces would be available.

The target model can now be confronted with the generated adversarial candidates
to identify which adjectives and adverbs often fool the model. In the educational sce-
nario, students would query the model during formative assessments throughout the
semester to receive a list of successful adjectives and adverbs they can overuse during
the summative assessment.

3.3.2 Target Models

Based on the findings from our experiments with the Universal Trigger Attack and
the goal of evaluating the proposed attack itself, we expand the set of experiments to
include additional models and datasets. This will allow a more reliable and detailed
investigation of the attack’s effects. We train base-sized BERT and T5 models for each
dataset based on their HuggingFace implementations [172]. While larger model sizes
would likely perform better, they are significantly more expensive in terms of com-
putation cost. Since the insertion attack will query the models often, using the large
versions would increase the ecological footprint of our experiments immensely.

We tune the hyperparameters manually using 10% of the respective dataset’s train-
ing split for validation. Models train for 8 epochs on the remaining training data, after
which the checkpoint with the best macro-averaged F1 score on the validation split is
chosen for further experimentation.

The following considerations guided the selection of datasets for the proposed at-
tack’s evaluation. The datasets should cover awide range of domains to investigate the
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attack’s applicability beyond the American primary and middle school science assess-
ments represented by SciEntsBank. Additionally, the datasets should be well-known
benchmarks to improve the interpretability and impact of obtained results. Finally,
even though the attack is tailored to educational assessments, exploring its uses for
other NLP tasks would be beneficial. Naturally, the risk of actually changing a sam-
ple’s class still needs to be considered, limiting the scope to semantic-focused tasks
that are not particularly sensitive to adjectives or adverbs. For these reasons, we chose
the following datasets for our experiments:

• Recognizing Textual Entailment (RTE) is one of the smaller datasets in the well-
known NLP benchmark suite SuperGLUE⁴, with 5,767 examples total. Super-
GLUE is one of the main dataset collections to rank the general performance
of NLP models. RTE contains a series of texts and hypotheses where the task is
to decide whether the hypothesis can be inferred from the corresponding text.
Recognizing Textual Entailment can be considered similar to ASAG, where stu-
dent answers should entail the reference solution [37]. The hypothesis and text
pairs are labeled as entailment or not_entailment, which can be likened to correct
and incorrect answers in ASAG datasets. The BERT model achieved its best per-
formance after 6 epochs, utilizing a batch size of 32 and a learning rate of 1e− 5.
All reported BERT models were optimized with AdamW without bias correc-
tion [94]. T5 also converged after 6 epochs, using a batch size of 8 and gradient
accumulation of 8 due to its larger size. All reported T5models use an Adafactor
optimizer with relative steps and initial warm-up [143].

• Multi-Genre Natural Language Inference (MNLI) is another Textual Entailment
dataset. It is part of the GLUE benchmark, the predecessor of SuperGLUE and
consists of premise and hypothesis pairs [167]. As the test split is not publicly
available, we use one of the two validation sets provided for our evaluation. In
addition to RTE’s labels, MNLI also considers contradictory pairs, making this a
3-way classification like SciEntsBank. It is much larger than RTE, with 433,000
sentence pairs. The best BERT model converged after 2 training epochs with a
batch size of 64 and a learning rate of 2e− 5. It is trained with mixed precision
training (FP16) to save computation time as MNLI is a much larger dataset com-
pared to the others used in this experiment, e.g., by a factor of 4̃0 compared to
SciEntsBank. The best T5 model converged after 6 epochs, using a batch size of
8 and gradient accumulation of 8.

• SciEntsBank (SEB) is the ASAG benchmark also used in the evaluation of the
Universal Trigger Attack. It contains primary and middle school science short

4 https://super.gluebenchmark.com/ [accessed April 25, 2023]

https://super.gluebenchmark.com/
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answer questions, student responses and reference answers. In total, it consists of
10,814 responses. The 3-way dataset differentiates between correct, incorrect and
contradictory student responses. The BERTmodel performed best after 3 training
epochs using a learning rate of 2e−5 and 32 batch size. The best T5model trained
for 7 epochs with a batch size of 8 and gradient accumulation over 4 batches.

• The Microsoft Research Paraphrase Corpus (MRPC) contains 5,800 pairs of sen-
tences that are either semantically equivalent to each other (labeled as 1) or not
(labeled as 0). Paraphrase detection is also similar to ASAG, where student re-
sponses should be semantically similar to the reference solution. However, stu-
dent responses could still be correct even if they are not paraphrases of the ref-
erence solution. For example, a response may cover all aspects mentioned in the
reference solution but also add additional factually correct information that was
not strictly necessary. Similar to MNLI, MRPC is a part of the GLUE benchmark.
The hyperparameters for the best BERT model were a batch size of 32, gradient
accumulation over 2 batches and a learning rate of 2e− 5. The model trained for
3 epochs. The best T5 model also trained for 3 epochs using a batch size of 8 and
gradient accumulation of 4. Once again, we used mixed floating point precision.

The models’ accuracy before the attack can be seen in Table 9.

3.3.3 Experimental Settings

First, we filter the test sets’ negative examples for all misclassified ones. For SciEnts-
Bank, that means excluding all incorrect student responses the model falsely predicts
as correct or contradictory. For MNLI, it means filtering out all text pairs already mis-
classified as paraphrases. We do this to avoid overestimating the attack’s performance
since these samples do not require any adversarial modification. Then we generate ad-
versarial examples according to the procedure described in Section 3.3.1 and calculate
the drop in accuracy the attack induces in the target model.

While accuracy is easily measured automatically and gives a good indication of an
attack’s performance, it does not measure whether the modification adheres to the
class equivalency constraint (see Section 3.1). Since automatic metrics attempting to
capture the semantic meaning of a text are unreliable [18, 126], we rely on human
judgment to determine whether the sample’s true class remains unchanged after the
modification. Additionally, automatically obtaining a valid measurement of the risk
of detection would also be problematic. Automatic detectionmeasures may flag suspi-
cious responsesmore or less successfully.However, human teacherswill likely pass the
final judgment concerning potential cheating cases. Therefore, we conduct a human
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evaluation to determine the suspiciousness and correctness of generated adversarial
examples.

We randomly sampled one successful adversarial example for each question in Sci-
EntsBank since this is the most relevant dataset for the automatic grading scenario
motivating our work. Each question should only appear once in the final survey to
avoid redundancy that may lead graders to lose concentration or adopt heuristic key-
word scanning. We selected the ten shortest questions/answers from each test split
that did not reference external material, as some questions refer to images or tables
not contained in the dataset. We sampled two additional questions from the unseen
answers split as the unseen questions test split only had eight questions matching the
criteria. In total, we obtained 30 adversarial examples, the original student responses,
corresponding questions and reference answers.

Weopted for a between-group experiment design,where each groupviews the same
questions with corresponding reference answers.While the control group receives the
original, unmodified student responses, the treatment group gets the corresponding
adversarial examples instead. Each group then rates the responses’ correctness, nat-
uralness and suspicousness on a 5-point Likert Scale. Correctness aims to capture
how correct a response is on a factual level and whether it answers the question in its
entirety. A one on the correctness scale indicates that the response is irrelevant or con-
tradictory to the reference answer. At the same time, five means the response contains
all necessary aspects mentioned in the reference answer.

Naturalness refers to the response’s linguistic form and how similar it is to human
writing [65]. Here, a one indicates a synthetically generated and abnormal response,
while five means that a native-speaking student could have written the response. Fi-
nally, suspiciousness, also called mistrust, refers to the perceived likelihood of the
student trying to cheat an automatic grading system with their response. Assigning a
Likert score of onemeans that the grader does not believe the response to be a cheating
attempt, and a five indicates that they are certain it is a cheating attempt. Both groups
were informed that some student responsesmight be cheating attempts, but theywere
not instructed in how the automatic grading model works or how it may be cheated.

When piloting the study, it became clear that the scales were challenging to under-
stand for the annotators without further elaboration. Thus, we added explanations,
including response examples where appropriate, for every level of the Likert Scale.
Screenshots of the final survey can be found in Appendix A.3. When participants gave
at least a four on the mistrust scale, they triggered an additional question, asking
whether they would take action based on their impressions. Possible actions could
be bringing the student’s response to the attention of a superior, taking disciplinary
action, initiating dialogue with the student or other educational interventions.
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As evaluating text with human annotators is a well-known task in the Natural Lan-
guage Generation field, we defer to their evaluation guidelines. Per recommendation,
at least three annotations per text should be collected to balance out the subjectivity of
given ratings and obtain a more reliable evaluation [156]. We invited potential anno-
tators based on their prior experience with grading short answer questions, English
skills and general education level. In the end, seven experienced graders participated
in our study, where we randomly but evenly assigned them to either the control (N=3)
or experimental condition (N=4).

All participants had university degrees and routinely graded short answer ques-
tions in the context of their university employment in computer science and electrical
engineering departments. Considering the participants’ generally high level of educa-
tion, we expect them to have the basic science knowledge needed to grade SciEnts-
Bank’s various middle-school-level questions. For reference, they also had access to
the sample solutions and a direct chat with the researchers in case of questions dur-
ing the online survey. The annotators came from Syria, Slovenia, Germany, India, and
Iran. They spoke English fluently, even though it was not their first language. Of the
participants, two were female and five were male.

Participation in the study was entirely voluntary and was not compensated beyond
mutual participation in other studies. Participants were free to abort the online ques-
tionnaire at any timewithout providing a reason. The participants required 53.14 min-
utes on average to complete the study, which is within the period we expect experi-
enced graders to be able to concentrate on tasks of this complexity. As included in the
study description provided to the participants, all survey responses were anonymized
prior to analysis to protect the participants’ privacy.

3.3.4 Attack Evaluation

We aim to evaluate the following aspects of the attack in this chapter:

• Effectiveness captures how successful the attack is at degrading a model’s per-
formance.Wemeasure it using the drop in accuracy induced in the target model.
To provide a frame of reference, we compare the proposed attack’s effectiveness
to TextFooler [72], a popular open-source attack. Even though TextFooler does
not find universally applicable modifications and is, thus, not suited to assess-
ment scenarios, it provides a strong baseline for comparison. The expectation is
that both attacks perform similarly well.

• Adherence to the class equivalency constraint is analyzed using the correctness
item of the human evaluation. We expect that the generated adversarial exam-
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ples appear less or equally incorrect to humans compared to the original student
responses (H1) and, thus, do not actually change the response’s true class.

• Risk of detection is represented by the naturalness and mistrust items in our
study. While there are many more aspects influencing the risk of being caught
cheating, such as suspicious querying behavior during the formative assessment
phase, we focus on the direct effect of the attack on the suspiciousness of test
responses. In contrast to less controllable factors, it is independent of the specific
course structure. We expect the adversarial examples to appear less natural to
humans (H2) but that they are not more suspicious (H3).

• Additionally, we explore potential reasons for the attack’s effectiveness. Specif-
ically, we expect the attack to primarily work on low-confidence predictions,
where the initial response is close to the model’s decision boundary. Thus, we
compare the model’s confidence levels for responses that later become adversar-
ial examples to responses the attack is unable to flip. Additionally, we expect the
attack to exploit spurious correlations between adjectives and adverbs with the
target class. To investigate this, we analyze the occurrences of themost successful
adjectives and adverbs in each class.

Effectiveness

Table 9 shows the effectiveness of TextFooler [72] and our proposed attack on each
target model. TextFooler targets individual texts by deleting essential words and re-
placing themwith synonyms. Thus, it is unsuitable for assessment scenarios due to its
inability to find universally applicable modifications. Nevertheless, we chose it to rep-
resent the state-of-the-art since its individual modifications allow it to impact target
models’ accuracy powerfully compared to other attacks. Additionally, due to its open-
source nature, it was easily reproduced. Considering that T5 is a text generationmodel
and, thus, does not readily provide the clean class probabilities needed for TextFooler,
we only run TextFooler on the BERT models on each dataset.

Firstly, we report each target model’s performance without any adversarial manip-
ulation. Overall, there are large differences in the accuracy achieved on each dataset.
On smaller datasets, such as RTE and MRPC, models attain between 60 and 74% accu-
racy. By contrast, MNLi, the largest dataset with roughly 40 times more samples than
the second largest dataset SciEntsBank, invokes accuracies between 76% and 84%. The
models’ performance on SciEntsBank differs vastly from test split to test split, with un-
seen answers being in line with MNLI’s performance, while unseen questions and do-
mains behave similarly to the small datasets RTE and MRPC. A discrepancy between
unseen answers and the other test splits is expected as the task of creating a general
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Test Set Model Attack Acc. AaA ∆ Acc #Adv #Aff Time

Automatic Short Answer Grading Task

BERT TF 0.835 0.751 -0.084 87 21 10.6

SEB UA BERT Our 0.835 0.731 -0.104 1137 26 13.4

T5 Our 0.827 0.663 -0.164 534 41 78.3

BERT TF 0.655 0.527 -0.128 148 47 10.5

SEB UQ BERT Our 0.655 0.489 -0.166 1941 61 16.2

T5 Our 0.755 0.546 -0.209 2930 77 94.4

BERT TF 0.760 0.612 -0.149 1237 331 75.4

SEB UD BERT Our 0.760 0.607 -0.153 19481 342 94.8

T5 Our 0.724 0.554 -0.170 13652 379 600.7

Textual Entailment Task

MNLI BERT TF 0.832 0.649 -0.182 2258 569 154.2

matched BERT Our 0.832 0.731 -0.101 4821 313 196.5

T5 Our 0.766 0.666 -0.100 3058 311 913

MNLI BERT TF 0.816 0.636 -0.179 2428 561 185.1

mismatched BERT Our 0.816 0.710 -0.106 5920 329 219.7

T5 Our 0.773 0.669 -0.105 4542 328 1027.2

BERT TF 0.603 0.443 -0.160 53 21 4.0

RTE BERT Our 0.603 0.481 -0.122 147 16 5.0

T5 Our 0.664 0.542 -0.122 43 16 54.8

Paraphrase Detection Task

BERT TF 0.694 0.561 -0.133 387 77 34.7

MRPC BERT Our 0.694 0.590 -0.104 4022 60 43.2

T5 Our 0.734 0.516 -0.218 5316 126 427.8

Average over all tasks

BERT TF 0.742 0.597 -0.145 942.6 232.4 67.8

BERT Our 0.742 0.620 -0.122 5352.7 163.9 84.1

T5 Our 0.749 0.594 -0.155 4296.4 182.6 456.6

Table 9: The automatic grading models’ accuracy before (Acc.) and after the attack (AaA) for
our proposed attack and TextFooler (TF). We also report the absolute loss of accuracy
incurred (∆Acc), the number of found adversarial examples (#Adv), the number of
student responses affected (#Aff) and the searches’ runtimes in minutes (Time). The

best values for each metric are highlighted in bold. Table adapted from [43].
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Figure 3: Scatter plot depicting the accuracy before the attack and the resulting accuracy shift
after the attack. Note that lower on the y-axis means the attack had more success.

There seems to be no apparent relation between the dimensions.

grader for novel questions and domains is more complex than training a grader for a
set of questions with data for each question.

Surprisingly, the originalmodel performance seems to have less of an effect on the at-
tacks’ success rate than expected. Figure 3 shows a scatter plot of the original accuracy
and the change in accuracy after the attack. Visually, there is no relation between the
two dimensions, even though one may expect more accurate models to behave differ-
ently than less accurate ones. However, effects may become apparent when expanding
upon this experiment with additional datasets, attacks and models.

On average, TextFooler ran 16.3 minutes faster compared to our attack across all
tasks. Considering that TextFooler uses the target model’s raw class probabilities to
inform its search, it is expected to find adversarial examples quicker than our pur-
posefully unguided search. Although our proposed attack utilizes less information,
it degrades the target model’s accuracy by an additional 0.4 - 3.8 percentage points
compared to TextFooler on the ASAG task. On the other tasks, however, TextFooler
outperforms our attack by 2.9 - 8.1 percentage points, causing it to degrade the target
model’s accuracy further on average (14.5% compared to 12.2%). Across all tasks, our
attack degrades BERT’s accuracy by 8.4 - 18.2% (x = 12.22, σ = 2.66).
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Figure 4: Raw distribution of assigned Likert scores for the correctness, naturalness and mis-
trust scale. The top row contains the control group’s ratings, while the bottom row
shows the experimental group’s. A one on the scale indicates that the response was
unnatural, incorrect or trustworthy, while a five corresponds to the opposite end of
the spectrum. The ratings’ absolute occurrence counts and percentages are displayed

next to the respective bars. This figure was taken from [43].

While the T5model slightly outperformed the BERTmodel by 0.7 percentage points
on average, the increased accuracy seems mostly based on exploitable statistical fea-
tures. Our attack degraded T5’s accuracy by 15.5 percentage points across all tasks,
which is 3.3 points more than it was able to achieve when targeting BERT. T5’s accu-
racy after the attack is, in fact, lower than BERT’s for all tasks besides RTE and SciEnts-
Bankunseen questions. Our attack took significantly longer to run on T5 than on BERT,
mostly due to the higher computational cost of querying T5. The longest runtime of
17.12 hours was on MNLI mismatched.

Risk of Detection & Class Equivalency

We will now present the human evaluation’s results of the attack’s effect on the cor-
rectness, naturalness and suspiciousness of student answers. Since experts’ time is
expensive, the following analysis was conducted only on the Short Answer Grading
dataset SciEntsBank. The raw distribution of ratings assigned to student responses
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Naturalness Correctness Mistrust
α M SD α M SD α M SD

C. (N=120) 0.29 3.68 1.21 0.51 3.01 1.42 0.13 1.85 1.23
Exp. (N=90) 0.29 3.09 1.23 0.55 2.81 1.44 -0.11 1.99 1.15

Table 10: Descriptive statistics of the graders’ ratings. Specifically, Krippendorff’s α, mean (M)
and standard deviation (SD) are reported. Table adapted from [43].

and adversarial examples can be seen in Figure 4. Means, inter-annotator agreement
and standard deviations can be found in Table 10.

We used two one-sided tests, as proposed by Wellek [165], to test whether the cor-
rectness of responses after the attack is less or equal to the original answers’ and, thus,
whether our attack adheres to the class equivalency constraint (H1). We average the
scores assigned by the annotators in each group to obtain amore reliablemeasurement
and use the non-parametric Mann-Whitney U test because our data is ordinal. To test
for noninferiority instead of equivalence, we select -∞ as the lower bound [82] and 0.5
as the upper bound. The collected evidence supports H1 (n1 = n2 = 30, Ucontrol =

597.5, Uadv = 302.5, p = 0.015), that is that human graders generally awarded less
or equal points to the adversarial examples than the original student responses. Thus,
the attack adheres to the class equivalency constraint.

Similarly, we use two one-sided Mann-Whitney U tests to test for noninferiority on
the mistrust scale. This test concerns H3, where the attack should not be detectable
as cheating attempts by human graders. Using the same bounds as in the previous
test, our observations are consistent with H3 (n1 = n2 = 30, Ucontrol = 576, Uadv =

324, p = 0.031). Thus, graders generally thought students were cheating less or equally
as often in the experimental group compared to the control group. This was also re-
flected in the question of whether graders would take action based on their suspicion.
While graders declared that they would act 5 times (N=90) in the experimental group,
they wanted to act 14 times (N=120) in the control group. Table 11 displays one of the
most suspicious student responses and adversarial examples, illustrating that it can be
difficult to differentiate between poorly written responses and unnaturally modified
adversarial examples. This factor was also explicitly mentioned by one of the human
graders.

Finally, we conduct a left-tailed Mann-Whitney U test to analyze whether the pro-
posed attack decreases the naturalness of student responses (H2). The collected evi-
dence is consistent with H2 (n1 = n2 = 30, Ucontrol = 627, Uadv = 273, p = 0.004,
Z = -2.6174, r = 0.34), indicating that humans perceive the adversarial examples as
less natural even if they do not suspect cheating.
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Question: If Phil, a geologist, wants to test for calcite while in the field, what
should he bring with him? (an acid such as vinegar). Describe what
Phil should do to test for calcite and what he would observe.

Reference: Put acid on a rock. If the acid fizzes, Phil would know that the rock
has calcite.

Answer: He would put vinegar on the rock get the strange then is quiet it and
see if there is calcite.

Question: The sand and flour in the graymaterial frommock rocks is separated
bymixingwithwater and allowing themixture to settle. Explainwhy
the sand and flour separate.

Reference: The sand particles are larger and settle first. The flour particles are
smaller and therefore settle more slowly.

Adversarial: Because one is heavy and high one is not.

Table 11: Examples for the most suspicious student response with two votes for action (top)
and adversarial example with one vote for action (bottom). Table adapted from [43].

Reliability of Human Annotation

We selected Krippendorff’s Alpha⁵ to measure inter-annotator agreement and, thus,
estimate the reliability of our study, since it is versatile, makes few assumptions and
handles multiple annotators well [8]. Especially for naturalness and mistrust, α was
comparatively low (see Table 10). For mistrust, agreement between the annotators was
expected to be low, considering that this scale was purposefully left to subjective inter-
pretation by the graders. We only informed graders that cheating may have occurred
but did not provide a guideline of what cheating attempts could look like. The slight
agreement (α = 0.13) in the control group and slight disagreement (α = -0.11) in the ex-
perimental group indicate that graders formed individual internal models of possible
cheating behavior.

Beyond varying α levels, there were also between-group differences in how the mis-
trust scale correlated with naturalness and correctness. While the scales were hardly

5 Krippendorff’s α is an agreement coefficient, ranging from -1 (perfect disagreement) to 1 (perfect agree-
ment). Properly interpreting the results of this metric – and other inter-annotator agreement measures –
has been an open debate for multiple decades. Originally, thresholds of 0.8 for good and 0.67 tentative re-
liability have been proposed [8]. Since these thresholds are considered too strict for some fields and appli-
cations, interpretations similar to correlation coefficients have also been proposed. Here, values smaller
than 0 are considered “poor,” 0-0.2 “slight,” 0.2-0.4 “fair,” 0.4-0.6 “moderate,” 0.6-0.8 “substantial” and
0.8-1 “almost perfect” agreement [7].
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correlated in the experimental group with Spearman’s rank correlations (ρ)⁶ of 0.2 for
naturalness and 0.07 for correctness, there was a moderate negative correlation with
naturalness (ρ = -0.41) and correctness (ρ = -0.51) in the control group. These correla-
tions indicate that graders are more mistrustful of poorly written and wrong answers
when no true cheating patterns exist.

However, the rather low agreement (α = 0.29) for naturalness was unexpected. As
it is not uncommon in the NLP field to have annotators disagree more than in other
fields due to human language variability [7], we inspect the correlation between each
annotator pair as recommended by Amidei, Piwek, and Willis [7]. Intuitively speak-
ing, agreement metrics, such as α, measure the extent to which two annotators have
the exact same opinion, while ρ measures to which extent two annotators would rank
the texts in the same order according to the annotation scale. For instance, if one anno-
tator is stricter than the other and always assigns exactly one point less to every text
on the given scale, they would have a low α but perfect ρ. Considering that our an-
notators have various language backgrounds, they likely have different standards for
naturalness and, thus, differ in strictness, reducing agreement but not affecting rank
correlation.

Indeed, while one of the annotators in the control group was an outlier whose opin-
ion hardly correlated with the other annotators (pairwise ρ’s of 0.14, 0.07 and -0.02),
the rest averaged a moderate correlation of ρ = 0.57. We did not exclude the outlier
since their judgment was more in line with the majority for correctness and mistrust,
indicating that they may have a significantly different opinion on what makes a re-
sponse natural instead of answering randomly in the survey. The experimental group
also averaged a moderate correlation with ρ = 0.47.

The agreement levels for correctness were in line with expectations, with moderate
agreements in the control group (α = 0.51, ρ = 0.6) as well as the experimental group
(α = 0.55, ρ = 0.61).

Possible Reasons for the Attack’s Success

Finally, we explore two potential reasons for the attack’s effectiveness. First, the attack
may only be able to flip student responses that the model is unsure about in the first
place. Should this be the case, educators could pass on low-confidence predictions to
human graders for verification and, thus, prevent the attack from succeeding. We ana-
lyze the target model’s outputted class probabilities for incorrect student responses to
estimate its confidence and display the scores before and after the attack in Figure 5.

6 Spearman’s Rank correlation is a nonparametric measure for the strength and direction of a monotonic
relationship between two paired variables. It ranges from -1 to 1. Typically, absolute values between 0
and 0.1 are considered a ”negligible” correlation, 0.1-04 ”weak,” 0.4-0.7 ”moderate,” 0.7-0.9 strong and
0.9-1 ”very strong” [142]. The sign shows the direction of the monotonic relationship.
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Figure 5: Class probabilities outputted by BERT for all true incorrect samples (left), all future
adversarial examples before the attack (middle) and all adversarial examples after

the attack (right). Figure taken from [43].

Generally, the model had high confidence scores for responses it classified correctly.
In fact, the majority of responses elicited confidence scores between 0.8 and 1. How-
ever, when looking at the soon-to-be adversarial examples, the peak of the distribution
shifts to 0.45 - 0.65. Thus, future adversarial examples are much closer to the decision
boundary of 0.33 compared to responses that are robust to our attack. Even after the
attack, the target class’ probability is similarly low formost adversarial examples. Over-
all, this evidence supports our expectation that the attack is primarily successful on
low-confidence predictions.

Second, the target model may use spurious correlations between the inserted words
and the target class to make predictions. Should this be the case, educators could
screen their training data for similar correlations to inform potential countermeasures
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or highlight the need to collect additional data from subgroups of their student popu-
lations. We analyze the distribution of successful adverbs and adjectives across classes
in the training data to search for the expected spurious correlations.When plotting the
most successful adjective’s and adverb’s occurrences in the training data, we observed
two patterns for the majority of insertion words. The adjectives and adverbs either
appeared more often in correct student responses than incorrect ones or they hardly
occurred at all (see Figure 6). While Figure 6 only displays the top ten adjectives and
adverbs as measured on the unseen answers test split, the figures look similar for the
best insertion words found for unseen questions and unseen domains. The only excep-
tion is the adjective “better,” which appeared 15 times in the incorrect class and only 4
times in correct responses.

Of the rarely occurring words, a portion seems to be synonymous or at least very
similar to words that appear more often in correct responses. For example, “entire” is
a synonym of “complete,” and “completely” is the adverb of “complete.” These words
are expected to have very similar embedding vectors and, thus, will likely affect the
model’s predictions comparably. When comparing the occurrences, it is important to
keep in mind that SciEntsBank’s training set is slightly skewed towards incorrect stu-
dent responses (2462) compared to correct ones (2008). Additionally, correct responses
are slightly longer with 13.4 words per answer, on average, compared to 11.7. On av-
erage, correct responses also contain more adjectives (1.1) and adverbs (0.6) per an-
swer than incorrect ones (0.8 and 0.5, respectively). In summary, there is a spurious
correlation between adjective and adverb use and the correctness of responses in Sci-
EntBank’s training set, which the grading models incorporated in their prediction
process.

3.3.5 Interpretation of Results & Limitations

To summarize, the proposed attack of adversarially inserting adjectives and adverbs
reduced target models’ accuracy by 8 - 22 percentage points. It performed only slightly
less effective than TextFooler, a powerful attack utilizing raw class probabilities to
manipulate individual examples instead of generating universally applicable modi-
fication patterns. Based on evidence collected in a between-group study with human
graders, the proposed attack complies with the design consideration posed in Sec-
tion 3.1. Namely, it only requires access to the target model’s final prediction, is not
apparent as a cheating attempt, has a reasonable runtime and retains the original sam-
ples’ class.However, the attack reduced the texts’ perceivednaturalness and, thus,may
be identifiable with further training. We also observed that primarily low-confidence
predictionswere vulnerable to this particular attack and found evidence that the attack
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Figure 6: Class-wise occurrences of the 10 most successful adjectives and adverbs (on the un-
seen answers split) in the SciEntsBank training set. Figures taken from [43].

exploits spurious correlations between adjectives and adverbs with the target class to
succeed.

While the analyses conducted yielded valuable insights into the fragility of auto-
matic grading models, there are a number of limitations that could be addressed in
future work. Firstly, all of our human graders were non-native English speakers from
various countries, even though they spoke English fluently and regularly graded En-
glish responses to short-answer type tasks.While background diversity is, in principle,
desirable since there is amassive variety in theworldwide teacher population, the data
annotated stemmed from US school children. Thus, it is likely that there was a mis-
match between the English dialects spoken by the graders and the students. As also
indicated by the low inter-annotator agreement, this probably impacted the graders’
estimation of the responses’ naturalness. Especially US school teachers may be more
sensitive to synthetic manipulations of student responses and, therefore, should be in-
cluded in future studies. Nevertheless, the effect on the correctness andmistrust scales
is likely minor.

Generally, it would also be beneficial to include additional datasets from other edu-
cational institutions in future studies. While we showed that our attack is applicable
to other domains and datasets, especially the mistrust variable may change in differ-
ent educational contexts. For example, inserting random adjectives and adverbs into



3.3 adversarial adjective and adverb insertion 49

college-level short answers may be more suspicious compared to middle-school an-
swers. Additionally, the number of samples annotated by the human graders could
be increased to detect minor effects reliably. While mistrust was not increased signifi-
cantly in our study, a larger sample sizemay reveal minor effects. However, annotating
a larger sample may require multiple grading sessions, as more than an hour per ses-
sion may become tiring.

Finally, the attack itself can be improved.More sophisticated insertion patterns could
produce more natural adversarial examples, while the list of candidate adjectives and
adverbs could be expanded for greater versatility. Further optimization of the search
algorithm could also reduce the number of times the target model has to be queried
and reduce the attack’s overall runtime. While we did not include information about
the target model per design, general linguistic knowledge about common sentence
structures could be utilized to find promising adversarial examples faster. Currently,
the attack only supports inserting exactly one adjective or adverb in an input text.With
better search heuristics and insertion patterns, multiple adjectives and adverbs could
be added with a lower risk of violating the class equivalency constraint. Being able to
insertmore than a singlewordwould likely boost the attack’s success rate significantly.
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3.4 student attacks

We have seen successful adversarial attacks designed by researchers in the previous
sections. Nevertheless, the question standswhether students themselves can fool auto-
matic gradingmodels. Considering that news articles about machine learningmodels’
weaknesses exist by now⁷, it is probable that students will learn of adversarial attacks⁸.
As it is increasingly easy to use existing models and adversarial attacks with the intro-
duction of high-level abstraction libraries, such as Keras⁹ andHuggingFace, a subset of
students will probably be able to employ automatic adversarial attacks to find model
weaknesses directly. However, we do not expect most students to have the knowledge
and motivation to do so. For this reason, we conduct an exploratory study to inves-
tigate students’ ability to find a grading model’s weaknesses themselves – without
pre-scripted attacks.

3.4.1 Methodology

We tasked students in a university course about educational technologies to construct
answers a given ASAG system could not judge correctly. For this purpose, we imple-
mented a web interface where students could select basic science and computer sci-
ence questions, submit answers and receive the predicted classes. They had no other
insight into the grading model’s inner workings to resemble typical assessment sce-
narios where students receive feedback from the model during formative assessments
but don’t have access to the model’s parameters or training process.

Students were not limited in the number of responses they could submit to the
model. Submissions were anonymous to encourage creativity. The students provided
the response’s true class for each response they submitted. The possible classes were
SciEntsBank’s correct, incorrect and contradictory, with contradictory covering responses
that have precisely the opposite meaning of the correct answer to a question. The re-
sponse, the true and the predicted label were logged to evaluate the gradings model’s
performance later. Finally, during a graded exercise, the students were tasked with re-
porting the five most intriguing examples they had created. They should also write a
short free-text comment describing their opinion of the model’s performance. The stu-
dents’ comments were processed using the summarising content analysis according
to Mayring [103] to identify commonly identified weaknesses. In this type of analysis,
the researchers develop a coding scheme – in our case, types of model weaknesses –

7 https://hbr.org/2021/01/when-machine-learning-goes-off-the-rails [accessed April 25, 2023]
8 https://www.theverge.com/2020/9/2/21419012/edgenuity-online-class-ai-grading-keyword\

-mashing-students-school-cheating-algorithm-glitch [accessed April 25, 2023]
9 https://keras.io/ [accessed April 25, 2023]

https://hbr.org/2021/01/when-machine-learning-goes-off-the-rails
https://www.theverge.com/2020/9/2/21419012/edgenuity-online-class-ai-grading-keyword\-mashing-students-school-cheating-algorithm-glitch
https://www.theverge.com/2020/9/2/21419012/edgenuity-online-class-ai-grading-keyword\-mashing-students-school-cheating-algorithm-glitch
https://keras.io/
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based on the text material and then apply the scheme to the material. The final cate-
gories extracted from the responses can be seen in Table 13.

3.4.2 Target Domain & Grading Model

The short answer questions used in this study stem from the SciEntsBank dataset and
the computer science dataset proposed by Mohler et al. [108]. As most students took
college-level computer science classes at the time of this study, they should have the
education necessary to answer the basic science questions in the datasets correctly.
We chose three short questions from SciEntsBank’s training set that did not reference
external material removed from the dataset, such as tables or images. The questions
can be seen in Table 14 and Table 15. All 80 computer science questions were included.
However, students were asked to focus on the SciEntsBank questions, as these were
part of the grading model’s training set. In practice, automatic grading models will
likely also be employed to grade questions they were trained on. We selected Model
#2 from Table 5 in Section 3.2 as the grading model due to its high performance. It is
a BERT model fine-tuned on SciEntsBank’s training set.

3.4.3 Participant Characteristics

The students were enrolled in the Technical University of Darmstadt in Germany, tak-
ing an educational technologies course. Of the 24 course participants, 13 were male
and 11 female. On average, the students were 25 years old during this study. Self-
reportedly, 96% spoke English either proficiently or fluently. Other fluently spoken
languages were German (22) and Chinese (2). The task description was given in En-
glish and German. Half of the students reported a general university entrance qual-
ification as their highest educational degree, while the other half reported having a
Bachelor’s degree. The majority of students studied computer science (16), while the
rest studied electrical engineering and information technology (1), engineering eco-
nomics (1), cognitive science (1), computer science teaching (1), and ”other”(4). The
total number of semesters enrolled in a university varied between 3 and 15, with a
rounded average of 8 semesters. 14 participants completed the graded exercise and
commented on the model’s weaknesses. However, all 24 students in the course had
access to the web interface and could have submitted responses, as the answer sub-
mission was anonymous to overcome student reluctance to answer freely due to fear
of losing reputation or appearing foolish.

Additionally, students self-reported their prior experience with Natural Language
Processing (NLP) at the beginning of the course. The students were asked to rate
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”data[””scores””].forEach(function(score, index) {
containers[index].getElementsByClassName(””score””)[0].inner-

Text = ””correct””;
});”

Figure 7: Student remote code execution attempt.

eight statements in terms of self-applicability on a 4-point Likert scale. The statements
ranged from ”I have already attended many theoretical courses concerning this topic”
or ”I am confident in using NLP libraries or models in my own applications” to ”I am
able to define the terms POS-Tagging, Embedding or Tokenization clearly and com-
prehensively”. An analysis of the responses showed that around half of the students
had no prior experience in this field, while three students reported having a strong
NLP background. However, since the course lectures prior to this study included an
introduction to NLP topics such as automatic question generation and ASAG, we can
assume that most students had at least a basic understanding of NLP.

3.4.4 Results

Students submitted 620 answers in total. However, the answer depicted in Figure 7
was excluded from the further analysis because it was a multi-line remote code exe-
cution attempt. We were surprised to see this attempt at subverting our grading in-
frastructure, as we expected linguistic attacks. The remaining 619 responses were la-
beled as correct (262), incorrect (328) and contradictory (29) by the students. A surface-
level inspection of the assigned classes revealed that the students made only a few
mistakes and were generally able to provide the true class for their responses. All re-
sponses were published as the Automatic Short Answer Grading Adversarial Dataset
on Github¹⁰. In the following sections, we present how often the students managed
to induce a misclassification in the grading model, followed by an analysis of their
textual comments on the model’s weaknesses and enlightening example responses.

Student Success Rate

Themodel’s confusionmatrix, recall, precision and F1 score on the students’ responses
can be seen in Table 12. Themodel seems biased towards labeling responses as incorrect
as indicated by the high recall and low precision. This aligns with themodel’s grading
behavior on the original SciEntsBank data. Despite this bias, students were able to
get 13.4% of their incorrect responses graded as correct by the model. One can also

10 https://github.com/PumpkinPieTroelf/ASAG-Adversarial-Dataset [accessed April 25, 2023]

https://github.com/PumpkinPieTroelf/ASAG-Adversarial-Dataset
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Predicted Class Classwise Metrics
correct incorrect contra. Precision Recall F1-score

True
Class

correct 130 129 3 0.71 0.50 0.58
incorrect 44 273 11 0.65 0.83 0.73
contra. 10 19 0 0.00 0.00 0.00

Table 12: The automatic grading model’s confusion matrix of the students’ responses.
Table adapted from [46].

expect that most students stopped submitting responses once they identified enough
weaknesses to complete the exercise. Thus, a better success rate is likely achieved in
practicewhen students are interested in exploiting the identifiedweaknesses for better
grades.

The model did not classify a single contradictory answer correctly. This can partly be
explained by the class’s underrepresentation in the training data. However, the model
did predict contradictory for a few of the correct and incorrect responses. Therefore, it
cannot solely be a matter of the model categorically declining to predict the minority
class.

Identified Weaknesses

In Table 13, we see the weakness categories identified during the content analysis of
the students’ comments, along with the number of their occurrences and examples.
Tables 14 and 15 display a subset of the student responses misclassified by the model.
Noteworthy is that these questions stem from the model’s training set. Especially the
answers to the heat sink and plant questions indicate hypersensitivity to specific key-
words. This weakness was also consciously identified and reported by 6 of the 14 stu-
dents. Three of the students noted a disregard for negation or inversion of answers.
Multiple contradictory, but classified as correct, student responses in Table 14 and Ta-
ble 15 illustrate this vulnerability to negation. The lexical closeness to the reference
answer seems enough to fool the model. The data also reflects the model’s bias to-
wards labeling answers as incorrect. Eight students criticized the model’s tendency to
refuse genuinely correct answers. Even exact quotes from Wikipedia definitions were
rejected in some cases.

Additionally, four students reported that small insignificant changes in the formu-
lation of an answer led to vastly different predictions. An example of this behavior is
depicted in Table 15, where prepending ”None exists” to a correctly labeled incorrect
answer leads the model to predict it as correct. It is fair to assume that the Univer-
sal Trigger Attack (see Section 3.2) inspired this particular student response. The last
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Category # Example Snippet
Sufficient 1 ”In my opinion the model works very well.”
Plagiarism 1 ”Answers copied from Wikipedia were marked as correct.

While this is true, a teacher would probably have realized
that the answer is ”copied”.

Inversion 3 ”In addition, the examples suggest that sentences that are
worded similar to the correct answer, such as Something
that emits heat. for question 1 are still classified as correct
although the difference means that they mean the
opposite.”

Brittleness 4 ”The model is not very robust, because small changes
to the inputs falsify the result”

Keywords 6 ”The model rates answers as correct if they contain the
correct words. Whether these words are in the correct
order, that is whether they fulfill the right roles in the
sentence, or whether the syntax of the sentence is even
approximately correct, is not checked.”

False Negative 8 ”I have not been able to get an answer correctly rated as
correct except in question 2, although the answers were
valid and I tried them out in different versions.”

Table 13: Categories of weaknesses resulting from the content analysis of the students’ com-
ments. The number of the categories’ occurrences in the comments can be found in
the second column. The last column contains examples of comment snippets for each

category – sometimes translated from German. Table adapted from [46].

example answers for the heat sink question also reflect this brittleness, as the only
difference consists of appending ”heat transfer” to the answer, changing the model’s
prediction. Finally, one student stated that most of his attacks were unsuccessful and
concluded that the model worked very well, while another student remarked on how
a human, in contrast to themodel, would likely be able to identify plagiarised answers
in the form of copied sections from Wikipedia.

3.4.5 Interpretation of Results & Limitations

In conclusion, we have seen that this study’s students could identify systematic weak-
nesses of a BERT-based ASAG model just by receiving formative feedback – even for
questions the model was explicitly trained on. The identified weaknesses included hy-
persensitivity to keywords and small linguistic changes, a disregard for negation, a
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Question: What is a heat sink?
Reference Answer: A heat sink is any material that absorbs (a lot of) heat.
Labeled correct: the heat sink emits heat and tries to melt the processor
Labeled correct: Something that emits heat.
Labeled incorrect: It cools its surrounding.
Labeled incorrect: A device that let’s you reduce the temperature of something

that emits too much thermal energy. Some of the thermal
energy has to be lead outside of the system via a medium for
example water or air or metal. That auxiliarry device is called
heat sink.

Labeled correct: A device that let’s you reduce the temperature of something
that emits too much thermal energy. Some of the thermal
energy has to be lead outside of the system via a medium for
example water or air or metal. That auxiliarry device is called
heat sink. heat transfer

Table 14: Examples of misclassified student answers to SciEntsBank’s heat sink question.

Question: When a seed germinates, why does the root grow first?
Reference Answer: The root grows first so the root can take up water for

the plant.
Labeled correct: Because the seed needs to stay away from water.
Labeled correct: The plant needs no water
Labeled correct: plant water.
Labeled correct: Because Chewbacca eats plant water.
Labeled correct: The seed contains much water, so the root pumps it into

the ground.
Labeled incorrect: Because the seed needs liquid.
Question: How do you define a controlled experiment?
Reference Answer: An experiment is controlled if only one variable is changed

at a time.
Labeled correct: None exists An experiment with only one person.
Labeled correct: A controlled experiment is one in which nothing is held

constant except for one variable.

Table 15: Additional example student answers that were misclassified by the model. Table
adapted from [46].
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lack of plagiarism detection, and correct answers not being accepted by the model.
There are multiple ways students could exploit such weaknesses in summative assess-
ments, e.g., by including all manner of plausible keywords in their responses. The
model only identified half of the correct answers as such. Additionally, 13.4% of de-
liberately incorrect answers were falsely graded as correct even though the model is
biased towards predicting the incorrect class. For their attacks, the students did not
have access to details of the model or the reference answers, a scenario mirroring real-
world usage of such models.

However, the results of this study cannot be directly generalized to the college stu-
dent population as a whole without further research. The limiting factors are the num-
ber (14) of active participants andmostly homogeneous student backgrounds, as most
students studied computer science and had at least a basic understanding of NLP. In
future research, a large-scale study including students of various study programs and
linguistic backgrounds would allow a better estimation of the students’ fooling ca-
pabilities. Especially younger students from middle or high schools may yield vastly
different results compared to the college-level students included in this study. Addi-
tionally, such a larger sample would result in more adversarial examples, which could
then be released as a benchmark adversarial test set to compare future approaches.
Nevertheless, this study shows that at least the student group represented here can
capitalize on the systematic weaknesses of ASAG models. Furthermore, this study af-
firmed the need for more robust automatic grading techniques before such models
should be employed in summative assessments in practice.
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3.5 discussion of attacks

Overall, we have shown that current state-of-the-art Automatic Short Answer Grading
models are vulnerable to adversarial manipulations. Whether it be by inserting mean-
ingless trigger words (see Section 3.2) or adjectives and adverbs (see Section 3.3), sys-
tematic weaknesses can be automatically discovered and generally exploited quickly,
easily and without machine learning expertise during test time. Even low-risk strate-
gies, such as inserting a single adjective or adverb, can fool the model into giving a
better grade 8%-22% of the time while appearing nomore suspicious than regular stu-
dent answers to humans. Amodel’s accuracy can quickly be degraded to unacceptable
levels in such amanner, considering the basemisclassification is often around 20%. Be-
yond automatic attacks, we also observed that subgroups of college-level students are
capable of identifying models’ weaknesses (see Section 3.4) if allowed to receive re-
peated feedback from the model – as would be the case for models used in formative
and summative assessments.

While more extensive studies are required to thoroughly investigate students’ ca-
pabilities and willingness to cheat current grading models in practice, it is clear that
the models’ predictions are at least partially based on undesirable features and spuri-
ous correlations in the training data. We base this claim on evidence collected in this
thesis as well as concurrent work in the automatic grading field [33] and wide-spread
observations of bias in other fields [106]. Undesirable features are not only concerning
when considering potential cheating behavior but may also disadvantage subgroups
of students. In this work, we focused on patterns associatedwith good grades, yet they
likely also exist for bad grades. For example, should student responses written in a re-
gional dialect be primarily incorrect in a model’s training data, the model may grade
new responses of the same dialect as incorrect – even though the answer’s dialect is
not typically in a causal relation with the answer’s factual correctness. While further
research on bias in the existing datasets is needed to determine the extent of the prob-
lem, a set of guidelines for using automatic grading systems in practice can be already
formulated based on our current understanding:

• Know your dataset. Especially in text processing, it is increasingly common to
use off-the-shelf models that are already pretrained or even fine-tuned on di-
verse tasks. The most powerful NLP models are trained on enormous compu-
tation clusters for months, so it makes sense to build upon what already exists.
However, it invites the mindset of considering models as black boxes where the
training process’ particularities cease to matter. Nevertheless, biases present in
the training data will influence the model’s predictions later on, regardless of
where or by whom the training was conducted. While it is likely impossible to
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collect a bias-free training set large enough to perfectly reflect the target popu-
lation, being aware of bias can foster countermeasures. Similar to our analysis
of the adjective and adverb occurrences, investigating statistical correlations in
the training data can reveal undesirable predictive features. Many adversarial
attacks are, in fact, designed for debugging NLP models [129]. Enriching the
training set with adversarial examples is also called adversarial training. Even
though adversarial training often trades off with the model’s predictive perfor-
mance on the original data and typically does not generalize to new avenues
of attack, it can reduce a model’s vulnerability to known spurious correlations.
However, while adversarial training can lessen the adverse effects of spurious
correlations, it is not a final solution.

• Keep educated human graders in the loop. Even though automatic grading
models are approaching human accuracy on specific datasets, grading models
are still imperfect. At least a portion of the model’s predictions are based on
undesirable characteristics of the students’ responses, making them vulnerable
to manipulation. Human graders can perform random quality checks and re-
grade suspicious responses. For example, suspicious responses could be iden-
tified with authorship verification tools [119] and flagged for human grading.
Nevertheless, they should be educated on how themodel works andwhat cheat-
ing attempts could look like. Human graders developed individual theories of
cheating behavior in the absence of reliable information in our human evalu-
ation of the adjective and adverb insertion attack. Unfortunately, there was a
correlation between mistrust and the response’s perceived naturalness and cor-
rectness. Thus, human graders may wrongfully suspect students less proficient
in the respective language or low-achieving students. Awareness and education
may mitigate such discrimination. Detectors for cheating behavior should also
be constructed carefully, as minorities may appear similarly anomalous to adver-
sarially crafted input.

• Utilize estimators of a prediction’s reliability. In our work, the raw class prob-
abilities outputted by the grading model were a good indicator of predictions
that had been injected with adjectives and adverbs. Referring such problematic
predictions to a human grader for verification could have prevented most adver-
sarial examples from succeeding. However, class probabilities are not the only
and possibly not the best confidence estimator [27]. Further research is necessary
to determine the relation between various adversarial attacks and confidence es-
timators.
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• Beware of disclosing a grading model’s vulnerabilities. While transparency in
the grading process is vital for students to understand and accept given grades,
it can also expose unreliable features to students. On the one hand, this can cause
them to lose trust in themodel’s predictions, even ifmost are sound.On the other
hand, it also enables more powerful adversarial attacks. Considering the already
significant success rate without prior knowledge of the model’s inner workings,
a model’s performance may be reduced to uselessness. One may impede an at-
tacker’s attempt to glean information about the grading model by querying it.
For example, time limits for retries in exercises can slow automatic querying
while not disrupting legitimate students. Generally, unusual activity during the
formative assessment phase can be flagged and referred to human graders for
inspection.





4
ELABORATED FEEDBACK GENERAT ION

While the previous chapter focused on potential vulnerabilities of Automatic Short
Answer Grading (ASAG), we now turn our attention to enhancing students’ under-
standing with automatic assessment. Here, providing elaborated feedback instead of
a mere score is essential. As no datasets with elaborated feedback are publicly avail-
able at the time of writing this thesis, we first consider the requirements a dataset
would need to fulfill to serve as a benchmark and enable the elaborated feedback gen-
eration task.We then present the Short Answer Feedback Corpus (SAF), a collection of
responses and elaborated feedback in three educational scenarios explicitly collected
for publication as a benchmark. Next, we introduce supervised feedback generation
approaches based on the corpus. Finally, we also present an unsupervised approach
in Section 4.4 for domains where a costly data annotation process is infeasible.

4.1 benchmark design considerations

To kick off the elaborated feedback generation task, a dataset for training and testing
various approaches is needed. It should contain grades that are a numerical verifica-
tion of a response’s correctness and a textual explanation of the assigned grades. In
the next sections, we will consider and further describe the following design criteria
for a high-quality benchmark:

• The assigned grades should be reliable.

• The given grades and elaborations should conform to pedagogical guidelines.

• The benchmark should enable reproducing and comparing feedback generation
approaches.

• It should cover a diverse set of questions.

• The dataset should have an appropriate size.

• The collection and publication process should conform to ethical guidelines.

61
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4.1.1 Reliable Grading

Reliable grading is challenging to achieve in short answer formats where there are
many degrees of freedom in interpreting a student’s response and judging its correct-
ness [63, 146]. Not only do various graders differ in strictness, perception and prior
knowledge, but even a single grader will likely grade inconsistently depending on
their level of concentration, emotional state and responses they have graded previ-
ously. Fortunately, comprehensive grading rubrics and training can mitigate grading
variability by specifying expectations and offering a shared knowledge basis. A sin-
gle author is typically insufficient for crafting a suitably detailed, unambiguous and
bias-free rubric [24]. For these reasons, a team of authors should coalesce various per-
spectives into a common ground truth rubric that can guide annotators in making
reliable grading judgments.

However, a comprehensive grading rubric alone does not guarantee a reliable and
objective annotation. Graders will still likelymakemistakes due to fatigue and deviate
from the grading rubric with time. Therefore, multiple annotators are required to ob-
tain reliable feedback. Answers should be annotated by at least two annotators to catch
mistakes and enable the calculation of reliability measures, such as inter-annotator
agreement.

4.1.2 Pedagogical Guidelines

Elaborated feedback should conform to pedagogical guidelines.While various aspects
of feedback quality are still debated and depend on the concrete learning scenario, a
set of applicable recommendations can be extracted from large-scale surveys [144, 169,
170]:

• Feedback should focus on the learner’s response instead of the learner them-
selves. Drawing the learner’s attention away from the task to the learner’s self
can even be detrimental to learning. For this reason, comparisons with other
students and overly critical feedback should be avoided, as they may harm the
learner’s self-esteem and distract them from learning. The feedback’s wording
and tone should be considered carefully, as feedback perceived as insensitive or
demotivational is less likely to be acted upon. On the other side of the spectrum,
praise should also be avoided to prevent distraction from the task.

• Feedback should be clear and specific. Unclear feedback can confuse and frus-
trate learners. Moreover, general remarks unspecific to the learner’s solution,
such as ”good job”, are perceived as unhelpful and may even cause learners’
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to lose interest in the feedback altogether. Therefore, feedback should precisely
point out mistakes made by the learner specifically and how to avoid making
similar mistakes in the future.

• Feedback should be understandable. This may seem obvious at first glance, as
learners cannot act upon feedback they do not understand. However, there is of-
ten a mismatch in the terminology used by instructors and students, leading to
misunderstandings and confusion. Reportedly, students often feel overwhelmed
by the academic and pedagogical terminology teachers use. For this reason, feed-
back should be only as complex as needed on the language level to simplify the
decoding process for the learner.

• Feedback should be detailed without being overwhelming. Generally, more in-
formative feedback tends to have a greater effect on learning compared to general
or surface-level feedback. However, large amounts of feedback or long and com-
plicated feedback can be overwhelming and may be ignored by learners. Thus,
feedback should be to the point and only as long as it needs to be to inform the
learner of where they stand in relation to the learning goal and how they can
improve.

• A feedback’s source should be trustworthy. If learners doubt the expertise, ex-
perience or attention level of the feedback provider, they are less likely to engage
with provided feedback. This is especially important for automatically generated
feedback as most humans tend to quickly lose trust in algorithmic systems after
observing them err [32, 74].

• Feedback should be unbiased. A multitude of undesirable factors may influ-
ence grading and feedback. For instance, the overall impression of the student
may affect the interpretation of their response (Halo Effect) [99]. Prior notions
about the student, e.g., whether they are gifted or low-performing, can also lead
teachers to overlook mistakes or interpret responses less favorably due to confir-
mation bias. Furthermore, irrelevant student characteristics, such as race, sex or
attractiveness, have been shown to bias human graders [99]. For these reasons,
students should be anonymized before presenting the responses to graders. This
does not eliminate all sources of bias. A teacher may, e.g., still associate the pres-
ence of certain keywords with correct responses and, thus, read them less care-
fully. However, anonymization is nevertheless a very effective countermeasure.
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4.1.3 Reproducability & Baselines

Currently, one of the biggest challenges in the elaborated feedback generation field is
the lack of publicly available datasets. While there are many supervised feedback sys-
tems, comparing them or reproducing reported results is impossible as long as they
utilize proprietary data. Therefore, a benchmark should be easily accessible to the pub-
lic. Since learner responses and grades at German universities or schools are typically
shielded by data protection laws, data needs to be collected specifically for publishing.
The data collection requires informed consent from the students and teachers and the
option to opt out of the collection process without any detrimental effects. Addition-
ally, collecting data specifically for a benchmark dataset allows more quality control
than is typically done in regular assessments.

A benchmark should also serve as a basis for comparison. For this reason, the data
should be pre-split into training and test sets to avoid individual splits implemented
by various researchers and, thus, enable comparability. Since the test data will be used
to draw conclusions about the quality of feedback generation approaches, it should
attempt to mimic the real-world class distribution while still representing minority
classes adequately. This can be a trade-off. For example, should most responses be cor-
rect in a course, the test set should simultaneously consist of mostly correct responses
to follow the real-world distribution and oversample incorrect responses to test the
system’s capabilities on the minority classes. Test sets should also have clearly defined
scopes. For example, a test set may aim to measure how well an approach can general-
ize to novel questions without question-specific training data or it may aim tomeasure
how well a model can be fitted to a set of given questions.

Finally, the benchmark’s release should include baseline approaches. This gives re-
searchers a starting point for comparisons and also serves as a recommended evalua-
tion methodology. Especially for measuring the quality of elaborated feedback, there
are multitudes of evaluation metrics one could use – each with advantages and disad-
vantages. Pre-selecting a suitable subset can ease systems’ comparability later on.

4.1.4 Question Diversity

A benchmark should cover a variety of questions and domains so that feedback sys-
tems can be tested for generalizability. While elaborated feedback systems currently
perform best when manually tailored to a specific set of questions, the level of work
and care needed for high-quality feedback is prohibitive for many application scenar-
ios. Thus, a benchmark should enable estimation of how well a system would per-
form on novel questions in the same domain. Additionally, it would be beneficial if
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the benchmark covered multiple learning contexts, such as university and lifelong ed-
ucation, to be helpful to a wide range of practitioners as well as avoid over-adaptation
to a specific context.

4.1.5 Dataset Size

Grading student responses and giving elaborated feedback is costly and time-consum-
ing. Nevertheless, a sizeable number of student responses should be annotated to en-
able the training of current machine learning models and a sufficient approximation
of the target distribution. Unfortunately, the optimal data set size is not easily deter-
mined a priori as it depends on a multitude of factors, such as the task, the questions,
the population and themodel used later on. Therefore, wewill consider standard sizes
used in one of the closest existing tasks: Automatic Short Answer Grading (ASAG).
Popular ASAG datasets are typically large enough to allow model convergence while
remaining feasible to collect. The common datasets in this field usually range from a
few hundred to a few thousand student responses, with only a few containing over
10,000 responses¹.

4.1.6 Ethical Concerns

While a benchmark necessitates the publication of student responses to assessment
questions, the learners’ privacy should still be protected. Thus, any identifying infor-
mation should be stripped from the students’ responses to anonymize them. Students
should be informed of the data collection’s purpose and scope understandably. Addi-
tionally, participating or declining to participate in the data collection process should
not have detrimental effects on the students and their learning outcomes [35]. The orig-
inal and, thus, not anonymized data should only be retained as long as necessary and
stored responsibly.

1 https://web.archive.org/web/20230316124230/https://catalpa-cl.github.io/EduScoringDatasets/ [ac-
cessed April 24, 2023]

https://web.archive.org/web/20230316124230/https://catalpa-cl.github.io/EduScoringDatasets/
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4.2 the short answer feedback corpus

To mitigate the lack of publicly available elaborated feedback datasets, we construct
the bilingual Short Answer Feedback Corpus (SAF). It includes learner responses and
reference answers collected from an English communication networks lecture and a
German crowdsourcing platform. Each response is annotated with a numerical score
indicating the response’s correctness and an elaborated explanation of the response’s
mistakes. An example response with feedback can be seen in Table 16. Each compo-
nent of the dataset is described in Table 17. In total, it contains 7,880 responses dis-
tributed roughly equally across three domains: communication networks, German so-
cial security and micro-job training. SAF covers 58 questions, with the majority (31)
being English communication networks questions. We conducted the data collection
and annotation between April 2020 and June 2022. The dataset is publicly available on
HuggingFace². The following sections describe the dataset’s construction process and
quality characteristics.

Question: What are the challenges of Mobile Routing compared to routing in
fixed andwired networks? Please name anddescribe two challenges.

Answer: 1) Due to hardware constraints, some nodes may be out of the range
of others.
2) Mobile routing requires more flexibility. The environment is very
dynamic and the routing mechanism has to adapt to that.

Verification: 0.5 out of 1.0 points (Partially Correct)

Elaboration: While the second challenge of needing to be able to adapt to a dy-
namically changing environment is correct, the first challenge stated
is not a challenge specific to mobile routing. In a wired network,
nodes typically don’t have a direct connection to each other node
as well.

Table 16: An example answer with annotated verification and elaborated feedback.
Table adapted from [44].

4.2.1 Data Collection

We collected learner responses in three domains from two data sources, a university
lecture and a crowdsourcing platform. To comply with data protection laws, only data

2 https://huggingface.co/Short-Answer-Feedback [accessed April 24, 2023]

https://huggingface.co/Short-Answer-Feedback
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Field Description
Question The question posed to the learner.
Reference Answer The sample solution to the question. May cover multiple

correct solutions.
Student Answer Response given by the student.
Score A numerical value indicating the answer’s correctness and

completeness. For nearly all questions, it ranges between 0
and 1. The range is typically discretized into steps, such as
0.125, to avoid making arbitrarily fine distinctions.

Elaborated Feedback Response-contingent elaborated Feedback. It explains why
an answer is wrong or right without using formal error
analysis [144]. Hints or the correct answer may be used to
explain mistakes.

Verification Feedback An automatic labeling of the score. It includes the following
labels: Incorrect (score=0), Correct (score=maximum num-
ber of points achievable), Partially Correct (all intermediate
scores)

Error Class The type of mistake made in the response. It is only avail-
able for the German legal domain and captures the follow-
ing mistake types: contradictory, factually incorrect, impre-
cise, irrelevant, logical error, partially correct but incom-
plete, incorrect additional information, partially correct,
mistakes likely due to carelessness

Table 17: SAF’s components with descriptions. Table adapted from [44].

collected specifically for this dataset with informed consent is used. Participation in
the following collection studies was always voluntary and could be aborted at any
time without negative consequences.

Communication Networks Lecture

We collected data in multiple semesters of a communication networks lecture at the
Technical University of Darmstadt. Each semester, roughly half of the visiting students
were Bachelor and half were Master students – most studied computer science or elec-
trical engineering. The questions were part of voluntary quizzes students could com-
plete for bonus points in the final exam and target various layers of typical communi-
cation networks stacks. For example, there were questions about extension headers in
IPv6, Software-Defined Networking, or bitstream encoding techniques. A majority of
the questions could be answered in teams of up to three students and the rest had to
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be completed alone. Students had at least a week to complete each quiz on the online
learning platform Moodle³.

Micro-job Training

In cooperation with the wer denkt was GmbH⁴ we developed a German pre-job training
on their crowd-worker platform AppJobber⁵. The platform acts as an intermediary for
workers and companies looking for aworkforce to completemicro-jobs [141]. The train-
ing consisted of short-answer questions focused on aspects crowd-workers should pay
attention to when completing quality checks in gas stations later on, such as cleanli-
ness, staff interaction or product placement. Participating in the pre-job training was
voluntary and not necessary to perform the actual quality check job. However, there
was a small financial incentive to participate. Each responsewas checked by awer denkt
was employee to filter out cheating attempts, such as answering every question with
“I don’t know” or submitting the same responses under multiple accounts. Questions
were answered by jobbers individually directly on AppJobber.

German Social Security Law

Finally, we constructed a catalog of short-answer questions pertaining to German so-
cial security law. The questions were developed in the context of a Software Campus
project aiming to help citizens better understand letters received from government in-
stitutions, as they are often written in complicated legal jargon. Specifically, the ques-
tions target various rights and obligations of Arbeitslosengeld I recipients, a type of un-
employment benefit. They range from how the unemployment benefit is calculated to
what recipients should do if they get sick. Citizens were recruited to answer the ques-
tions in a Limesurvey⁶ questionnaire distributed viaAppJobber and received a financial
incentive for completing the questionnaire. Provided responses were automatically
screened for suspicious answer times, extremely short answers, duplicate IPs, dupli-
cate responses and keyword phrases indicating irrelevant answers, such as “couldn’t
find”. Suspicious answers were then inspected manually and rejected if found to be
scam attempts.

3 https://moodle.org/ [accessed April 24, 2023]
4 https://werdenktwas.de/ [accessed April 24, 2023]
5 https://en.appjobber.com/ [accessed April 24, 2023]
6 https://www.limesurvey.org/ [accessed April 24, 2023]

https://moodle.org/
https://werdenktwas.de/
https://en.appjobber.com/
https://www.limesurvey.org/


4.2 the short answer feedback corpus 69

4.2.2 Data Annotation

After collecting the learner responses, the next step is to annotate them with scores
and elaborated feedback. The general annotation procedure used can be seen in Fig-
ure 8. However, not all data was annotated in the same manner, so deviations from
this procedure are stated explicitly. The first step consisted of preprocessing the raw
collected data into answer annotation files easily usable by the annotators. This in-
cluded exporting the responses from their respective sources and stripping personal
information, such as IPs, submission times or names. Next was the selection of suit-
able annotators. As discussed in Section 4.1, this is challenging as annotators require
pedagogical and domain expertise to provide high-quality feedback. Often, domain
experts lack pedagogical training and vice versa.We opted for annotatorswith domain
knowledge and trained them on the necessary pedagogy basics, such as avoiding com-
parisons with other students.

For the first semester of the communication networks data, we chose two gradu-
ate students who had successfully completed the course themselves to annotate all
responses twice after the course had finished. In the second semester, the responses
were annotated once by members of the teaching staff – this was also the real-world
feedback presented to the students during the semester. The social security data was
annotated by two graduate students, a law student and a computer science student
with a background in annotation and the Software Campus project. Here solely the
test sets were annotated twice to save annotation time as the questions were especially
time-consuming to grade due to the questions’ and underlying material’s complexity.
Lastly, half of the job training responses were annotated doubly by two AppJobber em-
ployees and half by a single employee. All annotators were compensated financially
or with ECTS, credit points awarded by European universities.

To train the annotators’ pedagogical skills, we drafted a general annotation guide-
line which was discussed with the annotators. It explains the annotation goals, the
annotation file’s structure, the scoring system and how to give high-quality feedback.
It covers most feedback recommendations and biases presented in Section 4.1 with
concrete examples. For instance, during a pilot annotation study, we observed that
annotators would use phrases like “This response fails to...” without realizing that
”failing” may be negatively connotated and harm the learner’s self-esteem. Thus, we
included explicit examples to illustrate how the abstract advice relates to their anno-
tation task. The guideline was submitted to a psychology doctoral student with prior
work in the feedback field for further recommendations and updated whenever con-
cerns were raised during the annotation process.

Next, a researcher drafted grading rubrics for each question. They contain reference
answers with detailed scoring information and illustrative example responses. In sim-
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Figure 8: Schematic depiction of the general annotation process. Figure taken from [44].

ilar NLP annotation studies, annotators would now be trained with the guideline and
grading rubrics before annotating the whole dataset. However, a pilot study in the
communication networks domain showed that the usual procedure was not sufficient
to acquire reliable annotations in this setting, yielding only low inter-annotator agree-
ments (Krippendorff’s Alpha⁷ of 0.36). This observation is consistent with challenges
identified in pedagogical research on rubric construction [24, 63, 146], such as a sin-
gle rubric constructor not being able to establish an unambiguous rubric as well as
varying levels of prior knowledge and grader strictness. Thus, we decided to include
the annotators in the rubric construction process. While the researcher still designed
the initial draft, it was subsequently discussed and overhauled in weekly meetings
with the annotators. Prior to the discussion, the annotators are provided with the an-
swer annotation files so that edge cases or generally unexpected responses not covered
by the rubric draft can be identified. The idea behind including the annotators in the
construction was to coalesce multiple sources and perspectives into a comprehensive
rubric and mitigate deviation from the rubric later on due to a deeper understanding
of the topic and more identification with the grading guideline.

Only the rubrics for the job training questions were constructed in cooperation with
the industry partner instead of the annotators. The reasons for thiswere two-fold. First,
the questions are more straightforward because they require less prior knowledge
compared to a university lecture or social security law and are limited in scope to the
micro-job they pertain to. This was also reflected in higher inter-annotator agreement
(Krippendorff’s Alpha of 0.736) in initial pilot studies. Second, the annotators were em-
ployees ofwer denkt was, supervised by the industry partner instead of the researchers.
Therefore, we concluded that an initial discussion after the pilot studywith the option
to clarify questions anytime would suffice.

7 See Section 3.3.4 for a description of Krippendorff’s Alpha.
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After the final iteration of the grading rubrics was completed, the annotators graded
and gave elaborated feedback on the responses independently of each other. This is
necessary to estimate the reliability of the annotations later on. After both annotators
finished, disagreements were identified by extracting responses the annotators had
graded differently. While annotators could still disagree on the given feedback even
though they assigned the same score, detecting such cases reliably was deemed uneco-
nomical considering the benefit it would bring. Disagreements between the annotators
were resolved in discussion with the researcher by either selecting the more appropri-
ate annotation or fusing them if both had merit. For instance, one of the annotators
could have overlooked a mistake in the response, but they noticed a missing piece
of information instead. In cases where both annotators agreed, one annotator’s elab-
orated feedback was categorically selected on a question-by-question basis based on
the eloquence of a manually inspected random sample.

Finally, the English feedback was checked by Grammarly and a native speaker since
both annotators were not native speakers. Grammar and spelling mistakes were cor-
rected and sentences were simplified where possible, for example, by using the pos-
sessive form. Learner responses were not post-processed as spelling mistakes are a
challenge grading models are likely to encounter frequently. Thus, each response in
the dataset received a gold standard score and elaborated feedback.

4.2.3 Corpus Statistics

Overall, the annotation process resulted in 7,880 responses and matching feedback.
This is a similar size compared to popular ASAG datasets (see Section 4.1.5). Next, we
split the corpus into training, validation and two test sets for each domain. The first
test set is the unseen answers split. It contains roughly 10% of the domain’s total re-
sponses to questions that also have responses in the training set. The unseen answers
test split can be used to test how well a model performs on novel responses to ques-
tions it was trained to grade. The second test set contains responses to novel questions
the model was not trained for and can be used to test a model’s generalizability to new
questions in the same domain. Theoretically, one can also test a model’s generalizabil-
ity to novel domains using another domain’s data as the test set. However, we did not
evaluate our baselines in this setting, as the models tended to already perform poorly
on the unseen questions split. Of the remaining data, roughly 20% are reserved for
validating model selection and hyperparameter tuning. The exact distribution of sam-
ples across the various data splits can be seen in Table 18. In total, the dataset contains
31 communication network questions with 96 responses on average, 19 social security
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Domain Train Validation UA UQ Total
Communication Networks 1700 427 375 479 2981
Social Security Law 1596 400 221 275 2492
Job Training 1226 308 271 602 2407

Table 18: Number of responses in each data split. UA stands for unseen answers and UQ for
unseen questions.

questions with roughly 131 responses each and 8 job training questions with roughly
300 responses each.

Table 19 displays the verification feedback class distribution for each data split. The
classes are distributed unevenly in each domain. There are more correct and partially
correct than incorrect responses in the communication networks and job training do-
main. This is partly due to the questions’ modest difficulty combinedwith the fact that
learners may not respond at all if they do not believe they can score points with their
answers. Themajority class – the classwith themost samples – for both domains isCor-
rect. While the social law domain also has few incorrect responses, the majority class
is Partially Correct with correct responses actually close to incorrect ones in frequency.
This indicates that questions may be more difficult in this domain overall. We decided
against oversampling the minority classes in the unseen answers test splits when ran-
domly sampling from the data to preserve the real-world distribution. Researchers
can instead employ class weighing or other class balancing techniques if they deem it
useful for their application scenario. We selected questions for the unseen questions
test split, attempting tomatch the overall class distribution. However, since the unseen
questions split contains the entire set of responses for a given question and the overall
number of questions is limited, this process incurs sampling errors.

Label Train Validation UA UQ
CN JT SL CN JT SL CN JT SL CN JT SL

Correct 1053 570 281 262 134 65 240 103 32 247 278 87
Partially C. 565 482 938 137 132 248 114 121 141 190 275 133
Incorrect 82 174 377 28 42 87 21 47 48 42 49 55

Table 19: Distribution of verification labels per data split. CN stands for the communication
networks domain, JT for the job training and SL for the social security law domain.
Note that the class Correct contains all responses that received the maximum num-
ber of points achievable, Incorrect all responses that received 0 points and Partially

Correct all other responses.
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Domain N α %-agreement
Communication Networks 2,112 0.91 89.46
Social Security Law 496 0.90 95.87
Job Training 1,200 0.78 81.38

Table 20: Krippendorff’s alpha andpercentage agreement for each domain.Ndenotes the num-
ber of samples annotated twice.

4.2.4 Reliability and Validity

As discussed in Section 4.1, achieving reliable scoring of short answers is challenging
but essential for a benchmark dataset. Since the annotated score is interval scaled, we
use Krippendorff’s Alpha and percentage agreement to estimate interrater reliability.
Table 20 displays the inter-annotator agreement for each domain. Both measures indi-
cate high reliability [7] with α ranging between 0.78 and 0.91 and a percentage agree-
ment between 81% and 96%. Considering the low initial agreement (α=0.36) of our
pilot study in the communication networks domain, the improved annotation process
seemed to have a considerable effect.

While the estimation of interrater reliability with inter-annotator agreement mea-
sures is well established in related work, validity is rarely measured in NLP dataset
construction studies [163].We opt to estimate validity by observing howwell the learn-
ers’ performance on the dataset questions correlates with known measures of learn-
ing success. In the communication networks domain, we assume the first semester’s
end-of-term exam to be a sufficient approximation of students’ knowledge. Notewor-
thy is that students took the exam individually, while the quizzes in the first semester
were answered in groups of up to three students. Nevertheless, Spearman’s rank cor-
relation⁸ between the total points achieved in the quizzes and the exam in the first
semester is moderately high, with 0.438 (p < 0.0001, N=186). The correlation calcula-
tion is based only on students that participated in the exam and achieved at least one
point in the bonus quiz.

For the job training domain, we investigate the relation between the number of
points achieved in the job training quiz and whether the jobber failed a job later on. A
job is considered failed if it must be corrected, e.g., by going back on-site and taking
a forgotten picture, or is outright rejected by the employer. Since successful job com-
pletion is the goal of the training, we assume it to be a good criterion for validity. We
use logistic regression to investigate the relationship between the numeric job training
performance and the binary variable indicatingwhether the jobber failed a job later on.
The job completion records include all jobs attempted in one year after the job training

8 See Section 3.3.4 for a description of Spearman’s rank correlation.
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was finished. It was found that the odds of a job being failed decreased by 6.98% (95%
confidence interval of [0.007, 0.133], N=129) on average for each point gained in the
job training quiz. In total, 8 points could be achieved in the job training quiz.

Since the social law data was collected in the context of a proof-of-concept project
instead of a real-world application, we do not have access to any validity criteria.

4.2.5 Interpretation & Limitations

In conclusion, we have introduced a publicly available benchmark dataset that can be
used for ASAG and feedback generation. With 7,880 responses from three education
domains in two languages, its size is among the larger andmost diverseASAGdatasets.
Nearly half of the dataset’s responseswere annotated independently by two graders to
enable reliability estimations with inter-annotator agreement measures. The dataset’s
grades are highly reliable due to an iterative annotation and thorough grading rubric
construction process. As of yet, it is the only dataset to include elaborated feedback.

Nonetheless, there are limitations – the largest being the lack of reliable measures of
elaborated feedback quality.Whilewe routinely inspected randomannotation samples
for the quality criteria introduced in Section 4.1, many of them, such as understand-
ability or clearness, are difficult to measure systematically. Thus, the explanations’ re-
liability and validity are based on the researcher’s and annotator’s judgment instead
of the established metrics used for the assigned grades.

In future work, the dataset could be expanded with questions from new domains
and education contexts. Especially data from schools would be valuable, considering
the questions currently stem from adult education settings. Further data collection
would also benefit from more extensive validity analyses. While we present evidence
for the validity of most of our data – both in terms of correlations with established
criteria and real-world application – it is not yet conclusive in its current state. For
example, we used the end-of-term exam of the communication networks lecture as
an established validity criterion. While exams are frequently used proxies for student
knowledge, they only capture a 120-minute snapshot of students’ performance in a
stressful situation. Thus, they are influenced by confounding factors, such as test anx-
iety.

Finally, future work could explore alternative annotation processes. Even though
our method produced highly reliable grading, it has the drawback of being time-con-
suming. Constructing grading rubrics with the annotators took multiple hours of dis-
cussion per question, followed by weeks of annotation since responses not only had
to be graded but the grade explained as well. Annotation tools could potentially re-
duce this time with recommendation functions that assist in formulating feedback.
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The order in which responses are displayed to the annotators could also be modified
from random to similarity-based, as it can be faster to grade similar responses [120].
However, one should be aware of bias introduced into the data annotation through
recommendations or ordering.
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4.3 supervised feedback generation

Now that we have established a benchmark for the feedback generation task (see Sec-
tion 4.2), we can train models to produce elaborated feedback. On the one hand, the
goal of this section is to provide baselines that can form the basis for comparison with
future approaches. On the other hand, we wish to explore various aspects that may
influence a model’s performance on this novel task.

4.3.1 Approaches

Unless stated otherwise, we treat the elaborated feedback generation task as a joint pre-
diction of a grade and a corresponding explanation based on the typical ASAG inputs:
the learner’s response, a reference answer and – optionally – the question. While there
are undoubtedly endless design possibilities, we chose the joint prediction approach
because we would like the same features influencing the assigned grade to influence
the explanation.While this is not necessarily given – amodel could still attend to differ-
ent parts of the answer for each prediction – we deem it more likely than if we would
predict them independently or in a pipeline approach.

In Europe, student answers and grades are typically considered sensitive data that
should be protected and only shared with prior notice and consent. Thus, we will
focus on publicly available models and architectures that do not require cloud com-
puting resources. While huge transformer models tend to perform better than their
smaller counterparts, it is not feasible to train a model with billions of parameters on
local machines. For example, the best GPT-3model [21] contains around 175 billion pa-
rameters and would require a computation cluster to train – even if publicly available.
For training, sensitive data would have to be sent to third parties for processing, often
outside Europe. We will focus on the publicly available and locally trainable versions
of T5 [124], BART[88] and their multilingual counterparts in our main experiments
to avoid this dependency. Nevertheless, we also include a GPT-3 pipeline approach
in our experiments for curiosity’s sake. It generates feedback for responses already
scored by an SBERT⁹ model [125]. An overview of the exact versions and model sizes
used for feedback generation can be seen in Table 21.

We will use monolingual English models for the English data since they tend to
perform better than multilingual models. However, the set of monolingual German
sequence-to-sequence models is quite limited, so we resort to multilingual models.
These are trained to handle multiple languages, including German.

9 https://huggingface.co/sentence-transformers/distilbert-base-nli-mean-tokens [accessed April 24,
2023]

https://huggingface.co/sentence-transformers/distilbert-base-nli-mean-tokens
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Model Type Language Accessibility Version # Parameters
BART [88] English public bart-large 400M
mBART [92] Multi public mbart-large-cc25 610M
T5 [124] English public t5-base 770M
mT5 [176] Multi public mt5-base 580M
GPT-3 [21] Multi OpenAI API davinci 1̃75B

Table 21: Overview of feedback generation models used.

4.3.2 Experimental Settings

The primary purpose of our experiments with the Short Answer Feedback Corpus
(SAF) is to lay the foundation for future research. Consequently, we wish to explore
possible evaluation metrics for an evaluation framework and provide baselines for
comparison. While evaluation metrics are easily chosen for classification and regres-
sion, evaluating the elaborated feedback is much more complex. There are no estab-
lished metrics for measuring elaborated feedback quality and human judgment is
costly. Thus, it would be beneficial to have a set of cheap metrics that can be used
to quickly compare systems – even if human judgment is still required to provide an
in-depth system evaluation at the end. In the text generation field, several text simi-
larity metrics have been proposed. They can be used to compare a generated text to a
gold standard. Even though they sometimes correlate poorly with human judgment
on a sentence-level [118], they correlate more reliably with human judgment when ag-
gregated on a system-level [138]. Thus, they may not reliably estimate the quality of
specific feedback but are better suited to differentiating generation models based on
their overall quality and can be helpful for model development. We choose four pop-
ular natural language generation metrics to evaluate the elaborated feedback: Sacre-
BLEU¹⁰ [123], ROUGE-2 [89], METEOR [13] and BERTScore¹¹ [183].

After selecting text evaluation metrics, the next step is establishing the evaluation
framework. We offer two task configurations. In the first setting, the goal is to predict
the number of points the answer should receive in conjunction with the elaborated
explanation of the score. In the second setting, the model instead labels whether the
response was incorrect, correct or partially correct in addition to the elaborated feedback.
For this purpose, the models’ output is formatted as “label/score feedback: elaborated
feedback”. The output’s length is constrained to at least 11 and at most 128 tokens, as
models often predicted no elaborated feedback without the minimum and would be

10 https://pypi.org/project/sacrebleu/1.4.3/ [accessed April 24, 2023] default parameters (no smoothing,
n-gram order=4)

11 roberta-large_L17_no-idf_version=0.3.7(hug_trans= 4.2.1)-rescaled and bert-base-multilingual-cased-
rescaled

https://pypi.org/project/sacrebleu/1.4.3/
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computationally expensive without the maximum. We will use accuracy and macro-
averaged F1 score to evaluate the output’s classification portions and the root-mean-
square error (RMSE) to evaluate scoring.

To determine the best model during development, we balance classification/regres-
sion performance with textual feedback performance using the following metric m

(see Equation 1), where f is the macro-averaged F1 score during classification and an
inversion of the mean-squared-error (MSE) during scoring. Thus, a model must per-
form well on both sub-tasks, as m will be close to zero if either fails. We excluded
BERTScore from the averaged text evaluation metrics as it requires a language model
and is consequently too computationally expensive to calculate each epoch.

m =
BLEU+ ROUGE+METEOR

3
∗ f, where f =

F1macro, if classification

1−MSE, if regression

(1)

The exact input format and hyperparameter-tuning process vary from model to
model. Generally, we perform manual hyperparameter-tuning and select the best per-
forming model on the validation set. We do not include details here as they can be
found on the model description cards on HuggingFace¹² and prior publications [44].
Nevertheless, we differentiate between models that received the learner’s response,
a reference answer and the question as input and models that only received the re-
sponse and reference answer. Figure 9 shows a schematic overview of all experiments
conducted with SAF.

4.3.3 Feedback Evaluation

Tables 22, 23 and 24 show the performance of the fine-tunedmodels,majority baselines
and the average annotators’ performance compared to the gold standard for each do-
main. For the communication networks and job training domain, themajority baseline
always predicts Correct or a score of 1.0 during regression. The most frequent elabo-
rations are “The response is correct.” and “Korrekt!”, respectively. In the social law do-
main, themost common class is Partially Correctwith the feedback “Das stimmt, aber das
genaue Datum des Endes der Widerspruchsfrist ist in diesem Fall der 20.03.2013.”. The most
common score is 0.0 with the feedback “Das stimmt leider nicht, Sie können Widerspruch
innerhalb eines Monats nach Bekanntgabe des Bescheids einlegen. Aufgrund der Dreitagesfik-
tion ist das genaue Datum des Endes der Widerspruchsfrist in diesem Fall der 20.03.2013.”

12 https://huggingface.co/Short-Answer-Feedback [accessed April 24, 2023]

https://huggingface.co/Short-Answer-Feedback


4.3 supervised feedback generation 79

Student
Answer

Question

Reference
Answer

T5 / mT5 /
BART / mBART 

SBERT
GPT-3

Score
Elaborated
Feedback

"Score feedback: Elaborated Feedback"

"Label feedback: Elaborated Feedback"

Figure 9: Schematic overview of experiments conductedwith SAF. The experimental variables
– beyond the model selection – are highlighted in blue, meaning that the question is
optionally included in the input, and the smallermodels jointly classify and elaborate

or regress and elaborate.

In all domains, we can see that the task challenges current state-of-the-art trans-
former models. While they significantly outperform the majority baselines on unseen
answers, the gap to humanperformance is still large.Humans have less than half of the
root-mean-square error (RMSE) when scoring than the best performing models (0.269
vs. 0.099 on communication networks unseen answers and 0.187 vs. 0.077 on social se-
curity unseen answers) and consistently achieve better feedback similarity scores ex-
cept for regression mBART having a higher METEOR score on the social law unseen
answers. Even the SBERT and GPT-3 pipeline did not approach human performance
despite GPT-3 being a truly colossal language model.

This trend is further amplified on unseen questions where the models’ grading and
feedback metrics typically fall off sharply. For instance, each model’s accuracy is re-
duced by 7.5 to 35.1 percentage points from unseen answers to unseen questions, with
the largest drop observed on the job training (84.9% to 49.8%) and the smallest on the
communication networks data (74.2% to 66.7%). The more considerable drop in the
job training domain is unsurprising as it is also the dataset with the smallest number
of questions but the largest number of responses per question and, thus, harder to gen-
eralize. In return, models are expected to grade more accurately on unseen answers,
as they have seen a greater range of responses per question during training. This ex-
pectation is reflected in the results where the best grading performance achieved on
the job training unseen answers split is around 85% accuracy and an RMSE of 0.196
compared to the best performance of around 75% accuracy and an RSME of 0.269 on
the communication networks split.
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Unseen Answers Unseen Questions
Model Acc. F1 BLEU MET. ROU. BERT Acc. F1 BLEU MET. ROU. BERT

La
be

l
Majority 54.0 23.4 2.2 21.5 20.2 42.2 47.1 21.4 0.2 15.0 11.5 38.1
T5wo_q 74.2 72.0 33.7 59.0 52.8 65.0 66.7 55.9 10.7 36.4 31.1 52.2

T5 75.0 75.9 34.0 56.9 49.6 62.2 67.4 69.7 13.5 39.7 32.1 53.3
*Majority 61.9 25.5 1.3 19.4 20.1 34.5 51.6 22.7 10.7 29.7 21.7 39.1
*BART 76.0 53.4 36.0 60.8 49.1 69.5 51.6 27.9 2.4 28.5 20.1 36.6

RMSE RMSE

Sc
or

e

Majority 0.470 2.2 21.5 20.2 42.2 0.512 0.2 15.0 11.5 38.1
T5wo_q 0.290 33.7 56.9 50.4 62.8 0.263 9.0 35.3 29.1 49.7

T5 0.269 32.7 56.4 48.6 61.2 0.248 16.6 45.9 35.5 51.5
Human 0.099 45.5 64.9 56.5 68.5 0.086 57.1 71.6 64.3 75.7
*Majority 0.752 1.3 19.4 20.1 34.5 0.532 10.7 29.7 21.7 39.1
*BART 0.373 30.5 58.2 46.4 68.0 0.544 0.6 18.8 9.5 26.7

Table 22: Model performances on the communication networks data. For the scoring and the
labeling task, models marked with wo_q did not receive the question as input. The
text similarity measures, accuracy and F1 scores are given in percent. *The results are
not directly comparable, as only BART was trained and evaluated on both semesters’
data. While a majority of the test data remained unchanged across semesters, the
score ranges are larger in the second semester, which can negatively impact RSME.

Table adapted from [44].

Unseen Answers Unseen Questions
Model Acc. F1 BLEU MET. ROU. BERT Acc. F1 BLEU MET. ROU. BERT

La
be

l

Majority 44.6 20.6 0.0 0.0 19.0 33.0 46.2 21.1 0.0 0.0 23.2 40.1
mT5wo_q 85.2 85.1 50.7 51.2 31.4 54.9 54.7 41.7 0.7 20.1 0.5 21.9
mT5 84.9 84.3 46.0 49.2 30.3 51.7 49.8 36.0 0.6 18.1 0.2 18.1
mBART 80.1 80.7 39.5 63.3 29.8 63.1 48.7 40.6 0.3 33.8 0.5 31.3

RMSE RMSE

Sc
or

e

Majority 0.538 0.0 0.0 19.0 33.0 0.426 0.0 0.0 23.2 40.1
mT5wo_q 0.399 31.5 36.7 21.7 42.9 0.360 1.7 12.2 1.1 15.4
mT5 0.196 44.3 43.1 28.7 51.7 0.400 2.0 18.1 1.5 20.9
mBART 0.333 41.6 62.0 30.9 61.2 0.465 0.7 20.3 0.7 17.8

Table 23: Model performances on the German job training data. For the scoring and the label-
ing task, models marked with wo_q did not receive the question as input. The text
similarity measures, accuracy and F1 scores are given in percent. Since the test sets
of this domain are only partially annotated by two annotators, we cannot provide a

human baseline. Table adapted from [44].

Interestingly, including the question in the input seems to have less effect on model
performance than expected. While it improves grading in the communication net-
works domain (by 3.9-13.8 percentage points of F1 and 0.015-0.021 RMSE), it hardly af-
fects the feedback metrics. On unseen answers, T5 without questions achieves slightly
higher scores across nearly all feedback metrics than its counterpart with questions.



4.3 supervised feedback generation 81

Unseen Answers Unseen Questions
Model Acc. F1 BLEU MET. ROU. BERT Acc. F1 BLEU MET. ROU. BERT

La
be

l Majority 63.8 26.0 2.6 7.0 4.7 7.5 48.4 21.7 0.1 2.3 0.8 2.7
mBART 81.0 74.6 42.8 58.2 43.7 57.5 60.7 55.4 3.2 20.0 5.0 14.8
GPT-3 82.8 76.4 36.8 39.3 39.4 55.8 56.7 43.4 3.3 11.1 5.6 17.7

RMSE RMSE

Sc
or

e

Majority 0.577 4.3 8.5 4.3 10.6 0.681 0.2 3.1 0.8 5.3
mBART 0.190 39.4 54.3 42.3 52.6 0.317 2.8 17.9 5.0 10.7
GPT-3 0.187 36.8 39.3 39.4 55.8 0.291 3.3 11.1 5.6 17.7
Human 0.077 46.9 48.3 59.2 71.6 0.063 48.7 37.3 48.6 67.0

Table 24: Model performances on the German social security data. All models included the
questions as input. The GPT-3 pipeline was only trained to regress. Therefore, the
labeling performance is a discretization of the predicted score instead of an addition-
ally trained pipeline. The text similarity measures, accuracy and F1 scores are given

in percent.

On unseen questions, this effect is reversed. Especially on this dataset, we expected
the question to hold vital information for scoring and feedback, such as how many
aspects students should mention or how detailed their descriptions should be. While
we see an improvement, particularly in the generalizability to unseen questions, it is
less pronounced than expected. The questions’ influence in the job training domain is
even less clear. While T5 with questions generally outperforms T5 without questions
in the scoring scenario, the reverse is true in the classification setting. It seems that the
inclusion of the question as input can be detrimental to model performance.

With only a few exceptions, classification models score higher text similarity met-
rics with the gold standard feedback than models trained to regress. However, the
difference is typically in the range of a few percentage points. A set of T5 example
feedback can be found in Appendix A.4 and all BARTmodels can be freely queried on
HuggingFace¹³.

4.3.4 Field Evaluation

Even though the generated feedback fell short of human feedback in our experiments,
it did perform well enough according to automatic measures to warrant further study.
Similar to peer feedback, automatic feedback may be valuable to students despite im-
perfections if higher-quality feedback by a teacher is delayed too long due to its time-
consuming construction [54]. Additionally, we aim to supplement the semi-reliable
automatic evaluation with human judgment. Thus, we conducted a field study in the
communication networks semester after the data collection to investigate the gener-

13 https://huggingface.co/Short-Answer-Feedback [accessed April 24, 2023]

https://huggingface.co/Short-Answer-Feedback
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Figure 10: Schematic overview of the field study conducted in the communication networks
lecture. All variables except the quiz scores for the objective learning gain weremea-
sured via questionnaire. Betweenmeasuring points T1 and T2, students received (or
didn’t receive) feedback on their quiz answers according to their group assignment.
*The subjective learning gain was technically queried in T2’s questionnaire for both
measuring points. However, students should think back to their judgement directly

after answering the quiz at T1.

ated feedback’s potential effects on learning gain, motivation and student attitudes.
While the effects of ASAG verification feedback on students have recently become a
topic of interest in the literature [66], the effects of automatically generated elaborated
feedback remain unexplored.

In total, 88 students participated initially and were randomly assigned into one of
three groups: a group receiving feedback fromhuman tutors (GroupHuman), one by a
T5 feedback generationmodel (Group AI) and one without feedback (GroupNo-Feed-
back). Of the 88 initial participants, 79 remained after data cleansing due to cheating,
failed attention checks and drop-out after the first measuring point. Participation was
voluntary and incentivizedwith bonus points towards the final exam.Given responses
were pseudonymized with a personalized participant code that students had to sup-
ply at each measuring point. Since we are aware of the feedback’s imperfection, we
decided to only conduct the experiment for a single quiz instead of thewhole semester
to avoid potential harm to the students’ learning outcomes. A schematic overview of
the study design can be seen in Figure 10.

Procedure

At the first measuring point (T1), students answered a regular bonus quiz with short-
answer questions on Moodle and a questionnaire. The questionnaire captures the stu-
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dents’ demographic information, baseline motivation, acceptance of and trust in hu-
man and AI graders. For quality control, we included an attention check item to filter
out students randomly selecting responses on the questionnaire. The questionnaire’s
other items were adapted from established motivation [122], acceptance [107, 178],
trust [1] and fairness [57] questionnaires to fit our educational scenario. The exact
items used can be seen in Appendix A.3. All items were rated on a 7-point Likert scale.
Students had one week to complete the quiz and questionnaire. A week after the quiz
deadline, they received or didn’t receive feedback according to their group assignment
and had one week to complete the questionnaire of the second measurement point
(T2). The second questionnaire differs from the first in that it omits demographic ques-
tions but includes items measuring subjective learning gain, such as “At the present
moment, I can evaluate which MAC procedure might be suitable given a specific sce-
nario.” It aims to capture the students’ attitudes after the feedback intervention. In T2,
we also asked students to guess whether they had been given feedback by a human or
AI grader and provide how certain they were on a scale from 0 to 100%.

Tomeasure learning gain objectively, a third measurement point (T3) repeats two of
the five original quiz questions a week after the completion of T2. The teaching staff
manually evaluated this short quiz and the assigned scores serve as a measurement of
objective learning gain that can be compared to the achieved scores in the initial quiz.
Participants were asked not to consult additional materials but answer from memory.
As the corresponding semester could be completed entirely online, with students only
having to be physically present for the final exam, an in-person measurement in a
controlled environmentwas not possible. Thus, cheating cannot be ruled out but likely
affects each condition similarly. Conspicuous cases were cleansed from the dataset.

Of the 79 participants considered in the final study, 60 had a completed set of data
for each measuring point. The rest completed only two of the three measuring points,
for example, by not consenting to the use of their quiz scores in T3. After T3, all par-
ticipants were informed of their group and the No-Feedback and AI Group received
human feedback on their initial quiz responses. All questionnaires were completed in
May 2022.

Participant Characteristics

Due to implausibility, we excluded the demographic information that one of the 79
final participants provided. They stated an age of 45, gender of ”other” and a partici-
pant code indicating nine sisters, nine brothers and their mother’s name starting with
”XX.” Thus, the following statistics describe 78 participants with credible information.

On average, participants were 24.4 years old (σ = 3.26). Most (60%) studied com-
puter science, 21% studied electrical engineering and information technology and the
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rest were enrolled in various other programs. Overall, 37% were pursuing a Bache-
lor’s degree. Of those, 59%were within the expected number of six semesters for such
a degree at the time of the study. Of the 63% enrolled in Master’s programs, 91% were
within the standard of four semesters. Themost commonnative languagewasGerman
with 55%, followed by Chinese with 15% and English with 6%. The rest reported a va-
riety of other languages as their first. Multiple selections were possible. In T1, we also
queried participants about their familiarity with AI on a scale from 1 (no knowledge)
to 7 (expert). On average, participants indicated an intermediate level of knowledge
about AI (x = 3.62, σ = 1.3).

Dependent Variables

This study explores the impact of automatically generated, imperfect feedback on stu-
dents’ learning gain, motivation and attitudes. McGrath et al. [105, p.xi] define learn-
ing gain as ”difference between the skills, competencies, content knowledge and per-
sonal development demonstrated by students at two points in time.” As feedback
tends to have a medium to high positive effect on learning gain [171], we expect the
Human Feedback Group to exhibit the highest learning gain, followed by the AI Feed-
back Group and, lastly, the No-Feedback Group.

We use two scales to measure learning gain: subjective and objective. On the sub-
jective scale, students give an estimate of their knowledge state on various topics cov-
ered by the quiz, such as whether they could choose a suitable bitstream encoding
technique for a given scenario before and after receiving feedback. As subjective learn-
ing gain measures are controversially discussed in the literature, we also include an
objective measure. Comparing the groups’ performance on the final exam would be
the most externally valid measure of learning gain. However, as this is an explorative
study of a novel feedback generation approach, the effects of the feedback on students
are difficult to predict. Even awithin-subject designmay disadvantage the cohort com-
pared to previous semesters. To avoid potentially harmful effects, especially on learn-
ing gain, the scope of the study is limited to a single quiz that should – by design – have
little effect on the final learning outcome. Thus, we chose to repeat a subset of the quiz
questions later tomeasure how the students’ learning improved through the provided
feedback. While this design provides a shorter snapshot of the students’ performance,
quiz scores correlate with examperformance and are deemed an acceptable proxy (see
Section 4.2.4). Specifically, the points assigned by the human graders on the two ques-
tions during T1 and T3 are compared to form the objective learning gain measure. In
total, students could achieve 0 to 3.5 points.

Our measure for motivation is based on Pintrich et al.’s [122] ”Motivated Strate-
gies for Learning Questionnaire”. Here, motivation is comprised of values (task value,
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intrinsic vs. extrinsic goal orientation), expectations (control beliefs, self-efficacy) and
affect (test anxiety). Task value captures howuseful, exciting and important a learning
scenario is to the student. Intrinsic goal orientation describes whether the student is
focused on mastering the material, while extrinsic goal orientation implies a focus on
grades, approval from others or other external factors. Control beliefs refer to the ex-
tent students believe their learning outcome is influenced by their actions as opposed
to determined by factors outside of their control, such as luck or bias. Self-efficacy
captures the extent to which students expect to succeed or have the ability to succeed
at a given task. Self-efficacy differs from control beliefs in that students may believe
to be in control of their learning outcome but still think they will not have the time,
resources or ability to succeed. Both variables impact motivation significantly. Finally,
test anxiety captures how worried students are in exam situations. It typically influ-
ences motivation negatively.

Generally, feedback on a content level only has a minor positive impact on moti-
vation [171]. Therefore, we expect all groups to see little change in motivation. How-
ever, uninformative or negative feedback can harm motivation [171]. Since the feed-
back model is pre-trained on crawled webpages, the generation of offensive feedback
cannot be excluded even though the model was further trained to produce friendly
feedback. The generated feedback was manually spot-checked to safeguard the par-
ticipants from profanity and insults before release – with no reported cases – but it
is not guaranteed. Additionally, the generated feedback’s semantic imperfection may
demotivate students due to factual incorrectness or irrelevance.We deem the feedback
system successful if it does not harm motivation compared to the control conditions.
We modified the original questionnaire to fit our learning scenario (it was initially
designed to measure motivation for a whole course) and averaged all items for each
scale.

Finally, we aim tomeasure students’ attitudes toward the feedback generator. Specif-
ically, acceptance of the approach, trust in the model’s predictions and perceived fair-
ness are of relevance to us. In contrast to motivation and learning gain, these concepts
are typically less well defined, with formally validated measurement instruments be-
ing scarce. Therefore, based on related work, we developed our own items for these
constructs. However, the items designed to measure fairness lacked internal consis-
tency (see a Cronbach’s α¹⁴ of 0.04 and 0.18 in Table 25) and were, thus, excluded from
further analyses. The rest of the measures were deemed acceptable. The measures for

14 Cronbach’s alpha aims to measure reliability in the form of internal consistency, that is, whether the
various items of a group are related to each other. Generally, values between 0.7 and 0.95 are deemed
acceptable. Higher values may indicate that there are redundant items in the scale. Lower values may
indicate that the items measure different constructs or that the test is too short. It should be considered a
lower bound of reliability that underestimates the reliability of tests with few items or multidimensional
scales [153].
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trust and perceived ease of use were below the optimal α range, but they also com-
prised of few items and are, thus, likely underestimated in terms of reliability.

We base our understanding of acceptance on the ”Technology Acceptance Model”
developed byDavis [28]. Here, the acceptance of amodel ismainly determined by how
easy it is to use (perceived ease of use) and whether the user believes the system will
enhance their performance on a task (perceived usefulness). Other variables, such as
the intention to use the system, are also often measured in user acceptance studies
but play a lesser role in our scenario, where the employment of an automatic feedback
system is controlled mainly by the instructor and not the students. Thus, we develop
three items each for ”perceived ease of use” and ”perceivedusefulness” based on items
used in related work [107, 178].

Trust is also a concept with a variety of interpretations. We follow Mayer, Davis,
and Schoorman’s [102, p.712] definition of trust being ”the willingness of a party to be
vulnerable to the actions of another party based on the expectation that the other will
perform a particular action important to the trustor, irrespective of the ability to moni-
tor or control that other party.” They mainly consider three aspects of trustworthiness:
ability, benevolence and integrity. Ability captures whether the trustor believes the
trustee has the skills and competencies to perform the action. Benevolence indicates
whether the trustor believes the trustee wants to act in the trustor’s interest, aside from
egocentricmotives. Integrity describeswhether the trustor believes the trustee behaves
according to a set of principles the trustor finds acceptable. In our case, trust describes
howwilling the students, the trustors, are to have their work assessed by an automatic
system, the trustee, and believe it to provide accurate and helpful feedback while ad-
hering to principles, such as keeping their responses private. We develop three items
to measure trust based on previous work by Afshan et al. [1].

We expect students to trust and accept human feedback more than automatically
generated feedback. Considering the generated feedback’s imperfection,we expect stu-
dents in the AI Group to view the feedback generator less favorably at T2 than at T1.
For the other groups, no significant change in attitude is expected.

Method of Analysis

We use Linear Mixed Models (LMMs) instead of a mixed-design ANOVA to analyze
each dependent variable formultiple reasons. First, LMMs can incorporate data points
with missing values [79]. This study has 19 incomplete data points, where students ei-
ther elected not to participate in every measuring point or had to be excluded due
to cheating or mismatched participant codes. Since this is a non-negligible number,
relevant information would have to be discarded when using an ANOVA instead. Sec-
ond, all participants were recruited from the same class, thus most likely violating the
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Variable N Mean σ Reliability(α)
Learning Gain

Self-reported 70 5.09 1.32 0.84
Objective 67 2.84 0.95 -

Motivation
Intrinsic goal orientation 77 4.70 1.19 0.73
Task value 77 5.47 0.81 0.80
Control beliefs 77 5.67 0.92 0.63
Self-efficacy for learning performance 77 5.47 1.00 0.89
Test anxiety 77 3.05 1.27 0.72

Acceptance
Perceived usefulness AI 77 4.99 1.25 0.84

H 77 5.78 0.91 0.81
Perceived ease of use AI 77 4.42 1.06 0.57

H 77 5.62 0.78 0.41

Trust AI 77 5.02 1.16 0.61
H 77 5.65 0.78 0.41

Fairness AI 77 4.65 0.88 0.04
H 77 5.12 0.87 0.18

Table 25: Descriptive statistics of each dependent variable at T1. Acceptance, trust and fairness
were each rated separately toward human (H) and automatic (AI) graders. All vari-
ables except objective learning gain scale from 1 to 7, objective learning gain from 0
to 3.5. Fairness was excluded from further analysis due to its low internal consistency

as measured by Cronbach’s α. Table adapted from [48].
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ANOVA’s independence assumption. Finally, LMMs are also more robust to data that
is not normally distributed [139]. While most variables looked normally distributed
when visualized, a number of them did not pass a statistical test for normalcy. Thus,
we fitted a linear mixedmodel for each dependent variable using restricted maximum
likelihood.

Since participants rated the variables multiple times (across grader types and mea-
suring points),we cannot assume the provided ratings to be independent. For example,
a student who was highly motivated at T1 is much more likely to be highly motivated
at T2 than a student who was demotivated at T1. For this reason, we model the par-
ticipants as random effects that affect our measurement of the group impact. Due to
the dataset size, we assume slopes to be fixed across a group’s participants since it re-
duces the number of parameters themodel aims to estimate. However, it is likely that a
participant’s changes from one measuring point or grader type to another are affected
by individual characteristics in practice. In other words, the slopes likely differ from
participant to participant. For example, some participants may lose motivation more
quickly than others – irrespective of their group assignment. This should be controlled
for using a random-slopemodel inmore extensive studieswithmultiplemeasurement
points in the future.We treated the group, time and type of grader (where appropriate)
as fixed effects.

One drawback of LMMs is the uncertainty of how to best estimate significance of
interactions considering the model’s hierarchical structure. As recommended by Luke
[96], we calculate t-tests and significance levels with the Satterthwaite approximations
for degrees of freedommethod. Despite its superior performance compared to alterna-
tive approaches, resulting p-values should serve only as an indication due to possibly
high error rates [96]. We selected Group AI at T1 as the reference point for the test
comparisons, meaning that the fixed effect intercept is the mean of Group AI at T1
for a given variable. Each effect estimate is, thus, the change from the reference group
in the given factor. For example, the estimate for Group Human is the difference be-
tween Group AI and Group Human at T1. The estimate for T2 captures how the vari-
able changed from T1 to T2 in Group AI. Interactions, such as ”Human x T2”, indicate
how the variable time affected the dependent variable in Group Human compared to
Group AI.

Results: Learning Gain

The following sections provide an overview of the most important effects and statis-
tics. The complete model statistics for each variable can be found in Appendix A.5.
Figure 11 displays the estimated effects on subjective and objective learning gain. All
scales besides objective learning gain ranged from1 to 7.Objective learning gain ranged
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Figure 11: Estimated effects on learning gain for each group (N = 70 for self-reported gain and
N = 71 for objective gain). Figure adapted from [48].

from 0 to 3.5. For self-reported learning gain, the model estimated a mean of 5.15 for
Group AI at T1. Group Human reported a marginally higher initial knowledge and
Group No-Feedback a slightly lower initial knowledge state compared to Group AI.
From T1 to T2, Group AI reported no change in knowledge level, while both other
groups reported a slight decrease in knowledge (Human x T2: Est. = -0.46; p = 0.17).

The objective learning gain behaved similarly but with more considerable differ-
ences between the groups. The model estimated a mean of 2.96 for Group AI at T1.
Group Human was estimated to have slightly higher initial objective learning scores
and Group No-Feedback significantly lower ones (Est. = -0.62; p = 0.048). In contrast
to the subjective learning gain, all groups’ knowledge decreased from T1 to T3. Group
AI had the smallest decrease (Est. = -0.34; p = 0.22), followed by Group No-Feedback
with a marginally higher reduction. Group Human had the largest loss in knowledge
(Human × T2: Est. = -0.60; p = 0.12).

Overall, both learning gain measures behaved similarly and indicated that partic-
ipants in Group AI forgot less compared to the other groups, with Group Human
displaying the greatest loss in knowledge over time.

Results: Motivation

Figure 12 displays each motivation variable’s estimated effects. For intrinsic goal ori-
entation, the LMM estimated a mean of 4.90 for Group AI at T1. Group No-Feedback
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Figure 12: Estimated effects on motivation for each group (N = 77). Figure adapted from [48].

showed no mentionable difference to Group AI at T1. Group Human had a slightly
lower initial intrinsic goal orientation than Group AI (Est. = -0.51; p = 0.12). From T1
to T2, intrinsic goal orientation increased slightly in Group AI (Est. = 0.28; p = 0.12).
Both other groups showed a slight decline in intrinsic goal orientation over time, with
GroupHuman diverging significantly fromGroup AI’s change from T1 to T2 (Human
x T2: Est. = -0.49; p = 0.048).

For task value and self-efficacy, all Groups behaved similarly – only GroupHuman
had a slightly higher initial self-efficacy compared to the other groups. Control beliefs
decreasedminorly fromT1 to T2 for GroupAI (Est. = -0.15; p = 0.32) but stayed nearly
constant for the other groups. Test anxiety improved significantly from T1 to T2 in
Group AI (Est. = -0.38; p = 0.046). Group No-Feedback showed a similar decrease
in anxiety and Group Human displayed a marginally larger decline than Group AI
(Human x T2: Est. = -0.21; p = 0.40).

In summary, all feedback types had little effect on the motivation variables. Solely
test anxiety lessened significantly from T1 to T2, irrespective of the group. The only
notable difference between groups was observed for intrinsic goal orientation, which
increased for Group AI and decreased for the other groups.
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Results: Student Attitudes

Lastly, Figure 13 captures the estimated effects on students’ attitudes toward human
and AI graders. For perceived usefulness, the model estimated a mean of 5.37 for
GroupAI toward the automated feedback system at T1. This configurationwas chosen
as the reference for all the following comparisons. Group No-Feedback had a slightly
worse perception of AI graders’ usefulness at T1 (Est. = -0.31; p = 0.33) and Group
Human had a significantly lower perception of its usefulness (Est. = -0.82; p = 0.01).
All groups rated human feedback asmore useful at T1, withGroupHuman displaying
the largest difference, followed by Group No-Feedback and, finally, Group AI.

At T2, students were asked to imagine two scenarios and rate the respective grader
type. First, that the feedback they had received stemmed from an AI grader and, sec-
ond, that it had been formulated by a human instead. Nearly all groups perceived both
grader types as slightly less useful than at T1. Only theNo-FeedbackGroup viewedhu-
man feedback as marginally more useful at T2. While nearly all perceptions declined
similarly, Group AI rating the AI grader had a noticeably steeper decrease than the
rest (Est. = -0.47; p = 0.11).

Concerning the perceived ease of use, the model estimated a mean of 4.60 in Group
AI rating a hypothetical AI feedback system at T1. Both other groups reported slightly
lower values. All groups rated human feedback as significantly easier to use than AI
feedback at T1, with Group Human showing the largest difference (Human × human
grader: Est. = 0.75; p = 0.03). This is followed by Group No-Feedback (No-Feedback
× human grader: Est. = 0.59; p = 0.08) and, lastly, Group AI (Est. = 0.75; p = <.01).
At T2, Group AI and Human both rated AI feedback to be marginally less easy to use
than at T1, while Group No-Feedback found it marginally easier to use. The ratings of
human graders increased marginally for Groups AI and No-Feedback, but decreased
substantially for Group Human (Human x human grader × T2: Est. = -0.72; p = 0.14).
Thus, students found human feedback harder to use than expected after receiving it.

For the final dependent variable, trust, themodel estimated amean of 5.32 forGroup
AI at T1, rating anAI grader. GroupsNo-Feedback andHuman trusted anAI feedback
system slightly less initially. All groups trusted human feedback slightly more than AI
feedback at T1,withGroupAI having the smallest difference between the grader types.
At T2, Group AI trusted the AI grader slightly less (Est. = -0.31; p = 0.19). Both other
groups trusted the AI grader slightly more at T2. This means that Group Human’s
trust in the AI increased under the assumption that the feedback they had received
had been automatically generated. The level of trust in human graders stayed mostly
constant in Groups AI and No-Feedback but decreased slightly in Group Human.

In summary, human graders were generally more accepted and trusted than AI
grades in all groups at all times. Group AI found AI graders less useful and slightly
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Figure 13: Estimated effects on acceptance and trust for each group and grader type (N = 77).
Figure adapted from [48].

True Group Guesses: AI Grader Guessses Human Grader Unsure
AI (N = 21) 12 (82.58%) 9 (72.00%) 0
H (N = 25) 13 (73.31%) 11 (73.18%) 1

Table 26: Student guesses on what type of feedback they had received. The student’s reported
average certainty for each guess type can be found in parentheses, correct guesses

are marked in bold. Table adapted from [48].

less trustworthy after receiving automatically generated feedback. Symmetrically, stu-
dents who had received human feedback also found human graders slightly less trust-
worthy and useful after receiving it, with a substantial decrease in ease of use.

Results: Students Guessing Feedback Type

Before students were informed of their grader type, they were asked whether they
thought a human or a machine learning model had generated their feedback. They
also assigned a certainty score to their guess, ranging from 0 to 100%. Students were
generally very sure of their guess (x = 75.49%, σ = 15.62, min = 40%, max = 100%),
with students correctly identifying their feedback as automatically generated slightly
more sure than the others. In Groups Human and AI, around half of the students
guessed that an automatic system had graded them. All in all, only around half of
the participants guessed their grader correctly. Thus, they did not exceed chance level.
The exact number of guesses per group and type can be found in Table 26.
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4.3.5 Interpretation of Results & Limitations

To summarize, we introduced several supervised elaborated feedback generation ap-
proaches. Evaluating each approach on SAF showed that the generated feedback gen-
erally had a high lexical overlap with the gold-standard human feedback if the model
had seen other answers to a given question during training. While still falling short of
the annotators’ performance, automatic similarity metrics indicated a sufficient qual-
ity for a deeper evaluation. Thus, we performed a field study in a communication
networks lecture using the T5 feedback generator.

We observed that the type of feedback received did not notably impact the motiva-
tional variables task value, control beliefs, test anxiety and self-efficacy. Contrary to
expectations, intrinsic goal orientation even increased for students who had received
the automatically generated and sometimes imperfect feedback compared to the other
groups. Similarly, they seemed to be less affected by forgetting as their learning gain
decreased less with time. One possible explanation could be that students engaged
more with the feedback received due to its unexpectedness. If the students received
questionable feedback, they might be motivated to cross-check or further think about
the learning material to understand it better. This may also lead them to view the quiz
as more of a learning opportunity than a means to achieve an extrinsic reward.

Generally, all groups deemed human graders more useful and trustworthy at all
measuring points. This is unsurprising, considering the students were generally famil-
iar with machine learning and, thus, also its weaknesses. Interestingly, both feedback
groups viewed their respective graders slightly less favorably after receiving feedback,
withAI feedback decliningmore sharply in perceived usefulness and human feedback
being viewed as substantially less easy to use.

The automatically generated feedback had no harmful effects on students’ motiva-
tion and even improved learning gain in our study. Nevertheless, that does notmean it
is on par with human feedback. First, the studywas intentionally short to mitigate any
potentially harmful effects of imperfect automatic feedback. While that was a sensible
design decision for an explorative study, a follow-up study over a longer time is nec-
essary to investigate long-term effects. The positive effects observed in our study may
arise from the novelty of the imperfect feedback. Feedbackmight be ignored altogether
should students continue to lose trust in the feedback generator. Alternatively, stu-
dents may incorporate faulty feedback in their learning process, harming their learn-
ing gain. The students’ ability to guess their grader type was hardly above chance
level, even though the automatic feedback was often deemed inferior by teaching staff
in random checks. Therefore, students may not be able to identify faulty feedback suf-
ficiently.
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Second, the feedback system’s robustness toward cheating should be further ex-
plored before use in practice. One of the students in the field study successfully tricked
the feedback model by answering ”Aus dem Hut gezauberten Text prüfen” to the En-
glish communication networks questions. While cheating was not the focus of this
study, we expect it to have more substantial effects in long-term studies where stu-
dents have more time to exchange successful exploits.

Nevertheless, the evidence suggests that even an imperfect feedback generator can
be a powerful educational tool if used correctly. Instead of presenting the feedback as
fact to students, it may be better suited as critical-thinking prompts to further engage
students with the material. We imagine asking students to explicitly criticize their re-
ceived feedback could be an exciting task, beneficial to their intrinsic motivation and
learning while containing potential harm through semantically faulty feedback. How-
ever, considering how sharply the models’ performance falls off on unseen questions,
this is only advisable for questions with some labeled data.
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4.4 unsupervised feedback generation

In the previous section, we introduced feedback generation approaches requiring ac-
cess to training data. However, we also experienced how labor and cost-intensive the
collection of reliable, high-quality feedback is – especially when thousands of exam-
ples are needed to train and evaluate a feedbackmodel properly. Collecting vast amounts
of data in every application domain is infeasible. At the same time, current language
models are limited in their zero-shot generalizability to new questions and domains.
For these reasons, we explore unsupervised feedback generation methods in this sec-
tion.

One method often utilized in practice is eschewing personalized feedback and in-
stead supplying a reference solution.Oftentimes the reference solution is accompanied
by a score or label indicating the response’s correctness, as verifying is much faster
than writing out individual improvement suggestions. An example of such feedback
can be seen in the top row of Table 27. Yet it can be challenging to infer one’s mistakes
from a reference solution. Teachers may have different perspectives than the students
or use unfamiliar terminology, making the reference solution incomprehensible [169].
Depending on the solution’s detailedness, it may also be incomplete and fail to cover
the learner’s response or, on the flip side, be too detailed and overwhelming. Con-
sequently, a concrete improvement suggestion in the learner’s own words would be
more easily understandable and actionable [144].

Question: What happens to the volume of the sound if you pluck a rubber
band harder?

Reference: The volume increases. The sound is louder.
Response: It vibrates more and it gets lower. → Incorrect
Counterfactual: It vibrates more and it makes louder sound. → Correct

Table 27: Example student answer with commonly given feedback (verification and reference
answer) compared to generated counterfactual feedback. The student answer stems

from SciEntsBank. Table adapted from [47].

For this reason, we propose unsupervised feedback methods based on counterfac-
tual reasoning to provide individual improvement suggestions. The approaches uti-
lize classical Automatic Short Answer Grading (ASAG) models and are motivated by
the question of how the grading model’s input would have needed to look to achieve
a different prediction outcome instead [159]. In this regard, it is similar to an adver-
sarial attack with the difference of looking to change the label’s actual class instead
of only fooling the model. Thus, the space of possible modifications is explicitly not
limited to meaning- or class-preserving changes; for instance, given the response in



96 elaborated feedback generation

Table 27, a counterfactual generator searches for modifications of the response that
would have made the grading model classify it as correct instead. In this case, it found
that replacing “it gets lower” with “it makes louder sound” improves the assigned
classification. The resulting counterfactual is a concrete improvement suggestion in
the learner’s own words, clearly indicating which part of the original response was
incorrect and how it could have been improved.

However, only some student responses are improvable with minor modifications.
Irrelevant responses like “I do not know” would have to be rewritten entirely to be
correct. Some modifications may also lead to adversarial examples, where the grad-
ing model predicts them as correct, but there is no genuine improvement. Thus, this
chapter explores to which extent counterfactual generators are suitable to produce unsuper-
vised elaborated feedback. For this purpose, we evaluate three methods on three ASAG
datasets automatically, followed by an expert evaluation of the generated counterfac-
tual examples for one of the datasets..

4.4.1 Counterfactual Feedback Approaches

All of the following approaches aim to provide feedback to incorrect student responses
by generating more correct versions of them. The first counterfactual feedback ap-
proach is based on the Minimal Contrastive Editing (MiCE) Framework [131]. Its goal
is to iteratively replace the most impactful tokens in a response until the ASAG model
predicts it as correct. The grading model’s gradient determines the impact of a to-
ken. The second approach is based on Polyjuice [173]. In contrast to the previous ap-
proach, it performs controlled modifications based on predefined control codes, such
as ”negate” or ”shuffle.” Finally, we introduce a paraphrasing-based approach that
generates a novel correct response based on the original student’s answer. A compari-
son of the approaches at inference time can be found in Figure 14 and a description of
their training process follows.

Contrastive Infilling based on MiCE

MiCE is a contrastive infilling approach where the main idea is to iteratively identify
parts of the input detrimental to the prediction of the target class and replace them.
Problematic input sections are identified by calculating the grading model’s gradients
with regard to the input tokens. This gradient reveals tokens that have a negative im-
pact on the prediction of the target class. The detrimental sections can then be masked
and provided to an editor model that generates a replacement. This process is also
depicted in Figure 14. Prior to the actual generation of counterfactual examples at in-
ference time, the editor model must be trained to perform infilling.
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KOM – Multimedia Communications Lab  7

Approaches @ Inference Time 

Contrastive Infilling

Polyjuice

Paraphrasing 

T5
“input: it vibrates more and it <mask>. 
</s> the volume increases. the sound is 
louder.”

T5“it vibrates more and it gets lower.” “the rubber band vibrates.”

“it vibrates more and it gets lower. 
[delete]”

GPT-2

“label: correct input: it vibrates more 
and it <mask>. </s> the volume 
increases. The sound is louder.”

“it vibrates more and it makes 
more sound.”

T5
“it vibrates more and it makes 
louder sound.”

“no counterfactual found”

Figure 14: Input and output of the counterfactual approaches at inference time. The particular
example was chosen due its briefness.

We implement and train two distinct editor models, both using the pre-trained T5
architecture. The first follows the process of Ross, Marasović, and Peters [131]. It is
trained to reproduce original student responses where 20-55% of the tokens have been
randomly masked. In contrast to the second editor model, it is conditioned on the
response’s class to enable the generation modifications for a target class at inference
time. The label conditioning can be seen in the bottom contrastive infilling approach
in Figure 14. We will refer to this approach as ”label infill” for the remainder of this
chapter.

The second model deviates from the original MiCE framework as we do not condi-
tion it on a target label. The main idea is that we only wish to generate correct student
responses at inference time since we wish to generate improvement suggestions for
wrong answers. The label, therefore, does not carry any information, as it will be the
same for every response. While we lose the ability to target other classes, such as par-
tially correct, we gain training efficiency as the editor now is only trained on correct
responses instead of all responses in the dataset. We will refer to this approach as ”in-
fill” for the remainder of this chapter. Both editor models receive the reference answer
as context.

After fine-tuning the editor model, we begin the iterative modification process of in-
correct and partially correct student answers. In each iteration, we mask consecutive
spans of tokens based on importance scores calculated by the gradient attribution
method Integrated Gradients [149]. Four masks are created in each iteration, with 15,
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30, 45 and 60% of the tokens masked. The masked tokens are added to a list of words
the editor is not allowed to generate to prevent it from reproducing the original re-
sponse. Seven replacement candidates are generated for each masked answer with a
combination of top-k=30 and top-p=0.95 sampling¹⁵. Thus, a total of 28 candidates are
generated per iteration. The candidates are then graded by the ASAGmodel described
in Section 4.4.2 and solely the candidate with the highest target class probability is re-
tained. Should the candidate’s class probability exceed the classification threshold to
be labeled as correct by the grading model, the modification loop is terminated. Oth-
erwise, the modification loop is stopped after four iterations to conserve computation
resources, arguing that we will likely not find a suitable modification that is still close
to the original answer if we have not found it by then.

Polyjuice

Polyjuice aims to control the modification process to produce more fluent counterfac-
tual examples. Instead of masking the most impactful tokens and giving an editor
model free rein over replacements, the location and type of modification can be con-
trolled using an editor model conditioned on control codes (see Section 4.4.2 for an ex-
ample). Wu et al. [173] provide a set of control codes, such as a negation of a sentence’s
meaning or a shuffle of key phrases or entities. Phrases may also be inserted, deleted,
replaced and restructured, quantifiers replaced orwords replacedwith grammatically
similar ones. We utilize the already fine-tuned GPT-2 editor model¹⁶ proposed by Wu
et al. [173] with all possible control codes. While fine-tuning an editor model specifi-
cally for the ASAG domain would likely produce better results, we do not have access
to the required sentence pairs exhibiting the desired modifications in our domain. For
example, we would require syntactic paraphrases of sentences in student responses.
In general, we expect this method to produce fewer counterfactuals overall due to the
constraints put on possible modifications, but it should produce counterfactuals that
appear more natural and fluent.

Paraphrasing

The last approach is based on the idea that a model trained to produce paraphrases
of correct student responses may produce corrected versions of incorrect responses
supplied at inference time. We train a T5 model to paraphrase by supplying pairs
of correct student responses and reference answers. Technically, these are not proper
paraphrases since answers can be more or less detailed or even focus on different as-
pects altogether. However, this suits us as the main idea is for the model to learn the

15 https://docs.cohere.com/docs/controlling-generation-with-top-k-top-p [accessed May 8]
16 https://github.com/tongshuangwu/polyjuice [accessed April 24, 2023]

https://docs.cohere.com/docs/controlling-generation-with-top-k-top-p
https://github.com/tongshuangwu/polyjuice
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Dataset Unseen Answers Unseen Questions Unseen Domains
Acc M-F1 W-F1 Acc M-F1 W-F1 Acc M-F1 W-F1

SAF 77.1 75.5 77.1 52.9 57.5 52.9 - - -
Beetle 71.4 69.7 71.4 54.8 54.8 56.6 - - -
SciEnts. 72.9 70.9 72.9 59.7 50.9 59.7 61.5 54.6 61.5

Table 28: The performance of the ASAG models used for counterfactual feedback generation.
Accuracy (Acc), macro-averaged F1 (M-F1) and weighted F1 (W-F1) are given in per-

cent. Table adapted from [47].

characteristics of correct responses and not precisely reproduce the original content.
If it produced proper paraphrases, it would not improve upon incorrect answers. In
contrast to the other counterfactual approaches, this method does not mask parts of
the student’s answer but produces a novel response from scratch. During training, it
receives either a reference answer or a correct response and generates the respective
counterpart. During inference, it is supplied with an incorrect response instead.

4.4.2 Experimental Settings

We aim to explore to which extent feedback can be generated with counterfactual gen-
erators. Thus, it is sensible to investigate the method’s performance onmultiple ASAG
datasets of different domains. We select three benchmarks for this purpose: SciEnts-
Bank, Beetle and the English part of SAF. We exclude the German splits as the fine-
tuned GPT-2 model is unsuitable for multilingual inputs. The following experiments
precede the full construction of the final SAF dataset and, therefore, only contain the
first semester of the communication networks lecture. We choose the three-way clas-
sification setting for each dataset, with all datasets containing the classes correct and
incorrect. SAF has partially correct as the third class while SciEntsBank and Beetle con-
sider contradictory as the final class. If there are multiple reference answers to a ques-
tion, as is often the case in Beetle, we consider all of them.

We train ASAGmodels for each dataset. The models serve as the judge for the coun-
terfactual search. Since the ASAG model will be frequently queried during the search,
we opt for the more computationally efficient model BERT instead of T5. We follow a
similar training procedure as described in Section 3.2.2 and obtain the predictive per-
formance displayed in Table 28. Due to their size, all editor models were trained on
twoNvidia RTX 2080 Ti cardswith 11GB of RAMusingmixed-precision floating-point
numbers and gradient accumulation over 16 batches with a batch size of 2, resulting in
an effective batch size of 32. We used an Adafactor optimizer with a constant learning
rate of 0.001.
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Evaluation Measures

Mainly, two dimensions affect the quality of counterfactuals as feedback: validity and
proximity. While other factors, such as fluency or diversity, are also sometimes consid-
ered, they play a lesser role in a feedback application.We neither need to producemul-
tiple, diverse improvement suggestions nor do the counterfactuals necessarily need to
be grammatically correct, considering the initial student response is often not fluent
either. It is much more critical that the counterfactual remains as close as possible to
the original answer while changing the answer’s class.

Typically, the validity of a counterfactual generator is measured by the percentage
of its generated counterfactuals that achieve the desired prediction [159] – irrespec-
tive of the class predicted prior to modification. This works well for related work, as
they usually utilize predictors with near-perfect accuracy but would overestimate the
generator’s performance due to the ASAG models’ imperfectness. Thus, we exclude
all responses mistakenly predicted as correct from the evaluation, as they do not re-
quire modification. A counterfactual is only deemed successful if it flips the predicted
label to correct. We also calculate the flip rate for each class individually to investi-
gate whether the initial degree of incorrectness influences the counterfactual genera-
tion. Nevertheless, even though flip rates are often used to measure validity in related
work, they may not be reliable. As shown in Chapter 3, slight modifications to stu-
dent responses can confuse grading models into predicting them as being correct even
though they are not. Since we are looking for real improvements, we also conduct a
regrading of a subset of the generated counterfactuals with a human expert to get a
more reliable validity indicator.

Similar to related work [131], we utilize word-level Levenshtein distance to mea-
sure how close a counterfactual remains to the original student response. Levenshtein
distance calculates the minimal number of insertion, deletion or replacement opera-
tions to equalize two strings and normalizes it with the total number of words in the
original student answer. It can be seen as the percentage of words modified as long as
the modified response remains maximally as long as the original answer. While the
distance should not be zero, as some modifications are desired, it should only be as
large as needed to improve the student response and follow the learner’s expressions
beyond that.

Evaluation Process

We evaluate the generated counterfactual feedback in two steps. First, we analyze each
approach’s flip rate and average distance to the initial response for each dataset, sim-
ilar to evaluations done in related work. Second, a domain expert manually deter-
mines whether the counterfactual modification truly corrects the student’s response
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Approach
Unseen Answers Unseen Questions

Contra (48) Incorrect (202) Contra (35) Incorrect (238)
FR Dist FR Dist FR Dist FR Dist

Paraphrase 72.9 1.54 74.8 1.82 65.7 1.69 68.5 1.65
Infill 31.2 0.16 33.2 0.17 17.1 0.12 31.1 0.15
Label Infill 29.2 0.15 31.7 0.18 20.0 0.11 34.5 0.17
Polyjuice 2.1 0.14 1.0 0.12 5.7 0.12 2.5 0.11

Approach
Unseen Domains

Contra (279) Incorrect (1583)
FR Dist FR Dist

Paraphrase 48.4 2.02 63.2 2.12
Infill 38.4 0.16 27.3 0.15
Label Infill 38.7 0.18 27.7 0.16
Polyjuice 2.9 0.09 3.0 0.13

Table 29: The average Levenshtein distance (Dist) and flip rate (FR) of the counterfactual gen-
eration methods on SciEntsBank’s contradictory (Contra) and incorrect responses.
Sample sizes are given in parentheses. The best performances are marked in bold.

Table adapted from [47].

or whether the grading model was only fooled. The second step is done for all coun-
terfactuals generated on the SAF dataset, as it is the only dataset with an elaborated
explanation of the student’s mistake. A similar evaluation of the other datasets would
take a lot more time and effort, as the grader would first have to deduce why the re-
sponse received its assigned grade before they can decide whether the mistake was
rectified in the counterfactual.

4.4.3 Feedback Evaluation

On SciEntsbank (see Table 29), the paraphrasing approach achieves the highest flip
rates by a largemargin. For all test splits and classes besides contradictory in unseen do-
mains, it achieves flip rates of over 60%. In contrast, the contrastive infilling approach
with label conditioning (Label Infill) flips 29.8% of the labels on average across each
class and test split, with a slightly higher success rate on incorrect than on contradictory
responses on the unseen answers and unseen questions split. The trend is reversed for
unseen domains.

The contrastive infilling approach without label conditioning (Infill) performs sim-
ilarly with an average flip rate of 30.2% across classes and splits and the same trend
of performing better on incorrect answers on the first two data splits but not on the
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Approach
Unseen Answers Unseen Questions

Contra (453) Incorrect (480) Contra (740) Incorrect (830)
FR Dist FR Dist FR Dist FR Dist

Paraphrase 74.2 8.56 78.3 10.63 76.9 8.04 74.7 13.27
Infill 60.9 2.77 63.3 2.18 46.5 2.38 52.8 2.14
Label Infill 44.8 0.42 41.9 0.39 39.1 0.34 38.0 0.33
Polyjuice 1.8 0.11 2.1 0.14 1.8 0.12 3.3 0.17

Table 30: The average Levenshtein distance (Dist) and flip rate (FR) of the counterfactual gen-
eration methods on Beetle’s contradictory (Contra) and incorrect responses. Sam-
ple sizes are given in parentheses. The best performances are marked in bold. Table

adapted from [47].

unseen domains split. While both infilling approaches have a significantly lower flip
rate than the paraphrasing approach, the counterfactuals produced are much closer
to the original response, with an average distance of 0.16 and 0.15 across all data splits
compared to paraphrasing’s 1.81. Polyjuice produces only few successful counterfac-
tuals (1-6%) on SciEntsBank, but they are also close to the original with an average
distance of 0.12. Opposed to the previous methods, Poliyjuice performs slightly better
on contradictory responses.

On Beetle (see Table 30), the general pattern of the paraphrasing model having the
highest (average of 76%) and Ployjuice having the lowest flip rate (average of 2.3%) re-
mains unchanged. Ployjuice’s modifications also remain close to the originals, with an
average distance of 0.14. The paraphrasingmodel produces evenmore dissimilar coun-
terfactuals on Beetle compared to SciEntsbank with distances between 8 and 13.3. On
average, more label flips are achieved by the contrastive infilling approaches on this
dataset but at the cost of higher distances. The approach without label conditioning
achieves an average flip rate of 55.9% and a distance of 2.37. The approach with label
conditioning flips 41% of the labels on average with a distance of 0.37. Since Beetle
is the only dataset with multiple reference answers and each student answer and ref-
erence answer pair form a sample, questions with many reference answers may be
overrepresented in this statistic.

Finally, Table 31 displays the results on SAF. Once again, the paraphrasing model
produces the highest rate of label-flipping counterfactuals with flip rates between 50
and 100% but also the highest Levenshtein distance (2.22 on average across all splits).
On SAF, Polyjuice produces only slightlymodified counterfactuals that seldomflip the
predicted class with flip rates between 0 and 11% and an average edit distance of 0.02.
The contrastive infilling approach with label conditioning flips 21.9% on average with
a distance of 0.13 and the approach without label conditioning flips 24.2% on average
with a distance of 0.15.
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Approach
Unseen Answers Unseen Questions

Partial (52) Incorrect (9) Partial (31) Incorrect (8)
FR Dist FR Dist FR Dist FR Dist

Paraphrase 50.0 1.72 77.8 3.89 96.8 1.60 100 1.66
Infill 25.0 0.19 11.1 0.11 35.5 0.12 25.0 0.19
Label Infill 19.2 0.14 11.1 0.10 32.3 0.12 25.0 0.16
Polyjuice 0.0 0.01 11.1 0.01 3.2 0.03 0.0 0.01

Table 31: The average Levenshtein distance (Dist) and flip rate (FR) of the counterfactual gen-
eration methods on SAF’s partially correct (Partial) and incorrect responses. Sam-
ple sizes are given in parentheses. The best performances are marked in bold. Table

adapted from [47].

Expert Regrading

While all approaches besides Polyjuice show promising flip rates, we must consider
the possibility of the predictor being fooled and deeming the responses correct with-
out a genuine improvement. To further investigate this, we tasked one of the commu-
nication network experts involved in SAF’s annotation with manually examining the
generated counterfactuals. For this purpose, we provided the expert with the original
student response, elaborated feedback and reference answer for each counterfactual
that flipped the ASAG’s label to correct. In total, 59 counterfactuals generated by the
paraphrasingmodelwere regraded, 21 from the label conditioned infilling, 25 from the
contrastive infilling without labels and a single counterfactual generated by Polyjuice.
Thus, the expert examined a total of 106 counterfactuals. Table 32 contains an example
counterfactual for each approach, selected for their brevity.

As can be seen, most of the modifications performed are not genuine improvements.
Of the 106 counterfactuals, 103 are adversarial examples that only fool the grading
model without correcting the response. Furthermore, two of the corrected responses
stem from the paraphrasing model generating the reference answer to the question.
The paraphrasing model generally generated entirely novel responses that had little
to do with the original answer, corroborating the high edit distances. Interestingly,
the generated counterfactuals are sometimes also mixes of various reference solutions.
This indicates that the grading model may have difficulties differentiating between
questions even though it receives the corresponding reference answer as input. Some-
times, the paraphrasingmodel also generatedutterly absurd content, such as “... 56.648
* 64 bit/sec = 128 bit processing tables = 276 bit data transfer tables + 3 * 1.31 seconds to reach
the destination system ...”.

Both infilling models also primarily produced adversarial examples with meaning-
less modifications. For instance, “... the issue with this case is ...” was replaced with “...
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Polyjuice
Original: In this case the system will be for the whole time in a state, in which

there are less than 10 packets waiting in the queue, due to the fact that
there are alwaysmore packets processed pro second than arriving. Utili-
sation = arrival rate / service rate = 9 pkts/s / 10 pkts/s = 0.9N - average
number of packets in the system N = utilisation / 1 - utilisation which
gives = 9 packets
We can also calculate the probability, that the system is full: p10 =
(1− p) ∗ p10/(1− p11)we get 0.05 as a result. Because the utilisation ist
the same at every time, the probability that the system is full remains
equally.

Counter.: In this case the system will be for the whole time in a state, in which
there are less than 10 packets waiting in the queue, due to the fact that
there are alwaysmore packets processed pro second than arriving. Utili-
sation = arrival rate / service rate = 9 pkts/s / 10 pkts/s = 0.9N - average
number of in the system N = utilisation / 1 - utilisation which gives =
9 packets
We can also calculate the probability, that the system is full: p10 =
(1− p) ∗ p10/(1− p11)we get 0.05 as a result. Because the utilisation ist
the same at every time, the probability that the system is full remains
equally.

Paraphrasing
Original: Control plane is logically centralized and responsible to define routes

andmanages network graphs while data plane is physically distributed
and responsible for forwarding of packets.

Counter.: to support billions of end-systems. to reduce routing tables. and sim-
plify protocol processing with simplified header.

Contrastive Infilling with Labels
Original: The flow tables are used to match certain properties in order to deter-

mine their path. Meter tables are used for statistics.
Counter.: The flow tables are used to match certain properties in order to deter-

mine a path. also flow tables are used for statistics.

Contrastive Infilling without Labels
Original: It couldn’t be in the real internet. In the real internet if a packet is lost or

has error, it needs to be retransmitted. Obviously it could affect the fol-
lowing arrivals. It means the time intervals could not be independent.

Counter.: It couldn’t be independent in the real internet. In the real internet if
a packet is lost or has error, it needs to be retransmitted. Obviously it
could affect the following arrivals. It means the time of transmission
could not be independent.

Table 32: Example counterfactuals generated for SAF. Subtle changes are highlighted in blue.
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the issue with this narcotic is ...”. Nevertheless, not all of the infilling models’ modifica-
tionswere adversarial. Somemodifications improved student responses partway, even
if they were still incorrect overall. For example, “extension headers are the way to put
additional information in the packet...” was correctly replaced with “extension headers
are used to extend the fixed ipv6 header with additional options...”. This is a legitimate
improvement and may be helpful as elaborated feedback.

4.4.4 Interpretation of Results & Limitations

In conclusion, three of the four compared counterfactual generation methods pro-
duced counterfactuals that flipped the grading model’s prediction for at least a fifth
of the responses in three diverse datasets. Approximately a quarter of the responses
could be flipped with only slight modifications across all datasets. However, most
counterfactuals turned out to be adversarial examples in an expert reexamination done
for one of the datasets. Often, the performed modifications were meaningless or even
absurd. This indicates that the flip rate is not a reliable success measure in this setting
despite it often being used in related work. Current ASAG models are still too unre-
liable to provide the necessary direction to a counterfactual generator, possibly more
unreliable than predictor models usually utilized in related work. Therefore, future
work on counterfactuals as elaborated feedback should also include human evalua-
tions and not rely only on automatic metrics.

We conclude that counterfactual generators are not yet suitable for elaborated feed-
back generation. Without more reliable grading models or including humans in the
loop, the rate of genuine improvements is too low compared to the number of adver-
sarial examples found. However, we did observe partial improvements in our experi-
ments, indicating that the idea of counterfactual examples as feedback has merit and
is a promising avenue for future research with more accurate grading. One possible
method of improving grading accuracy could be including a human teacher in the
prediction loop, either when marking which parts of the student response should be
replaced or in determining whether a modification was successful. This could serve
not only as a training signal for the counterfactual generator but also for the automatic
grading model itself.

Especially counterfactual generators based on contrastive infilling are useful for ex-
ploring a model’s decision boundary and could be helpful as a form of adversarial
training. They may be even better suited than typical adversarial attacks since they
are not constrained to modifications that preserve semantic or even class equivalency
and, thus, are able to explore amore extensive and diverse search space.With a human
in the loop, adversarial examples could be differentiated from genuine improvements
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and fed back into the predictor’s and generator’s training setwith the appropriate label.
Found counterfactuals could also help identify more general issues with the grading
model’s architecture or configuration. For instance, the absurd modification of mathe-
matical expressions observed in our experiments may indicate that mathematical con-
tent is not adequately represented in the embedding space and that a model with a
different pre-training setup would be better suited to this domain.

In future work, other counterfactual generators could also be investigated. The num-
ber of counterfactuals found and their dissimilarity to the original response varied sig-
nificantly from method to method in our experiments. Particularly approaches with
external knowledge sources may yield a higher quantity and quality of counterfactu-
als since they could derive improvable sections based on not only the grading model’s
gradients but also domain knowledge. This knowledge could also inform and guide
the replacement process toward semantically meaningful changes.

All in all, we conclude that the idea of counterfactual generation as a source of un-
supervised feedback is promising based on the partial improvements observed in our
experiments. However, further research on more reliable grading and human-in-the-
loop approaches is required before the idea becomes serviceable in practice.
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4.5 discussion of feedback generation

All in all, we have laid the groundwork for reproducible and comparable research
on elaborated feedback generation. A high-quality and easily accessible dataset span-
ning three domains and educational settings can form the basis of training and model
evaluation. The proposed evaluation framework can enhance comparability between
approaches, even if established automatic similarity measures could be more reliable
and, thus, should be supplemented with human evaluations. Finally, we developed
a set of supervised as well as unsupervised feedback generation approaches that can
serve as baselines for and inspire future research.

The supervised feedback generation approaches had a high lexical overlap with hu-
man gold standard feedback. However, the feedback generators generally fell short of
human performance. Nevertheless, even imperfect feedback improved learning and
motivation in a university course field study, providing evidence for its beneficial
applicability in education. However, considering that students were not better than
chance level in identifying automatically generated feedback, it should be marked
clearly to encourage critical questioning of its validity. While we expect critical think-
ing about automatically generated feedback to benefit learning – at least in a university
setting – long-term field studies are advisable.

While the unsupervised feedback methods – based on finding modifications of stu-
dent answers that improved an automatically determined grade – showed promise,
the generated feedback’s quality still needs to be improved for practical application.
The improvement suggestions generated by the unsupervised approaches often did
not truly improve the student’s response, only tricking the automatic grading model.
Especially the modifications of mathematical expressions were absurd in nearly all
cases. As of yet, the unsupervised generators may be helpful as tools to improve em-
ployed NLP models or as interactive feedback generators. A human in the feedback
generation loop could significantly increase this approach’s effectiveness, but further
research with more reliable grading is needed.





5
SUMMARY, CONCLUS IONS , AND OUTLOOK

In summary, this work investigated how robust current Transformer-based Automatic
Short Answer Grading (ASAG) approaches are to adversarially manipulated input
(RQ1) and how they can be extended to provide elaborated feedback in addition to
the verification feedback provided in related work (RQ2). We make the following con-
tributions to these research questions:

• We perform a thorough empirical analysis of state-of-the-art ASAG models’
robustness to various adversarial attacks. We observed significant losses in pre-
diction accuracy on multi-class tasks. In some cases, accuracy was reduced by
more than half. However, many of the misclassifications were due to the model
predicting incorrect responses as contradictory instead of as correct. Whether it
was inserting a single adjective or adverb, appending a trigger sequence, replac-
ing words with their synonyms or students attacking the model manually, all
attack strategies successfully fooled the grading model into misclassifying incor-
rect student responses as fully correct in 8-23% of cases.

• We contribute a powerful adversarial attack based on adjective and adverb in-
sertion. It performs comparably to existing adversarial attacks while requiring
no information about the target model. As demonstrated in our experiments, it
can be a powerful attack for a variety of taskswhere the insertion of a single adjec-
tive or adverb is unlikely to change an input’s actual class. In an expert evaluation
of modified responses, we verify that the attack adheres to the class-equivalency
constraint in ASAG settings. Moreover, adversarial examples generated by this
attack did not seem significantly more suspicious to human graders than the
original student answers, indicating that students could utilize this attack rela-
tively risk-free in practice.

• We collect, annotate and publish a novel, high-quality ASAG dataset with
elaborated feedback and develop a suite of supervised approaches based on
the dataset. We demonstrate the dataset’s reliable grading with high inter-anno-
tator agreementmeasures (Krippendorff’s alpha between 0.78 and 0.91) between
the two annotators of each dataset. We also present evidence for the grades’ va-
lidity by comparing achieved points on the short answer questionswith external,
established criteria, such as exam scores and job failure rates. We train various
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supervised models as benchmarks for future research. According to automatic
evaluation measures, the models achieve a high grading accuracy and similarity
with the gold standard elaborated feedback for answers they were trained on.
However, they fall short of human performance, especially for novel questions.
Nevertheless, a field evaluation of the automatically generated feedback in a uni-
versity lecture showed positive effects on learning gain compared to no feedback
and even human feedback conditions – without harming the students’ motiva-
tion. Only the students’ attitudes toward their respective graders worsened, ir-
respective of whether they had received manually or automatically generated
feedback.

• We develop and empirically evaluate unsupervised elaborated feedback meth-
ods based on existing counterfactual generation techniques. Three out of four
approaches produced sufficient counterfactuals that remained close to the origi-
nal student’swordswhile improving the automatically assigned grade.However,
an expert evaluation of the counterfactuals generated for one of the datasets re-
vealed that they were primarily adversarial examples and not genuine improve-
ment suggestions. Nevertheless, partial improvements were observed even if the
overall response remained incorrect.

5.1 conclusions

With regards to RQ1, we draw the following main insights from our contributions:

• State-of-the-art ASAG models predict at least partially based on non-robust
features. While this insight is expected, considering the existence of non-robust
features in other domains, we show that this is also true for popular short an-
swer grading models and tasks. Spurious correlations in the training data, such
as certain adjectives appearing more often in correct student responses, affect a
model’s predictions. Adversarial attacks can exploit these non-robust features.

• University students are likely able to autonomously identify systematic weak-
nesses of a given grading model only by being graded. Nearly all students
in our study identified at least one systematic weakness by submitting various
responses to an automatic grading system and receiving the predicted classifi-
cation. The students also discovered weaknesses that go beyond the keyword-
sensitivity automatic attacks are exploiting, such as an insufficient understand-
ing of negation. While further study is needed to clarify whether our findings
generalize to the broader student population as our participants predominantly
studied computer science-related fields, at least a portion of students are likely
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capable of finding and exploiting non-robust features with prolonged contact
with a model.

• Adversarial manipulation can be challenging to detect and prove even with
human graders. In our expert study on the human perception of responses ma-
nipulated by the adjective and adverb insertion attack, human graders viewing
the adversarial examples were not significantly more suspicious than a control
group viewing the original responses. Even though a more fine-grained study
is required to investigate potential minor effects, slight mistrust is unlikely to
provoke action. We also observed evidence that human graders might wrongly
suspect poorly written or wildly incorrect student responses. Therefore, detect-
ing adversarial input without disadvantaging low-performing students may be
challenging. Nevertheless, human graders were not fooled by the attack and can,
thus, correct the model’s mistakes even if they may not suspect – or be able to
prove – deceptive intent.

In conclusion, while current state-of-the-art approaches achieve high prediction ac-
curacy on existing datasets, they are not yet robust enough for summative assess-
ments without human supervision. Any real-world application will likely confront
models with out-of-distribution answers even without cheating attempts, as students
and teaching materials vary from semester to semester. Our work on RQ1 and con-
current work [33] demonstrate that such responses lead to questionable predictions in
current model architectures. Nevertheless, an ASAG model may be helpful for forma-
tive assessments or in conjunction with a human grader that checks a subset of the
model’s predictions. Random checks to reduce the success probability of adversarial
attacks may be a good solution here, as they would not unduly oversample responses
formulated by minority or low-performing students.

The following main insights can be drawn from our work on RQ2:

• Current ASAG models are not yet reliable enough for feedback based on coun-
terfactual generation methods. Until a more reliable estimation of a response’s
correctness is established, we do not expect counterfactual generation methods,
in general, to produce useful feedback. It is simply too easy to run into local op-
tima that are adversarial examples instead. However, the partial improvements
observed in our experiments lead us to believe that this is a promising area of
future research, with either more reliable models or human graders providing
reliable judgment.

• Even imperfect, automatically generated feedback may be helpful to students.
In our field study, automatic feedback positively affected learning gain compared
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to human and no feedback. While long-term studies are needed to exclude nov-
elty effects, our results indicate that models may not have to replicate human
feedback perfectly to improve learning. Critical engagementwith imperfect feed-
back may be a pedagogically valuable exercise and warrants further study.

• University students seem unable to differentiate between automatically gener-
ated and human feedback. Only around half of the students could guess which
feedback type they had received in our field study – despite the feedback gen-
erator not achieving human-level performance and being judged as inferior by
the teaching staff. While students may also become more adept at spotting au-
tomatically generated feedback with long-term exposure, this insight should be
considered carefully when employing such feedback systems in practice. Stu-
dents may unquestionably incorporate faulty feedback if they believe it stems
from their teacher.

In summary, we have laid the groundwork for reproducible and comparable re-
search on elaborated feedback generation.We have also exploredmultiple approaches
that extend traditionalASAGby including explanations ofmistakesmade (RQ2).While
the tested approaches are yet to be comparable to human feedback regarding qual-
ity and reliability, we present evidence that they may be valuable to learning applica-
tions in practice. Encouraging students to think critically about automatically gener-
ated feedback received in formative assessments may prove even more beneficial to
learning gain than traditional human feedback. While large-scale, long-term studies
are needed to verify the results of our field study, we conclude that machine learning
systems do not have to replicate human behavior to provide educational value.

5.2 outlook

One common insight underpinning this thesis is the need for better semantic under-
standing in current NLP models. While the debate on how to achieve better under-
standing is still ongoing, we think neuro-symbolic approaches are a promising avenue
of research for Automatic Short Answer Grading. Combining the strengths of sym-
bolic reasoning and neural networks could lead to more explainable and robust grad-
ing. One idea here would be to formulate grading rubrics not only in text for human
graders but also in logical notation, specifying which concepts and relations should
be found – or explicitly not found – in a correct response and how many points of the
final grade they constitute. Neural networks could then assume the task of extracting
concepts and relations from the unstructured natural language responses. In this way,
one can explicitly refer to parts of the grading rubric which were not fulfilled by the
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student’s answer and is not reliant on a non-interpretable, fuzzy representation of the
rubric implicitly encoded in the network based on observational data.

Supporting this line of research, we also hope to see more datasets focused on pro-
viding understandable elaborated feedback. While we have laid the groundwork with
sizeable datasets from three domains, additional datasetswould benefit the field. They
could include additional learning contexts and provide more detailed annotations on
which parts of the student response covered various rubric items. Even though general
concept extraction methods [5] and datasets already exist and more detailed annota-
tion studies would undoubtedly be even more costly than our dataset construction,
they could facilitate pedagogically driven approaches. From related fields, we know
that there are differences between general NLP datasets and ones constructed with a
pedagogical goal [140, 147]. For example, concepts important for learning may differ
from those critical for summarizing news articles.

Another exciting line of research could include humans in the feedback generation
pipeline, especially during training in an interactive learning approach [154]. Human
experts could potentially correct unreliable decision boundaries based on spurious
correlations, especially when combined with adversarial attacks and counterfactual
generators that find interesting example responses the model and humans should
consider. Having students interact critically with the feedback model and incorporate
their experiences in the training process could also be educationally valuable and pro-
vide a more robust model.

Finally, further research on the effect of automatically generated, imperfect feedback
on students’ attitudes, motivation and learning gain could yield unexpected and excit-
ing insights – not only on the quality of automatic feedback but also on the process of
learning itself. Wewere surprised that students receiving automatic feedback retained
more knowledge over time than students receiving human feedback in our study. We
are curious whether such an effect remains with prolonged system use and what its
cause is.
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APPENDIX

a.1 list of acronyms

ASAG Automatic Short Answer Grading

LMMs Linear Mixed Models

MiCE Minimal Contrastive Editing

MNLI Multi-Genre Natural Language Inference

MRPC Microsoft Research Paraphrase Corpus

NLP Natural Language Processing

RMSE root-mean-square error

RTE Recognizing Textual Entailment

SAF Short Answer Feedback Corpus

SEB SciEntsBank

a.2 universal trigger attack hyperparameters & triggers

Table 33 contains the lower and upper bounds of the hyperparameters we manually
tuned for the Universal Trigger Attack.Table 34 shows a list of all triggers we deployed
on the test set and the number of successful class flips they induced.

Hyperparameter Lowest Value Highest Value
Batch Size 16 32
Number of Trigger Tokens 1 4
Number of Epochs 10 10
Beam Size 1 4
Number of Candidates 40 100

Table 33: Hyperparameter search range for the universal trigger attack.
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Trigger Flips UA Flips UQ Flips UD
No Trigger 31 101 491
none exits 48 133 756
none varies 53 134 687
none affected 42 125 707
none affect 42 125 614
none nearest 39 108 575
none electricity 34 73 443
none save 44 106 622
[MASK] exits 44 104 638
none heat 37 94 523
none untouched 36 83 540
none everywhere 49 100 728
none else 53 136 818
else none 54 112 742
nowhere changes 51 135 640
therefore insignificant 46 129 744
nowhere insignificant 49 128 728
equally nothing 45 111 669
anywhere. 45 105 682
nothing signals 47 134 590
none being 46 112 675
yourselves what 3 4 14
itunes ¨ 1 2 9
nobody penetrated 43 121 673
none elsewhere 50 121 826
nowhere were 45 127 652
none would 53 138 810
##ired unaffected least being 9 35 148
neither prevents 45 116 562
##oons affected 12 37 186
electricity drops 37 119 487
heats affected penetrated 42 106 739
with none 47 116 679

Table 34: List of all triggers evaluated on the test set.
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Figure 15: Screenshot of the conditional question whether the annotator would act on their
suspicion. Taken from [2].

a.3 questionnaires

Figures 15 and 16 are screenshots of the questionnaire used in the expert evaluation
of the adversarial examples generated by the adjective and adverb insertion attack.
Figures 17, 18, 19, 20, 21 and 22 are screenshots of the questionnaire utilized in the
field study of the supervised elaborated feedback generation. This questionnaire is
the variant presented to the students in Groups Human and AI at measuring point T2.
The questionnaires for T1 and Group No-Feedback differ only slightly. For example,
Group No-Feedback had not received feedback at T2; thus, they were not asked to
imagine that a human wrote the feedback they had received, et cetera.

a.4 examples of generated feedback

Tables 35 and 36 contain example predictions generated by the T5 models without
questions. The examples stem from the English unseen answers test split. Since those
are the most interesting feedback cases, they were selected to be as brief as possible
while predicting the partially correct class or a matching score.

a.5 linear mixed models’ statistics

Figures 23, 24, 25 and 26 display the full model statistics for all Linear Mixed Models
utilized to estimate the effects observed in the field study. We selected Group AI at
T1 as the reference point for the test comparisons, meaning that the fixed effect inter-
cept is the mean of Group AI at T1 for a given variable. Each effect estimate is, thus,
the change from the reference group in the given factor. For example, the estimate for
Group Human is the difference between Group AI and Group Human at T1. The esti-
mate for T2 captures how the variable changed fromT1 to T2 inGroupAI. Interactions,
such as ”Human x T2”, indicate how the variable time affected the dependent variable
in Group Human compared to Group AI.
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Figure 16: Screenshot of survey questions posed in the human evaluation of the adjective and
adverb insertion attack. Taken from [2].
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Figure 17: Screenshot of questionnaire at T2. Students in Group No-Feedback had received a
slightly modified version of the questionnaire to account for their lack of feedback.

Taken from [4].
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Figure 18: Screenshot of questionnaire at T2. Taken from [4].
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Figure 19: Screenshot of questionnaire at T2. Taken from [4].
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Figure 20: Screenshot of questionnaire at T2. Taken from [4].
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Figure 21: Screenshot of questionnaire at T2. Taken from [4].
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Figure 22: Screenshot of questionnaire at T2. Taken from [4].
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Figure 23: Estimated effects on learning gain. Taken from [4].
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Figure 24: Estimated effects on intrinsic goal orientation and task value (N=77). Adapted
from [4].
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Figure 25: Estimated effects on control beliefs, self-efficacy and text anxiety (N=77). Adapted
from [4].
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Figure 26: Estimated effects on acceptance. Taken from [4].
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Question:
What are extension headers in IPv6 and where are they located in a packet? What
is the main advantage of extension headers compared to IPv4?
Shortened Reference Answer:
Extension headers are used to extend the fixed IPv6 headerwith additional, optional
network layer information. If present, they are located between themain header and
payload/upper-layer header.
Main advantage: One of the following advantages are considered fully correct:
1. It allows the appending of new options without changing the header.
2. IPv6 packets with optional headers are typically processed faster/simpler by in-
termediate devices as most of the options are ignored (except “Hop-by-Hop Exten-
sion”) while they are processed by all routers in IPv4 unless ordered otherwise.

Student Answer 1
The extension headers are placed between fixed header and payload. The main ad-
vantage is that they are optional. This means that the use of space is more efficient
because there won’t be any redundant information placed there in order to keep the
expected length.

Score & Gold Feedback
0.25 feedback: The response answers only the location of extension headers correctly.
The definition is missing and the advantage is incorrect when compared to IPv4 as
the option field in IPv4 is also optional. Thus, there is no efficiency benefit.

Predicted Score & Feedback 1.1
0.75 feedback: the advantage part in the response is partially correct because the ad-
vantage part is somewhat ambiguous. extension headers are optional but it’s more
a part of description/feature instead of an advantage.

Predicted Label & Feedback 1.2
partially correct. the advantage is incorrect as the option field in the ipv4 header
is optional and can be placed between payload and fixed header. the advantage is
incorrect as the option field in the ipv4 header is optional and can be placed between
payload and fixed header.

Table 35: Example feedback generated by the T5 model without questions. Table taken
from [3].
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Question:
WHICH PROPERTY of spanning trees makes them appealing for broad- and multi-
casting? EXPLAIN how you can modify Link State Routing to construct a spanning
tree for multicasting.
Reference Answer:
Property: There is a single unique path between every pair of nodes in the tree. (...)
This means that no unnecessary duplicates are distributed in the network when
forwarding packets using that tree structure.
Spanning Tree with Link State Routing: Each intermediate system knows which
multicast groups it belongs to, but initially doesn’t know which other IS belong to
the groups. Therefore, you can add multicast group information to the link state
packet and each node can construct multicast trees once the full network topology
and group information are distributed in the whole network, as each node then has
the complete state information stored locally (e.g. with Prim or Kruskal)

Student Answer 3
Spanning trees are appealing to broad- and multicasting scenarios, because they
allow the packets to only travel one path (except travling backwards). This removes
the need for looking up specific tables as in RPF / RPB.

Score & Gold Feedback
0.25 feedback: It is true that there is a unique path between nodes but that not only
does away with the need to look at routing tables in RPF/RPB but reduces dupli-
cates by removing loops(unnecessary links). No explanation was provided for mod-
ifying the link-state algorithm to construct a multicast spanning tree for nodes.

Predicted Score & Feedback 2.1
0.75 feedback: the response is partially correct because the link-state routing modi-
fication description is missing how the nodes belong to which groups.

Predicted Label & Feedback 2.2
partially correct. the explanation behind using a spanning tree for multicast and
broadcast is partially correct as it does not mention how the link-state algorithm is
modified to construct a multicast spanning tree. the explanation for modifying the
link-state algorithm to construct a multicast spanning tree is partially correct as it
does not mention how each node shares its multicast information with others by
adding it to the link-state packet.

Table 36: Example feedback generated by the T5 model without questions. Table taken
from [3].
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