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Abstract

Cold atomic gases are the ultimate quantum sensors. Embedded in a matter-wave interferometer,
they provide a platform for high-precision sensing of accelerations and rotations probing funda-
mental physical questions. As in all optical instruments, these devices require careful modeling.
Sources of possible aberrations need to be quantified and optimized to guarantee the best possible
performance. This applies in particular to high-demanding experiments in microgravity with low
repetition rates.

In this thesis, we present a theoretical (3+1)d aberration analysis of expanded Bose-Einstein
condensates. We demonstrate that the Bogoliubov modes of the scaled mean-field equation serve
as good basis states to obtain the corresponding aberration coefficients. Introducing the Stringari
polynomials, we describe density and phase variations in terms of a multipole decomposition
analogous to the Zernike wavefront analysis in classical optics.

We apply our aberration analysis to Bose-Einstein condensates on magnetic chip traps. We
obtain the trapping potential using magnetic field simulations with finite wire elements. Using
the multipole expansion, we characterize the anharmonic contributions of the Ioffe-Pritchard
type Zeeman potential. Used as a matter-wave lens for delta-kick collimation, we determine
the wavefront aberrations in terms of “Seidel-diagrams”. Supported by (3+1)d Gross-Pitaevskii
simulations we study mean-field interactions during long expansion times.

Matter-wave interferometry with Bose-Einstein condensates can also be performed in guiding
potentials. One of the building blocks are toroidal condensates in a ring-shaped geometry. The
required light field patterns are obtained by using the effect of conical refraction or with pro-
grammable digital micromirror devices. For the former, we study equilibrium properties and com-
pare them with experimental data. We investigate the collective excitations in the two-dimensional
ring-shaped condensate. Our result is compared to the numerical results of the Bogoliubov-de
Gennes equations. The latter is used to find signatures in the excitation spectrum during the topo-
logical transition from simply connected harmonic to multiply connected ring traps. Changing
the topology dynamically leads to radial excitations of the condensate. We propose a damping
mechanism based on feedback measurements to control the motion within the toroidal ring.



Zusammenfassung

Kalte atomare Gase sind die ultimativen Quantensensoren. Eingebettet in ein Materiewellenin-
terferometer bieten sie eine Plattform für die hochpräzise Erfassung von Beschleunigungen und
Rotationen, mit der fundamentale physikalische Fragen untersucht werden können. Wie bei allen
optischen Instrumenten müssen auch diese Geräte sorgfältig modelliert werden. Die Quellen mög-
licher Aberrationen müssen quantifiziert und optimiert werden, um die bestmögliche Leistung zu
gewährleisten. Dies gilt insbesondere für anspruchsvolle Experimente, die in Mikrogravitation mit
niedrigen Wiederholungsraten durchgeführt werden.

In dieser Arbeit präsentieren wir eine theoretische (3+1)d-Aberrationsanalyse von expandierten
Bose-Einstein-Kondensaten. Wir zeigen, dass die Bogoliubov-Moden der skalierten klassischen
Feldgleichung als gute Basiszustände dienen, um die entsprechenden Aberrationskoeffizienten zu
erhalten. Durch die Einführung der Stringari-Polynome beschreiben wir Dichte- und Phasenvaria-
tionen mit Hilfe einer Multipolzerlegung, die der Zernike-Wellenfrontanalyse in der klassischen
Optik entspricht.

Wir wenden unsere Aberrationsanalyse auf Bose-Einstein-Kondensate in magnetischen Chip-
Fallen an. Wir erhalten das Fallenpotential durch Magnetfeldsimulationen mit finiten Drahtele-
menten. Mit Hilfe der Multipolentwicklung charakterisieren wir die anharmonischen Beiträge des
Zeeman-Potentials vom Ioffe-Pritchard-Typ. Bei Verwendung als Materiewellenlinse für Delta-
Kick-Kollimation bestimmen wir die Wellenfrontaberrationen in Form von Seidel-Diagrammen.
Mit Hilfe von (3+1)d Gross-Pitaevskii-Simulationen untersuchen wir die Dichte-Wechselwirkung
bei langen Expansionszeiten.

Materiewellen-Interferometrie mit Bose-Einstein-Kondensaten kann auch in leitenden Poten-
tialen durchgeführt werden. Einer der Bausteine sind toroidale Kondensate in einer ringförmigen
Geometrie. Die erforderlichen Lichtfeldmuster werden durch Nutzung des Effekts der konischen
Brechung oder mit programmierbaren digitalen Mikrospiegeln erzielt. Für erstere untersuchen wir
Gleichgewichtseigenschaften und vergleichen sie mit experimentellen Daten. Wir untersuchen
die kollektiven Anregungen in zweidimensionalen ringförmigen Kondensaten. Unsere Ergebnisse
werden mit numerischen Ergebnissen der Bogoliubov-de Gennes-Gleichungen verglichen. Letztere
werden verwendet, um Signaturen im Anregungsspektrum während des topologischen Übergangs
von einfach verbundenen harmonischen zu mehrfach verbundenen Ringfallen zu finden. Die
dynamische Änderung der Topologie führt zu radialen Anregungen des Kondensats. Wir schlagen
einen Dämpfungsmechanismus vor, der auf Rückkopplungsmessungen beruht, um die Bewegung
in der toroidalen Ringfalle zu kontrollieren.





Contents

1 Introduction 1

2 Magnetic chip traps 5
2.1 Static magnetic fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Maxwell’s equations . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Biot-Savart Law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Zeeman potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 Zeeman effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.2 Alkali atoms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.3 Adiabatic approximation . . . . . . . . . . . . . . . . . . . . . . . . 7

2.3 Trapping geometries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.1 Linear waveguide . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3.2 Z- and U- shaped traps . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.4 QUANTUS II chip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.1 Chip model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4.2 Finite wires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.3 Harmonic approximation . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.4 Release trap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.5 Magnetic lens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Classical description of atomic matter waves 17
3.1 Principle of least action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Hamilton dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3 Canonical transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3.1 Ballistic expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3.2 Harmonic oscillator . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.4 Scaling transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

4 Concepts of cold atomic gases 25
4.1 Dilute gases at low temperatures . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Model for interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2.1 Elastic scattering for neutral atoms . . . . . . . . . . . . . . . . . . . 26
4.2.2 Pseudo potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.3 Weakly interacting Bose gas . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3.1 Mean-field approximation for Bosons . . . . . . . . . . . . . . . . . 29
4.3.2 Gross-Pitaevskii equation . . . . . . . . . . . . . . . . . . . . . . . . 29
4.3.3 Thomas-Fermi approximation . . . . . . . . . . . . . . . . . . . . . 30

4.4 Hydrodynamic field equations . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4.1 Scaling solution of the Euler equation . . . . . . . . . . . . . . . . . 35
4.4.2 Hydrodynamic sound wave excitations . . . . . . . . . . . . . . . . . 36

4.5 Linearization of the Gross-Pitaevskii equation . . . . . . . . . . . . . . . . . 37
4.5.1 Bogoliubov - de Gennes equations . . . . . . . . . . . . . . . . . . . 38
4.5.2 Density and phase amplitudes . . . . . . . . . . . . . . . . . . . . . 39



Contents

5 Wigner representation of interacting Bose-Einstein condensates 41
5.1 Wigner distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.2 Thomas-Fermi Wigner function . . . . . . . . . . . . . . . . . . . . . . . . 42

5.2.1 One-dimensional harmonic oscillator . . . . . . . . . . . . . . . . . 42
5.2.2 Three-dimensional harmonic oscillator . . . . . . . . . . . . . . . . . 48

6 Wavefront aberration of expanding Bose-Einstein condensates 51
6.1 Gross-Pitaevskii equation in adaptive scales . . . . . . . . . . . . . . . . . . . 51
6.2 Aberration analysis in linear response . . . . . . . . . . . . . . . . . . . . . . 53

7 Efficient multipole representation for matter-wave optics 55
7.1 Trapping potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

7.1.1 Optical dipole potentials . . . . . . . . . . . . . . . . . . . . . . . . 55
7.1.2 Zeeman potential . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

7.2 Multipole expansion with Stringari polynomials . . . . . . . . . . . . . . . . 56
7.3 Numerical evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
7.4 Example potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

7.4.1 3d isotropic harmonic oscillator potential . . . . . . . . . . . . . . . 59
7.4.2 Anisotropic harmonic oscillator potential . . . . . . . . . . . . . . . 59
7.4.3 Magnetic Zeeman potential of an atom chip . . . . . . . . . . . . . . 61
7.4.4 Laguerre-Gaussian dipole potential . . . . . . . . . . . . . . . . . . . 61

7.5 Ground state density distributions . . . . . . . . . . . . . . . . . . . . . . . 63
7.5.1 3d isotropic harmonic oscillator potential . . . . . . . . . . . . . . . 64
7.5.2 3d anisotropic harmonic oscillator potential . . . . . . . . . . . . . . 69

8 Coldest clouds in universe 75
8.1 Delta-kick collimation using adaptive scales . . . . . . . . . . . . . . . . . . . 75
8.2 Condensate in the release trap . . . . . . . . . . . . . . . . . . . . . . . . . . 78

8.2.1 Ground state density distribution . . . . . . . . . . . . . . . . . . . 78
8.2.2 Collective excitations . . . . . . . . . . . . . . . . . . . . . . . . . . 81

8.3 Ballistic expansion: pre lens . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
8.4 Delta-kick collimation with magnetic chip traps . . . . . . . . . . . . . . . . 90

8.4.1 Characterization of the magnetic lens . . . . . . . . . . . . . . . . . 90
8.4.2 Optimal lens time . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
8.4.3 Wavefront aberrations . . . . . . . . . . . . . . . . . . . . . . . . . 91
8.4.4 Momentum kicks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.4.5 Momentum width . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

8.5 Ballistic expansion: post lens . . . . . . . . . . . . . . . . . . . . . . . . . . 95

9 TopologicaldeformationofBose-Einsteincondensates inopticaldipole
traps 99
9.1 Optical dipole traps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
9.2 Ring geometries with dipole optical potential . . . . . . . . . . . . . . . . . . 101

9.2.1 Conical refraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
9.2.2 Digital micromirror devices . . . . . . . . . . . . . . . . . . . . . . . 105

9.3 Bose-Einstein condensate in a quasi-two-dimensional harmonic ring potential . 105
9.3.1 Effective Gross-Pitaevskii equation . . . . . . . . . . . . . . . . . . . 106
9.3.2 Linear response analysis . . . . . . . . . . . . . . . . . . . . . . . . 107

9.4 Collective excitations during topology change . . . . . . . . . . . . . . . . . . 110
9.4.1 Definition of transition potential . . . . . . . . . . . . . . . . . . . . 110
9.4.2 Discussion of excitation spectrum . . . . . . . . . . . . . . . . . . . 111



Contents

9.5 Damping with feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

10 Conclusion and outlook 119

A Wave packet dynamics 121
A.1 Schrödinger propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.2 Gross-Pitaevskii propagation . . . . . . . . . . . . . . . . . . . . . . . . . . 122

B Observables in scaled reference frame 125
B.1 Position . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
B.2 Momentum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
B.3 Correlations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

C Time of flight series 127

D Properties of spherical harmonics 131
D.1 General relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
D.2 Multipole expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
D.3 Products of spherical harmonics . . . . . . . . . . . . . . . . . . . . . . . . . 132
D.4 Visual representation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

E Jacobi polynomials 133

F Fourier representation of wave functions 137
F.1 Discrete Fourier Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
F.2 Representation of the 3D discrete wave function . . . . . . . . . . . . . . . . 138
F.3 Evaluation of the kinetic energy . . . . . . . . . . . . . . . . . . . . . . . . . 138
F.4 Radial Fourier grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

G Gross-Pitaevskii equation in dimensionless units 141

H Hartree-Fock-Bogoliubov-self-energy operator 143
H.1 Mathematical properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
H.2 Numerical treatment of the Bogoliubov equations . . . . . . . . . . . . . . . 144

I Angular momentum filtering on Cartesian grids 145

J Bogoliubov modes QUANTUS II release trap 147

K Stationary states in external potentials 159
K.1 Non-rotational single-component BEC . . . . . . . . . . . . . . . . . . . . . 159
K.2 Non-rotational multi-component BEC . . . . . . . . . . . . . . . . . . . . . 160

L Time-evolution of wave function 161
L.1 Runge-Kutta integrator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
L.2 Split operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

M Coordinate systems 165
M.1 Rotation matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
M.2 Finite rotations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
M.3 Rotation of angular momentum states . . . . . . . . . . . . . . . . . . . . . 166
M.4 Rotation of multipole coefficients . . . . . . . . . . . . . . . . . . . . . . . . 166



Contents

Bibliography 169

Publications 180

Conference contributions 182

Danksagung 184



1 Introduction

In 1934 Frits Zernike introduced the orthogonal “Kreisflächenpolynome” [1] to describe the
optical path difference between light waves and a spherical reference wavefront. Understanding the
phase differences and minimizing the optical aberrations laid the base for the first phase-contrast
microscope [2] for which he was awarded the Nobel Prize in Physics 1953. Nowadays, the Zernike
polynomials are widely used in optical system design as a standard description of imperfections in
optical imaging [3]. As they are a complete orthogonal basis set, any wavefront distortion can be
described as a linear combination of these polynomials. The corresponding expansion coefficients
then refer to a specific type of wavefront aberration such as defocus, astigmatism, coma, spherical
aberration, and higher-order aberrations [4].

Balancing aberrations is also relevant for optical imaging with electron microscopes [5–7]. In
contrast to visible light, massive particles, such as electrons, atoms, and even larger molecules
[8], have a much smaller de Broglie wavelength, λdB = h/p [9], and therefore a possible higher
resolving power with resolutions of ∼ 1Å. Besides probing structures at atomic length scales,
matter waves that travel on two or more different paths can form an atom interferometer [10, 11].
The resulting interference pattern, which depends on the phase shift, can be used to study various
fundamental scientific questions like tests of the Einstein equivalence principle [12], probing the
quantum superposition on macroscopic scales [13] and the search for dark matter candidates
[14] and gravitational waves [15, 16]. Being very sensitive to accelerations and rotations, atom
interferometry could be used for inertial sensing, replacing commercial laser gyroscopes, and
satellite navigation in space [17].

The proposed experiments are typically light-pulse atom interferometers [18]. Beam splitters and
mirrors are based on the atom-light interaction in standing laser light waves [19–23]. Depending
on the pulse time, the gained velocity recoils lead to splitting or recombination of the atom cloud,
analogous to their mechanical counterpart in classical light interferometers. A sketch of a typical
time sequence for a Mach-Zehnder type atom interferometer is shown in figure 1.1.

Figure 1.1: Time sequence in a light-pulse atom interferometer. Optical elements: collimating matter-wave
lens (L), first beam splitter (BS) pulse by two counter-propagating laser beams, mirror (M) pulse
to invert the motion, second beam splitter (BS) pulse for recombination. Path-depended phases
ϕa,b are accumulated in the interferometer arms.

The potential of atomic matter waves as quantum sensors is fully exploited in weightlessness as
sensitivity scales quadratically with the interrogation time [24]. Microgravity environments on
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1 Introduction

earth have been mimicked in atomic fountains [13, 25], drop towers [26, 27] as well as in parabolic
flights [28, 29], allowing interferometer times of several seconds. In another approach magnetic
forces are used for gravity compensation, levitating the atoms in space [30]. Moreover, milestones
for future space applications have been demonstrated on a sounding rocket bringing the first
Bose-Einstein condensate to space [31, 32] and on the International Space Station (ISS) having the
first Bose-Einstein condensate in Earth’s orbit [33, 34].

Common to all µg-interferometric measurements with Bose-Einstein condensates are long
expansion times to reduce mean-field interaction as well as to increase the sensitivity of the interfer-
ometer. Atomic lenses ((L) in figure 1.1) [35–37] are used to reduce wave packet spreading. The
collimated condensate wave function defines the input state for the beam splitter laser pulses that
split and recombine the atomic wave packet. As in classical optics, these lenses cause undesired
aberrations in the form of additional phase contributions. Hence it is crucial to understand the
actual shape of the condensate’s phase as it determines the interference patterns at the end of the
interferometer [38]. Inspired by Zernike, we adapt his approach for analyzing these aberrations in
the world of matter waves.

The major part of this work 1 was done in collaboration with the QUANTUS 2 (QUANtengase
Unter Schwerelosigkeit) project. The QUANTUS’ experimental setups are miniaturized to fit
in a drop capsule that is launched at the drop tower facility ZARM (Zentrum für Angewandte
Raumfahrttechnologie und Mikrogravitation) in Bremen which provides up to 4.7 s free fall
time. The initial QUANTUS I project created the first Bose-Einstein condensate in microgravity
conditions [26, 39] and realized atom interferometry with long expansion times [27]. The follow-up
project QUANTUS II pursues long-term goals such as dual species interferometry with rubidium
and potassium. In addition, the scientific findings helped to realize the BEC apparatus for the
MAIUS (MAteriewellenInterferometer Unter Schwerelosigkeit) rocket mission and the planned
BECCAL (Bose-Einstein Condensate and Cold Atom Laboratory) project on the ISS. Due to
the high technical efforts and various other experiments which are performed at ZARM, the
QUANTUS collaboration has performed about 1000 drops in total [40], underlining the need for
precision modeling and numerical simulations.

The interferometric measurements discussed so far are performed in free space. Another ap-
proach uses guiding potential to build atomic wave guides [41–44]. The coherent and superfluid
properties of Bose-Einstein condensates [45, 46] make them also favorable to study persistent
flows [47] in exotic potential landscapes. The latter is investigated in the research topic called
ATOMTRONICS (Atom Electronics) [44] which highlights the analogy to superconductivity
in electronic circuits. At TU Darmstadt G. Birkl and his group 3 are developing new techniques
utilizing digital micro-optics to study ultra-cold atoms in innovative trapping geometries [48]. One
of the building blocks are toroidal ring traps that can serve as storage rings but also can be used for
interferometric measurements. We study various properties of toroidal Bose-Einstein condensates
in the last part of this thesis.

This thesis is organized as follows: In chapter 2, we review the theoretical basics of trapping
neutral atoms with magnetic fields and introduce the magnetic chip model that is used in current
QUANTUS II experiments. From experimental currents, we deduce trapping potentials that are
analyzed and applied in the ongoing thesis. In chapter 3 we briefly repeat the basic concepts of
classical mechanics that are important for a semi-classical description of atomic matter waves. We
introduce canonical transformations that are required to describe the atomic distributions in a
co-expanding frame [49, 50]. In chapter 4, we discuss the major concepts for cold atomic gases and

1Supported by the German Space Agency (DLR) with funds provided by the Federal Ministry for Economic Affairs
and Energy (BMWi) due to enactment of the German Bundestag under grant numbers DLR 50WM1957 and
50WM2250E

2https://quantus-projects.de/
3https://www.iap.tu-darmstadt.de/apq/research_apq/atomics_apq/index.en.jsp
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Bose-Einstein condensates. We present our results on the momentum widths in the Thomas-Fermi
approximation [51]. Based on that, we provide a Thomas-Fermi Wigner function description that
can be used as a phase-space representation of interacting condensates in chapter 5. In chapter 6, we
formulate a framework and the equation of motion that describe possible aberrations for expanding
Bose-Einstein condensates that are perturbed by non-harmonic potentials. These potentials are
investigated in chapter 7 in terms of a multipole expansion with physical hydrodynamical basis
functions. We apply the latter to characterize aberrations in a single-lens delta-kick collimation
sequence in chapter 8. In the last part of this work, chapter 9, we investigate static and dynamical
properties of toroidal ring traps and present our findings for the topological deformation from a
simply to a multiple connected trap. We summarize the results and provide an outlook in chapter
10.
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2 Magnetic chip traps

The miniaturization of complex wire structures produces tiny magnetic field configurations that
can be used for trapping, cooling, and manipulating ultra-cold atoms. As atomic chip traps can
be used to scale down the size of experimental setups, they have become very popular in various
micro-gravity facilities, for example at the drop tower ZARM [26, 27] or in the Cold Atom Lab on
the ISS [34].

In this chapter, we review the basic concepts for magnetic chip traps. We start by introducing
Maxwell’s equations for static magnetic fields and derive the Biot-Savart law [52]. For trapping
neutral atoms in a static magnetic field, we need to consider the interaction of the atom’s magnetic
dipole moment with the external magnetic field [53]. If the external field strength is small compared
to the hyperfine structure of the atoms, the energy shift of the magnetic sublevels is described
by the Zeeman effect [54]. In the limit of slow atomic, motion one finds the Zeeman potential,
which is proportional to the modulus of the magnetic induction. We briefly discuss simple wire
geometries that allow the trapping of neutral atoms in three spatial dimensions. We conclude
by introducing an actual model of the QUANTUS II atom chip [55, 56] and present different
trapping geometries that we use in this thesis.

2.1 Static magnetic fields

2.1.1 Maxwell’s equations

The time-independent Maxwell’s equations [52] for the magnetic induction B(r) read

∇ ·B = 0, ∇×B = µ0j. (2.1)

While there are no magnetic charges, Amperè’s law links the circulation of the magnetic induction
to stationary current density j, with µ0 being the magnetic constant of the vacuum. Besides the
magnetic induction B, it is useful to introduce the magnetic vector potential A

∇×A = B. (2.2)

The vector potential is not uniquely defined, as one can add a curl-free field toAwithout changing
the magnetic induction. Within the Coulomb gauge

∇ ·A = 0, (2.3)

one finds with the Maxwell equations (2.1) the following Poisson equation for the vector potential

△A = −µ0j. (2.4)

In a volume free of any currents the vector potential and the magnetic induction are both satisfying
the Laplace equation

△A = 0, △B = 0. (2.5)

As the vector fields in equation (2.5) are harmonic functions, they do not have any stable minima
or maxima [57]. However, as discussed in the next section 2.2 the Zeeman potential depends on
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2 Magnetic chip traps

the strength of the magnetic induction, B(r) = |B(r)|. Wing’s theorem states that there are
no local maxima for the magnetic induction field strength which limits the available magnetic
substates that can be used for trapping neutral atoms [58, 59].

2.1.2 Biot-Savart Law

The Poisson equation (2.4) is solved by the Green’s function

A(r) =
µ0
4π

∫
j(r′)

|r − r′| d
3r′. (2.6)

Evaluating the curl of equation (2.6), one finds the relation to the magnetic induction

B(r) =
µ0
4π

∫
j(r′)× (r − r′)

|r − r′|3 d3r′. (2.7)

Assuming that the current density consists of infinitesimally thin wires which carry the current I ,
one may replace j d3r′ the volume integral in equation (2.7) by the line integral I dr′, with the
line element dr′. In doing so, one finds the Biot-Savart law

B(r) =
µ0
4π
I

∫
dr′ × (r − r′)

|r − r′|3 . (2.8)

2.2 Zeeman potential

2.2.1 Zeeman effect

The Zeeman effect describes the energy shift of the atomic energy levels in the presence of an
external magnetic induction B, which interacts with all the different magnetic moments of the
atom. The interaction with a magnetic dipole µ̂ is described by the Hamilton operator of the form

Ĥ1 = −µ̂ ·B. (2.9)

The total magnetic moment operator µ̂ of an atom is given by

µ̂ = −µB
ℏ

(
gsŜ + gLL̂− me

mp
gI Î

)
, (2.10)

where the operators L̂, Ŝ are referring to the total orbital angular momentum and the total spin
of the electrons with the corresponding Landé factors being gs ≈ 2, gL = 1. Î denotes the total
angular momentum of the nuclear spin with g-factor gI . The fundamental constant

µB =
eℏ
2me

, (2.11)

is the Bohr magneton. The last term in equation (2.10) consists of the ratio of the electron and
proton masses, me/mp ≪ 1, and is neglected in the ongoing discussion. For alkali atoms (cf.
section 2.2.2) in their ground state, the valence electron is an s-state and therefore does not possess
a fine structure splitting asL = 0 and equation (2.9) simplifies to

Ĥ1 = 2µBBŜz/ℏ, (2.12)

for a magnetic induction orientated along the z-axis B = Bez [53].
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2.2 Zeeman potential

The unperturbed Hamilton operator that represents the interaction of the nuclear magnetic
moment with the electron spin is

Ĥ0 = AÎ · Ŝ, (2.13)

whereas the c-numberA can be found in [53]. To diagonalize Ĥ0, one introduces the total angular
momentum of the atom

F̂ = Ŝ + Î, (2.14)

and the coupled basis states {|(S, I);F,mF ⟩} that consist of the common eigenstates of the
operators Ŝ2, Î2, F̂ 2, Fz . If the magnetic interaction is smaller than the hyperfine splitting, we
can use the eigenstates of Ĥ0 to determine the energy shift in first-order perturbation theory

EF,mF
= ⟨(S, I);F,mF |Ĥ1|(S, I);F,mF ⟩ = µBmF gFB, (2.15)

with the Landé factor

gF =
F (F + 1) + S(S + 1)− I(I + 1)

F (F + 1)
. (2.16)

For magnetic induction strengths that are comparable with the energy of the hyperfine splitting, one
needs to diagonalize the total Hamilton operator Ĥ0 + Ĥ1. For angular momenta of F = I ± 1

2 ,
one finds the Breit-Rabi formula [60] that describes the transition from a weak (Zeeman regime)
to a strong external field (Paschen-Back regime).

2.2.2 Alkali atoms

Cold atom experiments are mainly performed with bosonic and/or fermionic alkali atoms due to
their favorable atomic properties that are required for laser cooling and trapping. They have one
valence electron outside filled shells and behave as simple hydrogen-like atoms. The state of the
valence electron is characterized by the ket |n((LS), J, I), F,mF ⟩. Figure 2.1 shows the relevant
level scheme of the ground state n2S1/2 as well as the first optical transitions to the excited states
n2P1/2, n2P3/2 for alkali metals with nuclear spin I = 3/2. Without the external magnetic
field the magnetic substatesmF are energetically degenerate. More detailed hyperfine structures,
spectroscopic data of the D1 and D2 transition lines as well as some of the collision properties of
different alkali atoms are collected in [61]. The data for 87Rb is summarized in [62]. Properties for
different Potassium isotopes are provided in [63] and the references therein.

The total nuclear spin for 87Rb and for 41K is I = 3/2. Hence, the total spin is either F = 1
or F = 2 and the Landé factors (2.16) become g1 = −1/2 and g2 = 1/2 respectively. Therefore,
for both atomic species, the magnetic sub-states |F = 1,mF = −1⟩, |F = 2,mF = 2⟩ and
|F = 2,mF = 1⟩ are weak-field seekers which can be trapped in static magnetic fields.

2.2.3 Adiabatic approximation

The energy shifts in equation (2.15) for the eigenstates |F,mF ⟩ may be interpreted as an external
potentialU(r) whenB(r) is spatially dependent. As the atoms are moving through this potential,
they experience a temporal change of the magnetic induction. As long as the change is small
compared to the typical time scales of the atom’s motion, the atom remains in its hyperfine state.
This can be expressed by the adiabatic condition

∣∣∣∣
d

dt

B

|B|

∣∣∣∣≪ ωL, (2.17)

where the time scale is set by the Larmor frequency ωL = gFµB|B|/ℏ.
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2 Magnetic chip traps

Figure 2.1: Level scheme for alkali metals with nuclear angular momentum I = 3/2. Optical transitions to
theD1 andD2 lines. Hyperfine splittings in the different angular momentum manifolds ∆hf ,
∆′

hf , ∆′′
hf

As long as the adiabatic criterion (2.17) is fulfilled, atoms are trapped in a Zeeman potential

U(r, t) = µBmF gFB(r, t), B(r, t) = |B(r, t)|. (2.18)

FormF gF > 0, the potential is always positive and atoms are trapped in a local field minimum
ofB. Therefore, these states are called weak-field seekers. On the other hand, high-field seekers,
mF gF < 0 would be trapped in a local maximum. As discussed in Wing’s theorem, local maxima
do not exist in free space, and therefore only low-field seeking states are trapped with the Zeeman
potential (2.18). For a region whereB is very small or becomes zero, atoms may be transferred to
another hyperfine state. When the sign ofmF changes ormF = 0, the atoms are lost from the
trap which is known as Majorana spin-flip losses [64].

2.3 Trapping geometries

In this section, we briefly discuss different wire geometries, that are used for trapping and manipu-
lating neutral atoms. We also like to mention that more advanced trapping geometries, e.g. lattices
and guiding structures, are feasible using atom chips [65, 66].

2.3.1 Linear waveguide

The simplest confinement is achieved by superposing the magnetic induction of a single wire
carrying a current I and homogeneous bias field being perpendicular to the conductor

B(r) = Bbiasex +
Iµ0

2π(x2 + y2)
(−yex + xey). (2.19)

The magnetic induction vanishes at x0 = 0, y0 = Iµ0/(2πBbias). To avoid Majorana flips in
the trap centers, one uses an additional offset field, parallel to the waveguide axis. Close to the
minimum, one finds the harmonic waveguide approximation

B(r) =
√
b2r2 +Boff ≈ Boff +

1

2
b2r2/Boff. (2.20)
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2.4 QUANTUS II chip

2.3.2 Z- and U- shaped traps

A waveguide just provides trapping in the radial direction. The axial confinement depends on the
actual shape of the finite wire endings. For a planar geometry, the wire endings can bend either
in the same (U shape) or in opposite directions (Z shape). While the U-shaped wire creates a
quadrupole trap, the Z-trap confines the atoms in an elongated three-dimensional Ioffe-Pritchard
type potential which is non-zero in the trap center [67–70].

2.4 QUANTUS II chip

The QUANTUS II chip is the successor of the QUANTUS I chip that was used successfully in
drop tower experiments to create a Bose-Einstein condensate in free fall experiments as well as to
perform atom interferometry in microgravity [26, 27]. The more recent model was developed to
create a high-flux source of Bose-condensed atoms that can be used for matter-wave interferometry
in the drop tower’s catapult mode. In addition, the chip was also designed to trap potassium as a
second Bosonic species [55].

2.4.1 Chip model

The atom chip that is used in this thesis (cf. figure 2.2) is designed in a three-layer structure
providing several possible trapping configurations. In combination with a magnetic bias field,
created by three pairs of Helmholtz coils, a wide range of different trapping potentials, e.g. magneto-
optical trap, evaporation trap, and magnetic lenses, are available. The first layer holds the largest
mesoscopic structures. The U-shaped wires form a quadrupole field that is used for the three-
dimensional magneto-optical trap (MOT). The second layer, the base chip (BC), and the third
layer, the science chip (SC), consist of 4 and 5 wires, respectively, which intersect with one central
orthogonal wire [56]. In the following, we regard the active conductors on the base as well as on
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Figure 2.2: QUANTUS II atom chip model [55, 56]. Light-gray wires belong to base chip structure. Gray
wires belong to science chip structure. Active conductors in Z-trap configuration in blue (science
chip) and red (base chip) colors. Helmholtz coils for the homogeneous field are not depicted.

the science chip in Z-trap configuration which are marked as red and blue in figure 2.2. Both are
creating an Ioffe-Pritchard type trapping potential, that is used for releasing (section 2.4.4) and
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2 Magnetic chip traps

collimating the condensate (section 2.4.5). The field is superposed by a magnetic bias field created
by pairs of Helmholtz coils.

2.4.2 Finite wires

The magnetic induction field for the atom chip is modeled by using finite wire elements that
describe the shape of the actual wire for the specified chip geometry. For the atomic waveguide
in equation (2.19), we have considered the magnetic induction of an infinite wire. For modeling
more complicated structures, we use finite wires with lengths li = |r2,i − r1,i| that point into
the directions wi = (r2,i − r1,i)/li and carry a steady current Ii (cf. figure 2.3). We compute
the magnetic induction for a single finite wire element using the law of Biot-Savart (2.8). For the
parametrization of one wire r′(s) = r1 +wls, s ∈ [0, 1], one finds

B(r) =
µ0
4π

I

r

e1 ×w

1− (e1 ·w)2
(e2 − e1) ·w, (2.21)

where the unit vectors e2, (e1) are pointing from the conductor’s end (start) to the observation
point r and r = |r − r1| denotes the distance to the start of the wire element r1. As Maxwell’s
equations are linear, the total magnetic induction field forN wires is determined by the sum of all
individual fields

B(r) =
N∑

i=1

Bi(r) =
µ0
4π

N∑

i=1

Ii
ri

e1,i ×wi

1− (e1,i ·wi)2
(e2,i − e1,i) ·wi. (2.22)

Figure 2.3: Magnetic induction B(r) at an observation point r created by a current in the finite wire
element pointing in direction w1.

2.4.3 Harmonic approximation

A sketch of the chip coordinate system is shown in figure 2.4. The chip surface lies in the x-y plane,
whereas the y-coordinate points into the direction of gravity when the chip is mounted in the drop
capsule. To describe the dynamics of ultra-cold gases within the resulting Zeeman potential (2.18),
it is convenient to use a coordinate system that fits the atom’s center of mass motion. In particular,
the minimum of the potential is typically located at a position that is much larger than the typical
extent of the atomic cloud.

In general, transformations between two coordinate systems (cf. appendix M) may be considered
as either active or passive transformations. From the active point of view, the object is rotated in a
fixed coordinate system. In a passive rotation, the object remains fixed while the coordinate system
is rotated. The relation for the Zeeman potential between old, chip coordinates r and new center
of mass coordinates r′ is

r = Rr′ + a, (2.23)
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2.4 QUANTUS II chip

Figure 2.4: Sketch of coordinate system referring to the atomic chip. O refers to the origin defined by the
wire geometry. O′ refers to the potential minimum aligned with the principle axis of the Hesse
matrix K. Gravity points into g = gey direction.

where R denotes an orthogonal rotation matrix and a is a translation vector. The value of potential
must be equal at the same point regardless of which coordinate system is used

U ′(r′) = U(r). (2.24)

As the location of the potential determines the center of mass position of the trapped atoms,
we are usually interested in the location of the potential minimumU(r0) = U0, which is found
numerically using standard optimization algorithms [71]. Therein, we do a Taylor expansion up to
the second order to obtain the quadratic approximation

U(r) = U0 +
1

2
(r − r0)

⊤K(r − r0) + . . . . (2.25)

The real, symmetric Hesse matrix K defines the stiffness as well as the orientation of the trap. For
the Zeeman potential (2.18), one finds

Kij = µBmF gF
∂2B(r0)

∂xi∂xj
. (2.26)

The main axes of the potential are obtained from the eigenvalue equation

KR = Kk, k = diag(k1, k2, k3), (2.27)

which defines the 3× 3 rotation matrix in equation (2.23) and the corresponding Euler or Tait-
Bryan angles. The definition of the rotation matrices and angles are described in appendix M.1. In
our case, the rotation matrix R refers to a passive rotation, where the chip object is fixed and the
coordinate system changes. As a convention, we refer the lowest eigenvalue to the first axis, the
x-direction. Knowing the massM of the trapped atomic species, the trap trapping-frequencies are
obtained

νi =
1

2π

√
ki
M
, (2.28)

by using the eigenvalues ki from equation (2.27). If not stated explicitly otherwise, we are using
the center of mass frame of the Bose-Einstein condensate, whose principle axis is aligned to the
release trap axis.
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2 Magnetic chip traps

2.4.4 Release trap

The release trap configuration is the final stage before the condensate is released to free space to
perform matter-wave interferometry with long expansion times. Hence, it is crucial to understand
the final state of the condensate in the trap for further explorations. Before the release, there is
a sequence of forced evaporation cooling to create a Bose-Einstein condensate and a transport
moving the condensate away from the chip surface. During the transport, trap frequencies are
decreased to decompress the Bose-condensed gas and to reduce the mean-field energy. The sequence
has been optimized to minimize center of mass and quadrupole oscillations via methods of reverse
engineering [72]. In addition, controlled quadrupole excitations and a timed release depending
on the oscillation phase are used for a lower expansion rate in a specific direction [37]. The set of
currents that are used in [37] is summarized in table 2.1.

wires current

science chip 2.0A

base chip 6.0A

x-coils 0.1A

y-coils −0.374 31A

z-coils 0.0A

Table 2.1: Applied currents to the atom chip to create the release trap.

Cross-sections of the magnetic field strength for the release trap at a mesoscopic length scale
are depicted in figure 2.5. Therein, the origin of the coordinate corresponds to the center of
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Figure 2.5: One-dimensional cross-sections of the magnetic induction field strengthB(r) for the so-called
release trap configuration. Currents as in table 2.1. Field minimum at r0 =(0, 0, 1462) µm.

the atom chip as sketched in figure 2.4. The minimum of magnetic inductions is at r0 =(0, 0,
1462) µm. Hence, the atoms are located at the center of the atom chip with a displacement in
z-direction. After having determined the modulus of the magnetic induction, we can calculate
the Zeeman potential U(r) (2.18), where we used the magnetic |F = 2,mF = 2⟩ substate for
alkali atoms. Two-dimensional cross-sections in each plane are shown in figure 2.6. In contrast to
figure 2.5, we evaluate the potential in the trap minimum and at a microscopic length scale that
covers the spatial extent of the atoms. The typical length scales are set by the thermal de Broglie
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Figure 2.6: Two-dimensional cross-sections of the release trap Zeeman potential for the |F = 2,mF = 2⟩
magnetic substate. Coordinates are shifted towards the trap minimum. Principle axis of the
spring constant K (2.27) marked as black . The constant energy shift is set to zero,U0 = 0.

wavelength, the harmonic oscillator wavelength, and the Thomas-Fermi size of an interacting
condensate (cf. section 4.3.3). In addition, we recognize that the equipotential lines in the x-y
plane are rotated by an angle γ with respect to chip coordinates. To determine the length scales,
the trapping frequencies, as well as the Tait-Bryan angles, we evaluate the Hesse matrix in equation
(2.26) and use the masses of the alkali atoms 87Rb and 41K. The trap parameters of the harmonic
approximation are shown in table 2.2. For a large condensate consisting of 105 87Rb atoms, we

parameter symbol value

spring constant k (709, 6685, 5210) kHzmm−2

frequencies 87Rb νRb (9.08, 27.88, 24.61) Hz

frequencies 41K νK (13.23, 40.41, 35.86) Hz

trap minimum r0 (0, 0, 1462) µm

Tait-Bryan angles (xyz) α, β, γ (0, 0, 9.7)◦

Table 2.2: Physical parameters of the QUANTUS II release trap. Spring constants and trap frequencies are
corresponding to the magnetic substate |F = 2,mF = 2⟩.

find in section 4.3.3 that the maximal extent of the condensed cloud is rmax ≈ 25.5 µm, (cf. figure
4.1). Within this length scale, the harmonic approximation matches the Zeeman potential quite
well as shown in figure 2.7. The potential is evaluated using the coordinate transformation in
equation (2.23), with a = r0 such that the coordinate system is aligned with the principle axis of
the Hesse matrix. We provide a more detailed analysis of the release trap potential in chapter 7.1 in
terms of a multipole decomposition and in chapter 8 when we analyze a sequence of delta-kick
collimation.
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Figure 2.7: One-dimensional cross-sections of the release trap Zeeman potential and its harmonic approxi-
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mation. The constant energy shift is set to zero,U0 = 0.
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2.4.5 Magnetic lens

The magnetic lens is based on the release trap configuration, meaning that shape and frequencies
are adjusted for optimal collimation. As the magnetic lens is also used in the Z-shape configuration
the magnetic field strength does not differ much from the release trap configuration as shown in
figure 2.8. As the currents in science chip as well as in the base chip are reduced, the field strength
and curvature of the magnetic lens are smaller compared to the release trap. The set of currents

−2.5 0.0 2.5

x/mm

0.5

0.6

0.7

0.8

B
(x
,0
,z

0
)/
G

−2.5 0.0 2.5

y/mm

0.6

0.8

1.0
B
(0
,y
,z

0
)/
G

0 2

z/mm

0.5

1.0

1.5

B
(0
,0
,z
)/
G

Figure 2.8: Cross-sections of the magnetic induction field strengthB(r) for the magnetic lens configuration.
Currents as in table 2.3.

for the magnetic lens is shown in the table 2.3. As the magnetic lens is applied after a certain

wires current

science chip 0.0A

base chip 1.828A

x-coils 0.1A

y-coils −0.075 428 3A

z-coils 0.0A

Table 2.3: Applied currents to the atom chip to create the magnetic lens.

expansion time of the condensate, we need to consider a larger length scale, rmax ≈ 100 µm,
when we evaluated the Zeeman potential for the atoms. The potential for the |F = 2,mF = 2⟩
state is shown in figures 2.9 and 2.10. The atom chip model provides the parameters of the
harmonic approximation in the table 2.4. We note that the trap minimum of the lens differs by
∆z = 17 µm (cf. table 2.4) with respect to the minimum of the release trap. As discussed in
chapter 8, a deviation of the trap minimum for the center of mass position leads to an additional
momentum kick. However, the offset is chosen on purpose as an additional center of mass velocity
is observed experimentally which is compensated by the spatial position of the lens [38, 73]. The
shape of the magnetic lens is almost cylindrical ωy ≈ ωz which can be used for collimation of
the atomic ensemble in at least two directions. The velocity spread in the third direction may be
reduced by shaping the corresponding quadrupole mode [37].
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netic substate. Coordinates are shifted towards the trap minimum. Principle axis of the string
constant K (2.27) marked as black . The constant energy shift is set to zero,U0 = 0.

−100 0 100

x′/µm

0.0

0.1

0.2

0.3

0.4

0.5

U
′ (
x
′ ,
0
,0
)/
k
H
z

U ′
ho

−100 0 100

y′/µm

0

1

2

3

4

5

6

U
′ (
0
,y

′ ,
0
)/
k
H
z

−100 0 100

z′/µm

0

1

2

3

4

5

6

U
′ (
0
,0
,z

′ )
/
k
H
z

Figure 2.10: One-dimensional cross-sections of the magnetic lens potential and its harmonic approximation
(red ). Coordinate axes are aligned with the principle axis of the harmonic approximation.
The constant energy shift is set to zero,U0 = 0.

parameter symbol value

spring constant k (75, 978, 975) kHzmm−2

frequencies 87Rb νRb (2.96, 10.66, 10.65) Hz

frequencies 41K νK (4.31, 15.53, 15.51) Hz

trap minimum r0 (0, 0, 1479) µm

Tait-Bryan angles (XYZ) α, β, γ (0, 0, 9.3) ◦

Table 2.4: Physical parameters of the QUANTUS II magnetic lens. Spring constants and trap frequencies
are corresponding to the magnetic substate |F = 2,mF = 2⟩.
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3 Classical description of atomic
matter waves

For an ideal gas, the either classical or quantum phase-space distribution function factorizes to an
effective single-particle distribution function whose dynamic is described by a classical or quantum
Liouville-von Neumann equation respectively [74]. If the Hamiltonian of the system is at most
quadratic in position and momentum, the time-evolution of the quantum system coincides with
its classical counterpart [75]. Therefore, it is often sufficient and insightful to study the trajectories
of a classical single particle in phase space. In this chapter, we will briefly introduce the basic
concepts of classical mechanics [76–78]. We recap the principle of least action and Hamilton’s
equation of motion. Afterward, we discuss the concept of canonical transformations as they play a
major role in an efficient description of Bose-condensed gas in quadratic potentials [49, 50, 79].

3.1 Principle of least action

The state of a classical system in configuration space withN particles in d spatial dimensions is
characterized by its generalized coordinates and velocities

(q, q̇) = (q1, . . . , qf ; q̇1, . . . , q̇f ), f = Nd. (3.1)

To obtain the equations of motion for classical particles, we formulate Hamilton’s principle of
least action which states that the action functional,

S[q] =

∫ t1

t0

L(q, q̇) dt, (3.2)

becomes stationary for the actual path of the motion. The action S[q] is defined by the integral of
the Lagrange function

L(q, q̇) = T − U, (3.3)

over the time interval (t0, t1). T andU are the kinetic and potential energy of the system. For a
stationary point, the variation of the integral for fixed t0 and t1 is zero

δS = 0. (3.4)

The change of the action is then given by

δS =

∫ t1

t0

f∑

i=1

(
∂L

∂qi
δqi +

∂L

∂q̇i
δq̇i

)
dt. (3.5)

Applying partial integration on the second term on the right-hand side and demanding that the
variations at the endpoints are vanishing, δqi(t0) = δqi(t1) = 0, one finds

δS =

∫ t1

t0

f∑

i=1

(
∂L

∂qi
− d

dt

∂L

∂q̇i

)
δqi dt. (3.6)
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According to the least action principle, equation (3.4) is satisfied when all terms of the sum are
vanishing simultaneously. Therefore, the integrand has to be zero and we arrive at the Euler-
Lagrange equations

d

dt

∂L

∂q̇i
=
∂L

∂qi
, (3.7)

that describe the dynamics of a conservative system.

3.2 Hamilton dynamics

An alternative formulation of classical mechanics is the Hamiltonian description in terms of two
first-order differential equations of the two independent variables (q,p), with conjugate momenta
that are defined as

pi =
∂L

∂q̇i
. (3.8)

Though physics is unaltered in the new formalism, it is useful to provide a framework for theoretical
extensions such as the Hamilton-Jacobi theory in classical mechanics or the Hamilton formulation
of quantum mechanics and field theory. Mathematically we switch from coordinates (q, q̇, t) to
(q,p, t) by a Legendre transformation with respect to the velocities q̇. We write the Lagrangian in
its differential form

dL =

f∑

i=1

(
∂L

∂qi
dqi +

∂L

∂q̇i
dq̇i

)
+
∂L

∂t
dt

=

f∑

i=1

(ṗi dqi + pi dq̇i) +
∂L

∂t
dt.

(3.9)

In the first line within the brackets, we recognize the generalized momenta defined in equation
(3.8). For the second term, we used the Euler-Lagrange equation. The Legendre transformation is
generated by the Hamilton function

H(q,p, t) =

f∑

i=1

piq̇i − L, (3.10)

which is a function of q, p and t. One can write the Hamilton function in its differential form

dH =

f∑

i=1

(−ṗi dqi + q̇i dpi)− ∂tLdt. (3.11)

using equation (3.9). Comparing the equation (3.11) with

dH =

f∑

i=1

(
∂H

∂pi
dpi +

∂H

∂qi
dqi

)
+
∂H

∂t
dt, (3.12)

and using the differential form of the Lagrange function in equation (3.9), one finds the following
set of equations

q̇i =
∂H

∂pi
, ṗi = −∂H

∂qi
,

∂L

∂t
= −∂H

∂t
, (3.13)

which are the Hamilton’s equations of motion, replacing the Euler-Lagrange equations.
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3.3 Canonical transformation

3.3 Canonical transformation

In the Lagrangian description, the Euler-Lagrange equations are invariant under a so-called point
transformation

Qi = Qi(q, t), (3.14)

where we have introduced a new coordinate Qi that is a function of the old generalized coor-
dinates and may depend explicitly on time t. The strength of the Hamilton formalism is the
treatment of coordinates and momenta as independent variables. Therefore a much wider class of
transformations

Qi = Qi(q,p, t), Pi = Pi(q,p, t), (3.15)

to new coordinates,Qi and Pi, are allowed as they may depend on the old phase space coordinates
and explicitly on time. Q and P are called canonical variables, and the transformation from (q,p)
to (Q,P ) is said to be a canonical transformation with respect to a new Hamilton function
K(Q,P , t) such that the equations of motion are of the form

Q̇i =
∂K

∂Pi
, Ṗi = − ∂K

∂Qi
. (3.16)

To derive a relation between old coordinates and momenta and the new ones, we express the
Lagrange functionsL(q, q̇) andL′(Q, Q̇) in their differential form

pi dqi −H dt = Pi dQi −K dt+ dF. (3.17)

They differ by a total differential dF that does not alter the equations of motion. Assuming that
F = F (q,Q, t) is a function of old and new coordinates and time, the differential takes the form

dF =
∂F

∂qi
dqi +

∂F

∂Qi
dQi +

∂F

∂t
dt. (3.18)

Comparing equation (3.17) with equation (3.18) one finds the following relation

pi =
∂F

∂qi
, Pi = − ∂F

∂Qi
, K = H +

∂F

∂t
. (3.19)

F is called the generating function and defines the coordinate transformation from one set of
canonical variables to another one. In general, there are four basic types of generating functions
being related to each other by a Legendre transformation. Their properties are summarized in
table 3.1.

Generating function Relation to coordinates and momenta

F = F1(q,Q, t) pi = ∂F1/∂qi, Pi = −∂F1/∂Qi

F = F2(q, P, t)−QiPi pi = ∂F2/∂qi, Qi = ∂F2/∂Pi

F = F3(P,Q, t) + qipi qi = −∂F3/∂pi, Pi = −∂F3/∂Qi

F = F4(p, P, t) + qipi −QiPi qi = ∂F4/∂pi, Qi = ∂F4/∂Pi

Table 3.1: Properties of the four basic generating functions for canonical transformations
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3 Classical description of atomic matter waves

A special generating function is found when the new Hamilton functionK = 0 vanishes. Let
S = S(q,P , t) be the corresponding generating function with pi = ∂qiS (cf. table 3.1). Then S
must satisfy the so-called Hamilton-Jacobi equation

H

(
qi,

∂S

∂qi

)
+
∂S

∂t
= 0. (3.20)

For a general Hamilton function, a complete solution of the Hamilton-Jacobi equation is not
available. However, if the Hamilton function is of the form

H = H0 +H1, (3.21)

where the dynamics ofH0 is known andH1 is a small perturbation, the generating ofH0 can be
used to study the transformed Hamiltonian K = H1 in perturbation theory [80]. Ideally, the
canonical variables ofK(Q,P , t) show less time dependence than the original phase-space coor-
dinates. The latter becomes important for numerical studies over long periods. Hence, canonical
coordinate transformations are required to study the dynamics of cold gases on macroscopic time
scales and large distances [81].

3.3.1 Ballistic expansion

The simplest system is the free-moving point particle. In the absence of the external potential, the
Hamilton function is merely

H0 =
p2

2M
, (3.22)

the kinetic energy. According to the Hamilton equations (3.13), the equations of motion are

q̇ =
p

M
, ṗ = 0. (3.23)

Including the initial conditions the general solution reads


q(t)

p(t)


 =




1 1
M (t− t0)

0 p0




︸ ︷︷ ︸
G0(t,t0)



q0

p0


. (3.24)

where G0(t, t0) is the transfer matrix of the free particle. To obtain the generating function for
the free particle Hamiltonian, one considers the inverse transformation with G−1

0 of equation
(3.24) which defines the canonical variables q0 = Q,p0 = P . Let S0(q,Q, t) be the generating
function depending on old and new coordinates. Using the corresponding relations in table 3.1,
one finds

S0(q,Q, t) =
M

2

(Q− q)2

t− t0
, (3.25)

which transforms the system to

K = H0 + ∂tS0 = 0. (3.26)
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3.4 Scaling transformation

3.3.2 Harmonic oscillator

One of the most important systems is the harmonic oscillator. The Hamilton function reads

HHO =
p2

2M
+

1

2
q⊤Kq, (3.27)

where the real symmetric matrix K describes the stiffness of the trap. For a particle with massM ,
one finds the trapping matrix Ω2 = K/M . The Hamilton’s equations are

q̇ =
p

M
, ṗ = −MΩ2q. (3.28)

The transfer function for the harmonic oscillator is given by


q(t)

p(t)


 =




cosΩt (MΩ)−1 sinΩt

−MΩ sinΩt cosΩt




︸ ︷︷ ︸
GH0(t,t0)



q0

p0


, (3.29)

representing a rotation in phase space. As described in the previous section, we can look for the
corresponding generating function, that solves the Hamilton-Jacobi equation. It reads

SHO(q,Q, t) =
MΩ

2 sinΩt

[
(q2 +Q2) cosΩt− 2qQ

]
. (3.30)

It is worth noting that the generating functions for the free particle S0 in equation (3.25) and
for the harmonic oscillator SHO in equation (3.30) coincide with the Green’s functions for the
corresponding single-particle Schrödinger equations. In particular, this statement holds as long as
the time evolution is generated by a quadratic Hamilton operator. This can be formalized in terms
of the quantum action principle and quantum canonical transformation [82, 83].

3.4 Scaling transformation

In this section, we discuss the Hamilton function

H(r,p, t) =
p2

2M
+
M

2
[r − r0(t)]

⊤Ω2(t)[r − r0(t)] + F⊤r + U1(r, t), (3.31)

for a general time-dependent harmonic oscillator, that may have changing frequencies Ω2(t) and a
changing spatial position r0(t). In addition, we have included a constant force F acting on the
atoms as well as a small perturbation U1(r, t) to the harmonic oscillator. The time-dependent
quadratic system (F = U1 = 0) has been heavily studied in classical as well as in quantum
mechanics. In particular for constructing Lewis-Riesenfeld invariants [84–86], that map the
motion of the quantum particle to a set of ordinary differential equations.

In order to solve the mechanical problem, one considers the following canonical transformation


ξ

π


 =




Λ−1 0

−M Λ̇⊤ Λ⊤







r − η(t)

p−M η̇(t)


, (3.32)

with time-dependent function η(t) and a time-dependent 3 × 3 matrix Λ(t) with initial value
Λ(t0) = 1, Λ̇(t0) = 0. As the Λ-matrix acts as a rescaling of the original position coordinate, the
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3 Classical description of atomic matter waves

transformation is a so-called scaling transformation with adaptive scales to the new phase-space
coordinates (ξ,π). The transformed Hamilton function with respect to the new coordinates
reads

H ′(ξ,π, t) = H(r,p, t) + ∂tS(r,π, t), (3.33)

with Hamilton’s equations of motion

ξ̇ =
∂H ′

∂π
, π̇ = −∂H

′

∂ξ
. (3.34)

The generating function S(r,π, t) depends on the old position and new momentum variables
such that

ξ =
∂S

∂π
, p =

∂S

∂r
. (3.35)

After integrating these equations using the relation between the old and new coordinates in (3.32),
one finds the generating function for the scaling transformation

S(r,π, t) =
M

2
[r − η(t)]⊤Λ̇Λ−1[r − η(t)]

+Mr⊤η̇(t) + π⊤Λ−1[r − η(t)]

+ s(t),

(3.36)

where s(t) denotes some time-dependent function, that does not depend on the phase space
coordinates. Using equation (3.33) the new Hamilton function becomes

H ′(ξ,π) =
1

2M
π⊤M−1π + U1(Λξ + η, t)

+
M

2
ξ⊤
[
Λ⊤Λ̈+ Λ⊤Ω2(t)Λ

]
ξ

+Mξ⊤Λ⊤[η̈ + Ω2(t)(η − r0) + F /M
]

+M
d

dt
(ηη̇)− L+ ṡ,

(3.37)

where we have introduced the Lagrange function

L(η, η̇, t) =
M

2
η̇2 − F⊤η − M

2
(η − r0)

⊤Ω2(t)(η − r0), (3.38)

and the time-dependent mass matrix
M = Λ⊤Λ, (3.39)

in the kinetic energy ofH ′. The last line defines the action variable which reads

s(t) =

∫ t

t0

L(η, η̇, t′) dt′ −M [η(t)η̇(t)− η(t0)η̇(t0)]. (3.40)

Further, one demands that the coordinates η(t) follow the Newton equation

η̈ = −Ω2(t)(η − r0)− F /M, (3.41)

in the time-dependent harmonic oscillator potential and the constant force. To simplify the second
line being quadratic in the coordinate ξ, one can specify a matrix differential equation for the
adaptive scales Λ(t), depending on the further treatment of the system.
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3.4 Scaling transformation

Free-particle If one chooses the matrix differential equation to be

Λ̈+ Ω2(t)Λ = 0, (3.42)

the Hamilton function in equation (3.37) is transformed to a free-particle system with time-
dependent mass, for a vanishing perturbationU1 = 0 and constant force F = 0.

Harmonic oscillator Besides the free-particle solution, one can transform the system to a
time-independent harmonic oscillator by choosing the following non-linear matrix differential
equation

Λ⊤
[
Λ̈+ Ω2(t)Λ

]
= f(Λ)Ω2(0), (3.43)

where f is a scalar function of the time-dependent scales. The explicit form depends on the spatial
dimension as well as the shape of the trapping matrix Ω2(t).

For a non-interacting, single particle in a one-dimensional harmonic oscillator, one recovers the
famous Ermakov-Pinney [87, 88] equation

λ̈+ ω2(t)λ = ω2
0λ

−3, (3.44)

which arises naturally when constructing Lewis-Riesenfeld [84] invariants for the time-dependent
harmonic oscillator. For a wave packet solution (cf. appendix A) of the time-dependent Schrödinger
equation, λ(t) corresponds to the width or position uncertainty. η(t) describes the classical
position of the Gaussian having a momentum ofMη̇ [85].
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4 Concepts of cold atomic gases

In this chapter, we review the basic concepts of cold atomic gases. In particular, we focus on
the physics of a Bose-condensed gas, which provides a coherent atomic source for matter-wave
optics. In ultra-cold gases, the interparticle interaction is strongly influenced by the collision
properties in the low-energy regime for small relative momenta. We introduce important scattering
properties such as the phase shift and the s-wave scattering length. Afterwards, we derive the
classical field equation for Bosons by modeling the state of the condensate as a multimode coherent
state that is macroscopically occupied. We present our results for the d-dimensional Thomas-Fermi
approximation, which we use in chapter 5 to calculate the single-particle Wigner function [51]. We
conclude by introducing the scaling solutions for the classical Euler equation which we require for
(3+1)d-dimensional simulations with long expansion times in chapter 8.

4.1 Dilute gases at low temperatures

We consider anN particle system with atoms of massM . From the classical point of view, we can
assign to each particle a position in configuration space r and momentump =Mv in momentum
space wherev is the velocity of the atom. For matter waves, we associate to the momentump = ℏk
a de Broglie wavelength λdB = 2π/k [9], where k = |k| is a wavenumber. For a thermal gas, one
can define a thermal de Broglie wavelength

λth =

(
2πℏ2

MkBT

)1/2

, (4.1)

at a temperature T . The length λth describes the position uncertainty associated with the thermal
momentum distribution. Quantum effects become visible when the phase space density is

nλ3th ≲ 1, (4.2)

that is when the size of the atomic wave packets is comparable to the interparticle distance [89].

4.2 Model for interactions

For dilute gases at low temperatures, the atoms move slowly at large distances from each other
and interact pairwise via a van-der Waals-like potential. Slowly means that the thermal de Broglie
wavelength is much larger than the range of the interaction potential λthr0 ≫ 1 or in terms of the
wavenumber for the relative particle motion

kr0 ≪ 1. (4.3)

In this low-energy collision regime, the asymptotic wave function (r ≫ r0) becomes independent
of the details of the interaction potential as the short-range physics is not resolved. Instead, one
introduces the concepts of the phase shift and the associated scattering length to describe the
collisional properties of the quantum gas [90].
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4 Concepts of cold atomic gases

4.2.1 Elastic scattering for neutral atoms

In time-independent scattering theory [91, 92] the asymptotic wave function at large distances may
be written in terms

ψk(r, θ) = ψin + ψsc ≃
r→∞

eikr cosϑ + f(ϑ)
eikr

r
, (4.4)

of an incident plane wave, traveling in the z-direction, and a scattered, outgoing spherical wave.
The prefactor f(ϑ) is the scattering amplitude representing the probability for scattering at an
angle ϑ.

To describe the scattering process for neutral atoms in a spherical symmetric central potential
V (|r1 − r2|), it is convenient to introduce the center of mass

R =
M1r1 +M2r2
M1 +M2

, (4.5)

and the relative position coordinates

r = r1 − r2. (4.6)

In these coordinates the total wave function separates as

Ψ(R, r) = ψcom(R)ψ(r), (4.7)

where the center of mass wave function is a constant, while the wave function for the relative
motion obeys the single-particle Schrödinger equation

[
p̂2r
2µ̃

+
L̂2

2µ̃r2
+ V (r)

]
ψ(r) = Eψ(r), (4.8)

for a particle with reduced mass

µ̃ =
M1M2

M1 +M2
. (4.9)

The kinetic energy in position representation is written terms of the radial momentum

p̂r = −iℏ
1

r

∂

∂r
(r·), (4.10)

as well as the angular momentum operator

L̂2 = −ℏ2
[

1

sinϑ

∂

∂ϑ

(
sinϑ

∂

∂ϑ

)
+

1

sin2 ϑ

∂2

∂φ2

]
. (4.11)

The general solution for a particle in a central potential

ψk(r) =

∞∑

l=0

l∑

m=−l

clmRlm(r, k)Ylm(ϑ, φ) (4.12)

=

∞∑

l=0

(2l + 1)ilclRl(r, k)Pl(cosϑ), (4.13)

is a linear combination of radial Rlm and angular Ylm eigenfunctions, known as a partial wave
expansion [93]. In equation (4.13), we have exploited the azimuthal independence of the scattering

26



4.2 Model for interactions

solutions by choosing the incident wave vector in z-direction. Pl are the Legendre polynomials.
The radial functions are the eigenfunctions of the radial Schrödinger equation

[
− ℏ2

2µ̃

(
d2

dr2
+

2

r

d

dr

)
+ Veff(r)

]
Rl(r, k) = EklRl(r, k), (4.14)

with an effective potential

Veff(r) = V (r) + Vrot(r) = V (r) +
ℏ2l(l + 1)

2µ̃r2
, (4.15)

that consists of the central potential V (r) and the centrifugal barrier Vrot(r).
For large distances beyond the effective range of the interactions potential (r ≫ r0) the solution

of equation (4.14) must coincide with the free Schrödinger equation which consists of spherical
Bessel and spherical von-Neumann functions [90]. Regarding large distances in the far field zone,
r → ∞, the functions have the asymptotic behavior

Rl(r, k)
r→∞−−−→ 1

kr
sin(kr + ηl − lπ/2), (4.16)

where ηl represents the collisional phase shift, containing the physical information of the scattering
process.

The partial wave expansion of the scattering amplitude

f(ϑ) =

∞∑

l=0

(2l + 1)fl(k)Pl(cosϑ), fl(k) =
e2iηl − 1

2ik
, (4.17)

connects the amplitudes fl to the scattering phase shift ηl by combining equations (4.4), (4.16)
and (4.13).

For cold atoms at low energies kr ≪ 1, we are particularly interested in the limit k → 0. For
typical parameters of alkali atoms, the centrifugal barrier allows only s-wave scattering with angular
momentum of l = 0. The short-range, low-energy expansion of the scattering phase

kη0 = − 1

as
+O(k2), (4.18)

leads to the definition of the s-wave scattering length as. For the scattering wave function of the
colliding atoms, one finds in the low-energy limit

R0(r) = 1− as
r
, (4.19)

and the scattering observables, such as the scattering amplitude, the differential, and the total
cross-section are given by

f0 = −as,
dσ

dΩ
= |f0|2 = a2s, σ =

∫
|f0|2 d2Ω = 4πa2s. (4.20)

So far we discussed only the collisions of distinguishable particles, for example, atoms in different
internal states or atoms that belong to different species. For identical Bosons or Fermions in the same
spin state, the wave function for the relative motion must be either symmetric or anti-symmetric.
One finds for the asymptotic wave function

ψ ≃
r→∞

(eikz ± e−ikz) + [f(ϑ)± f(ϑ− π)]
eikr

r
, (4.21)
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4 Concepts of cold atomic gases

where+(−) is used for bosonic (fermionic) atoms. Equation (4.21) leads to an enhanced scattering
amplitude for Bosons and a vanishing s-wave scattering length for the fermionic counterpart.

4.2.2 Pseudo potential

In the ongoing thesis, we are not working with the exact interaction potential of the different alkali
atoms. In general, V (r) is very difficult to calculate to the required precision level. In addition,
the mean-field treatment (cf. 4.3.1) of a Bose-condensed gas relies on the convergence of the Born
approximation, which is not provided for a potential with a hard repulsive core [94, 95].

The key idea is to replace the exact interaction potential with a so-called pseudo potential
[96], which is treatable by the Born approximation and which reproduces the same low-energy
scattering properties such as the scattering length (4.18). The potential operator which satisfies
these conditions may be written

V (r)ψ(r) = gδ(r)
{ ∂

∂r
[rψ(r)]

}
, (4.22)

in terms of a Dirac delta distribution and a regularizing operator. The coupling constant

g =
4πℏ2as
M

, (4.23)

contains the s-wave scattering length. For a wave function that is regularly close to r = 0, the
pseudo-potential is merely a contact interaction potential

V (r) = gδ(r). (4.24)

4.3 Weakly interacting Bose gas

The many-body Hamilton operator for Bosons trapped in an external potential with pairwise
two-particle interactions reads as

Ĥ =

∫ ∫
Ψ̂†(r′) ⟨r′| T̂ + Û |r⟩ Ψ̂(r) d3r′ d3r (4.25)

+
1

2

∫ ∫ ∫ ∫
Ψ̂†(r′1)Ψ̂

†(r′2) ⟨r′1r′2| V̂ |r1r2⟩ Ψ̂(r2)Ψ̂(r1) d
3r′1 d

3r′2 d
3r1 d

3r2,

where T̂ and Û are single-particle operators representing the kinetic, as well as the potential energy,
and V̂ is the two-particle operator describing the interactions between the atoms [90]. If the
interatomic potential is approximated by a contact potential (4.24), one can simplify equation
(4.25) to

Ĥ =

∫
Ψ̂†(r)

[
− ℏ2

2M
∇2 + U(r)

]
Ψ̂(r) d3r +

g

2

∫
Ψ̂†(r)Ψ̂†(r)Ψ̂(r)Ψ̂(r) d3r. (4.26)

The field operators Ψ̂† (Ψ̂) create (annihilate) bosonic particles at a position r in Fock space

Ψ̂†(r) |0⟩ = |r⟩ , (4.27)

obeying the following commutation relationships

[Ψ̂(r), Ψ̂†(r′)] = δ(r − r′), [Ψ̂(r), Ψ̂(r′)] = 0. (4.28)
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4.3 Weakly interacting Bose gas

A general many-particle states may be expanded in the Fock basis

|Ψ⟩ =
∞∑

N=0

∫
|r1 . . . rN ⟩ ⟨r1 . . . rN |Ψ⟩N d3Nr, (4.29)

with many-particle amplitudes Ψ(r1, . . . , rN ) = ⟨r1 . . . rN |Ψ⟩N . One obtains the equation of
motion from the Lagrangian formulation

L[Ψ, Ψ̇] = ⟨Ψ(t)|iℏ∂t − Ĥ|Ψ(t)⟩ , (4.30)

with the canonical momentum π = δL/δΨ̇ = iΨ∗. Using the Hamilton formulation with
π̇ = δL/δΨ, one recovers the Schrödinger equation in Fock space

i∂t |Ψ(t)⟩ = Ĥ |Ψ(t)⟩ . (4.31)

4.3.1 Mean-field approximation for Bosons

In general, it is impossible to solve the many-body Schrödinger equation (4.31) in most cases. How-
ever, in a Bose-Einstein condensate the atoms occupy the same quantum states macroscopically,
and one can approximate the general state of the systems

Ψ̂(r) |Ψ⟩c = Ψ(r) |Ψ⟩c , (4.32)

by a coherent state |Ψ⟩c. The eigenvalue Ψ(r) is often called the macroscopic wave function or
order parameter for the ordered, coherent state of Bosons. A coherent state has not a well-defined
number of particles but the fractional uncertainty, ∆N/N , tends to zero for a large number
of particles in the same mode. One can associate a modulus as well as a well-defined phase to
the complex field which corresponds to a spontaneous symmetry breaking of the phase of the
many-particle system [97, 98].

4.3.2 Gross-Pitaevskii equation

From the coherent-state approximation, one derives mean-field equations using variational princi-
ples. This leads to the Hartree-Fock equations for a Bose condensate [97]. Using the Hamilton
operator with the contact interaction (4.26), the Lagrangian field equation for the condensate
becomes

L = iℏΨ∗∂tΨ− E , (4.33)

with the energy density

E(r, t) = |ℏ∇Ψ|2
2M

+ U |Ψ|2 + g

2
|Ψ|4. (4.34)

Inserting (4.33) into the Euler-Lagrange equations

d

dt

δL

δΨ̇∗ =
δL

δΨ∗ , (4.35)

one obtains the time-dependent Gross-Pitaevskii equation

i∂tΨ(r, t) =

[
−ℏ2∇2

2M
+ U(r, t) + g|Ψ|2

]
Ψ(r, t), (4.36)
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Figure 4.1: Cross-sections of the atomic density n(x, y, z) versus position in each spatial direction.
lines correspond to the Thomas-Fermi approximation nTF. We have used 105 87Rb

atoms in a harmonic trap with frequencies as in table 2.2. The Thomas-Fermi radii are
rTF = (25.5, 8.3, 9.4)µm with chemical potential µTF = 25.3 ℏωx. Density scaled to the
maximal value.

which has the form of a non-linear Schrödinger equation. In a static external potentialU = U(r),
one finds the stationary Gross-Pitaevskii equation

[
−ℏ2∇2

2M
+ U + g|Ψ|2

]
Ψ = µΨ, (4.37)

by making the ansatzΨ(r, t) = Ψ(r) exp(−iµt/ℏ) for the time-dependent field whereµ denotes
the chemical potential of the ground state [45].

4.3.3 Thomas-Fermi approximation

In the limit of large repulsive interactions, one may neglect the quantum kinetic energy in the
stationary Gross-Pitaevskii (4.37)

[U(r) + gnTF(r)− µ]ΨTF(r) = 0, (4.38)

which as known as the Thomas-Fermi approximation [99–101]. Equation (4.38) admits the alge-
braic solution for the condensate density

nTF(r) =





µ−U(r)
g , µ− U(r) ≥ 0,

0 else,
(4.39)

and the corresponding wave function ΨTF =
√
nTF. In [51], we have considered the Thomas-Fermi

field for a general harmonic oscillator potential

U =
M

2
r⊤Ω2r, (4.40)

in d spatial dimensions. The trap frequencies ωi > 0 are the entries of the diagonal eigenvalue
matrix

Ω2R = Rω2. (4.41)
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4.3 Weakly interacting Bose gas

From the geometrical average of the frequencies ω̄ = (ω1 · · ·ωd)
1
d one can define the length of the

harmonic oscillator ā =
√

ℏ/Mω̄ as the primary length scale for the non-interacting condensed
Bose gas. In figure 4.1 we depict the atomic ground state density obtained by solving the stationary
Gross-Pitaevskii equation in a three-dimensional harmonic potential. The analytic Thomas-Fermi
density shows good agreement with the numerical solution for the given number of 87Rb atoms.

To cope with the physical anisotropy of the potential in the Cartesian lab framer = (x1, . . . , xd),
it is useful to introduce a rotated, scaled frame with new coordinates defined r′ = (x′1, . . . , x

′
d)

by
r ≡ RSr′, (4.42)

introducing the scaling transformation S =
√
2µ/Mω2. For each direction, the scale factors

are determined by the Thomas-Fermi radii rTF,i ≡
√
2µ/Mω2

i . It is also relevant to introduce
the averaged radial condensate extent rTF ≡

√
2µ/Mω̄2 as a secondary global length scale or the

strongly interacting condensate. The particle normalization of the fields links the dimensional
lab-coordinates amplitude Ψ(r) to the dimensionless amplitude Ψ′(r′) in the scaled coordinates
by

Ψ′(r′) ≡ r
d
2

TFΨ(r). (4.43)

In d-dimensional spherical coordinates [102], the hyper-radius r′ =
√
r′2 is given by the Euclidean

norm. The differential solid angle dd−1Ω, is obtained from the Cartesian volume element ddx′ =
r′d−1dr′ dd−1Ω and encompasses a total solid angle of Ωd = 2π

d
2 /Γ(d2) where Γ( ) denotes the

Gamma function. With these definitions, one finds a compact expression for the non-vanishing
field

Ψ′
TF(r

′) =
√
n
√

1− r′2,
√
n =

√
µ rdTF

g
, (4.44)

within the Thomas-Fermi volume defined by equation (4.39). Here, the parameter n denotes
the ratio between chemical potential and internal energy and is proportional to the total particle
number.

An ensemble with fixed particle numberN defines the chemical potential µ(N) implicitly by

N =

∫

VTF

nTF(r) d
dr = nΩd

∫ 1

0
r′d−1(1− r′2) dr′. (4.45)

Evaluating the hyperradial integral, the chemical potential as a function of particle number is then
given by

µ(N) = ℏω̄

[
κ
d(d+ 2)

4(2π)
d
2

Γ

(
d

2

)] 2
d+2

, κ =
gN

ādℏω̄
. (4.46)

Thus, the chemical potential exhibits a characteristic algebraic dependence on the geometric
dimension, the potential shape, and the internal energy κ is given in energy units of the harmonic
oscillator ℏω̄.

In figure 4.2, we depict the density of the Gross-Pitaevskii state n′, as well as the Thomas-Fermi
density n′TF at equal chemical potentialµ = 14.12 ℏω̄ in different spatial dimensions. This implies
different coupling constants κ for each dimension d according to (4.46). The inset magnifies the
region around rTF, where the approximation exhibits the characteristic first-order discontinuity.

Besides the position density, one can also evaluate the momentum distribution of the Thomas-
Fermi field using the definition of the Fourier transform

Ψ̃(k) =

∫ ∞

−∞

e−ikr

(2π)
d
2

Ψ(r) ddr, k = p/ℏ, (4.47)
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4 Concepts of cold atomic gases
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Figure 4.2: Ground-state position density versus Cartesian coordinate x′ in a d-dimensional harmonic
potential in dimensionless units: Gross-Pitaevskii solution with d = 1, n′(x′) (red ),
d = 2, n′(x′, 0) (green ), d = 3, n′(x′, 0, 0) (blue ) and Thomas-Fermi density with
d = 1, n′

TF(x
′) ( ), d = 2, n′

TF(x
′, 0) ( ), d = 3, n′

TF(x
′, 0, 0) ( ). We have chosen

different coupling constants κ = 100 (d = 1), κ = 625.96 (d = 2) and κ = 3547.62 (d = 3)
in each dimension to obtain the same chemical potential µTF = 14.12 ℏω̄. The inset shows a
close-up view of the Thomas-Fermi region.

in d spatial dimensions. According to (4.43), one can define a dimensionless Fourier amplitude
and density

Ψ̃(k) = r
d
2

TFΨ̃
′(k′), (4.48a)

ñ′(k′) = |Ψ̃′(k′)|2, (4.48b)

with scaled Cartesian wave vectors
k′ = SR⊤k. (4.49)

All things considered, the dimensionless Fourier transform to the Thomas-Fermi field reads

Ψ̃′
TF(k

′) =
√
n

∫

VTF

e−ik′·r′

(2π)
d
2

√
1− r′2 ddr′. (4.50)

In hyper-spherical coordinates, the integral over the hyper-angles factorizes and evaluates to

od(k
′r′) ≡

∫

STF

e−ik′·r′

(2π)
d
2

dd−1Ω =
J d

2
−1(k

′r′)

(k′r′)
d
2
−1

, (4.51)

with Jd being the Bessel function of the first kind of order d [103]. The remaining radial integral
also admits a closed-form solution

Ψ̃′
TF(k

′) =
√
n

∫ 1

0
r′d−1

√
1− r′2od(k

′r′) dr′ =
√
n

√
π

2
od+3(k

′). (4.52)

It is interesting to present this result with the original physical Cartesian wave-vectors

Ψ̃(k) = r
d
2

TF

√
n

√
π

2
od+3

(√
k⊤ 2µ

MΩ2
k

)
, (4.53)

32



4.3 Weakly interacting Bose gas

which demonstrates that the diagonalization (4.41) is not required to obtain the Fourier amplitude
of the Thomas-Fermi field in the anisotropic oscillator in d dimensions. In particular, for the
most relevant three-dimensional case d = 3, our result agrees with [101]. In figure 4.3, we show
the momentum spectra of the numerical Gross-Pitaevskii field and the analytical Thomas-Fermi
solution (4.53). As a guide to the eye, we have added algebraic k′−d−2 (see equation (4.54)) and
exponential e−k′/2 envelopes to match the asymptotic behavior for large wavenumbers.
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Figure 4.3: (a) Ground-state Fourier density versus scaled Cartesian wavenumber k′x in a d-dimensional
harmonic potential in dimensionless units: Gross-Pitaevskii density for d = 1, ñ′(k′x) (red

), d = 2, ñ′(k′x, 0) (green ), d = 3, ñ′(k′x, 0, 0) (blue ) and Thomas-Fermi density
for d = 1, ñ′TF(k

′
x) ( ), d = 2, ñ′TF(k

′
x, 0) ( ), d = 3, ñ′TF(k

′
x, 0, 0) ( ). (b) The

double logarithmic plot shows the high-energy algebraic decay ∼ k′−d−2 (gray ) of ñ′TF(k
′),

and an exponential ∼ e−k′/2 decay (magenta ) for the numerical Gross-Pitaevskii density.
Fourier densities are all normalized to one.

To foster physical interpretation and to choose suitable numerical grids in simulations of the
Gross-Pitaevskii equation, it is important to understand the high energy behavior of the Fourier
amplitude. From the asymptotic representation of the Bessel functions, one finds a periodic
oscillation with algebraic decay

Ψ̃′
TF(k

′ → ∞) ∼
√
n
sin (k′ − dπ

4 )

k′
d+2
2

. (4.54)

For small wave vectors, the Fourier amplitude stays regular and approaches

Ψ̃′
TF(k

′ → 0) ∼
√
n

2
d+2
2 Γ(d+3

2 )
. (4.55)

The Heisenberg uncertainty principle of quantum physics and the uncertainty relation of
harmonic analysis [104]

∆r∆k ≥ d

2
, (4.56)

are connected by the de Broglie relation p = ℏk [9]. It provides the basis for the rule-of-thumb
estimate of a minimal width, i. e., the standard deviation of the Thomas-Fermi field in k-space

∆kH
TF ≥

d

2rTF
. (4.57)
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4 Concepts of cold atomic gases

Solid angle Bessel zero Rayleigh width Heisenberg width %

d Ωd k′1 ∆kR
TF ∆kH

TF β

1 2 3.83 0.38 µm−1 0.05 µm−1 0.98

2 2π 4.49 0.45 µm−1 0.10 µm−1 0.95

3 4π 5.14 0.51 µm−1 0.15 µm−1 0.93

Table 4.1: Widths in k space according to the Rayleigh and Heisenberg criterion for an explicit Thomas-
Fermi radius of rTF = 10 µm.

If the Thomas-Fermi radius is a measure of the position width ∆r = rTF. Alternatively, we can
specify a width of the Thomas-Fermi field (4.53) according to the Rayleigh criterion

∆kR
TF =

k′1
rTF
, (4.58)

by the first root of the Bessel function J d+1
2
(k′1) = 0. Then, the fraction of atoms

β ≡ N−1

∫ ∞

−∞
θ(k′1 − q′)|Ψ̃TF(q

′)|2 ddq′, (4.59)

measures the localization of the spectrum for wave numbers q′ ≤ k′1. In table 4.1, we have
summarized these parameters as a function of the spatial dimension d for a given Thomas-Fermi
radius.

4.4 Hydrodynamic field equations

In the hydrodynamic formulation of a Bose-Einstein condensate, the classical complex Gross-
Pitaevskii wave function is written in terms of the two real hydrodynamical variables, the density
of the condensates n(r, t) and its phase ϕ(r, t),

Ψ(r, t) =
√
neiϕ, Ψ∗(r, t) =

√
ne−iϕ, (4.60)

also known as a Madelung transform. Inserting the equations (4.60) into the Lagrange density
(4.33) one finds

L = i
ℏ
2
ṅ− nℏϕ̇− E , (4.61)

with the energy density expressed in terms of velocity and density

E(r, t) = Mv2

2
n+

(ℏ∇√
n)2

2M
+ Un+

g

2
n2. (4.62)

The first term in the energy density consists of the classical kinetic energy with velocity v. It is
usually defined by the particle-current density

j =
ℏ
M

ℑ{Ψ∗∇Ψ} = n
ℏ
M

∇ϕ = nv, (4.63)

v =
ℏ
M

∇ϕ, (4.64)
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4.4 Hydrodynamic field equations

where the velocity field is proportional to the gradient of the phase. The second term in (4.62) is
purely quantum and corresponds to the localization energy of the wave function. The equations
of motion are determined by the Euler-Lagrange equations

d

dt

δL

δϕ̇
=
δL

δϕ
, (4.65a)

d

dt

δL

δṅ
=
δL

δn
. (4.65b)

Applying equation (4.65a) and using the definition of local velocity (4.64) and particle current
density (4.63), one finds the continuity equation for the particle density

ṅ+∇j = 0, (4.66)

as a consequence of particle number conservation of the Bose-Einstein condensate. Equation
(4.65b) leads to an Euler equation for a fluid

−ℏϕ̇ =
Mv2

2
+ U + gn− ℏ2

2M

∆
√
n√
n
, (4.67)

with an additional quantum pressure due to the localization energy. Equation (4.66) and (4.67)
are equivalent to the Gross-Pitaevskii equation (4.36) connected by the Madelung transformation
in equation (4.60).

4.4.1 Scaling solution of the Euler equation

If one neglects the quantum pressure in the Euler equation (4.67), one recovers the Thomas-
Fermi density (4.39) as the stationary solution. An analytic solution of the hydrodynamic Euler
(4.67) and continuity equation (4.66) can be found within a time-dependent harmonic oscillator
potential [105]

U(r, t) =
M

2
r⊤Ω2(t)r. (4.68)

In section 3.4, we have discussed that a change of phase space coordinates by a canonical trans-
formation simplifies the equations of motion for a classical particle in a harmonic oscillator with
time-dependent frequencies. As the initial Thomas-Fermi density itself is quadratic in its spatial
shape, the Thomas-Fermi density obeys the following scaling ansatz [105]

nTF(r, t) = |Λ(t)|−1n0(Λ
−1(t)r), (4.69)

where n0 denotes the initial density in the harmonic trap (4.39). Inserting the (4.69) into the
continuity equation (4.66), one finds the corresponding phase evolution [49, 50, 79]

ℏϕ(r, t) =
r⊤pλ

2
− β(t), pλ =Mvλ, β(t) =

∫ t

µ/|Λ(t′)|dt′, (4.70)

where the velocity field (4.64) of the superfluid is given by

vλ = Λ̇Λ−1r. (4.71)
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4 Concepts of cold atomic gases

In order to determine the unknown Λ(t), one inserts the Thomas-Fermi density (4.39) into
equation (4.67) neglecting the quantum pressure. One finds that the scales fulfill the second-order
matrix differential equation

Λ⊤(t)
[
Λ̈(t) + Ω2(t)Λ(t)

]
=

Ω2(0)

|Λ(t)| . (4.72)

Comparing equation (4.72) with the differential equation (3.43), one finds that f(Λ) = |Λ(t)|−1

as a consequence of the mean-field interactions within the quantum fluid. The nonlinear differen-
tial equation can be used for the ballistic expansion for Ω2(t) = 0, when the condensate is released
from the trap. In addition, for small amplitude oscillations, one finds modes that correspond to
the excitation spectrum in the hydrodynamic regime [49, 106].

4.4.2 Hydrodynamic soundwave excitations

Hydrodynamic sound waves are found considering density and phase perturbations, n1, ϕ1

n(r, t) = nTF(r) + n1(r, t), (4.73)
ϕ(r, t) = ϕ0(t) + ϕ1(r, t), (4.74)

around the stationary Thomas-Fermi density nTF(r) which oscillates with the uniform phase
ϕ0(t) = µt/ℏ [107, 108]. One can expand the Lagrangian (4.61) for the hydrodynamic variables
up to second order in n1 and ϕ1

L = −n1ℏϕ̇1 −
nTF

2M
(ℏ∇ϕ1)

2 − g

2
n21. (4.75)

Using the Euler-Lagrange equations, one finds the coupled differential equations

ℏϕ̇1 = −gn1, ṅ1 = − ℏ
M

∇(nTF∇ϕ1), (4.76)

describing the hydrodynamic excitations. The set of first-order differential equations can be
rewritten as a wave equation for either the density n1

n̈1 = ∇(c2∇n1), (4.77)

or phase perturbations respectively. Equation (4.77) describes the propagation of sound waves
with the local sound velocity

c(r) =
√
gnTF(r)/M, (4.78)

which depends on the spatially varying Thomas-Fermi density. One seeks stationary solutions of
equation (4.77) by making the ansatz

n1(r, t) = n̄1(r)e−iωt + c.c., (4.79)

where the positive frequency components n̄1(r) are solutions of the differential equation

ω2n̄1 = −∇(c2∇n̄1). (4.80)
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4.5 Linearization of the Gross-Pitaevskii equation

Soundwaves in 3D spherical symmetric trap

One can find analytical solutions of equation (4.80) for some external trapping potentials and
for the homogeneous condensate. For spherical symmetric trapsU(r) = U(r), equation (4.80)
becomes

ω2n̄1 =

(
U ′

M
∂r + 2gnTFT̂

)
n̄1, (4.81)

withU ′ = dU/ dr and the operator

T̂ =
p̂2r
2M

+
L̂2

2Mr2
. (4.82)

L̂2 is the square of the angular momentum operator (4.11) and p̂r denotes the radial momentum
operator (4.10) withℏ = 1. The most general solution of equation (4.81) is a linear combination of
the form n̄1(r) = Rl(r)Ylm(ϑ, φ) consisting of radial functionsRl(r) and angular momentum
eigenfunctions Ylm(ϑ, φ) (cf. equation (4.12)). The radial function Rl is determined by the
equation

ω2Rl(r) =
U ′R′

l

M
+ 2gnTF

[
p̂2r
2M

+
l(l + 1)

2Mr2

]
Rl. (4.83)

For the isotropic harmonic potentialU =M
ω2
0
2 r

2, the ansatzRl(r) = xl/2Fl(x), with new ra-
dial coordinatex = r̃2 = (r/rTF)

2, transform equation (4.83) to the hypergeometrical differential
equation

x(1− x)F ′′
l +

[
2l + 3

2
− 2l + 5

2
x

]
F ′
l +

λ− l

2
Fl = 0, λ = ω2/ω2

0, (4.84)

[103]. Regular solutions of (4.84) are the Jacobi polynomials J (l+1/2,0)
n (1− 2r̃2) [109, 110]. The

eigenfrequencies of the systems, expressed in terms of principle quantum number n and angular
momentum l, are given by

ω(n, l) = ω0

√
2n2 + 2nl + 3n+ l. (4.85)

Besides the three-dimensional harmonic trap, there exist analytic solutions for the isotropic two and
one-dimensional harmonic trap. They become relevant in highly deformed traps which can reduce
the degrees of freedom in the system [107]. There exists also solutions for the three-dimensional
axial symmetric [111] and for the general triaxially anisotropic parabolic potential [112]. For the
latter, the eigenfunctions are finite polynomials and the corresponding energies can be labeled in
terms of three integer quantum numbers.

4.5 Linearization of the Gross-Pitaevskii equation

In section 4.4.2, we have already studied the response of the density and the phase of the condensate
with respect to small perturbations around the steady Thomas-Fermi ground state density. For
inhomogeneous systems that also include particle-like excitations, one needs to linearize the Gross-
Pitaevskii equation (4.36) around the stationary solution (4.37). The linear response of the non-
linear equation is used to prove that the stationary solutions are stable with respect to small
perturbations. Moreover, one can study the excitation spectrum which is useful to interpret
experimental imperfections.
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4 Concepts of cold atomic gases

4.5.1 Bogoliubov - de Gennes equations

We assume that the trapping potential in equation (4.37) is slightly modified by a time-dependent
perturbation

U(r, t) = U0(r) + U1(r, t). (4.86)

If U1 is assumed to be small, one can linearize (4.36) in terms of the small perturbation Ψ1 by
inserting the following ansatz

Ψ(r, t) = e−iµt/ℏ[Ψ0(r) + Ψ1(r, t)]. (4.87)

Neglecting the second orders in Ψ1 andU1, one finds the linear equation

iℏ∂tX (t) = ΣBX (t) + S(t). (4.88)

for the two-component vector X = (Ψ1,Ψ
∗
1)

⊤ with the source term S = (U1Ψ0,−U1Ψ
∗
0)

⊤

and the linear Hartree-Fock-Bogoliubov self-energy operator

ΣB = −ℏ2∇2

2M
σ3 +

(
VB M

−M∗ −V∗
B

)
, σ3 =

(
1 0

0−1

)
, (4.89)

VB = U + 2g|Ψ0|2 − µ, M = gΨ2
0. (4.90)

The mathematical properties of the non-hermitian operator ΣB are discussed in detail in [97, 113]
and are summarized in the appendix H. One finds that the spectrum has a real-valued spectrum of
pairwise positive and negative eigenvalues

ΣBWk,± = ±EkWk,±, Ek > 0, (4.91)

where the positive right eigenvectorsWk,+ = (uk, vk)
⊤ contain the particle and hole-like mode

functions uk(r), vk(r) which are normalized as
∫

|uk(r)|2 − |vk(r)|2 d3r = 1. (4.92)

In the literature, the eigenvalue problem (4.91) is known as the Bogoliubov - de Gennes equations
[114, 115] equations, though Pitaevskii applied them first to non-uniform systems. In addition, the
operator ΣB has an eigenvector P = (Ψ0,−Ψ∗

0)
⊤ with doubly degenerate zero eigenvalue

ΣBP = 0, (4.93)

as the energy is unaltered for a change in the global phase of the condensate wave function [46].
Equation (4.88) has the formal solution

X (t) = e−itΣB/ℏX (0) + e−itΣB/ℏ

iℏ

∫ t

0
eisΣB/ℏS(s) ds. (4.94)
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4.5 Linearization of the Gross-Pitaevskii equation

Using the completeness relation for the Bogoliubov basis (H.11), one finds for an initial vanishing
perturbation X (0) = 0,

X (t) =W ′
iℏ

∫ t

0
e−iE′(t−s)/ℏσ

(n−1)
3 S ′(s) ds

+ 1
iℏ

∫ t

0
[iQSN (s)− iPSΦ(s)] ds

− 1
iℏ

∫ t

0
(t− s)

iPSN (s)

M
ds,

(4.95)

where we have introduced the amplitudes,

S ′ =W
′†σ(n−1)

3 S, SN = P †σ3S, SΦ = Q†σ3S. (4.96)

4.5.2 Density and phase amplitudes

In order to connect the perturbations Ψ1 of the complex field with experimental observables, we
can use the Madelung transform (4.60)

Ψ(r, t) = Ψ0(r) + Ψ1(r, t) =
√
n0(r) + n1(r, t)eiϕ1(r,t). (4.97)

If the density n1 ≪ n0 and phase perturbation ϕ1 ≪ 1 are small compared to their initial values,
one can linearize (4.97) as,

Ψ(r, t) ≈ Ψ0

(
1 + iϕ1 +

n1
2n0

)
= Ψ0 + iϕ1

√
n0 +

n1
2
√
n0
. (4.98)

The complex-valued perturbation field Ψ1 is then determined by

Ψ1(r, t) =
n1

2
√
n0

+ iϕ
√
n0. (4.99)

Thus density and phase aberrations are related to the real and imaginary part of Ψ1. We can express
(4.99) in terms of density and phase

ϕ1 =
ℑ[Ψ1]√
n0

=
1

2i√n0
(Ψ1 −Ψ∗

1),

n1 =2
√
n0ℜ[Ψ1] =

√
n0(Ψ1 +Ψ∗

1),

(4.100)

which consists of a rotation in the complex plane and a squeezing transformation in the amplitude
direction.

39





5 Wigner representation of
interacting Bose-Einstein
condensates

In this chapter, we discuss the properties of the single-particle Wigner function for an interacting
Bose-Einstein condensate. In particular, we demonstrate the effect of mean-field interaction on
the phase-space distribution. Afterward, we find a suitable approximation of the Thomas-Fermi
Wigner function in a one-dimensional harmonic oscillator potential. The latter is useful to illustrate
the time evolution using the exact scaling solution for the ballistic expansion and reducing the
velocity width with delta-kick collimation.

5.1 Wigner distribution

The Wigner function [75, 116] is a powerful concept in optics and wave mechanics to describe
partially and fully coherent optical as well as matter waves. It is defined in d-dimension space

W (r,k) =

∫ ∞

−∞

e−ikξ/ℏ

(2π)d
ρ(r, ξ) ddξ, (5.1)

as the Fourier transform of the coherence function

ρ(r, ξ) = Ψ∗(r − ξ/2)Ψ(r + ξ/2). (5.2)

For the classical Gross-Pitaevskii field, the coherence function ρ(r, r′) is just the single-particle
density matrix [117]

ρ(r, r′) = ⟨Ψ†(r)Ψ(r′)⟩ . (5.3)

As the Fourier transformation is unitary, the Wigner function contains the same physical informa-
tion as the single-particle density matrix. From equation (5.1), one can determine the position and
Fourier densities

|ψ̃(k)|2 =
∫ ∞

−∞
W (r,k) ddr, (5.4a)

|ψ(r)|2 =
∫ ∞

−∞
W (r,k) ddk, (5.4b)

which are the marginal distributions of the Wigner function. The Wigner function is only a
quasi-probability distribution, as it can acquire negative values. This is not a bug, but the central
feature of interference of waves in phase space.

If the physical system is described by an Hamilton operatorH = T + U , the time-evolution of
the (d = 3) Wigner functionW =W (r,p, t) is described by a quantum Liouville-von Neumann
equation

[
∂t +

1
M p ·∇− (∇U) · ∂p

]
W =

∞∑

l=1

(−1)l

(2l + 1)!

(
ℏ
2

)2l ∑

|m|=2l+1

(∇|m|U)∂
|m|
p W, (5.5)
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5 Wigner representation of interacting Bose-Einstein condensates

using m = (m1,m2,m3) and the norm |m| = m1 +m2 +m3 as an abbreviation. The left-
hand side of equation (5.5) describes the classical transport, whereas the right-hand side contains
quantum corrections of the order O(ℏ2l). By taking the limit ℏ → 0, one recovers the classical
limit which is also known as the truncated Wigner approach [118, 119]. For external potentials
whose third and higher derivatives vanish, the quantum Liouville equation coincides with its
classical counterpart. Although the time evolution of the quantum state moves alongside the
classical trajectories, its quantumness is still encoded in the initial Wigner function. Widely used
examples are the ballistic expansion and the evolution in a harmonic oscillator potential, which we
introduced in sections 3.3.1 and 3.3.2. .

As discussed in chapter 4.4.1, the correct scaling laws in a time-dependent quadratic potential
for the Thomas-Fermi field are obtained by using the scaling coordinate transformation (3.32)
described in chapter 3.4. The time-dependence for the scales for the interacting Thomas-Fermi
density is given by equation (4.72). Hence, the dynamic for a Thomas-Fermi Wigner function is
described by

W (r,p, t) =W ′(ξ(t),π(t), 0), (5.6)

whereW ′(ξ,π, 0) represents the Wigner function of the initial state, but with time-dependent
coordinates (ξ(t),π(t)). In [119] only a Gaussian ansatz was considered which disregards the
quantum nature of the interacting Gross-Pitaevskii field as discussed in the following.

5.2 Thomas-FermiWigner function

5.2.1 One-dimensional harmonic oscillator

For a chemical potential, µ ≫ 1 we expect the mean-field Wigner function to differ from the
Gaussian Wigner function

W (x, p) = 1
ℏπ e−2H(x,p)/(ℏω), H(x, p) =

p2

2M
+
M

2
ω2x2, (5.7)

of the one-dimensional harmonic oscillator ground state [75]. As the Thomas-Fermi field for the
interacting condensate is a good approximation for the interacting condensate, we look for its
Wigner representation in phase space.

In the following, we use our results from chapter 4.3.3. where we have introduced the Thomas-
Fermi size xTF =

√
2µ/(Mω2) to define the dimensionless phase space coordinates as

(x′, k′) = (x/xTF, k xTF). (5.8)

Further, we use the dimensionless Thomas-Fermi field (4.44) to evaluate the coherence function

ρ′TF(x
′, ξ′) = n

[
(1− x′2)2 − (1 + x′2)

ξ′2

2
+
ξ′4

16

] 1
2

, (5.9)

that was defined in equation (5.2). In equation (5.9) the coordinates are in the range of |x′| < 1
and |ξ′| < ξ′+(x

′) ≡ 2(1− |x′|). The coherence function vanishes otherwise. ξ′+(x′) defines the
upper and lower limit of the Fourier integral (5.1) and leads to the Thomas-Fermi Wigner function

W ′
TF(x

′, k′) =
∫ ξ+(x′)

−ξ+(x′)

e−ik′ξ′

2π
ρ′TF(x

′, ξ′) dξ′. (5.10)

The Fourier-integral (5.10) can be evaluated by numerical quadrature and is shown in figure 5.1.
In the Thomas-Fermi regime µ ≫ ℏω, the mean-field pressure increases the spatial size of the
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5.2 Thomas-Fermi Wigner function

condensates beyond the harmonic oscillator size, rTF ≫
√

ℏ/(Mω), but squeezes the distribution
in the k-direction reciprocally. The negative domains in the Wigner function that appear for non-
Gaussian states can be seen clearly by dark-blue stripes in the color-coded density plot.
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′
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0.3

W
′ (
x
′ ,
k
′ )

Figure 5.1: Color-coded density plot of the numerically calculated Thomas-Fermi Wigner function
W ′

TF(x
′, k′) for an one-dimensional harmonic oscillator in phase-space. Cross-sections along

the phase-space coordinates x′ = {0.1, 0.5} and k′ = {1.0, 3.0} are marked by the gray lines
( , ) and are depicted in the figures 5.3 and 5.4. The parameters are κ = 100 (4.46) and
µTF = 14.12 ℏω̄.

We have already compared the numerical exact Gross-Pitaevskii field with the Thomas-Fermi
approximation in position space in figure 4.2 and reciprocal space in 4.3. In figure 5.2 (a), we depict
the full phase-space representation of the numerical Gross-Pitaevskii field with strong interaction.
Indeed, the two-dimensional phase-space density plot exhibits the same qualitative appearance as
in figure 5.1 for the Thomas-Fermi Wigner function. However, the more detailed cross-section
plots in the figures 5.3, 5.4 and highlights the deviations between the Wigner functions of the
Gross-Pitaevskii, the Thomas-Fermi field as well as the factorizing ansatz (5.14) of the coherence
function as discussed in the following paragraph. The limit for weak interaction, µ = 0.54 ℏω, is
shown in subfigure 5.2 (b) where we almost recover the positive Gaussian phase-space distribution
in equation (5.7) of a harmonic oscillator ground state for zero interaction.
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5 Wigner representation of interacting Bose-Einstein condensates

Figure 5.2: Color-coded density plot of the Gross-Pitaevskii Wigner functionW ′(x′, k′) for the ground
state in an one-dimensional harmonic potential. In subfigure (a), we have strong interaction
κ = 100, µ = 14.11 ℏω and weak interaction κ = 0.1, µ = 0.54 ℏω in subfigure (b). In (b)
dimensionless coordinates are with respect to the Thomas-Fermi size determined by the chemical
potential in (a).
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Figure 5.3: Cross-section of the Wigner function versusx′ for fixed wave-numberk′ for the one-dimensional
harmonic oscillator. Comparison of Thomas-Fermi approximation W ′

TF(x
′, k′) (gray ),

with the Gross-Pitaevskii Wigner functionW ′(x′, k′) (blue ) and the factorizing approach
W ′

TFf(x
′, k′) in equation (5.14) (black ). We have chosen the same parameters as in figure

5.1: (a) k′ = 1.0, (b) k′ = 3.0.
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Figure 5.4: Cross-section of the Wigner function versus k′ for fixed position x′ for the one-dimensional
harmonic oscillator. Comparison of Thomas-Fermi approximation W ′

TF(x
′, k′) (gray ),

with the Gross-Pitaevskii Wigner functionW ′(x′, k′) (blue ) and the factorizing approach
W ′

TFf(x
′, k′) (5.14) (black ). We have chosen the same parameters as in figure 5.1: (a) x′ =

0.1, (b) x′ = 0.5.
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5 Wigner representation of interacting Bose-Einstein condensates

Factorizing the coherence function Despite the functional simplicity of the Thomas-
Fermi Wigner function, we have not succeeded in finding closed-form expression for the one-
dimensional harmonic oscillator. Therefore, we consider a physical factorization ansatz for the
coherence function (5.9)

ρ′TFf(x
′, ξ′) = n′TF(x

′)χ
(

ξ′

η(x′)

)
, (5.11)

where the factors consist of the position Thomas-Fermi density

n′TF(x
′) = ρ′(x, 0) = n(1− x′2), (5.12)

as well as
χ(ξ′) =

ρ′(0, ξ)
ρ′(0, 0)

= 1− ξ′2

4
, (5.13)

that includes an unspecifiedx-dependent scale η(x). With a suitable scale, the factorized coherence
function ρ′TFf(x

′, ξ′) in equation (5.11) has the same support in phase space as the full coherence
function (5.9). By choosing this scale as η(x′) = ξ′+(x

′)/2, one obtains the Wigner function as

W ′
TFf(x

′, k′) = n′TF(x
′)
2 j1
[
k′ξ′+(x

′)
]

πk′
, (5.14)

where j1 is the spherical Bessel function of order one. Equation (5.14) matches the numerical
simulations quite well for various values of x and k as regarded in figures 5.3 and 5.4. Further, the
factorized Wigner function (5.14) features the correct marginal distribution (5.4b)

n′TFf(x
′) = n′TF(x

′) ≥ 0, (5.15)

for the position density. For the marginal distribution in k-space , one finds

ñ′TFf(k
′) =

n

πk′4
[2k′ Si(2k′) + cos 2k′ − k′ sin 2k′ − 1] ≥ 0, (5.16)

where Si denotes the sine-integral [103]. The Fourier density ñ′TF(k
′) is shown in figure 5.5. In

contrast to the analytical result in equation (4.52), it lacks the nodal structure and shows some de-
viations for small values of k′. Nevertheless, it is positive and exhibits the same algebraic asymptotic
behavior ñ′TFf(k

′ → ∞) ∼ nk′−3, as in equation (4.54).
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ñ
′
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Figure 5.5: Fourier density ñ′TF(k
′) of the Thomas-Fermi approximation versus wave-number k′ in a one-

dimensional oscillator (4.52) ( ) and ñ′TFf(k
′) of the factorized Wigner function (5.16) ( ).

The double logarithmic inset displays the algebraic decay for large k′.
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5.2 Thomas-Fermi Wigner function

Ballistic expansion In the previous section, we have found a suitable approximation of
the Thomas-Fermi Wigner function WTFf(x, k) (5.14). Using the scaling ansatz for the time-
evolution in equation (5.6), we can study the ballistic expansion of a one-dimensional Bose-Einstein
condensate in phase space. For a wave packet, the scales in equation (3.32) are obtained by the
Ermakov-Pinney equation [87, 88], λ̈ = ω2λ−p, with p = 2 for the interacting and p = 3 for the
non-interacting wave packet (cf. equations (3.44) and (4.72)). For the latter one finds the analytic
form λ(t) =

√
1 + ω2t2, which corresponds to the correct time-dependence of the width of a

spreading wave packet (cf. appendix (A.8)) [120].
In figure 5.6, we show the shearing of the Wigner function during the ballistic expansion for

the Gross-Pitaevskii wave function (a), the Thomas-Fermi Wigner functionWTFf(ξ(t), π(t)) with
time-dependent coordinates (b), and for the non-interacting Gaussian wave packet (c). For short

Figure 5.6: Shearing of the Wigner phase-space distribution during the ballistic expansion at three different
times. Columns (a): Wigner function of the Gross-Pitaevskii field, κ = 100, µ = 14.11 ℏω (b):
Thomas-Fermi Wigner functionWTFf(x, k). (c) non-interacting κ = 0 Gaussian wave packet.
Sketch of the shearing angle α at t = 1T in (b).

expansion (t = 0.2T , T ≡ 1/ω), we see qualitative differences in the shearing behavior for the
interacting (a), (b), and the non-interacting limit (c), due to the different extents of the distribution
in position as well as in momentum spaces. For the latter more k-values are distributed at higher
momenta. At the same, the distribution has a smaller extent in the position direction, resulting in
a different shearing angle at small expansion times, t = 0.2T .

Delta-kick collimation Delta-kick collimation is used to narrow the momentum width
of an atomic ensemble. It consists of a two-step protocol: 1) a free expansion of the atomic wave

47



5 Wigner representation of interacting Bose-Einstein condensates

packet, and 2) a short application of a harmonic potential that acts as a matter-wave lens. The
method can be visualized using the Wigner representation in phase space. As mentioned in 3.3.1
and demonstrated in the previous section, the ballistic expansion corresponds to shearing of
the Wigner function by an angle α (cf. figure 5.6). The application of the harmonic potential
rotates the phase space distribution by an angle β that ideally corresponds to the shearing angle
as β = −α. Afterward, the Wigner function is aligned with x-coordinate axis such that the
momentum width is smaller than the width of the initial distribution, ∆p2(t) < ∆p2(0). As one
can connect a thermodynamic temperature to a momentum width, ∆p2 ∝ kBT/2, the method
is also sometimes called delta-kick cooling.

In terms of the Thomas-Fermi scaling solution (4.69), (4.70) and the coordinate transformation
(3.32), one finds for the variance of the one-dimensional momentum using equation (B.11),

∆p2(t) =
1

λ2
∆π2 +Mλ̇2∆ξ2 + 2M

λ̇

λ
(⟨πξ⟩ − ⟨π⟩ ⟨ξ⟩). (5.17)

Here, ∆π2 = ∆p2(0) and ∆ξ2 = ∆x2(0) denote the initial variance of the trapped condensate
in momentum and position respectively. As the scale λ(t) > 0, one finds the minimal velocity
for λ̇ = 0, with ∆p2(t) < ∆p2(0) [120]. The latter is illustrated in figure 5.7. The change

Figure 5.7: Illustration of delta-kick collimation using the Thomas-Fermi Wigner functionWTFf (5.14) for
different values of λ̇(t).

instantaneous change of λ̇ corresponds to different rotation angles of the Thomas-Fermi Wigner
function with minimal velocity spread in subfigure (c).

5.2.2 Three-dimensional harmonic oscillator

So far we have only discussed the Thomas-Fermi Wigner function in two-dimensional phase
space. In [51], we investigated similar approximations for the six-dimensional Wigner function.
As discussed in section 4.3.3, we have considered an anisotropic tilted harmonic oscillator and
defined the coordinate transformation (4.42) between lab- and body-fixed scaled coordinates. In
turn, this induces a relation between the field amplitudes in the two frames (4.43). For the Wigner
representation, this transformation reads

W ′(r′,k′) ≡W (r,k). (5.18)

In the body-fixed scaled coordinates, the Thomas-Fermi field (4.44) becomes an isotropic s-wave.
Thus, the complexity of the Wigner function is reduced,W ′

TF(r
′,k′) =W ′

TF(r
′, k′, r′ · k′) , as it

must depend only on the three rotation invariant scalars [121], r′ = |r′|, k′ = |k′| and the scalar

48



5.2 Thomas-Fermi Wigner function

product r′ · k′ = r′k′ cosϑk with enclosed angle ϑk = ∠(r′,k′). This rotation invariance can
be also seen directly in the coherence function

ρ′TF(r
′, ξ′) = n

√(
1− r′2 − ξ′2

4

)2

− (r′ · ξ′)2. (5.19)

In figure 5.8, we have depicted a two-dimensional cross-section (x′, k′x) of the six-dimensional
Thomas-Fermi Wigner function for an isotropic three-dimensional harmonic oscillator potential
using numerical quadrature.

Figure 5.8: Color-coded two-dimensional cross-section of the six-dimensional Cartesian Thomas-Fermi
Wigner functionW ′

TF(x
′, 0, 0, k′x, 0, 0) for the isotropic three-dimensional harmonic oscillator

in phase space.

If the integration variable ξ′ is expressed in spherical coordinates (ξ′, θ, ϕ) with r′ aligned with
the z′-direction and k′ ∈ x’-z’ plane, then θ = ∠(r′, ξ′) denotes the polar angle. The coherence
function ρ′TF(r′, ξ′, θ)

ρ′TF = n

[(
1− r′2 − ξ′2

4

)2

− (r′ξ′ cos θ)2
] 1

2
, (5.20)

ξ′(r′, θ) ≡ 2
(√

1− r′2 sin θ2 − r′| cos θ|
)
, (5.21)

is finite only, when r′ < 1 and ξ′ < ξ′(r′, θ). Exploiting the axial-symmetry of the coherence
function yields the Wigner function as

W ′
TF(r

′, k′, θk) =
∫ π

0
dθ sin θ

∫ ξ′(r′,θ)

0
dξ′ξ′2 J0(k′xξ

′
x)

e−ik′zξ′z

(2π)2
ρ′TF(r

′, ξ′, θ), (5.22)

where k′x = k′ sin θk, k′z = k′ cos θk and ξ′x = ξ′ sin θ, ξ′z = ξ′ cos θ. So far we have not found
any simplification of the integral in equation (5.22). Neglecting the angular dependence in the
coherence function by a similar factorization ansatz as in the previous section is possible but leads
to significant deviations from the numerical solution [51].
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6 Wavefront aberration of expanding
Bose-Einstein condensates

In classical optics, it is very convenient to analyze the deformation of the wavefront in terms of
suitable basis functions. The expansion coefficients for the wavefront are then related to specific
types of aberrations in the optical system. For circular pupil shapes, Zernike polynomials are a
convenient choice as they represent a complete orthogonal set.

In this chapter, we show that the Bogliubov basis functions introduced in chapter 4.5 are a
suitable basis to describe the aberrations for the condensate wave function. In particular, this
statement remains true regarding condensates in quadratic time-dependent potentials including the
free expansion. Approximations to the numerical Bogoliubov functions in form of hydrodynamic
polynomials have been used for example in [122–126] to characterize phase fluctuations in highly
elongated condensates.

6.1 Gross-Pitaevskii equation in adaptive scales

So far we have discussed the classical motion of a single particle 3.4 as well as the motion for a
fluid with mean-field pressure in time-dependent harmonic trapping potentials by using a co-
ordinate scaling transformation. One can apply the same ansatz for the exact time-dependent
Gross-Pitaevskii equation (4.36) which leads to the affine transformation of the Gross-Pitaevskii
mean-field wave function [49, 50, 79],

Ψ(r, t) = eiS(r,t)/ℏψ(Λ−1[r − η(t)], t)|Λ|−
1
2 , (6.1)

where the local action is given by

S(r, t) =
M

2
[r − η(t)]⊤Λ̇Λ−1[r − η(t)] +Mr⊤η̇(t) + s(t)− β(t). (6.2)

The scales Λ(t) obey the matrix differential equation (4.72) as in the Thomas-Fermi limit. The
center of mass coordinates η(t) follow the Newton equation (3.41) which in free fall reduces
to a time-dependent harmonic oscillator equation. The global phases s(t), β(t) are defined in
the equations (3.40) and (4.70). Therein, the chemical potential µ is obtained by the stationary
Gross-Pitaevskii equation (4.37).

By inserting the ansatz (6.1) into the time-dependent Gross-Pitaevskii equation (4.36), one finds
a new equation of motion for the transformed wave function ψ(ξ, t) with respect to the new
coordinates ξ,

iℏ∂tψ(ξ, t) = − ℏ2

2M
∇⊤

ξ M
−1∇ξψ +

1

|Λ|

(
M

2
ξ⊤Ω2(0)ξ + g|ψ|2 − µ

)
ψ

+ U1(Λξ + η, t)ψ,

(6.3)

where we have defined the mass-matrix M = Λ⊤Λ in equation (3.39). Equation (6.3) is now the
optimal Gross-Pitaevskii equation to describe the motion of the condensate, as it takes into account
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6 Wavefront aberration of expanding Bose-Einstein condensates

the Kohn-Dobson harmonic potential theorem [127, 128], where the center mass motion decouples
from the condensate’s wave function and the time-dependence of the oscillator frequencies Ω2(t).

In the following, we introduce the scaling approximation of the Gross-Pitaesvkii field. Therefore,
we rewrite the transformed Gross-Pitaevskii equation (6.3) as

iℏ∂tψ = |Λ|−1[H0 +H1(ψ)]ψ + [H2(t) +H3(t)]ψ. (6.4)

The first two terms on the right-hand side are defined by the time-independent Gross-Pitaevskii
operator

H0 = − ℏ2

2M
∇2

ξ +
M

2
ξ⊤Ω2(0)ξ + g|ψ0|2 − µ, (6.5)

and a non-linear perturbation

H1(ψ) = g
(
|ψ|2 − |ψ0|2

)
, (6.6)

that depends on the non-linear response of the Gross-Pitaevskki field during the time evolution. It
is easy to see thatH0 +H1 represents the usual time-dependent Gross-Pitaevskii equation for the
transformed wave function ψ(ξ, t). Moreover, we define a kinetic energy perturbation

H2(t) = − ℏ2

2M
∇⊤

ξ δM
−1(t)∇ξ, (6.7)

with a time-dependent “mass difference” matrix

δM−1(t) = M−1(t)− |Λ(t)|−1. (6.8)

The last contribution arises from any residual anharmonicities

H3(t) = U1(Λξ + η, t), (6.9)

of the external potential which vanishes during a ballistic expansion. We note that if at t0 = 0
all perturbations are equal to zero,H1 = H2 = H3 = 0, the macroscopic wave function of the
condensate satisfies the stationary Gross-Pitaevskii equation

H0ψ0 = 0. (6.10)

In the strongly interacting regime, the kinetic perturbationH2 is usually small compared to the
energetic contributions in H0 + H1. Thus for a harmonic potential, when H3 = 0, the time
evolution of the condensate wave function is completely determined by the scalesΛ(t) and position
coordinates η(t) as ∂tψ ≈ 0. Thus, we obtain

Ψs(r, t) = eiS(r,t)/ℏψ0(Λ
−1[r − η(t)])|Λ|−

1
2 , (6.11)

the so-called scaling approximation of the Gross-Pitaevskii field in time-dependent harmonic
traps. We emphasize that we use in equation (6.11), the exact ground state solution and not the
analytic Thomas-Fermi field ψTF which would also neglect the kinetic energy inH0. If the scaling
approximation has high fidelity with the exact Gross-Pitaevksii solution, one can directly evaluate
important quantities such as the expectation values

(r0,p0) = (⟨r⟩ , ⟨p⟩), (6.12)
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and covariance matrices

Σr = ⟨(r − r0)⊗ (r − r0)⟩ , Σp = ⟨(p− p0)⊗ (p− p0)⟩ , (6.13)

in either position or momentum space by solving the ordinary differential equations (4.72), (3.41),
and evaluating the stationary ground state wave function once (cf. appendix B and [79]).

The wave function Ψs in equation (6.11) is often used for approximation schemes that estimate
the time evolution in quadratic potentials [26, 27]. We use the scaling approximation as the matter-
wave analog to the paraxial solution in classical ray and wave optics [129]. For the latter, one
defines aberrations in optical systems as optical path differences between the actual to the reference
wavefront from the paraxial approximation. Hence, the aberrated complex wave function reads

δΨr(r, t) = Ψ(r, t)−Ψs(r, t) = eiS(r,t)/ℏ|Λ|−
1
2ψ1(ξ, t), (6.14)

with
ψ1(ξ, t) = ψ(ξ, t)− ψ0(ξ). (6.15)

The deviations in (6.14) include the intrinsic kinetic energy perturbationH2 that is neglected in
the scaling approximation as well as non-quadratic contributions of the external potentialH3.

6.2 Aberration analysis in linear response

In the previous section, we have defined a reference wave function in equation (6.14) that can be
used for an aberration analysis of interacting Bose-Einstein condensates. As the time-dependence
of the field ψ(ξ, t) is considered to be small, ∂tψ ≈ 0, we analyze the deviations to the scaling ap-
proximation in linear response. As in section 4.5, we linearize equation (6.4) around the stationary
solution using the ansatz as in equation (6.15),

ψ(ξ, t) = ψ0(ξ) + ψ1(ξ, t). (6.16)

Neglecting terms of the order ψ2
1 , H2ψ1 and H3ψ1, one finds for the two-component vector

χ(ξ, t) = (ψ1, ψ
∗
1)

⊤,
iℏ∂tχ(ξ, t) = |Λ|−1ΣBχ+ S, (6.17)

where the Bogoliubov operator was defined in equation (4.89) and the source term reads

S(ξ, t) =
{
[H2(t) +H3(t)]ψ0(ξ),−[H2(t) +H3(t)]ψ

∗
0(ξ)

}⊤
. (6.18)

Equation (6.17) can now formally be solved by expanding the fields in terms of the Bogoliubov
basis functions of the initially trapped condensate. Hence, we state that by comparing (6.17)
with equation (4.88), the deviations to the scaling approximation (6.14) are well described by the
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Bogoliubov basis function for the initially trapped condensate and whose time-evolution is given
by equation (6.17). Comparing (6.17) with equation (4.88), we find for the distorted complex field

χ(t) =W ′e−iE′τ(t)/ℏσ
(n−1)
3 χ′(0)

− τ(t)
iPδN
M

+ iQδN − iPδΦ

+ W ′
iℏ

∫ t

0
e−iE′[τ(t)−τ(s)]/ℏσ

(n−1)
3 S ′(s) ds

+ 1
iℏ

∫ t

0
[iQSN (s)− iPSΦ(s)] ds

− 1
iℏ

∫ t

0
[τ(t)− τ(s)]

iPSN (s)

M
ds,

(6.19)

with amplitudes defined in equation (4.96) and [113],

χ′ =W
′†σ3χ, δN = P †σ3χ, δΦ = Q†σ3χ. (6.20)

In addition, we introduced the new time variable

τ(t) =

∫ t

0
|Λ(t′)|−1 dt′. (6.21)

Equation (6.19) describes all deviations to the scaling approximation (6.11) in linear response. The
first three terms arise if the initial state exhibits non-quadratic density or phase perturbations at
t = 0. The last three summands correspond to the source term (6.18) which includes the kinetic
energy perturbation H3 as well as the appearance of time-dependent anharmonic potentials.
Hence, we state that most deviations are well described by the Bogoliubov basis function for
the initially trapped condensate. From equation (6.19), one can extract the density and phase
deviations, (n1, ϕ1) using the relations to complex fields (ψ1, ψ

∗
1) in equation (4.100). Instead of

recalculating the required modes and amplitudes for each separate problem, we approximate the
Bogoliubov problem with known basis functions obtained from the hydrodynamic formulation
in section 4.4.2. In the following chapters, we apply these in terms of a multipole expansion of
known trapping potential 7.4. Moreover, we use the partial wave expansion to characterize the
properties of the condensate. In particular, we study the phase evolution for delta-kick collimation
8.4.3 with magnetic chip traps analog Zernike’s description of classical wavefront aberrations.
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7 Efficient multipole representation
for matter-wave optics

In this chapter, we present a multipole analysis for an efficient description of matter-wave optics
with Bose-Einstein condensates in three-dimensional space. For this purpose, we characterize
external potentials obtained by magnetic chip traps and Laguerre-Gaussian beams in terms of
expansion coefficients and polynomial basis functions. We conclude by studying an efficient
interpolation scheme for different density distributions.

7.1 Trapping potentials

Cold atoms may be trapped or guided in either optical dipole or Zeeman potentials. Furthermore,
the method of phase imprinting maps [130] the shape of the external potential onto the phase
of the atomic wave packet. Thus, as the shape of the potential defines the shape and evolution
of the condensate’s density and phase, it is vital to characterize the potential for high-precision
matter-wave optics.

7.1.1 Optical dipole potentials

Conservative optical potentials are typically created by laser light far detuned from the atomic
resonance

Ud(r) = U0e−θ(r), (7.1)

with constant amplitudeU0 = ℏ|Ω0|2/(4∆). Here, ∆ = ωL − ω0 describes the laser detuning
and Ω0 is the Rabi frequency. If the laser is red-detuned ∆ < 0 with respect to the atomic
transition, the dipole potential is negative and the atoms are attracted into the light field. For blue
detuning, ∆ > 0, the atoms are repelled from the light field (cf. equation (9.10)). Therefore, the
potential minimum corresponds to minimal intensity [131]. We have summarized more details
about the physical mechanisms in chapter 9.

For a single Laguerre-Gaussian beam, the exponent in equation (7.1) has the spatial dependence

θ(r) = 2
x2 + y2

w(z)2
+ ln

(
1 +

z2

z2R

)
≈ 2

x2 + y2

w(z)2
+
z2

z2R
, (7.2)

where the Rayleigh range zR = πw2
0/λL, is typically much larger than the extension of the

condensate wave packet. λL = 2π/kL denotes the laser wavelength andw(z) = w0

√
1 + z2/z2R

is the beam waist. Figure 7.1 shows the isolines of equal energy of an optical dipole potential created
by a single Laguerre-Gaussian beam. The chosen parameters are similar to [132], where the dipole
potential acts as an optical lens to perform matter-wave optics in the time domain. For a large
Rayleigh range (zR ≫ z), the potential is of cylindrical shape with very weak confinement in the
longitudinal direction.
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Figure 7.1: Isolines of an optical dipole potential generated by a single Laguerre-Gaussian beam. Parameters
used as in [132]. Trap depth for laser power of 60mW, |U0|/h = 5µKkB/h, Rayleigh range
zR = 3.2mm,w0 = 33 µm, trapping frequencies νRb ≈ (211, 211, 1.5)Hz.

7.1.2 Zeeman potential

Besides optical dipole potentials, we consider Zeeman potentials (2.18) that have been introduced
in chapter 2. In figure 7.2 we depict the isolines of equal energy of the release trap potential,
discussed in section 2.4.4. In contrast to figure 2.5, we have shifted the coordinate system by the
value of the trap minimum, a = r0, but have not included any rotations. The tilt in the x-y plane
corresponds to the rotation angle γ = 9.7◦ in table 2.2.
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Figure 7.2: Contour lines of a magnetic Zeeman potential generated by the Z-wire structures of an atomic
chip trap. Parameters as in table 2.1 and 2.2. The principle axis of the ellipsoid obtained by the
Hesse matrix (2.26), are marked as lines.

7.2 Multipole expansionwith Stringari polynomials

The three-dimensional trapping potentials discussed above can be approximated by a Taylor
expansion around r0 (7.3)

U(r) =U0 + (r − r0)
⊤∇U(r0) +

1

2!
(r − r0)

⊤∇2U(r0)(r − r0) + . . . (7.3)

=
∞∑

n=0

∞∑

l=0

l∑

m=−l

Unlm ⟨r|nlm⟩ , (7.4)

or in a multipole expansion (7.4). The Taylor polynomial (7.3) is useful for extracting the trapping
frequencies in the second-order coefficients. However, the Taylor monomials xryszt are not well
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7.2 Multipole expansion with Stringari polynomials

suited for efficient approximation schemes. Therefore, we introduce orthonormal basis functions
in spherical coordinates r = (r, ϑ, φ),

⟨r|nlm⟩ = Snlm(r) = Snl(r)Ylm(ϑ, φ), ⟨n′l′m′|nlm⟩ = δn,n′δl,l′δm,m′ , (7.5)

that consist of spherical harmonics Ylm(ϑ, φ) and radial polynomials Snl(r). The latter, we name
Stringari’s polynomials because they appear naturally as sound wave excitations of a Bose-Einstein
condensate in an isotropic three-dimensional harmonic oscillator potential (cf. section 4.4.2) [109,
133]. The Stringari polynomials

Snl(r) = Nnlr̃
lJ (l+1/2,0)

n (1− 2r̃2), r̃ = r/R,

Nnl = [(4n+ 2l + 3)/R3]1/2,
(7.6)

consist explicitly of Jacobi polynomials J (l+1/2,0)
n (1− 2r̃2) with quadratic dependence of the

radial coordinate. The constant Nnl is chosen such as the polynomials are orthonormal on the
interval 0 ≤ r ≤ R (cf. appendix E)

∫ R

0
r2Sn′l(r)Snl(r) dr = δn,n′ . (7.7)

Therefore, the expansion coefficients in (7.4) are given by

Unlm = ⟨nlm|U⟩ =
∫

V
S∗
nlm(r)U(r) d3r, (7.8)

with spherical volume V = 4πR3/3. For the trapping potentials, we usually chooseR to be of
the order of typical atomic length scales.

Alternatively, it is useful to introduce the logarithm of the exponential which is also called the
cumulant generating function [134]. This is particularly useful for Gaussian functions as the series
terminates after the second order. The general multipole expansion for an exponential of the form
(7.1) is then given by

θ(r) = − log
U(r)

U0
=

∞∑

n=0

∞∑

l=0

l∑

m=−l

θnlm ⟨r|nlm⟩ . (7.9)

Spectral powers In the next sections, we analyze the potentials and the cumulants in terms
of this multipole expansion. However, to visualize and compress the information stored in the
complex expansion coefficients nnlm, θnlm, we recap how the multipole expansion coefficients
transform under a rotation of the coordinate system. We consider a coordinate transformation
r′ = Rr, where R denotes an orthogonal rotation matrix RR⊤ = 1. In both frames, the values of
the potential must be equal

⟨r|U⟩ = ⟨r′|U ′⟩ =
∑

nlm′
⟨r′|nlm′⟩U ′

nlm′ . (7.10)

The coefficients in the new reference frameU ′
nlm are given by

U ′
nlm′ =

l∑

m=−l

D
(l)
m′m(R)Unlm, (7.11)
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7 Efficient multipole representation for matter-wave optics

where theD(l)
m′m(R) = ⟨lm′|R̂|lm⟩ are the Wigner D-matrices as the matrix representation of

the rotation operator in the angular momentum basis [93, 135, 136], (cf. appendix M.3). Using the
unitarity of the rotation operator, R̂R̂† = R̂†R̂ = 1, as well the orthonormality of the Stringari
polynomials (7.5), we specify rotational invariant measures such as the total power

P (U) =

∫

V
|U(r)|2 d3r =

∑

nlm

|Unlm|2. (7.12)

Moreover, we define the marginals Pnl, Pl as well as the relative fractional powers pnl as

Pnl(U) =
∑

m

|Unlm|2, Pl(U) =
∑

n

Pnl(U) pnl(U) =
Pnl(U)

P (U)
. (7.13)

Thus, the relative fractional powers sum to
∑

nl pnl = 1.

7.3 Numerical evaluation

While the multipole coefficients for the quadratic harmonic oscillator potential may be evaluated
analytically using the scalar product in equation (7.8), we are using a least-square evaluation [71]
when the potential is represented on a numerical grid. As the discretized Stringari polynomials are
non-orthogonal basis functions, we introduce the finite complex scalar product

(a|b) =
∑

rj∈V
V a∗(rj)b(rj) = a†b, (7.14)

with discrete position coordinates {rj}, the measure of the Cartesian volume element V =
∆x∆y∆z and its norm ||a|| =

√
(a|a). Hence, the distance of the squared residuals is given by

ε = ||Su−U ||2. (7.15)

Here, we have introduced the complex coefficient vector u = {Unlm}, the values of the discrete
target potential U = {U(rj)} and the complex matrix S = {Snlm(rj)} that contains the
discrete set of the finite Stringari basis functions. One finds the least square minimizer

∂ε/∂u∗ = 0, (7.16)

by setting the derivative to zero which leads to the best estimate

u = (S†S)−1S†U . (7.17)

In the following, we will examine some popular trapping potentials using this multipole decom-
position. We discuss several cases of the harmonic oscillator potential with different symmetries.
Afterward, we discuss the multipole expansion of the optical dipole potential with a Laguerre-
Gaussian beam and the Zeeman potential obtained by the chip model from section 2.4.

As the potentials are approximated as polynomials, we are free to choose the radiusR of the
spherical volume that defines the interval where we evaluated the Stringaris. For the potentials, we
chooseR to be of the order of typical atomic length scales.
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7.4 Example potentials

7.4 Example potentials

7.4.1 3d isotropic harmonic oscillator potential

The isotropic harmonic oscillator potential, characterized by the stiffness parameter k,

U(r) =
k

2
r2 =

1∑

n=0

Un00 ⟨r|n00⟩ = uc

(
3

5
⟨r|000⟩ −

√
12

175
⟨r|100⟩

)
, (7.18)

is invariant under rotations. Thus, only the monopoles l = 0 in equation (7.4) are present. For a
Stringari Sn00 of order n, the polynomial is of the order r2n. Thus the Stringari-polynomials (7.6)
with n < 2 suffice to parametrize a harmonic oscillator trap. The expansion coefficientsUnlm are
given in terms of a dimensional factor [Jm3/2]

uc =
Mω2

0

2
R2

√
V , (7.19)

considering the harmonic oscillator energy and the volume of a sphere with radius R. As only
s-waves are contributing, we can directly calculate the total and the fractional powers

P (U) =
3

7
u2c , p00(U) =

21

25
= 0.84, p10(U) =

4

25
= 0.16. (7.20)

7.4.2 Anisotropic harmonic oscillator potential

Prolate or oblate spheroidal harmonic potential

For a prolate or oblate spheroidal harmonic oscillator, the potential is characterized by two angular
frequencies ω⊥ and ω∥, but it is still rotational symmetric around the z-axis

U(r) =
k⊥
2
(x2 + y2 + α2z2). (7.21)

The anisotropy is measured by α2 = k∥/k⊥. In contrast to the isotropic oscillator, one needs also
a quadrupole within the multipole expansion

U000 =
2 + α2

5
uc, U100 = −4 + 2α2

√
525

uc,

U020 = −2− 2α2

√
105

uc, uc =
Mω2

⊥
2

R2
√
V .

(7.22)

Using the coefficients in (7.22) we can evaluate

P (U) =
(8 + 4α2 + 3α4)

35
u2c , p00(U) =

7

5

(2 + α2)2

8 + 4α2 + 3α4
,

p10(U) =
4

15

(2 + α2)2

(8 + 4α2 + 3α4)
, p02(U) =

4

3

(1− α2)

(8 + 4α2 + 3α4)
,

(7.23)

the angular powers for the cylindrical symmetric oscillator potential. It is noteworthy that this
expansion encompasses degenerate traps with vanishing z-confinement α = 0, as well as the
isotropic trap (7.18) with α = 1. The former becomes relevant, for very large Rayleigh lengths zR
in equation (7.2) which exhibits very small confinement in the z-direction.
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7 Efficient multipole representation for matter-wave optics

Tilted anisotropic harmonic oscillator potential

We consider a general oscillator potential in a coordinate system, e.g. the coordinates of an atomic
chip trap, where the potential minimum is at position r0. Hence, the harmonic approximation of
the potential reads

U(r) =
1

2
(r − r0)

TK(r − r0)

=
1

2
r⊤0 Kr0 − r⊤0 Kr +

1

2
r⊤Kr

=U (0) + U (1)(r) + U (2)(r).

(7.24)

In the last line of equation (7.24) we sort it into different homogeneous potentials of the order rn,
U (n)(r). In order to determine the coefficients, we write the Cartesian position vectors in (7.24)
in terms of the three spherical basis vectors {e1, e0, e−1},

r =

1∑

m=−1

qmem =

1∑

m=−1

qmem, m ∈ {±1, 0}, (7.25)

whereas the spherical and Cartesian basis vectors are connected by

e±1 =
∓ex − iey√

2
, e0 = ez. (7.26)

In equation (7.25), we introduced also the dual basis {e1, e0, e−1} with

em = (−1)me−m = e∗m, (7.27)
en e

m = en e
∗
m = δn,m. (7.28)

with the standard complex scalar product. The covariant componentsqm = (4π/3)1/2R1m(r) =

rT
(1)
m (r̂) are the regular solid harmonics R1m, that may be rewritten in terms of a spherical tensor

T
(1)
m (r̂) of rank 1 with a unit vector r̂ [137]. The dipole coefficients forU (1) in equation (7.24) are

then given by the spherical components of the vector r0

U (1)(r) = r
1∑

m=−1

U
(1)
1mT

(1)
m (r̂), U

(1)
1m = −

1∑

s=−1

q∗0,sKms. (7.29)

The second order contributionU (2) in equation (7.24) contains a product of two spherical tensors
that can be simplified using the Clebsch-Gordan expansion

T (l1)
m1

(r̂)T (l2)
m2

(r̂) =

l1+l2∑

l=|l1−l2|

l∑

m=−l

C(l1l2l;m1m2m)T (l)
m (r̂), (7.30)

with Clebsch-Gordan coefficients C(l1l2l;m1m2m) = ⟨l1m1l2m2|lm⟩ [93]. Hence, we can
rewriteU (2)(r) as

U (2)(r) =
1∑

r,s=−1

1

2
(−1)sqrq(−s)Krs =

r2

2

2∑

l=0

2∑

m=−2

U
(2)
lm T (l)

m (r̂), (7.31)
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with multipole coefficients that contain the matrix elements ofK in the spherical basis and Clebsch-
Gordan coefficients

U
(2)
lm =

1∑

r,s=−1

(−1)sC(11l; r(−s)m)Krs. (7.32)

For the remaining radial part, one can use the results from the expansion of isotropic oscillator
7.4.1 in terms of the Stringari polynomials with l = 0. The total power in equation (7.12) ofU (2)

evaluates to

P (U (2)) = 9
2 trK2 + trK2

35 trK2
u2, u =

trK

6
R2

√
V . (7.33)

7.4.3 Magnetic Zeeman potential of an atom chip

For the Zeeman potential (2.18) we use the finite wire model of the atom chip discussed in chapter
2.4. We use the multipole expansion (7.4) to evaluate the chip potential, as well as its harmonic
approximation. For comparison, we extract also the multipoles of the cumulant in equation (7.9).
The results are summarized in figure 7.3 where we show the relative fractional angular powers
pnl for the harmonic approximation pnl(Uho) (a), the full Zeeman potential pnl(Uz) (b) and the
cumulant pnl(θ) (c). In each case we have used the same number of basis functions, replacing the
infinite sums in equation (7.4) and (7.9) with finite sums

U(r) =

nmax∑

n=0

lmax∑

l=0

l∑

m=−l

Unlm ⟨r|nlm⟩ , (7.34)

θ(r) =

nmax∑

n=0

lmax∑

l=0

l∑

m=−l

θnlm ⟨r|nlm⟩ . (7.35)

The multipole expansion is performed at the position of the trap minimum r0 shifting the position
vector in equation (7.24) by r = r′ + r0. The latter implies a vanishing dipole component
U (1)(r, r0) = 0 for the harmonic approximation. To calculate the cumulant, the potential
is shifted by a positive constant to avoid artificial anomalies when taking the logarithm of the
potential at the origin.

As discussed in the previous section 7.4.2, the anisotropic harmonic oscillator potential exhibits
just two monopoles (l = 0) and one quadrupole contribution (l = 2) validated in subfigure 7.3
(a). For a Z-wire trap configuration, one finds particular multipoles in the dipole (l = 1) as well
as in the octupole (l = 3), (b). The latter corresponds to the mostly cubic anharmonicity for
distances closer to the chip surface when the strength of the magnetic induction diverges (cf. figure
2.5). The dipole moment reflects that the position of the trap minimum does not match the center
of mass position of the trap. Hence, the Zeeman potential causes an additional momentum kick to
the atomic distribution when applied as a magnetic lens for delta-kick collimation. Multipoles of
higher order l > 3 are decaying rapidly. In addition, we find that the expansion of the cumulant
converges more slowly for the given number of basis functions due to the logarithmic character of
equation (7.9), see subfigure 7.3 (c).

7.4.4 Laguerre-Gaussian dipole potential

The harmonic approximation of equation (7.2), corresponds to the spheroidal trapping potential
in equation (7.21) with stiffness

k⊥ =
4U0

w2
0

, k∥ =
2U0

z2R
, (7.36)
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Figure 7.3: Multipole expansion of the magnetic chip trap potential. Relative powers pnl(U) versus angular
momentum l of the Zeeman potential shown in Fig. 7.2. Different principle numbers: red
n = 0, blue n = 1, green n = 2, purple n = 3. (a) harmonic approximation pnl(Uho), (b)
Zeeman potential pnl(Uz), (c) cumulant pnl(θ). We usedR = 40 µm and nmax = 3, lmax = 5
in equation (7.6), (7.4), and (7.9).

and the anisotropyα2 = w2
0/(2zR) depending on the ratio of the minimal waist and the Rayleigh

length.
We evaluate the relative powers for the optical dipole potential of a single Laguerre-Gaussian (cf.

figure 7.1), in figure 7.4. We compare the harmonic approximation pnl(Uho) (7.21) (a), the dipole
potential pnl(Ud) (7.1) (b) and the cumulant pnl(θ) in equation (7.2) (c). In contrast to the
Zeeman potential of the atom chip, the expansion of the cumulant is much more efficient than the
multipole expansion of the potential (compare subfigures 7.4 (b) and 7.4 (c)). As the considered
Rayleigh length zR ≫ R is much larger than the regarded length scale, the spatial dependence
of the exponent θ(r) almost matches the harmonic approximation 7.4.2, which is shown in
subfigures 7.4 (a) and (c). Additional corrections to the harmonic potential in higher angular
momentum components l > 2 are of the order 10−9 and smaller.
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Figure 7.4: Multipole expansion of the optical dipole potential for a single Laguerre-Gaussian beam shown
in figure 7.1. Relative powers pnl(U) versus angular momentum l. Different principle numbers:
red n = 0, blue n = 1, green n = 2, purple n = 3. (a) harmonic approximation pnl(Uho),
(b) optical dipole potential pnl(Ud), (c) cumulant pnl(θ). We usedR = 40 µm and nmax = 3,
lmax = 5 in equation (7.6), (7.4), and (7.9).

7.5 Ground state density distributions

Besides the external trapping potentials, we are also interested in an efficient representation of a
three-dimensional Bose-Einstein condensate. Therefore, we study the multipole expansion for
ground-state density distributions

n(r) =

∞∑

n=0

∞∑

l=0

l∑

m=−l

nnlm ⟨r|nlm⟩ , (7.37)

in some of the trapping potentials discussed in the previous section. Thereby, we discuss the
strongly interacting Thomas-Fermi regime (4.39) as well as the exact numerical solution of the
stationary Gross-Pitaevskii equation (4.37), that also covers the weakly interacting regime. For
the Thomas-Fermi density, we expect an exact interpolation by the Stringaris, if the potential is of
polynomial form.

Setting the interaction strength to g = 0 and considering a harmonic oscillator potential, one
obtains a Gaussian distribution as the harmonic oscillator ground state [93]

n(r) = n0 e−θ(r), θ(r) =
3∑

j=1

r2j
2σ2j

. (7.38)

The widths of the Gaussian correspond to the harmonic oscillator lengths σj =
√
ℏ/(Mωj),

j = 1, 2, 3 for the three spatial directions. For the latter, the cumulant expansion

θ(r) = − log
n(r)

n0
=

∞∑

n=0

∞∑

l=0

l∑

m=−l

θnlm ⟨r|nlm⟩ , (7.39)

is always of quadratic form which we have already covered in the previous section for the optical
dipole potential of a single Laguerre-Gaussian beam.
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7 Efficient multipole representation for matter-wave optics

We should note that in principle the Stringaris as polynomials can exhibit negative values which
is nonphysical when regarding positive-valued atomic densities. In order to avoid this anomaly, the
Stringari polynomials should just be considered in the interval for coordinates such as 0 ≤ r ≤ R
and for n(r) ≥ 0 in equation (7.37).

7.5.1 3d isotropic harmonic oscillator potential

We consider the atomic density distributions in an isotropic harmonic oscillator potential (7.18).
As the symmetry of the external potential determines the symmetry of the density, the condensate is
interpolated by monopoles only. The efficiency of the interpolation with the Stringaris polynomials
depends on the actual radial shape n(r) = n(r), which will be determined by either the Thomas-
Fermi density (4.39) or the stationary Gross-Pitaevskii equation (4.37). For the Gross-Pitaevskii
density, we also evaluate the cumulant expansion to investigate the effect of different mean-field
interactions.

Thomas-Fermi density As the Thomas-Fermi density is directly proportional to the trapping
potential, the interpolation is obtained by

nTF(r) = n000 ⟨r|000⟩+ n100 ⟨r|100⟩ , (7.40)

two Stringari polynomials. Using the Thomas-Fermi approximation in its dimensionless form (cf.
equation (4.44)) with r′ = r/rTF,

nTF(r) =
15N

8π
n′TF(r

′), (7.41)

we find for the three-dimensional inverted, isotropic Thomas-Fermi parabola

n′TF(r
′) = 1− r′2, (7.42)

the dimensionless monopole coefficients

n′000 =
4

5

√
π

3
, n′100 =

4

5

√
π

7
. (7.43)

Figure 7.5 depicts the corresponding two relative angular powers pn0(n) which were obtained
numerically. The benchmark test shows that errors in higher-order radial coefficients are of the
order< 10−12. Figure 7.6 presents the interpolation of the Thomas-Fermi density by the Stringari
polynomials. As noted before, the polynomials are regarded within the region of interest for the
position coordinates {rj} ∈ VTF.

Gross-Pitaevskii density For the Gross-Pitaevskii density, we use different particle numbers
to study the behavior of the radial expansion coefficients in different regimes. The nnlm’s in
equation (7.37) are obtained using the method of least-squares (7.15) replacing the target potential
with the discrete Gross-Pitaevskii target density nt(rj). In contrast to the Thomas-Fermi density
the radiusR of the spherical integration volume in equation (7.6) is not known a priori. Therefore,
we are minimizing the least-square error ϵ(R) with respect to a variable parameterR

min ε(R) = ||S(R)n− nt||2, (7.44)

for a fixed number of basis functions. The monopole coefficients pn0 for the isotropic Gross-
Pitaevskii density are depicted in figure 7.7 on a semi-logarithmic scale for nmax = 14 basis
functions. For small particle numbers 7.7 (a), the coefficients are declining exponentially forn > 6
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Figure 7.5: Monopole coefficients pn0(nTF) of the Thomas-Fermi density with nmax = 14 in an isotropic
harmonic oscillator potential (7.18).
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Figure 7.6: Cross-section of the scaled Thomas-Fermi density nTF(x, 0, 0) (blue ). Interpolation of
the density with Stringari polynomials (red ). Parameters: trap frequency ν = 22.1Hz,
Thomas-Fermi radius rTF = 11.7 µm, chemical potential µTF/h = 287Hz, particle number
N = 105.

whereas the magnitude of the tenth coefficient is p10,0 < 10−6. Entering the intermediate and
strong interacting regime, the decline in magnitude becomes more irregular, as the Gaussian-like
shape of the density is modified towards a polynomial shape. In (b), the most contributions to
the polynomial expansion are within the first five coefficients, and in (c) within the first three.
The latter reflects the transition to the pure quadratic Thomas-Fermi regime. However, we also
recognize that the magnitude of the expansion coefficients does not converge to the same level as
in the low interacting regime. In contrast to the Thomas-Fermi solution, the density also contains
high-energetic modes at the Thomas-Fermi radius, whose interpolation requires a lot of Stringari
polynomials. As we are interested in good interpolation in the region of significant density, we
introduce a cutoff

pc =
|nnlm|2
P (n)

= 10−6, P (n) =
∑

nlm

|nnlm|2, (7.45)

which disregards some of the highly energetic modes. In figure 7.8, we plot the corresponding
expansion in terms of the polynomials which matches the Gross-Pitaevskii density quite well. We
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7 Efficient multipole representation for matter-wave optics

also use the Stringari polynomials with a reduced number of basis functions, neglecting coefficients
smaller than the chosen cutoff.
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Figure 7.7: Multipole expansion of the Gross-Pitaevskii density n(r) for the isotropic harmonic oscilla-
tor (7.18). Monopole coefficients pn0(n) versus principle number n up to nmax = 14. Parame-
ters: Trap frequency ν = 22.1Hz, particle number, chemical potential, aperture radiusR: (a)
N = 10, µ/h = 35.6Hz,R = 9.21 µm; (b)N = 1000, µ/h = 55.8Hz,R = 8.95 µm; (c)
N = 105, µ/h = 289.2Hz,R = 14.1 µm. For the reconstruction of the density in figure 7.8
we mark the cutoff pc = 10−6 (gray ).

Besides the multipole coefficients for the density, we also look into the cumulant expansion,
equation (7.9), for which we expect a faster convergence in the low-interacting limit. Figure 7.9
(a) confirms that the density distribution is more of Gaussian shape, as the cumulant expansion
almost terminates for monopole powers n > 3. For larger particle numbers, subfigures (b) and
(c), the cumulant expansion works quite efficiently as the polynomial series converges faster as in
figure 7.7. Cross-sections of the cumulant and the interpolation by the Stringari polynomials are
shown in figure 7.10.
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Figure 7.8: Cross-sections of the scaled Gross-Pitaevskii ground-state density distribution n(x, 0, 0) ver-
sus Cartesian coordinate x in a three-dimensional isotropic harmonic oscillator potential.
Gross-Pitaevskii solution (blue ). Interpolation of the density with Stringari polynomi-
als n(r) (7.37) (red ) and alternatively with the cutoff pc = 10−6 n′(r) (green ).
Parameters as in figure 7.7.
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Figure 7.9: Multipole expansion of the isotropic Gross-Pitaevskii cumulant θ(r) (7.39). Monopole co-
efficients pn0(θ) versus principle number n with nmax = 14. For the reconstruction of the
cumulant in figure 7.10 we mark the cutoff pc = 10−6 (gray ). Parameters as in figure 7.7.
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Figure 7.10: Cross-sections of the cumulant of the isotropic ground-state density distribution θ(x, 0, 0)
versus Cartesian coordinate x in a three-dimensional harmonic oscillator potential. Cumulant
evaluated up to the aperture radiusR. Gross-Pitaevskii solution (blue ), interpolation of the
cumulant with Stringari polynomials θ (red ) and alternatively with the cutoff pc = 10−6

θ′ (green ). Parameters as in figure 7.7.
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7.5 Ground state density distributions

7.5.2 3d anisotropic harmonic oscillator potential

We face two major obstacles when interpolating an anisotropic density distribution by the Stringari
polynomials. First, it is not clear what the optimal radiusR in equation (7.6) is. Second, the density
should be a positive valued function. To cover both problems as best as possible, we consider a
coordinate transformation as in equation (4.42) that rescales Thomas-Fermi wave function to an
isotropic s-wave.

For a non-Thomas-Fermi-like distribution, we evaluate the covariance matrix

Σr = ⟨(r − r0)⊗ (r − r0)⟩ , r0 = ⟨r⟩ =
∫

r n(r) d3r, (7.46)

which contains the information of the quadrupole moments

n2m =

∫
Y ∗
2m(ϑ, φ)n(r)r2 d3r. (7.47)

For the positive, semi-definite matrix Σr we do a Cholesky decomposition of the form

Σr = CC⊤, C = Qσ. (7.48)

The matrices Q and σ are defined by the eigenvalue equation

ΣQ = Qσ2. (7.49)

The matrix C and the expectation value r0 define the required affine coordinate transformation

ζ = C−1(r − r0), (7.50)

that we use to evaluate a multipole expansion of the form

n(r) =
∞∑

n=0

∞∑

l=0

l∑

m=−l

nnlmSnlm(ζ), (7.51)

θ(r) =

∞∑

n=0

∞∑

l=0

l∑

m=−l

ΘnlmSnlm(ζ), (7.52)

where the Stringari polynomials are evaluated with respect to the new coordinates ζ and new
coefficients nnlm, Θnlm. We define also the corresponding spectral powers

pnl(n) =
l∑

m=−1

|nnlm|2
P(n)

, P(n) =
∑

nlm

|nnlm|2, (7.53)

pnl(θ) =
l∑

m=−1

|Θnlm|2
P(θ)

, P(θ) =
∑

nlm

|Θnlm|2, (7.54)

Thomas-Fermi density As a benchmark test, we investigate the Thomas-Fermi density in an
anisotropic oscillator with cylindrical symmetry, which we discussed in paragraph 7.4.2. For the
anisotropy we use α = 2. Applying the coordinate transformation in equation (4.42) or equation
(7.50), we obtain the angular powers pnl(nTF) shown in figure 7.11. As the multipole expansion is
performed in the scaled reference frame (7.51), where the ellipsoid is rescaled to a sphere, we expect
only the monopoles that were presented in figure 7.5 and in equation (7.43). Indeed, we find good
agreement with the isotropic Thomas-Fermi density as the quadrupoles are pn2(nTF) < 10−9 as
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7 Efficient multipole representation for matter-wave optics

displayed in figure 7.11. Using the monopoles nn00 and the quadrupoles within the transformation
matrix C, one can reconstruct the original oblate-shaped Thomas-Fermi density as depicted in
figure 7.12.
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Figure 7.11: Multipole expansion of the scaled Thomas-Fermi density nTF(r) for the spheroidal harmonic
oscillator (7.21) with anisotropy α = 2. Relative angular powers pnl(nTF) versus principle
number n. Different principle numbers: red n = 0, blue n = 1, green n = 2. nmax = 14,
lmax = 4,R = 6.6 µm.
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Figure 7.12: Cross-sections of the scaled Thomas-Fermi density nTF(x, 0, 0), nTF(0, 0, z) (blue ) versus
Cartesian coordinates x, z in a spheroidal harmonic oscillator (7.21). Interpolation of the
density with Stringari polynomials n(r) (7.37) (red ). Parameters: α = 2, Thomas-Fermi
radii xTF = yTF = 14.4 µm, zTF = 7.2 µm, particle number N = 105, chemical potential
µTF/h = 304Hz.
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7.5 Ground state density distributions

Gross-Pitaevskii density As in the previous section, we study the Gross-Pitaevskii density
for different particle numbers. In addition, we compare the multipole expansion of the density with
the multipole expansion of the cumulant. In both cases, the evaluated expansion coefficients are in
the scaled reference frame defined by equation (7.51). In contrast to the ellipsoidal Thomas-Fermi
density, we observe non-negligible quadrupole contributions in the relative angular powers for the
low as well as for the high interacting regime, which is presented in figure 7.13. For low particle
numbers, subfigure (a), the angular powers pn0(n), pn2(n), pn4(n) are decaying exponentially
with respect to the principle number n as we already stated in the isotropic case. Increasing the
angular momentum for a fixed value of n, the magnitudes of the pnl(n) decrease by roughly 1.5-2
orders of magnitude. The angular momentum dependence decreases for increasing interactions as
shown in the subfigures 7.13 (b), (c). In particular, the powers pn4(n) < 10−6, are emphasizing
the change of the Gross-Pitaevskii density towards the Thomas-Fermi shape. Moreover, the
spectrum of the monopoles pn0(n) in the rescaled reference frame exhibits the same structure
as in the isotropic case (cf. figure 7.7), reflecting again the high-energetic modes in the Gross-
Pitaevskii density that require a large number of Stringari polynomials. Nevertheless, we are able
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Figure 7.13: Multipole expansion of the scaled Gross-Pitaevskii density n(r) for the spheroidal harmonic
oscillator (7.21) with anisotropy α = 2. Relative angular powers pnl(n) versus principle
number n. Different angular momenta: red l = 0, blue l = 2, green l = 4 with nmax = 14,
lmax = 4. For the reconstruction of the density in figure. 7.14 we mark the cutoff pc = 10−6.
Particle number, chemical potential, aperture radius: Particle number, chemical potential,
aperture radius: (a) N = 10, µ/h = 37.2Hz, R = 11.6 µm; (b) N = 1000, µ/h =
60.6Hz,R = 12.1 µm; (c)N = 105, µ/h = 307Hz,R = 17.6 µm.

to interpolate the ground-state density distributions also in the anisotropic harmonic oscillator as
depicted in figure 7.14. In particular, we can neglect modes with l = 4 for the condensate with
large particle numbers to obtain a good approximation with the Stringari polynomials. The results
for the anisotropic cumulant expansion are presented in the figures 7.15 and 7.16. The monopoles
pn0(θ) exhibit again the same features as for the isotropic density, while the cumulant expansion
works more efficiently describing the low-interacting regime. The latter is well described by just
three multipole coefficients Θ000, Θ020 and Θ200, subfigure 7.15 (a). In contrast to the direct
multipole expansion of the density, the cumulant expansion contains significant angular powers
pn4(θ) which needs to be considered for the polynomial interpolation.
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Figure 7.14: Cross-sections of the scaled ground-state density distributions n(x, 0, 0), n(0, 0, z) versus
Cartesian coordinates x, z in a spheroidal harmonic oscillator (7.21). Gross-Pitaevskii solution
(blue ). Interpolation of the density with Stringari polynomials n(r) (7.37) (red ),
alternatively with the cutoff n′(r) at pc = 10−6 (green ). Parameters as in figure 7.13.
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Figure 7.15: Multipole expansion of the Gross-Pitaevskii cumulant θ(r) (7.39) for the spheroidal harmonic
oscillator (7.21) with anisotropy α = 2. Relative angular powers pnl(θ) versus principle
number n. Different angular momenta: red l = 0, blue l = 2, green l = 4 with nmax = 14,
lmax = 4. For the reconstruction of the cumulant in figure 7.16 we mark the cutoff pc = 10−6

(gray ). Parameters as in figure 7.13.
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Figure 7.16: Cross-section of the cumulants θ(x, 0, 0), θ(0, 0, z) of the ground state density distribution
versus Cartesian coordinates x, z in a spheroidal harmonic oscillator (7.21). Cumulant evalu-
ated up to the aperture radius R. Gross-Pitaevskii solution (blue ). Interpolation of the
cumulant with Stringari polynomials θ(r) (7.9) (red ), alternatively with the cutoff θ′(r)
at pc = 10−6 (green ). Parameters as in figure 7.13.
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8 Coldest clouds in universe

The method of delta-kick collimation limits [35] the spatial extent of a freely expanding Bose-
Einstein condensate. Hence, it allows the detection of the atoms in the diluted gas even after
several seconds in an interferometer. Analogous to ray optics with thin lenses in the paraxial
approximation, a short-pulsed parabolic potential can act as a matter-wave lens in the time domain.
An infinite focal length, also known as collimation, reduces the momentum width of the atomic
cloud. In the drop tower ZARM [37] and on the ISS [33] the condensates were “cooled” to record
temperatures in the pK regime, providing the best sources for atom-interferometry with long
expansion times.

In this chapter, we analyze a delta-kick collimation sequence similar to the experiment in [37].
We use full (3+1)d Gross-Pitaevskii simulations in anharmonic chip trap potentials [138]. We
compare these results to the ideal scaling approximation. Deviations are quantified by applying a
multipole expansion to density variations, Bogoliubov excitations, and phases. For the latter, we
can construct the Seidel diagram [4] for matter waves indicating the main aberrations of the optical
system.

8.1 Delta-kick collimation using adaptive scales

We start this chapter by illustrating the delta-kick collimation sequence using the scaling approxi-
mation in the Thomas-Fermi regime, which was introduced in chapter 4.4.1. The sequence in the
time domain is sketched in figure 8.1. It consists of the first time of flight t1, the application of a

Figure 8.1: Illustration of delta-kick collimation sequence: Initial state in release trap, first time of flight t1,
application of matter-wave lens τ , imaging after the second time of flight t2.

harmonic, parabolic lens τ , and the second time of flight t2. Within this sequence, one needs to
solve the differential equations (4.72) for the scales Λ(t) = diag(λ1, λ2, λ3),

λ̈i =
ω2
i

λiλ1λ2λ3
, 0 ≤ t ≤ t1, (8.1)

λ̈i + ω2
l,iλi =

ω2
0

λiλ1λ2λ3
, t1 ≤ t ≤ t1 + τ, (8.2)

λ̈i =
ω2
i

λiλ1λ2λ3
, t1 + τ ≤ t ≤ t2. (8.3)

where we have assumed that the trapping matrix of the release trap Ω(0) = diag(ω1, ω2, ω3) and
the trapping matrix of the lens Ωl = diag(ωl,1, ωl,2, ωl,3) are aligned to each other. Further, the
lens is turned on and off immediately in form of a box-shaped pulse. Assuming that the lensing
time τ is small, τωl,i ≪ 1, τ ≪ t1, compared to the timescale of the angular frequencies of
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8 Coldest clouds in universe

the lens, and to the first time of flight, the right-hand side of equation (8.2) is approximately of
constant value. During this impact approximation, the density of condensate is unaltered, while
we change its superfluid velocity rapidly (4.71). Hence equation (8.2) simplifies to

λ̈i + ω2
i,lλi = ci, (8.4)

λ̇i(t) = λ̇i,t1 cos(ωl,it)− ωl,i

(
λi,t1 −

ci
ω2
l,i

)
sin(ωl,it), (8.5)

a harmonic oscillator equation with λi(t1) = λi,t1 , constant lens frequencyωl,i and inhomogene-
ity ci = ω2

i,0/(λiλ1λ2λ3) that depends on the scales of the first time of flight and the angular
frequencies of the release trap.

For optimal collimation, we like to reduce the velocity spread. In terms of the scaling solutions
and the applied phase space transformation (3.32) that means that the velocities, λ̇i = 0, are
vanishing (cf. equation (B.11)). The angular frequencies of the lens allow (2.4), collimation in just
two spatial directions, i = 2, 3 (y, z). Hence, we look for minimizing the square of the velocity

v2(t) = λ̇22 + λ̇23, (8.6)

with respect to time for an optimal lens time estimator. In figure 8.2, we show the evolution of
the time-derivative dv2/ dt of the squared velocities (8.6) during the evolution in the harmonic
oscillator potential. The root of the curve corresponds to the optimal lensing time. We use the
angular frequencies for 87Rb in the tables 2.2 and 2.4 for the initial release trap and the harmonic
approximation of the lens. We estimate the lens time to be τλ = 2.716ms for a time of flight
t1 = 80ms.
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Figure 8.2: Lens time estimation using the scaling equations (8.1), (8.2) for cylindrical symmetric traps. The
root of the function (8.6) corresponds to minimal velocity spread.

Figure 8.3 shows the time evolution of the Thomas-Fermi size rTF(t) = Λ(t)rTF and the
superfluid velocity vλ (4.71) evaluated at the Thomas-Fermi radius of the condensate during the
whole delta-kick collimation sequence. When we apply the lens at t = 80ms, the expansion
in the y as well as in the z-direction is dramatically reduced. The velocity drops from vλ,TF =
(0.62, 1.42, 1.32)mms−1 tovλ,TF = (0.55, 0.01,−0.003)mms−1 while the size just increases
from rTF = (70.9, 116.2, 108.8)µm to rTF = (183.5, 119.8, 109.5) µm by ≈ 1−3 µm during
the second time of flight of t2 = 200ms in the lensed directions. Without the matter-wave lens,
the size of the condensate would expand linearly in time as λi(t) ≈ ait, constants ai, for long
expansion times, t → ∞ [79]. The latter is shown in 8.4, where we depict the scaling solutions
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Figure 8.3: Delta-kick collimation shown for the Thomas-Fermi scaling approximation. (a) Initial size at t0,
rTF = (25.5, 8.3, 9.4) µm. After time of flight t1 = 80ms, rTF = (70.9, 116.2, 108.8) µm.
Final size after second time of flight t2 = 200ms, rTF = (183.8, 119.8, 109.5) µm. (b)
Superfluid velocity vλ at r = rTF before matter-wave lens vλ,TF = (0.62, 1.42, 1.32)mms−1,
after matter-wave lens t1 + τ , τ = 2.716ms, vλ,TF = (0.55, 0.01,−0.003) mms−1.

λi(t) for ballistic expansion with t1 = 500ms. The double-logarithmic scales and the linear curve
fitting with coefficients a = (0.84, 0.99, 0.98) confirm the linear time dependence.
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Figure 8.4: Time evolution of the Thomas-Fermi size rTF (red, blue, green ) for long expansion times.
Results of the linear fit: a = (0.84, 0.99, 0.98), marked as lines. We also display |Λ(t)|−1

(black ) and the time τ(t) 6.21 (gray ).

We conclude this section by showing the wavefronts of the condensate during the delta-kick
collimation protocol in figure 8.5. The wavefronts are surfaces of constant phase ϕ(r, t) = const..
According to equation (4.70), the Thomas-Fermi wavefronts are ellipsoids whose curvatures and
orientations are determined by the matrix Λ̇Λ−1. During the free expansion, the curvature gets
more shallow. After the collimation when Λ̇ → 0, one finds a planar surface with vanishing
curvature analogous to classical (2+1)d ray optics.
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8 Coldest clouds in universe

Figure 8.5: Isosurfaces of the three-dimensional wavefront ϕ(r, t) = π during the free expansion of the
condensate at t = 40ms (green), t = 80ms (red) and after delta-kick collimation (purple)
(from left to right).

8.2 Condensate in the release trap

In this section, we investigate the state of the condensate in the release trap (cf. section 2.4.4).
From our multipole analysis in chapter 7, we have characterized the anharmonic contributions
in the Zeeman potential in terms of different angular momentum states and radial polynomials,
the Stringari (7.6) polynomials. Now, we focus on the physical impact on the condensates density
distribution as well as on the collective excitations using the Bogoliubov theory from section 4.5.
For all our three-dimensional simulations that do not exhibit any symmetries, we use a Fourier series
representation and the method of Fast Fourier transform (FFT) on a discretized Cartesian grid.
We provide the details about the Fourier representation of the fields and the numerical treatment
of the Bogoliubov-de Gennes equation in the appendices F and H.2.

8.2.1 Ground state density distribution

We obtain the ground state densities of the condensate by solving the stationary Gross-Pitaevskii
equation (4.37) within the Zeeman potential Uz (2.18) of the release trap and its harmonic ap-
proximation (2.25). We choose a large condensate withN = 105 87Rb atoms which correspond
to the experimental parameter used in the QUANTUS drop tower experiments [37, 38]. One-
and two-dimensional cross-sections of the density n(r) in the release trap are shown in figure
8.6. To study the stationary density deviations, we investigate the normalized,

∫
n(r) d3r = 1,

equilibrium densities
δn(r) = n(r)− nHO(r), (8.7)

in the release trap and the corresponding harmonic approximation. The density deviations are
depicted in figure 8.7. Within the spatial extent of the atomic cloud, we find maximal deviations
of max[δn(r)] ≈ 0.01%. Moreover, we analyze the shape deviations in terms of our multipole
analysis

δn(r) =

∞∑

n=0

∞∑

l=0

l∑

m=−l

δnnlmSnlm(ζ), ζ = C−1(r − r0). (8.8)

If the anharmonicities of the trap were applied instantaneously, the Stringari polynomials would
approximately describe the excited eigenmodes of the perturbation in the hydrodynamic regime
(cf. sections 4.4.2 and 4.5) underlining the physical motivation of using these basis functions.
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8.2 Condensate in the release trap

Figure 8.6: One -and two-dimensional cross sections of the ground state density distribution n(r) in the
release trap Zeeman potential 2.4.4. Particle number N = 105. Thomas-Fermi size rTF =
(25.5, 8.3, 9.4) µm.

The parameters of the affine coordinate transformations C, r0 and the radius of the spherical
integration volumeR are obtained from the anisotropic density n(r) as explained in the section
7.5.2. We expect the multipole coefficients δnnlm to reflect the anharmonic contributions in the
potential which are now mapped onto the density distribution. The relative angular powers

pnl(δn) =
l∑

m=−l

|δnnlm|2P−1(δn), P (δn) =
∑

nlm

|δnnlm|2, (8.9)

are depicted in figure 8.8. As we regard the density difference, the angular momenta with odd
parity are particularly prominent. Similar to the Zeeman potential in figure 7.3, the dominant
non-harmonic coefficients are the dipole (l = 1) as well as the octupole (l = 3) powers.
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Figure 8.7: One-dimensional cross-sections of density deviations δn(r) (8.7) of the equilibrium distribu-
tions in the release trap and its harmonic approximation. lines corresponds to Stringari
interpolation (8.8) with nmax = 9, lmax = 5 up the Thomas-Fermi radii rTF.
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Figure 8.8: Multipole expansion of the density deviation δn(r) (8.7) in the release trap. Relative angular
powers pnl(δn) (8.9) versus l. Different principle numbers: red n = 0, blue n = 1, green
n = 2, purple n = 3.
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8.2.2 Collective excitations

Having determined the ground-state density distributions, we can compute the collective excitation
inside the different trapping potentials in linear response by solving the Bogoliubov- de Gennes
equations (4.91),

ΣBWk = EkWk, Ek > 0, (8.10)

numerically on a three-dimensional Cartesian grid (cf. appendix F and H.2). The excitation
frequencies inside the release trap are relevant to control the center of mass motion as well as the
quadrupole modes that are excited during the transport to the final trap [37, 73]. Because of the
anharmonicities in the Zeeman potential, we expect violations of the harmonic potential theorem
[127, 128] in the excitation spectrum that affects the center of mass oscillations in the trap. In
particular, we find the absolute frequency shifts in the three Kohn modes, δν = ν − νHO,

δνx = −7.2 · 10−4 Hz, δνy = −2.3 · 10−3 Hz, δνz = −1.5 · 10−2 Hz, (8.11)

where ν = (9.08, 27.88, 24.61)Hz (cf. table 2.2). The differences are in the mHz regime with
lower excitation frequencies for the Zeeman potential. Cross-sections of the three-dimensional
particle-hole mode functions, uk(r), vk(r), that correspond to the three symmetry broken Kohn
modes in the release trap are shown in figure 8.9. More detailed figures as well as pictures of the
first eleven Bogoliubov excitations are found in the appendix J.

The indexk in the eigenvalue equation (8.10) labels thek-th eigenvalue obtained by the ARPACK
eigenvalue solver [139] which are sorted by their magnitude in increasing order. We analyze the
eigenfunctions of the Bogoliubov operator

Wk(r) =

nmax∑

n=0

lmax∑

l=0

l∑

m=−l

wk
nlmSnlm(ζ),

Wk = (uk, vk)
⊤, wk

nlm = (uknlm, v
k
nlm)⊤,

(8.12)

by our established partial wave expansion. If the physical system were spherical symmetric, the ex-
pansion in basis state, {|nlm⟩}, could be used to construct the numerical eigenfunctionsWnlm(r)
of the angular momentum operators L2 andLz in the degenerate manifold (cf. appendix I). As
the rotational symmetry of the condensate density in the release trap is broken, there is no exact
one-to-one correspondence between the dipole coefficients, wk

n1m, in equation (8.12), and the
Kohn modes in the harmonic trap. However within the rescaled coordinate system (7.50), we
expect a strong overlap between the angular momentum eigenfunctions Ylm(ϑ, φ) and the eigen-
functionsWk(r) of the Bogoliubov operator. We also include the expanded Kohn modes to figure
8.9. With the help of the expansion coefficients wk

nlm we characterize the spectrum in terms of
radial and angular momentum quantum numbers. In addition to the rotational symmetry, the
Zeeman potential also breaks the space inversion symmetry

x→ −x, y → −y, z → −z, (8.13)

of a three-dimensional harmonic oscillator potential. Hence, we expect coefficients with odd and
even parities to appear in our multipole expansion (cf. figures 7.3 and 8.16). We depict the different
angular powers for the mode uk(r),

pknl(uk) =
l∑

m=−l

|uknlm|2
P k(uk)

, P k(uk) =
∑

nlm

|uknlm|2, (8.14)
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8 Coldest clouds in universe

for the Zeeman as well as for the harmonic potential in the figures 8.10, 8.11, and 8.12. As the particle-
hole functions are very similar in the low-energy regime, we restrict ourselves by just analyzing
one of the modes. The angular powers pknl(uk) for the exact Kohn modes in the harmonic trap
exhibit strong contributions from the dipole (l = 1) and little contributions from the octupoles
(l = 3). As the parity symmetry is preserved we just find multipole coefficients with odd symmetry.
As the pknl are rotational invariants, we can not distinguish between the preferred directions of
the center of mass oscillations when comparing the bottom pictures in the figures 8.10, 8.11, and
8.12. In contrast to the exact Kohn modes, the spectrum of the multipole coefficients uknlm in
the Zeeman potential is much richer. Besides the prominent dipoles pkn1(uk), we find angular
powers in all different angular momentum states. In figure 8.11, we note the additional appearance
of different monopoles p5n0(u5) in the power spectrum. This hints towards an additional weak
coupling mechanism of the l = 1 and l = 0 modes caused by the anharmonic potential.

Comparing the power spectra in the different figures, we conclude that the partial wave ex-
pansion of the eigenfunctionsWk in equation (8.12) is very sensitive to the shape of the external
trapping potential. Even for small frequency shifts for the center of mass oscillations, we resolve the
perturbations in the mode functions which corresponds to physical perturbations in the density as
well as in the phase (cf. equation (4.100)). We can characterize the spectrum in terms of radial and
angular momentum eigenfunctions |nlm⟩, and identify non-trivial couplings in the anharmonic
trap.
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Figure 8.9: One-dimensional cross-sections of the particle-hole excitations, (uk, vk) ( lines), that cor-
responds to the symmetry broken Kohn modes in the Zeeman potential of the release trap.

lines corresponds to the Stringari interpolation (8.12) up the Thomas-Fermi radii rTF.
From top to bottom: angular excitation frequencies ω1 = 9.082 83Hz, ω5 = 24.6014Hz,
ω7 = 27.8809Hz.
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Figure 8.10: Multipole expansion of the Bogoliubov modeu(r) that corresponds to the first Kohn modeω1.
First row in figure 8.9. Relative angular powers p1nl(u1) versus l. Different principle numbers:
red n = 0, blue n = 1, green n = 2, purple n = 3. nmax = 5, lmax = 6. Top: Zeeman
potential. Bottom: Harmonic potential.
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Figure 8.11: Multipole expansion of the Bogoliubov mode u(r) that corresponds to the second Kohn mode
ω5, second row in figure 8.9. Relative angular powers p5nl(u5) versus l. Different principle
numbers: red n = 0, blue n = 1, green n = 2, purple n = 3. nmax = 5, lmax = 6. Top:
Zeeman potential. Bottom: Harmonic potential.
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Figure 8.12: Multipole expansion of the Bogoliubov mode u(r) that corresponds to the third Kohn mode
ω7, second row in figure 8.9. Relative angular powers p7nl(u7) versus l. Different principle
numbers: red n = 0, blue n = 1, green n = 2, purple n = 3. nmax = 5, lmax = 6. Top:
Zeeman potential. Bottom: Harmonic potential.
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8.3 Ballistic expansion: pre lens

To perform atom interferometry with long interferometer times, one aims to reduce the mean-field
pressure of the condensate before atomic lenses, beam splitter, and mirrors are applied to the
condensate. In the previous section, we have characterized the ground state in the trap that we use
as the initial state for the time evolution. As density variations are small, we assume that the initial
state is characterized by its harmonic approximation. Hence, the release trap is purely characterized
by its trapping matrix Ω(0) = diag(ω1, ω2, ω3). To verify our assumption we propagate both
input states using the three-dimensional Gross-Pitaevskii equation in adaptive scales (6.3) with
initial conditions

Λ(0) = 1, Λ̇(0) = 0, η(0) = η̇(0) = 0. (8.15)

To solve the time-dependent Gross-Pitaevskii equation on adaptive scales Λ(t), we use we use a
4th-order Runge-Kutta integrator (appendix L.1). For the numerical grid we chose the parameters
asNx = Ny = 26 = 64, Nz = 27 = 128, Lx = 28.5, Ly = 11.9, Lz = 13.1 and time step
dt = 5× 10−4 for the time evolution with numerical integrator.

During the time evolution. we monitor the fidelity

F(t) = |⟨Ψ(t),Ψs(t)⟩|2 = |
∫

Ψ∗(r, t)Ψs(r, t) d
3r|2, (8.16)

with respect to the scaling approximation (6.11) which we present in figure 8.13. Indeed, we find
tiny differences, |∆F| = 0.06%, in the fidelity for the simulation with large particle numbers,
N = 105 atoms (cf. figure 8.13 (b)). Nevertheless, the total fidelity stays close to one, F(t1) ≈ 1.
For lower particle numbers, N = 10, N = 1000 , we expect even fewer density deviations for
the input states due to their smaller spatial extent. Therefore, differences in the fidelity are smaller
compared to the former being less than 0.01% after the first time of flight. However, we need to
consider significant deviations to the scaling approximation which decrease to F(t1) = 0.95 and
F(t1) = 0.83 respectively. Non-quadratic deviations in the initial atomic density distribution
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Figure 8.13: (a) Fidelity of the scaling approximation (8.16) during the ballistic expansion. Initial state in
Zeeman potential ( ). Initial state in harmonic potential approximation ( ). (b) Difference
in the fidelity for the different input states.

result in additional contributions to the quadratic Thomas-Fermi phase ϕ0 (4.70). Beyond the

87



8 Coldest clouds in universe

scaling solution, we also experience tiny phase terms that arise when the initial condensate is trapped
in the anharmonic Zeeman potential. Hence, we find for the total phase

ϕ(ξ, t1) = ϕ0(ξ, t1) + ϕ1(ξ, t1)

=
M

2ℏ
ξ⊤Λ⊤Λ̇ξ + ϕ1(ξ, t1),

(8.17)

after the first time of flight, where ϕ1(ξ, t) incorporates all non-quadratic parts of the total phase.
We show ϕ(ξ, t1) (8.17) in figure 8.14 for the simulation with N = 105 atoms. To analyze the
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Figure 8.14: One-dimensional cross-sections of the ϕ(ξ, t1) (8.17) after the first time of flight t1 = 80ms.
Phase of the condensate initially trapped in the release trap potential (blue ). Interpolation
by Stringari polynomials (red ).

shape of the phase in detail, we perform the multipole expansion as

ϕ(ξ, t1) =

nmax∑

n=0

lmax∑

l=0

l∑

m=−l

ϕnlm(t1)Snlm(ξ). (8.18)

The relative angular powers pnl(ϕ),

pnl(ϕ) =
l∑

m=−l

|ϕnlm|2
P (ϕ)

, P (ϕ) =
∑

nlm

|ϕnlm|2, (8.19)

are shown in figure 8.15. In the subfigures, we compare the phase of the condensate that was initially
trapped in the Zeeman potential (a) to the condensate initially in the harmonic trap approximation
(b). From the latter, we state that the next leading orders to the scaling approximation are of the
form r4 with spectral powers p20(ϕ), p12(ϕ), and p04(ϕ). They are related to the kinetic energy
perturbationsH3 in equation (6.18). In addition, we find that their values are approximately three
orders of magnitude higher than the anharmonic corrections of the input state in the release trap.
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Figure 8.15: Multipole expansion of the phase ϕ(ξ, t1) after a time of flight t1 = 80ms. Relative angular
powers pnl(ϕ) (8.19). Same parameter as in figure 8.6. (a) condensate initially trapped in the
Zeeman potential (b) condensate initially trapped in the harmonic trap. Different principle
numbers: red n = 0, blue n = 1, green n = 2, purple n = 3. nmax = 3, lmax = 4.
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8.4 Delta-kick collimationwith magnetic chip traps

8.4.1 Characterization of the magnetic lens

We have depicted the Zeeman potential of the magnetic lens in chapter 2 in the figures 2.9, 2.10.
We decompose the potential of the magnetic lens in terms of the Stringari polynomials as we did
for the release trap in chapter 7. Figure 8.16 depicts the angular powers pnl(Uz) for the Zeeman
potential (7.34), the harmonic approximation, and the cumulant expansion (7.35). As the Zeeman
potential of the lens is also obtained in a Z-wire configuration, the relative multipole components
are very similar to the release trap that we presented in figure 7.3. In the following, we discuss the
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Figure 8.16: Multipole expansion of the magnetic lens. Relative angular powers pnl(Uz) versus angular
momentum l. Different principle numbers: red n = 0, blue n = 1, green n = 2. (a) harmonic
approximation, (b) multipoles of the Zeeman potentialUz, (c) multipoles of the cumulant. We
usedR = 140 µm and nmax = 2, lmax = 5.

impact of the magnetic lens on the optimal lens time and the momentum width of the condensate
using the full (3+1)d Gross-Pitaevskii equation in the magnetic lens potential. Afterward, we
discuss the wavefront aberrations in terms of a “Seidel-diagram” for matter-wave optics and the
momentum distribution of the condensate. The latter is imaged in the far-field zone after a second
time of flight measurement.

8.4.2 Optimal lens time

In section 8.1 we have illustrated the delta-kick collimation protocol using the Thomas-Fermi
scaling approximation. To include the realistic Zeeman potential of the chip model in our analysis,
we need to solve the full (3+1)d Gross-Pitaevskii equation (6.3). First, we investigate the lens time as
a function of different particle numbers. Further, we can study the influence of the non-harmonic
potential on the momentum width of the condensate. In figure 8.17 we present the width in
momentum space

|Σk,ii(t)|1/2 = σk,i(t), i = 1, 2, 3, (8.20)

for different spatial directions as a function of the lensing time τ . The widths during the application
of the potential are normalized to the width after the first time of flight. As mentioned in section
8.1, the shape of the lens is most efficient in y- and z-direction where the velocity spread is reduced
by almost 90%. For the third direction, one finds a reduction of ≈ 20%. During the application
of the lens the widths are reduced linearly in the short time limit (cf figure 8.2), where the impact
approximation is valid. Minimal values are found to be in good agreement with the result in
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sections 8.1, τ = 2.716ms, even for smaller condensates with lower particle numbers (subfigures
8.17 (a), (b)). Moreover, the smaller extent of the atomic cloud is advantageous regarding the
aberrations of the Zeeman potential as the magnetic lens does not affect either the momentum
widths or the lensing time. In general, the harmonic approximation of the lens matches the result
when we consider the full Zeeman potential. The impact of the anharmonic lens becomes visible
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Figure 8.17: Normalized momentum widths σk as a function of lensing time τ . lines correspond to
harmonic lens approximation. Optimal lens time τλ = 2.716ms marked as line. Particle
numbers: (a)N = 10, (b)N = 1000, (c)N = 105.

in the momentum width in z-direction for large atom numbers which correspond to the subfigure
8.17 (c). It broadens the velocity distribution (cf. 8.4.5) without affecting the optimal lens time for
infinite focal length, cf. figure 8.18.
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Figure 8.18: Normalized momentum width σkz for different as function of lensing time. Particle number
N = 1× 105, cf. figure 8.17 (c). lines is the harmonic lens approximation. Optimal lens
time τλ = 2.716ms marked as line.

8.4.3 Wavefront aberrations

To analyze the wavefront aberrations we solve the time-dependent Gross-Pitaevskii equation (6.3)
in the Zeeman potential including all the anharmonic contributions for the estimated lens time τλ.
We compare the result with the harmonic approximation of the potential. We show the phase for
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both cases in figure 8.19. In addition, we depict the phase one finds using the phase imprinting
where the total phase after the lens is of the form

ϕ(ξ, t1 + τ) = ϕ(ξ, t1)− τ [U0(Λξ) + U1(Λξ)]/ℏ. (8.21)

The first term on the right-hand side corresponds to the total phase before the lens from equation
(8.17). U0 denotes the harmonic, andU1 the perturbation of the potential. The latter matches the
full numerical solution quite well approving the thin lens presumption. To analyze the wavefront
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Figure 8.19: One-dimensional cross-sections of the phase ϕ(ξ, t1 + τ) after the matter-wave lens. (a) Gross-
Pitaevskii solution with anharmonic lens (blue ). Interpolation by Stringari polynomials (red

). Impact approximation anharmonic lens (green ). Impact approximation harmonic
lens (purple +). (b) Gross-Pitaevskii solution with harmonic lens (blue ).

aberrations after the lens, we use again our polynomials expansion in equation 8.18. The coefficients
in figure 8.20 in terms of the relative powers are now completely analogous to the famously known
Seidel coefficients, that one uses to characterize the aberrations in optic design problems [4]. For
perfect collimation, the wavefront becomes a planar surface and one expects all coefficients to be
zero. As mentioned before, this matter-wave lens is not designed for collimation in x-direction.
Hence, we see that quadratic coefficients are still present in figures 8.20 (a) and (b). Parts of the
wavefront are still of parabolic shape in (cf. figure 8.19) and the orientation is encoded in the raw
coefficient ϕnlm. Besides the quadratic expansion coefficients, we find the phase contributions
that correspond to the first time of flight which are still present in the system. However, these
aberrations are small compared to the other phase summands imprinted by the Zeeman potential.
The main contributions in the spectrum are in the dipole (l = 1) as well as in the octupole (l = 3)
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8.4 Delta-kick collimation with magnetic chip traps

that we have already determined for the Zeeman potential in figure 8.16. The coefficients ϕnlm
in equation (8.18) and the diagrams in figures 8.15 and 8.20 can be used for designing corrective
optics in a multi-lens approach. The latter could be realized with painted potentials [132] or optical
dipole potential shaped by digital micromirror devices [140].
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Figure 8.20: "Seidel-Diagram" in terms of relative angular powers pnl(ϕ) versus angular momenta l for the
phase after the lens ϕ(ξ, t1 + τ) showing the wavefront aberrations after the matter-wave lens:
(a) Zeeman potential, (b) Harmonic approximation. Different principle numbers: red n = 0,
blue n = 1, green n = 2, purple n = 3. nmax = 3, lmax = 5.

8.4.4 Momentum kicks

The magnetic Zeeman potential exhibits multipole moments with odd symmetries. In particular, it
has an existing dipole moment that leads to an additional momentum kick even when the potential
minimum of the lens is aligned with the center of mass position of the atoms. The momentum
distribution

ψ̃′(κ, t) =
∫

e−iκ⊤ξ

(2π)3/2
ψ(ξ, t) d3ξ, ψ(ξ, t) =

√
n(ξ, t)eiϕ1(ξ,t), (8.22)

ñ′(κ, t) = |ψ̃′(κ, t)|2, (8.23)

in the co-expanded frame with momenta κ = Λ⊤k as defined in equation (A.10) is depicted in
figure 8.21. The momentum expectation value in the impact approximation, assuming initial zero
mean momentum, is given by

⟨k⟩ =
∫
n(ξ, t1)

|Λ|N Λ−⊤∇ξ

[∑

nlm

ϕnlm(t1 + τ)Snlm(ξ)

]
d3ξ, (8.24)

where we used equation (B.8) to evaluate the momentum expectation value in the co-expanded
reference frame. For further analysis, we assume from the Seidel diagram 8.20 that corrections of
the quadratic phase are mostly determined by the multipole coefficients ϕ010, ϕ110, ϕ030 which
correspond to a cubic phase aberration of the form

ϕ1(ξ, t1 + τ) =
ϵ

3
ξ3z . (8.25)

Inserting the phase into equation (8.24), the additional momentum kick reads

⟨k⟩ = Λ−⊤ezϵ ⟨ξ2z ⟩ , (8.26)

93



8 Coldest clouds in universe

−1 0 1

κx/µm
−1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

ñ
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ñ
′ (
0
,κ

y
,0
)

0 2

κz/µm
−1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

ñ
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Figure 8.21: First row: One-dimensional cross-sections of the normalized,
∫
ñ′ d3κ = 1 , Fourier densi-

ties ñ′(κ) (8.22) after Zeeman lens (blue ), after ideal lens (red ). Second row: Two-
dimensional cross-sections of the Fourier densities ñ′(κ) (8.22) after Zeeman lens.

which depends on the second moment of the initially trapped condensate. In figure 8.22 we evalu-
ate the momentum kick ⟨k(t)⟩ and the mean position ⟨r(t)⟩ during the delta-kick collimation
sequence for a second time of flight t2 = 2000ms. The kick in the kz direction is displayed
in subfigure (b), whereas the other momentum components are unaffected by the matter-wave
lens. As the mean momentum is a constant of motion after the lens, the condensate’s position in
z-directions grows linearly in time with

⟨z(t)⟩ = ⟨kz⟩ tΘ[t− (t1 + τ)], (8.27)

as shown in subfigure (a), matching the numerical Gross-Pitaevskii solution exactly. After t2 =
2000ms, we find the z-position to be at z = 73.9 µm.One can balance the kick by re-positioning
the trap minimum of the lens which adds a dipole moment to the phase in equation (8.24).

Besides the shift of the distribution along the positive κz-direction, one finds a wide-reaching
oscillating momentum tail in the Fourier density which is caused by the higher order multipole
moments in the condensate’s phase. Due to the cubic phase perturbation (8.25), the momentum
distribution is very similar to the intensity pattern of finite-energy Airy beams in (1+1)d and (2+1)d
paraxial optics [141, 142].

8.4.5 Momentumwidth

In section 8.4.2 we investigated the effect of the lens on the momentum width of the condensate.
While the magnetic lens does not affect the optimal lens time, the Zeeman potential broadens the
momentum width

Σk(t) = Σk,0(t) + Σk,1(t), (8.28)
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Figure 8.22: (a) mean position ⟨r(t)⟩ of the condensate , ( equation (8.27)) (b) momentum kick ⟨k(t)⟩
after the magnetic lens.

as shown in the figure 8.18. HereΣk,0 describes the covariance matrix for the unperturbed parabolic
lens. Taking the same multipole moments as in the previous section, we can describe the additional
width in the kz-direction as

Σk,1 = ϵ2 tr{Λ−1Λ−⊤ez ⊗ e⊤z } ⟨ξ4z ⟩ − ⟨ξ2z ⟩ e⊤z Λ−1 ⊗ Λ−⊤ez ⟨ξ2z ⟩ , (8.29)

where we used the expression in equation (B.11) to evaluate the covariance matrix in momentum
space. Hence, the aberrational shift depends on the initial fourth central moment of the condensate.

8.5 Ballistic expansion: post lens

In this section, we study the fidelity of the (3+1)d Gross-Pitaevskii dynamics with the scaling
approximation (8.16) throughout the whole delta-kick collimation sequence. For the second time
of flight after the matter-wave lens, we use very long expansion times that “images” the condensate
density at t2 = 2 s in the far field zone. Hereby, we investigate four different scenarios:

1) Gross-Pitaevskii propagation after the magnetic lens (Uz)

2) Gross-Pitaevskii propagation after the ideal lens (U0)

3) “Schrödinger” propagation after the magnetic lens (Uz , g = 0)

4) “Schrödinger” propagation after the ideal lens (U0, g = 0)

Cross-sections of the different densities at the end of the propagation are depicted in figure 8.23.
As we know from the non-interacting wave packet expansion A.9, the position distribution of the
diluted gas is mainly determined by its initial momentum distribution (cf. figure 8.21), analogous
to the Fraunhofer diffraction limit [143]. Hence, we recover the oscillating tails in the density after
the second time of flight for the condensates that passed the anharmonic lens.

The first scenario reflects the influence on the fidelity in the presence of the anharmonic lens.
In contrast to the first time of flight sequence in section 8.3, we expect clear deviations to the
scaling approach, when we consider the full (3+1)d Gross-Pitaevskii simulation in 1). For the
Gross-Pitaevskii simulation with the harmonic lens 2), we check again the validity of the scaling
approach during very long expansion times that can be accomplished in microgravity experiments.
In the last two cases, 3) and 4), we study the effect of residual mean-field effects in the diluted gas.
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Figure 8.23: One-dimensional cross-sections of the condensate density n(r) after second time of flight
t2 = 2 s. 1) blue , 2) red , 3) dark gray , 4) gray .

To do this, we turn off the interaction strength, g = 0, immediately after the lens and propagate
the condensate wave function with the Schrödinger equation,

iℏ∂tψ(ξ, t) = − ℏ2

2M
∇⊤

ξ M
−1∇ξψ +

1

|Λ|

(
M

2
ξ⊤Ω2(0)ξ − µ

)
ψ, t1 + τ < t < t2.

(8.30)

Experimentally this could be realized using a Feshbach resonance [144] which tunes the s-wave
scattering length by an external magnetic field.

We summarize the results for all different sequences in figure 8.24. As the scaling ansatz (6.1)
just includes the time-dependent harmonic part of the external potential, the fidelity drops from
F(t1) = 0.99 to F(t1 + τ) = 0.24 in the scenarios 1) and 3), when we phase-imprint non-
harmonic contributions to the condensate wave function. During the time evolution, we note an
additional decrease in fidelity for the aberrated atomic cloud from t = 82.7ms to t ≈ 1000ms,
while the fidelity for the non-interacting cloud increase during approximately the same time
interval. Regarding the pictures in appendix C, most of the density distortions that fractionate
the condensate take place during this time interval. As both solutions differ in their non-linear
interaction strength, we presume that mean-field interactions are still present and have a non-trivial
impact on the condensate distribution after the magnetic lens.

In contrast to the first time of flight (cf. section 8.3) with intermediate expansion times (t1 ∼
80ms), we find discrepancies with respect to the pure scaling approximation of ≈ 7% after
t2 = 2 s for the scenario 2). We obtain additional deviations when we disregard the residual mean-
field interactions after the ideal lens, in 4), where the fidelity reads F(t2) = 0.88 at the end of the
propagation compared to F(t2) = 0.93 for the interacting case in 2). As the effect of mean-field
interactions on the interference pattern is currently investigated in different experiments [145,
146], we look into the evolved phases ϕ(ξ, t1 + τ + t2) after the delta-kick collimation sequence
for the cases 2) and 4), disregarding the phase aberrations of the magnetic lens. Comparing the
“Seidel”-diagram in figure 8.26, we notice just subtle changes when interactions are turned off after
the lens. In particular, we find an enhanced quadrupole moment, p22, being proportional to r6 as
well as coefficients in the angular momentum l = 4.

96



8.5 Ballistic expansion: post lens

0 500 1000 1500 2000

t/ms

0.0

0.2

0.4

0.6

0.8

1.0

F
(t
)

Uz

U0

Uz, g = 0

U0, g = 0

Figure 8.24: Fidelity of the Gross-Pitaevskii scaling solution (8.16) during the delta-kick collimation se-
quence: for Zeeman lens Uz (blue ), Zeeman lens zero interaction Uz, g = 0 (red ),
harmonic lensU0 (green ), harmonic lens zero interactionU0, g = 0 (purple ).

−10 0 10

ξz/µm

−0.125

−0.100

−0.075

−0.050

−0.025

0.000

φ
(0
,0
,ξ

z
)/
π

−25 0 25

ξx/µm

0

20

40

60

80

100

φ
(ξ

x
,0
,0
)/
π

(a)

−10 0 10

ξy/µm

0.00

0.05

0.10

0.15

0.20

φ
(0
,ξ

y
,0
)/
π

−10 0 10

ξz/µm

0.00

0.05

0.10

0.15

0.20

0.25

φ
(0
,0
,ξ

z
)/
π

−20 0 20

ξx/µm

0

20

40

60

80

100

φ
(ξ

x
,0
,0
)/
π

(b)

−10 0 10

ξy/µm

0.0

0.2

0.4

0.6

φ
(0
,ξ

y
,0
)/
π

Figure 8.25: One-dimensional cross-sections of the phase, ϕ(ξ, t1 + τ + t2), after the second time of flight
t2 = 2 s (blue ). (a) harmonic lens zero interaction U0, g = 0, (b) harmonic lens U0.
Interpolation by Stringari polynomials (red ).

97



8 Coldest clouds in universe

0 2 4 6

l

10−12

10−9

10−6

10−3

100

p
n
l

(a) n = 0

n = 1

n = 2

n = 3

0 2 4 6

l

10−12

10−9

10−6

10−3

100

p
n
l

(b) n = 0

n = 1

n = 2

n = 3
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9 Topological deformation of
Bose-Einstein condensates in optical
dipole traps

In this chapter, we investigate the statical and dynamical properties of a Bose-condensed gas in a
toroidal ring geometry. Due to the properties of phase coherence as well as superfluidity, a ring
geometry allows persistent flow and the measurement of rotations in a Sagnac interferometer
scheme. Further, toroidal condensates may be regarded as a building block for atomtronic devices:
circuits and networks of guided matter waves [44] that are built in analogy to their electronic
counterpart. Ring-shaped geometries can be realized by magnetic as well as optical dipole trapping.
Technical details of both methods are presented in [44] and the references therein.

This chapter is organized as follows: First, we briefly discuss the basic mechanisms of trapping
neutral atoms using the optical dipole force. We present two methods to create ring geometries
based on the effect of conical refraction and imaging optical potentials with digital micromirror
devices. For the former, we look at the equilibrium properties of the three-dimensional condensate
which is compared to experimental data. Afterward, we focus on the geometrical change in topology
by investigating the collective excitations of a two-dimensional Bose-condensed gas. We conclude
by introducing a feedback mechanism that damps the radial motion after the transformation
toward a ring-shaped potential.

9.1 Optical dipole traps

The first proposals of using the optical dipole force for atom manipulation were considered by
[147] in 1962. In 1970 Arthur Ashkin demonstrated the acceleration and trapping of micron-
sized particles using the radiation pressure and the optical dipole force [148]. In 2018 he won the
Nobel Prize in physics for his invention of optical tweezers and their application to biological
systems. With the invention of the laser, the advance in laser cooling and trapping [149] as well as
the availability of different techniques of optical beam manipulation and shaping, optical dipole
traps have become a great tool to generate a wide range of diverse potential landscapes for cold
atoms [44, 131, 150]. In chapter 2 we have already discussed the basic physical concepts for trapping
neutral atoms in a static magnetic field. In contrast to magnetic traps, optical dipole traps rely
on the interaction of the atom’s induced electric dipole moment with an external light field. The
coupling to the intrinsic atomic energy levels induces two competing forces: the radiative and the
conservative dipole force which we discuss in the following.

Two-level system The motion of a two-level atom in an electromagnetic field is one of the
major problems in quantum optics and is treated in many textbooks [151, 152]. In the following,
we briefly discuss the forces acting on the center of mass motion of a two-level atom {|g⟩ , |e⟩}
which interacts with a classical laser and quantized vacuum field. The total Hamilton operator of
the interacting system reads

Ĥ = ĤA + ĤV + ĤAL + ĤAV , (9.1)
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9 Topological deformation of Bose-Einstein condensates in optical dipole traps

where the atomic Hamilton operator

ĤA =
P 2

2M
+ ℏωe |e⟩ ⟨e|+ ℏωg |g⟩ ⟨g| , (9.2)

consists of the kinetic energy of the center of mass motion and the internal energies. The energy
levels of the excited |e⟩ and the ground state |g⟩ are separated by the frequency ωeg = ωe − ωg .
The interaction of the electric field with the atom is described within the dipole approximation

ĤAL = −d̂ ·EL(R, t), (9.3)

as the wavelength for available laser systems is typically much larger than the extent of the atomic
wave function. The electric field of the monochromatic laser is given by

EL(r, t) = E(r)ϵ(r) cos[ωLt− Φ(r, t)], (9.4)

where ϵ(r), E(r), Φ(r, t), are the polarization, the amplitude, and the phase of the laser field. We
denote the monochromatic laser frequency as ωL which is detuned by ∆ = ωL − ωeg towards
the atomic resonance. The atomic electric dipole moment within the atomic basis states reads as

d̂ = deg |e⟩ ⟨g|+ dge |g⟩ ⟨e| , dij = ⟨i|d̂|j⟩ . (9.5)

Further, the atom interacts with the vacuum field ĤAV , which is responsible for the spontaneous
emission of photons which is characterized by the natural lifetime Γ of the excited state |e⟩. The
Hamilton operator of the vacuum fieldHV is regarded as a large reservoir with infinite degrees of
freedom leading to fluctuations and damping in the system [153].

Optical forces The force acting on the center of mass motion, described by the center of
mass position R and center of mass momentum P , is given by the Heisenberg equation

F̂ = ∂tP̂ =
1

iℏ
[P̂ , Ĥ]. (9.6)

The observable of interest is the force expectation value F = tr{F̂ ϱ̂} where ϱ̂ is the density
operator of the total system consisting of the atom and the vacuum field. Tracing out the dynamical
degrees of freedom of the reservoir, one finds the mean force

F = tr{F̂ ρ̂} ≈ Fdissp + Fdip = 2ℏ|Ω|2ℑ
(ρeg
Ω∗

)
∇Φ+ ℏℜ

(ρeg
Ω∗

)
∇|Ω|2, (9.7)

with respect to the reduced density operator ρ̂ of the atom [154]. ρij are the off-diagonal matrix
elements of the internal atomic density operator andΩ(r) = −deg ·E(r)/ℏ denotes the complex
Rabi frequency. The first termFdissp is related to a dissipative force caused by the radiation pressure
when the atom is absorbing and emitting photons. It is proportional to the gradient of the laser
phase and points into the direction of the local wave vector kL. The second term Fdip is called
optical dipole force. It points into the direction ∇|Ω|2 ∝ ∇I where I denotes the light intensity.

Essential for atom trapping in a conservative optical dipole potential is a laser light field that is
far-detuned from the atomic resonance, |∆| ≫ |Ω|,Γ. In this case, the two competing forces in
equation (9.7) simplify to

Fdissp = Γscℏ∇Φ, Fdip = − ℏ
4∆

∇|Ω|2, (9.8)

100



9.2 Ring geometries with dipole optical potential

with the spatially-dependent photonic scattering rate

Γsc(r) =
3πc2

2ℏωeg

(
Γ

∆

)2

I(r). (9.9)

As the force is the negative gradient of a potential, one finds for the optical dipole potential

Udip(r) =
ℏ
4∆

|Ω(r)|2 = 3πc2

2ω3
eg

Γ

∆
I(r). (9.10)

From equations (9.9) and (9.10), one finds that dipole potential scales with I/∆, whereas the
scattering rate scales as I/∆2. Therefore, one tries to stay in the far-detuned regime, with high
light intensities to limit the number of scattering events inside the trap. In addition, the optical
dipole potential depends on the sign of the detuning ∆. Below the atomic resonance, ∆ < 0
(red-detuned), atoms are attracted into the light field and the potential minimum coincides with
the maximum of intensity. For blue-detuned laser light ∆ > 0, the atoms are repelled by the light
field and potential minima occur at the minima of the intensity [131, 153].

Multilevel atoms For trapping alkali atoms (cf. section 2.2.2) in their atomic ground state,
one needs to consider multiple atomic transitions as the optical dipole generally depends on the
sub-state of the atom. Relevant energy scales are the fine and hyperfine-splittings of the ground
state ∆hfs as well as the excited states ∆′

hfs, ∆′′
hfs (cf. figure 2.1). As long as all the light’s detuning is

much larger than all the hyperfine splittings, the hyperfine structure is not resolved and the optical
dipole potential for linearly polarized light in the rotating wave approximation reads

Udip(r) = −3πc2

2

[
2ΓD2

3ω3
D2

(
1

ωD2 − ω

)
+

ΓD1

3ω3
D1

(
1

ωD1 − ω

)]
I(r), (9.11)

whereas D1 and D2 correspond to the optical transition from the n2S1/2 to n2P1/2, n2P3/2

manifolds [131].

9.2 Ring geometries with dipole optical potential

The optical dipole potential (9.10) is directly proportional to the light intensity. Hence, ring-shaped
trapping geometries are obtained by creating light fields in ring-shaped optical patterns. For a
Laguerre-Gaussian beam a toroidal intensity profile is obtained in the donut-like LG01 mode.
Alternatively one can use so-called painted potential with a fast rotating focused laser beam that
creates a time-averaged ring-shaped potential for the atoms [44]. In the ongoing chapter, we will
discuss optical potentials that are created by using the effect of conical refraction in birefringent
biaxial crystals and programmable potentials using digital micromirror devices.

9.2.1 Conical refraction

The AG Birkl at TU Darmstadt has examined a new technique to create toroidal ring structures
which are based on the effect of conical refraction [155, 156]. The effect of conical refraction occurs
in biaxial crystals. A focused Gaussian beam with waistw0 propagating along one of the optical
axes of the crystal creates one or more concentric rings of light in the focal plane. If one is blue-
detuned to the atomic resonance, atoms are trapped either in the dark focus of a single ring with
radiusR0, the so-called bottle-beam configuration, or in between two bright rings, resulting in a
toroidal trap configuration. For ultra-cold atoms, trapping in dark traps is advantageous because
the photonic scattering rate (9.9) is proportional to the light intensity, and decoherence processes

101



9 Topological deformation of Bose-Einstein condensates in optical dipole traps

are minimized. One can vary between these two different distinct topological patterns by changing
the beam size of the input laser beam which changes the waist of the focused beam in the focal
plane. Quasi-two-dimensional trapping configuration and gravity compensation are achieved by
using an additional attractive light sheet potential.

In the following, we will briefly discuss the light intensity distribution created by conical refrac-
tion. As in [155, 157], we consider a cylindrical symmetric input beam with transverse electrical
field amplitude

E(r) = E0e−r2/w2
0 . (9.12)

A paraxial solution for the output field is given in terms of the Belskii-Khapalyuk-Berry integrals

B0(ρ, Z) =
1

2π

∫ ∞

0
κa(κ)e−

i
2n

κ2Z cos(κρ0)J0(κρ) dκ,

B1(ρ, Z) =
1

2π

∫ ∞

0
κa(κ)e−

i
2n

κ2Z sin(κρ0)J1(κρ) dκ,

(9.13)

with dimensionless wave vector κ = kw0, coordinates ρ = r/w0, Z = z/zR, the mean re-
fractive index of the crystal n and normalized ring radius ρ0 = R0/w0. The function a(κ) =
2π
∫
E(r)J0(rκ)r dr denotes the radial part of the two-dimensional Fourier transform of the

electric input field and Jn is the n-th Bessel function of the first kind [158–160]. If the input field
is circularly polarized, the output density distribution created by conical refraction is given by

I = |B0|2 + |B1|2. (9.14)

As the light pattern of the conical refraction directly depends on the Fourier components a(κ) of
the focused laser beam, one can manipulate the output light field, e.g. using a digital micromirror
device (DMD), in a very controllable fashion. Besides toroidal ring structures, bucket-like potential
for atomic transport and acceleration, as well as periodic structures, might be generated with
suitable DMD images [156].

Change of Topology A change of topology in the optical potential was investigated in [156].
In this work, a DMD creates a variable circular aperture with radiusRA, which blocks the input
light of a Gaussian laser beam for values r > RA. In figure 9.1 we depict the optical potential in
the focal plane z = 0 for three different aperture values for a circular polarized, cylinder symmetric
Gaussian beam using equations (9.11), (9.13) and (9.14) for our simulation. The optical parameters
and the atomic data of 87Rb are summarized in table 9.1 The potential shape changes from simply

Figure 9.1: Optical dipole potential in the focal plane U(x, y, 0) obtained by conical refraction. DMD
aperture radiiRA: (a) 920 µm, (b) 1152 µm, (c) 1840 µm. Optical parameters as in table 9.1.

connected almost harmonic confinement to a multiple-connected ring-shaped confinement. For
a maximal DMD aperture value of RA = 1840 µm the ring size is ρ0 ≈ 25 µm with a radial
trapping frequency of νρ ≈ 150Hz for 87Rb (cf. figure 9.3 (b) and (c)).
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9.2 Ring geometries with dipole optical potential

For three-dimensional trapping, we consider a harmonic confinement created by an optical light
sheet potential in the perpendicular direction. Hence the total three-dimensional potential reads

Udip(ρ, z) = Ucon(ρ) +
M

2
ω2
zz

2. (9.15)

For a given potential at a fixed DMD aperture and light sheet potential with frequencyνz = 169Hz
in the transverse directions, we have examined the equilibrium density distribution solving the
stationary Gross-Pitaevskii equation for 17 000 87Rb atoms. The corresponding atomic densities
in the focal plane z = 0 are presented in figure 9.2. The trapping frequencies in the radial direction,

Figure 9.2: Ground state density distribution n(x, y, 0) of a Bose-Einstein condensate in the optical dipole
potential shown in figure 9.1. Parameters as in table 9.1

as well as the ring radii ρ0, are obtained numerically by a second-order Taylor expansion in the
trap minimum. The results are summarized in figure 9.3 (b) and (c). From this, we can determine
the chemical potentials in the Thomas-Fermi approximation for the three-dimensional harmonic
oscillator (4.46) and for the three-dimensional toroidal trap [161]

µ3d
TF = ℏω̄

√
2Nas
πρ0

, ω̄ =
√
ωρωz, (9.16)

which we compare with the calculated chemical potential of the Gross-Pitaevskii simulations. The
results are depicted in figure 9.3 (a). In the limits of the harmonic as well the in the toroidal ring
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Figure 9.3: (a) chemical potential µ versus aperture radiusRA (blue). Thomas-Fermi approximation for the
harmonic oscillator potential µHO

TF (red). Thomas-Fermi approximation for toroidal potential
µ3d

TF (9.16) (green). (b) radial frequency νρ and (c) ring radius ρ0 versus aperture radiusRA.

trap, the chemical potential describes the quantitative behavior quite well. The reduction of the
trapping frequency, see figure 9.3 (b), leads to an increase of the effective volume Veff = N/nmax
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9 Topological deformation of Bose-Einstein condensates in optical dipole traps

and a decrease of the chemical potential. As the trapping potential transforms towards a ring,
and the radial trap frequency tends to zero, the chemical potential stops the monotonic decline
and flattens as the chemical µ3d

TF ∝ √
ωρ for an almost constant ring radius (cf. figure 9.3 (c)).

The drastic change in the behavior of the chemical potential may be regarded as one sign of the
topological change in the trapping geometry. Moreover, we can use the chemical potential to
determine the conditions for reaching a lower dimensional regime [162]. The reduction of spatial
dimension has an impact on the coherence properties of the condensate as phase fluctuations
become more relevant. In addition, new phases of matter such as the fermionization of Bosons
in highly elongated one-dimensional [150] or the BKT transition [163, 164] in two-dimensional
quantum gases may be studied [165]. The conditions for reaching a lower quasi-dimensional regime
may be expressed in terms of the different energy scales of the Bose-condensed gas

µ > ℏωz (3d), ℏωρ < µ < ℏωz (2d), µ < ℏωρ (1d), (9.17)

and the external trapping energies [161]. Within the harmonic simply connected as well as in
the multiple connected ring potential, the experimental setting stays in the three-dimensional
regime as µ/h > 169Hz for all DMD aperture radii. A two-dimensional regime would require a
modification of the light sheet potential that increases the harmonic confinement in z-direction.

Experimental data In the model for conical refraction, we have considered only a Gaussian
beam with perfect circular polarization as an input state. Further, we did not assume any optical
aberrations that change the intensity pattern in the focal plane nor any defects in the biaxial crystal
that may affect the ring structure. The AG Birkl 1 provided us with recorded two-dimensional light
field patterns in the focal plane which are shown in the figure 9.4 for comparable parameters as in
table 9.1. We note that the measured intensities do not exhibit the azimuthal symmetry as in figure

Figure 9.4: Measured light intensities for three different aperture valuesRA: (a) 920 µm, (b) 1152 µm, (c)
1840 µm. As the laser light is blue-detuned towards the atomic resonance atoms are trapped in
the local minima of the intensity.

9.1. In addition, they show inhomogeneities in the radial as well as in the azimuthal direction for
all values of the DMD aperture. One finds that the most divergent configuration to the analytic
model is close to the point where the topology of the light field should change to a ring-shaped
geometry 9.4 (b). Instead of the emergence of one central bright spot, the light field fractionates
into an intensity distribution with two distinct local minima.

From the light intensities, we have extracted the physical potentials: We normalize the central
spot in the figure 9.4 (c) to the maximal potential energy obtained by the model for the conical
refraction,Espot/h ≈ 26.4 kHz. The spatial extent of the optical dipole trap is obtained from the
estimated pixel size 0.56 µm/pxl. In order to estimate the effect on the atomic distribution when
applying different potentials to them, we display the stationary equilibrium density n(x, y, 0),
shown in figure 9.5, that we obtain from the extracted optical potential. While the density in figure

1Experimental results by F. Schmaltz. Data provided by D. Pfeiffer.
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Figure 9.5: Equilibrium density distribution n(x, y, 0) for the measured optical dipole potential (cf. figure
9.4).

9.5 (a) agrees qualitatively well with the distribution in figure 9.2 (a), the condensate separates
into different pieces during the transformation into the ring potential 9.5 (b) and (c), as the
chemical potential is lower than the intrinsic energetic barriers in the distorted potential. From the
latter, we would expect a highly excited state with radial as well as azimuthal flow in the final ring
configuration that would affect the coherence properties as well as the lifetime of the condensed
atoms in the toroidal trap.

9.2.2 Digital micromirror devices

Instead of using a digital micromirror device (DMD) for manipulating the beam shape that
propagates through the biaxial crystal, the desired light field may be generated on the DMD and
imaged directly into the vacuum chamber. Hence, the DMD allows in principle a much better
control of the external potential and therefore a better control of the dynamical degrees of freedom
of the system. A digital micromirror device consists of up to millions of individually addressable
mirrors that can be switched to either an on or an off state. One mirror is usually rectangular with
an edge length of ≈ 10.8 µm. Due to their small size and the grid-like arrangement, the DMD
acts as a classical two-dimensional optical diffraction grating when all mirrors are in their on-state.
Details on the image formation are found in [140, 166].

9.3 Bose-Einstein condensate in a quasi-two-dimensional
harmonic ring potential

In this section, we focus on the quasi-two-dimensional ring potential. In particular, we study
the collective excitations in a two-dimensional ring-shaped condensate. We provide an analytic
approximation for the energy spectrum in thin rings within the hydrodynamic Thomas-Fermi
regime. The result is compared to the numerical values obtained by the Bogoliubov-de Gennes
equations. We use the latter to exploit the excitation spectrum during the topological transition
from simply connected harmonic to multiply connected ring trap.

We represent the effective Gross-Pitaevskii equation (9.21) and the Bogoliubov-de Gennes
operator (9.27) on radial Fourier grid F.4. The wave functions in section 9.5 are propagated in
time using a 4th-order Kunge-Kutta integrator L.1.
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9 Topological deformation of Bose-Einstein condensates in optical dipole traps

Table 9.1: Symbols and values for the laser and the atom parameters.

Quantity Symbol Value

particle number in BEC N 17 000

scattering length 87Rb as 5.23 nm

trapping frequency in z-direction ωz 2π · 169Hz

D1 decay rate ΓD1 2π · 5.74MHz

D2 decay rate ΓD2 2π · 6.07MHz

D1 transition frequency ωD1 2π · 377.1THz

D2 transition frequency ωD2 2π · 384.2THz

laser frequency ωL 2π · 377.6THz

laser wavelength λ 793.95 nm

laser power P 1.681mW

DMD aperture radius RA 920 to 1840 µm

beam size before aperture w′ 1.39mm

waist of focused beam w0 22.7 µm

mean index of refraction of the crystal n 2

maximal height of the central spot Emax 26.4 kHz

9.3.1 Effective Gross-Pitaevskii equation

We describe the Bose-condensed gas in the mean-field limit with the time-dependent Gross-
Pitaevskii equation (4.36) within the harmonic approximation of the toroidal trap given by the
external potential of the form

U(r) =
M

2
ω2
0(ρ− ρ0)

2 +
M

2
ω2
zz

2, (9.18)

with ring radius ρ0 and harmonic trap frequencies ω0 and ωz in transverse and longitudinal
directions. If the chemical potential satisfies the 2d condition for a lower dimension in equation
(9.17), we can formulate an effective two-dimensional equation of motion. Assuming that the
degrees of freedom in the longitudinal direction are frozen, that is ωz ≫ ω0 the condensate wave
function factorizes

Ψ(r, t) = ψ(ρ, φ, t)χ(z, t), (9.19)

in the wave function ψ(ρ, φ, t) depending on the radial and the azimuthal coordinates as well as
in the ground state

χ(z, t) = π−1/4l−1/2
z e−iωzt/2e−z2/(2l2z), lz =

√
ℏ

Mωz
,

∫
|χ(z, t)|2 dz = 1, (9.20)
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9.3 Bose-Einstein condensate in a quasi-two-dimensional harmonic ring potential

of the one-dimensional harmonic oscillator potential. If not stated otherwise, we will use ωz =
2π · 500Hz in the ongoing chapter. After integrating equation (4.36) along the z-direction
and introducing the harmonic oscillator length l0 =

√
ℏ/(Mω0) and the time T = 2π/ω0 as

the natural units (cf. appendix G), one finds an effective dimensionless two-dimensional Gross-
Pitaevskii equation

i∂tψ(ρ, φ, t) =
(
h+ κ|ψ|2

)
ψ. (9.21)

The coupling constant is κ =
√
8πas/lz and h denotes the Hamilton operator

h = −1

2

[
∂2ρ +

∂ρ
ρ

+
∂2φ
ρ2

− (ρ− ρ0)
2

]
, (9.22)

consisting of the two-dimensional Laplace operator in polar coordinates and the harmonic ring
potential. As the potential does not dependent on the azimuthal angle, one finds stationary states
of equation (9.21) for different angular momentum manifolds, |m| ≥ 0, with the ansatz
ψ(ρ, φ, t) = ψm(ρ)e−iµteimφ,

[
h(m) + κ|ψm|2 − µ

]
ψm(ρ) = 0, (9.23)

with the Hamilton operator

h(m) = −1

2

[
∂2ρ +

∂ρ
ρ

− m2

ρ2
− (ρ− ρ0)

2

]
, (9.24)

for the angular momentum manifold |m|.

9.3.2 Linear response analysis

After having introduced the equation of motion, we analyze the excitation spectrum of the Bose-
Einstein condensate in the two-dimensional ring configuration in linear response. We formulate the
corresponding radial Bogoliubov-de Gennes equations which are solved numerically. In addition,
we find an analytic approximation for the collective excitations in the hydrodynamic Thomas-Fermi
regime.

Bogoliubov-de Gennes equation From the effective Gross-Pitaevskii equation (9.21), one
can study the linear response to small external perturbations as described in section 4.5. We focus
on perturbations ψ1(ρ, φ, t) around the non-rotational ground statem = 0, ψ0. As in equation
(4.87) we use the following ansatz for the wave function in (9.21)

ψ(ρ, φ, t) = e−iµt[ψ0(ρ) + ψ1(ρ, φ, t)], (9.25)

with ψ0 and µ being determined by the stationary equation (9.23) and

ψ1(ρ, φ, t) = ul(ρ)e−i(εt−lφ) + v∗l (ρ)ei(εt−lφ). (9.26)

ul, vl are denoting the excitation modes for positive energies ε > 0 in the angular momentum
manifold |l| ≥ 0. In linear response, one finds the radial Bogoliubov-de Gennes eigenvalue
problem for the rotational invariant system

(
Σ(l) ψ2

0

−ψ∗2
0 −Σ∗(l)

)(
ul

vl

)
= ε

(
ul

vl

)
, (9.27)
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9 Topological deformation of Bose-Einstein condensates in optical dipole traps

with
Σ(l) = h(l) + 2κ|ψ0|2 − µ. (9.28)

The excitation spectrum for a rotating Bose-Einstein condensate in a ring trap has been also
investigated in [167] and [168].

Hydrodynamic sound waves in the Thomas-Fermi limit To get more insight into
the excitation spectrum obtained by the Bogoliubov equation (9.27), we study the sound waves
in the condensate using the hydrodynamic equations (4.76). Therein, we use the dimensionless
Thomas-Fermi density in the harmonic ring potential

nTF
0 (ρ) =

[
µTF −

1

2
(ρ− ρ0)

2

]
/κ, (9.29)

with the radial Thomas-Fermi radius ρTF/l0 =
√
2µTF and the chemical potential in units of ℏω0

µTF = ζ1/3
(

3Nas
4
√
πρ0

)2/3

, ζ = ωz/ω0, (9.30)

as well as the gradient ∇ = ∂ρeρ + ρ−1∂φeφ in polar coordinates.
In order to find the spectrum for the two-dimensional ring condensate, we look for solutions of

equation (4.80) which reads explicitly

ω2n̄1(ρ, φ) = −µ∇
[
1−

(
ρ− ρ0
ρTF

)2
]
∇n̄1. (9.31)

We simplify equation (9.31) by introducing, n̄1(ρ, φ) = D(u)eilφ, new radial functions D(u)
with argument u = (ρ− ρ0)/ρTF, −1 ≤ u ≤ 1 and angular momentum eigenfunctions eilφ. We
find the following differential equation

(1− u2)D′′ − 2uD′ +
1− u2

u+ ξ
D′ − l2

1− u2

(u+ ξ)2
D = λD, (9.32)

with the ratio of the ring radius and the Thomas-Fermi size ξ = ρ0/ρTF, eigenvalueλ = −2ω2/ω2
0

andD′ = dD/du. For large ring radii and small Thomas-Fermi sizes ξ ≫ 1, and relatively low
angular momenta such that l/ξ < 1, we linearize equation (9.32) as

(L0 + ξ−1L1 + ξ−2L2)Dn(u) = λnDn(u), (9.33)

L0 = (1− u2)
d2

du2
− 2u

d

du
, L1 = (1− u2)

d

du
, L2 = −uL1 − l2(1− u2), (9.34)

and study the eigenvalues

λn = λ(0)n + ξ−1λ(1)n + ξ−2λ(2)n +O(ξ−3), (9.35)

in perturbation theory for the parameter ξ−1.
For ξ → ∞, that is either the infinitely large or infinitely thin ring limit, the equations (9.32)

and (9.33), reduce to the Legendre’s differential equation, L0D
(0)
n = λ

(0)
n D

(0)
n [103]. Regular

solutions are the normalized Legendre polynomials,

D(0)
n (u) =

√
2n+ 1

2
Pn(u),

∫ 1

−1
D(0)

n (u)D
(0)
n′ (u) du = δnn′ , (9.36)
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9.3 Bose-Einstein condensate in a quasi-two-dimensional harmonic ring potential

with eigenvalues

λ(0)n = −n(n+ 1), ω(0)(n) = ω0

[
n(n+ 1)

2

]1/2
. (9.37)

Hence, the excitation frequencies in zeroth order are independent of the angular momentum
quantum number l, and the energy spectrum is dominated by collective excitations in the radial
direction. Indeed, one finds the same discrete dispersion relation for the Bose-condensed gas
trapped in the one-dimensional harmonic oscillator [107]. For higher-order corrections in a thicker
ring with a finite ring size, we find

λ(1)n = ⟨D(0)
n |L1|D(0)

n ⟩ = 0, (9.38)

λ(2)n =
∑

m ̸=n

| ⟨D(0)
n |L1|D(0)

m ⟩ |2

λ
(0)
n − λ

(0)
m

+ ⟨D(0)
n |L2|D(0)

n ⟩

= − 3n(n+ 1)

2(2n+ 3)(2n− 1)
− l2

2

[
1− 1

(2n+ 3)(2n− 1)

]
. (9.39)

For the evaluation of the matrix elements, we used the derivative of the Legendre polynomials

(1− u2)P ′
n(u) = n[Pn−1(u)− uPn(u)], (9.40)

and the integral of the triple product

∫ 1

−1
Pl1(u)Pl2(u)Pl3(u) du = 2



l1 l2 l3

0 0 0




2

, (9.41)

where the expression in the bracket is the 3j-symbol [103]. Hence, the excitation spectrum in terms
of the ring trap frequency is

(
ωnl

ω0

)2

=
n(n+ 1)

2

[
1 +

3ξ−2

2(2n+ 3)(2n− 1)

]

+
ξ−2l2

4

[
1− 1

(2n+ 3)(2n− 1)

]
.

(9.42)

From equation (9.42), one sees that the frequency spectrum has two well-separated energy scales
for the radial and angular motion. The levels for different n are separated by O(ω0) defining a
band structure for different angular momentum l separated by O(ξ−1ω0). We note that similar
results have been obtained for the collective excitations of thin three-dimensional, shell-shaped
Bose-Einstein condensates [169] as they share the same topology with the two-dimensional ring
condensate, having an inner and outer boundary. Therefore it is evident that the energetic spectrum
of the collective excitations is dominated by the topology of the condensate.

In figure 9.6 we compare the analytic results (9.42) for the hydrodynamic collective excitation
with the Bogoliubov spectrum for the quasi-two-dimensional Bose-Einstein in a ring potential
(9.27). For the lowest energy states εnl < 2ℏω0, we find particularly very good agreement between
these two solutions, as the modes behave more like sound-wave excitations. While the energy
difference increases for higher radial excitations, equation (9.42) describes the qualitative behavior
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9 Topological deformation of Bose-Einstein condensates in optical dipole traps

quite well, as the frequencies show little dependence on the angular momentum l. For pure angular
collective modes n = 0, one finds

ω0l = ω0ξ
−1|l|/

√
3, (9.43)

a linear dispersion relation. In contrast to the filled two-dimensional harmonic oscillator (cf.
equation (9.48)), the ring-shaped condensate exhibits non-zero angular frequencies that are lower
than the radial trap frequency.

0 1 2 3 4

l

0

1

2

3

4

ε n
,l
/
h̄
ω
0

Figure 9.6: Excitation spectrum εnl = ℏωnl of the quasi-two-dimensional BEC in a ring potential for the
non-rotational ground statem = 0. Solid lines are the numerical solutions of the Bogoliubov-de
Gennes equations (9.27) for different l ≥ 0 manifolds. Dashed horizontal lines are referring to
the hydrodynamic approximation (9.42) with ξ = 6.44 for ρ0 = 20 µm and ρTF = 3.1 µm.
Parameters: N = 17 000 87 Rb atoms, νρ = 100Hz, νz = 500Hz, µTF/h = 414Hz.

9.4 Collective excitations during topology change

In section 9.2.1 we have discussed the topology change from the harmonic to the ring potential for
the specific model of conical refraction. In doing so we noticed an abrupt change in the chemical
potential as one signature for the transition to different geometry. In the following, we look
into the change of the excitation spectrum for the trapped condensate for a model potential that
allows a smooth loading of the ring trap potential. As we have seen in the previous section, the
frequency spectrum of the collective excitations is strongly influenced by the actual topology of
the condensate. As in the transition from filled to hollow sphere [169, 170], we expect a dip in the
spectrum around the transition point towards the ring topology.

9.4.1 Definition of transition potential

In order to describe a smooth transition from harmonic oscillator confinement to a ring geometry,
we consider the following model potential

Ut(ρ) =
M

2
ω2ρ2 + ve−ρ2/(2σ2), (9.44)
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consisting of an outer harmonic confinement with frequencyω as well as a central Gaussian barrier
characterized by the central height v and width σ. ForUt(ρ), one finds the following harmonic
approximation

Uho(ρ) =

{
M
2 ω

2
⊥ρ

2, β ≥ 1,
M
2 ω

2
⊥(ρ− ρ0)

2 β < 1,
(9.45)

where we have introduced the dimensionless parameter β = σ̃2/ṽ with σ̃ = σ/
√
ℏ/(Mω),

ṽ = v/(ℏω). For the corresponding trapping frequencies one finds

ω⊥ =

{
ω(1− β−1)1/2 β ≥ 1,

ω(−2 lnβ)1/2 β < 1,
(9.46)

whereas the ring radius in equation (9.45) is given by

ρ0 = (−2σ2 lnβ)1/2. (9.47)

Figure 9.7 depicts the potential (9.44) for different values of β including the initial harmonic
oscillator for β ≫ 1, (ṽ → 0), the transition regime at β = 1 (ṽ = 12.25) as well the ring
geometry β = 6.125× 10−2 (ṽ = 200).
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Figure 9.7: Radial symmetric model potential (9.44) for different values of ṽ = 0, 12.25 and 200. Trap
parameters in equation (9.44): σ = 5.8 µm and ω/(2π) = 42Hz. Harmonic approximation
(9.45) (grey ) with ρ0 = 13.8 µm, ω⊥/(2π) = 99.3Hz.

9.4.2 Discussion of excitation spectrum

In order to investigate the spectrum from harmonic to ring trap we solve the radial Bogoliubov-
de Gennes equation (9.27) for varying the potential height for 17 000 87Rb atoms. The outer
harmonic confinement has a trapping frequency of ω = 2π · 42Hz and the Gaussian barrier has
a width of σ = 5.8 µm as in figure 9.7. The radial excitation energies for the three lowest energy
levels are shown in figure 9.8. For β ≫ 1, the trap may be considered as a fully two-dimensional
harmonic oscillator. In that case (v = 0, β → ∞), one finds the exact hydrodynamic dispersion
relation

ω(n, l) = ω⊥[2n(n+ l + 1) + l]1/2, (9.48)

within the Thomas-Fermi approximation [107]. The radial excitations of equation (9.48) are
marked as pentagons in figure 9.8 showing good agreement with the numerical solutions of
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Figure 9.8: First radial excitation frequencies (n = 1, n = 2, n = 3) for l = 0 versus inverse transition
parameter β. Pentagon markers at β → ∞ refer to hydrodynamic approximations for the
two-dimensional harmonic oscillator (9.48). Square markers at β = 6.125× 10−2 referring to
two-dimensional ring solution in equation (9.42) with ξ = 4.9.

equation (9.27). In the other limit, at β = 6.125 × 10−2, the squares are marking first radial
excitations which are determined by equation (9.42).

As we have seen in the previous section, the frequency spectrum of the collective excitations
is strongly influenced by the actual topology of the condensate. The frequency curves can be
distinguished throughout the transition and do not cross each other. The topological change
appears as a clear visible dip in the spectrum at β−1 = 2.5. That is where the radial density
n(0) ≈ 0 vanishes at the origin and forms an inner and outer boundary. Thus, the condensate’s
density has changed its topology from single to multiple connected. The same signature is observed
in the hollowing transition from a three-dimensional filled sphere to a shell-shaped condensate
[169, 170], stating that the spectrum is a feature of the topology change and does not depend on
the details of the potential or the spatial dimension.

9.5 Dampingwith feedback

So far we have only discussed static properties of the toroidal Bose-Einstein condensate. In addition,
we did not consider any mechanism of symmetry breaking in the external potential, which happens
inevitably in a realistic experimental setting. As an outlook, we will briefly discuss the radial
excitations of the condensate that occur during the loading of the ring trap and present a control
mechanism to damp the motion close to the ground state of the system.

The dynamical transfer from the simply connected harmonic oscillator to the multiple connected
toroidal trap configuration leads inevitably to excitations in the Bose-Einstein condensate. For the
radial symmetric trap, we expect a radial center of mass oscillations around the new equilibrium
positions. Further, a change in frequency in the different trap geometries will lead to quadrupole
excitations changing the radial width of the condensate. The dynamics of the system is described
by the time-dependent effective two-dimensional Gross-Pitaevskii equation (9.21) with the time-
dependent Hamilton operator

h(0)(t) = −1

2

(
∂2ρ +

∂ρ
ρ

)
+ Ut(ρ, t). (9.49)
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9.5 Damping with feedback

In the transition potentialUt (9.44) we consider for the sake of convenience just the height of the
Gaussian barrier v = v(t) to be time-dependent. For the barrier, we choose a smooth pulse shape
in form of a Blackman time window

w(t̃) =
1

42π

[
21(π + t̃) + 25 sin(t̃) + 2 sin(2t̃)

]
, t̃(t) =

2π

tmax
t− π. (9.50)

For the time evolution, we have chosen the same initial trap parameters as in the previous section,
with angular frequency ω = 2π · 42Hz and width of the Gaussian barrier σ = 5.8 µm. The
height of the Gaussian barrier is varied within 45ms from v = 0 to v = 200 ℏω as shown in
figure 9.9. We end in the final ring geometry displayed in figure 9.7 with ring radius ρ0 = 13.8 µm
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Figure 9.9: Central barrier v(t) versus time t. Blackman pulse shape (9.50) with tmax = 45ms.

and trap frequency ν⊥ = 99.2Hz. Figure 9.10 shows the initial densityn0 at t = 0, the stationary
equilibrium density distribution of the final trap nf and the density n(ρ, t) at t = 80.81ms. We
monitor the fidelity

F(t) =|⟨ψ(t), ψ(te)⟩|2 = |2π
∫
ψ∗(ρ, t)ψ0(ρ, te)ρdρ|2, (9.51)

with respect to the stationary state ψ0(te) in the final trap configuration as well as the first and
second moments ⟨ρn(t)⟩ = 2π

∫
ρn+1|ψ(ρ, t)|2 dρ during the 45ms transition and 55ms

holding time in the final ring trap.

Figure 9.11 depicts the mean radial position ⟨ρ(t)⟩, the radial width σρ(t) =
√
⟨ρ2⟩ − ⟨ρ⟩2 as

well as the fidelity F(t) (9.51). n(ρ, t) oscillates around the equilibrium position ρ0 exhibiting
additional periodic density perturbations which change the shape of density, (cf. figure 9.10),
caused by the change of the frequency and the shape of the final potential which deviates from
the harmonic approximation. To the oscillatory motions, we fit sinusoidal functions to obtain
the excitation frequencies. For the radial oscillations, we find ν ′ρ = 96.5Hz and for the widths
ν ′σ = 173.3Hz. In addition to the sinusoidal fit, we investigate the spectra ρ̃(ω), σ̃(ω) shown in
figure 9.12. The characteristic frequencies are visible as clear peaks in the spectrum. Moreover, we
added the first Bogoliubov excitations ωn0 (cf. figure 9.8) which characterize the radial excitations
as a “dipole” n = 1 and a “quadrupole” n = 2 mode.

In order to minimize radial excitations, one could implement methods of optimal control for a
quasi-adiabatic transfer to the ground state of the system. In [171], they investigated the loading
from a slightly elongated harmonic to a toroidal potential, using one frequency component of the
harmonic trap and the Gaussian barrier as control parameters with fixed boundaries. Alternatively,
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Figure 9.10: Radial density n(ρ, t) at t = 80.81ms after 45ms transition from harmonic to ring potential
(blue ). n0 initial density in the harmonic oscillator potential (red ). nf is the ground
state density in the final ring trap (grey ).
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Figure 9.11: (a) mean radial position ⟨ρ(t)⟩, ν′ρ = 96.5Hz, (b) mean radial width σρ(t), ν′σ = 173.3Hz,
(c) fidelity F(t) versus time. Fit of sinusoidal function f(t) = a sin(ω′t+ ϕ) + c (red ).
Sequence: transition t = 45ms, hold t = 55ms.

one could use shortcuts to adiabaticity which provide fast routes to the desired final state compared
to the slow adiabatic changes of the control parameters [86]. In [172], they have implemented a
scaling solution that solves approximately the hydrodynamic equations (4.66) and (4.67) for a
Bose-Einstein condensate inside a toroidal potential. Within this approach, they have modeled
the evolution of the condensate in an expanding harmonic ring potential [173]. Minimizing radial
mode oscillations could be accomplished by solving the obtained differential equations for the
scaling parameters with fixed boundary conditions.

We propose a method based on a feedback control as introduced in [174]. Therein external
perturbations in the trap potential and changes in the interaction strengths were used to control
the motion of a Bose-Einstein condensate in a one-dimensional harmonic oscillator potential. For
an appropriate choice of controls, the feedback alters the initial state ψ0 with energyE0 to a state
ψ1 with energyE1, such thatE1 < E0 when the feedback control is switched off.

We consider the following scheme to damp the motion in the final ring configuration: We solve
the time-dependent Gross-Pitaevskii equation within the potential

U(ρ, t) = Ut(ρ, tf ) +
∑

i

ai(t)Vi(ρ). (9.52)
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Figure 9.12: Frequency spectrum of the radial excitations in the final ring trap. (a) ρ̃(ω), (b) σ̃ρ(ω). Dashed
lines corresponds the first radial excitations ωn0 in the Bogoliubov spectrum in figure 9.8.

Here Ut(ρ, tf ) denotes the final, desired trapping potential as discussed before (cf. figure 9.7).
Further, we have now included the set of control potentials {Vi} with time-dependent coefficients
{ai}. They serve as control parameters which are based on the oscillatory change in the first and
second moments of the condensate. For damping the radial excitations, we choose the following
external control potentials

V1 = ρ, a1(t) = c1
d

dt
⟨ρ⟩ , (9.53)

V2 = ρ2, a2(t) = c2
d

dt
⟨ρ2⟩ , (9.54)

whereas the values of {ci} can be used to optimize the damping rate.
IfU(ρ, tf ) is well approximated by its quadratic approximation in equation (9.45), the Ehrenfest

theorem for the non-interacting gas κ = 0 provides the equation of motion for the mean radial
position

d2

dt2
⟨ρ⟩ =− ⟨ρ⟩ [1 + 2a2(t)]− a1(t) + ρ0

=− ⟨ρ⟩ ω̄2(t)− c1
d

dt
⟨ρ⟩+ ρ0, ω̄2 = [1 + 2a2(t)]

(9.55)

which is a damped harmonic oscillator equation with time-dependent angular frequency. Critical
damping of the oscillatory motion is achieved by choosing the coefficient as c1 = 2

√
1 + 2a2(t).

The results of the feedback damping for damping coefficients c2 = 0 and c2 = 0.2 are summarized
in figure 9.13 and 9.15 respectively. In both cases, we have turned on the feedback for 70ms, after a
holding time for 10ms in the final trap. In the first case (c2 = 0), we have disregarded the coupling
to the radial width of the condensate. While we see critical damping of the radial oscillations in
⟨ρ(t)⟩, the change in σρ(t) is not affected. However, the mean fidelity increases from F ≈ 0.3 to
F > 0.8 when we control the first moment ⟨ρ(t)⟩ of the condensate. The damping of the dipole
mode becomes also visible in the spectra depicted in figure 9.14, where the amplitude of the first
excited mode decreases by a factor of ≈ 10, while the spectrum of σ̃ρ is almost unaffected after
the feedback.

When we set c2 = 0.2, we achieve exponential damping in the radial width and a fidelity close
to F ≈ 0.98. As the center of mass motion is not decoupled from the relative motion in the
anharmonic ring configuration, we recognize that the damping of σρ(t) affects the motion of the
radial mean position ⟨ρ(t)⟩. The latter becomes clear when regarding the spectra in figure 9.16
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Figure 9.13: (a) mean radial position ⟨ρ(t)⟩, ν′ρ = 90.6Hz, (b) mean radial width σρ(t), ν′σ = 171.5Hz,
(c) fidelity F(t) versus time. Control potentials turned on after 10ms holding in final trap
configuration. Control parameters: c1 = 2

√
1 + 2a2, c2 = 0. Fit of sinusoidal function

f(t) = a sin(ω′t + ϕ) + c (red ). Sequence: transition t = 45ms, hold t = 10ms,
feedback t = 70ms.
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Figure 9.14: Frequency spectrum of the radial excitations in the final ring trap including the feedback
damping. (a) ρ̃(ω), (b) σ̃ρ(ω). Dashed lines correspond to the first radial excitations ωn0 in
the Bogoliubov spectrum in figure 9.8.

(a) for ρ̃. The amplitude of the dipole mode is larger than in figure 9.14 when we considered pure
radial damping. In addition, the spectrum now contains a second frequency that corresponds to
the quadrupole excitation which is damped in the oscillatory motion of σρ(t). In general, the
non-linearity in the Gross-Pitaevskii equation couples higher energetic modes to the controlled
modes which leads to an inefficient damping process. Performance of the feedback damping might
be increased using a non-linear control by tuning the interaction strength of the condensate via
Feshbach resonances [144, 174].
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Figure 9.15: (a) mean radial position ⟨ρ(t)⟩, (b) mean radial width σρ(t), (c) fidelity F(t) versus time. Con-
trol potentials turned on after 10ms holding in final trap configuration. Control parameters:
c1 = 2

√
1 + 2a2, c2 = 0.2. Sequence: transition t = 45ms, hold t = 10ms, feedback

t = 70ms.
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Figure 9.16: Frequency spectrum of the radial excitations in the final ring trap including the feedback
damping. (a) ρ̃(ω), (b) σ̃ρ(ω). Dashed lines correspond to the first radial excitations ωn0 in
the Bogoliubov spectrum in figure 9.8.
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10 Conclusion and outlook

This thesis investigates aberrations in (3+1)d matter-wave optics adapting Zernike’s approach from
light optics using orthogonal basis functions to describe wavefront distortions in expanded and
collimated Bose-Einstein condensates.

Microgravity platforms require a miniaturizing of the experimental setup utilizing magnetic
chip traps for realizing versatile trapping potential. The chip model consists of a set of finite wires
matching the geometry of its real-world copy. Based on magnetic field simulations, using the
Biot-Savart law, we deduce the Zeeman potential and trapping parameters for a Bose-Einstein
condensate of rubidium atoms.

For a theoretical description, we use the three-dimensional Gross-Pitaevskii equation without
any symmetries. Numerical ground state solutions are obtained efficiently using a Newton op-
timization scheme that includes the second-order expansion of the Gross-Pitaevskii functional.
Concerning the initial distribution, we have derived the Rayleigh widths in momentum space for
an initial Thomas-Fermi distribution in an anisotropic d-dimensional harmonic oscillator [51].
Neglecting the quantum pressure, one finds an analytic solution of the Euler equation in the
Thomas-Fermi approximation in terms of scaling equations. These scales define a canonical phase
space transformation transforming the initial time-dependent quadratic Hamiltonian to a new
time-independent Hamilton function with trivial dynamics. The latter can be used to solve the
Liouville equation which governs the time evolution for a classical phase distribution.

For representing matter waves in phase space, one utilizes the Wigner function. In a semi-
classical approximation, the Wigner function follows a phase flow on classical trajectories. As the
Gaussian trial states disregard the mean-field interactions, we approximate the Thomas-Fermi
coherence function to find an appropriate representation of the Thomas-Fermi Wigner function
in a one-dimensional harmonic oscillator potential. As discussed in [51], a representation for the
six-dimensional s-wave Wigner function is still an open question. Due to the rotational symmetry,
it would be natural to expand the phase space distribution in terms of angular momentum states
and radial functions depending on the magnitude of position and momentum coordinates.

To make (3+1)d Gross-Pitaevskii simulation with long expansion times feasible, one requires a co-
expanding reference frame. Within the latter, we define the Gross-Pitaevskii scaling approximation
as a reference state for aberration analysis that includes the non-quadratic time evolution, either
generated by the kinetic energy perturbation or by anharmonic external potentials. For small
perturbations, these aberrations are characterized by the Bogoliubov basis of the initially trapped
condensate. We interpret the basis expansion coefficient as aberration coefficients for (3+1)d
matter-wave optics with interacting Bose-Einstein coefficients.

While the Bogoliubov modes are the optimal basis function to describe the perturbations for
an expanded Bose-Einstein condensate, we prefer to characterize density and phase aberrations
in terms of known three-dimensional basis functions. For the Thomas-Fermi density in a three-
dimensional spherical harmonic oscillator potential, density and phase fluctuations are given in
terms of the Jacobi polynomials.

As external potentials are a main source of aberrations, we use these Stringari polynomials
to characterize the shape of popular trapping potentials. In particular, we analyze the Zeeman
potential of the magnetic chip trap that is obtained in the Z-wire configuration. For an optical
dipole potential with Laguerre-Gaussian beam, the expansion of the cumulant is advantageous.
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10 Conclusion and outlook

By comparing the results with the harmonic approximation, we find that our multipole expansion
is very sensitive noting differences on machine precision level.

The polynomial approach opens up possibilities for efficient interpolation schemes for repre-
senting Bose-Einstein condensates. In the strongly interacting regime, the Thomas-Fermi approxi-
mation is directly proportional to the potential. Hence, our former results are directly applicable
to represent the three-dimensional condensate. Considering the exact numerical Gross-Pitaevskii
density, we regard different interaction strengths. Depending on the particle number, the expan-
sion of the cumulant or the plain density is more suitable. The expansion for the Gross-Pitaevskii
field in terms of Stringari polynomials is limited by the high-energetic density tails beyond the
Thomas-Fermi radius.

With our multipole expansion, we characterize aberrations in a single-lens delta-kick collimation
sequence with long expansion times. We look for deviations in the phase evolution of expanding
Bose-Einstein condensates that are needed to describe matter wave interference. As the condensate
probes different regions of the magnetic Zeeman potential, we find deviations of the quadratic
phase during the ballistic time evolution as well as after the magnetic lens. Resolved in angular
momentum states and radial polynomials, we present these wavefront aberrations in a “Seidel-
diagram”. Further, the influence on the beam splitter performance as well as on the contrast of the
inference pattern is required. Phase shifts in the interferometer due to mean-field interactions have
been investigated in [145, 146], but just include the quadratic temporal evolution in the Thomas-
Fermi regime [146]. For the latter, we found additional deviations for long expansion times that
could be potentially investigated on microgravity platforms.

The topology change to toroidal condensates has a substantial impact on the excitation spectrum
which has - to our knowledge - not been experimentally investigated yet. In this work, we have only
investigated rings with spherical symmetry. For a more realistic description of current experiments,
we need to take frequency shifts in symmetry-broken rings into account. Optical DMD potentials
could be used to investigate different geometries systematically. DMD patterns are usually based
on physical models and assumptions of the systems. As both pieces of information are limited,
an optimization of the optical dipole potential with respect to the desired potential also requires
experimental feedback measurements. Feedback optimization based on Iterative Learning Control
information has been investigated in [175, 176], to shape one-dimensional potentials. Further, we
have not discussed the feasibility of the feedback damping mechanism in current experiments.
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A Wave packet dynamics

A.1 Schrödinger propagation

One can solve the free-particle Schrödinger equation directly in the momentum representation

Φ̃(k, t) = e−iαk2/2Φ̃(k, 0), α(t) =
ℏ
M
t, (A.1)

Φ(r, t) =

∫
eikr

(2π)3/2
Φ̃(k, t) d3k. (A.2)

The time evolution in the position representation is recovered using the Fourier integral (A.2). In
order to study the long-time solution, we rewrite equation (A.2) as a convolution integral

Φ(r, t1) =

∫
G0(r, t1; r

′, t0)Φ(r′, t0) d3r′, (A.3)

where

G0(r, t; r, 0) =

∫
eikr

(2π)3/2
e−iαk2/2 d3k =

( i
α

)3/2eir2/(2α), (A.4)

is the Green’s function for the free propagation of the Schrödinger equation evaluated at equal
points in space.

Gaussian wave packet We consider a Gaussian wave packet in position

Φ(r, 0) = eik0(r−r0)e−
1
2 (r−r0)(2Σ

−1
r )(r−r0), (A.5)

Φ̃(k, 0) =
√

|2Σr|eikr0e−
1
2 (k−k0)(2Σr)(k−k0), (A.6)

as well as in Fourier space at the initial position r0 and with the initial momentum k0 = p0/ℏ.
The orientation and width of the Gaussian in position space are determined by the symmetric
covariance matrix Σr = ⟨(r − r0)⊗ (r − r0)⟩. One finds the free wave packet spreading

Φ(r, t) =
√

|Σr |
|Σr(t)|e

ik0(r−r0)e−iαk2
0/2e−

1
2 [r−r(t)][2Σr(t)][r−r(t)], (A.7)

by inserting equation (A.6) into the free particle propagation (A.2) of the Schrödinger equation.
The wave packet moves along the center of mass position r(t) = r0+v0twith the group velocity
v0 = ℏk0/M . The time-dependent covariance matrix in equation (A.7) reads

Σr(t) = Σr + iα/2. (A.8)

Long-time expansion To study the free-particle Schrodinger evolution for long expansion
times, one can examine the convolution integral in equation (A.3). In the limit t → ∞, only
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A Wave packet dynamics

values at wavenumbers k = r/α are contributing to the integral. Thus the wave function for in
the far-field limit is given by

Φ(r, t) ≃
( i
α

)3/2eir2/(2α)Φ̃(r/α), (A.9)

the Fourier transform of the initial state which corresponds to the Fraunhofer diffraction limit in
optics.

A.2 Gross-Pitaevskii propagation

The ballistic expansion for a Bose-Einstein condensate which was initially trapped in a harmonic
oscillator potential has been discussed in chapter 8. The ballistic expansion is already incorporated
in the scaling approximation, where the adaptive scales follow equation (4.72).

The momentum distribution of the expanding Bose-Einstein condensate in the scaling approxi-
mation (6.11) is given by

Ψ̃(k, t) =

∫
e−ik⊤r

(2π)3/2
Ψs(r, t) d

3r = |Λ|
1
2

∫
e−iκ⊤ξ

(2π)3/2
eiS(ξ,t)/ℏψ0(ξ) d

3ξ

= |Λ|
1
2 ψ̃0(κ, t), κ = Λ⊤k.

(A.10)

In order to determine the momentum distribution for long expansion times, we are using again
the convolution theorem. Disregarding the center mass motion, η(t) = η̇(t) = 0, in the phase
S(r, t), the equation above becomes

Ψ̃(k, t) =
( iℏ
M

)3/2|Λ̇|−1/2eiS̃(κ,t)
∫

eiξ′⊤κ′

(2π)3/2
e−iℏMκ′⊤A−1κ′/2ψ̃0(κ

′) d3κ′, (A.11)

S̃(κ, t) =e−i[ℏκ⊤A−1κ/(2M)+µτ/ℏ], ξ′ = Λ̇−1ℏk
M
, (A.12)

where we have introduced the new coordinate ξ′. As A−1 = Λ̇−1Λ−⊤, we expect the quadratic
phase to decrease linearly in time for t→ ∞. Hence in the far-field zone, one obtains the following
relation for the Gross-Pitaevskii wave function in momentum space

Ψ̃(k, t) ≃
( iℏ
M

)3/2|Λ̇|−1/2eiS̃(κ,t)ψ0(ξ
′). (A.13)

Thus, in contrast to the Schrödinger propagation the momentum distribution for the condensate,
depends on the initial distribution in position space.

Thomas-Fermi limit Within the scaling approximation, we can use the Thomas-Fermi field
ψ0(ξ

′) = ψTF(ξ
′) as the initial wave function in equation (A.13). The orientation of the ellipsoid

in k-space is then determined

Σk(t) = Λ̇
[
Ω(0)2

]−1
Λ̇⊤, (A.14)

by the dimensionless matrix Σk, which depends on the initial trapping matrix and the time-
dependent scaling velocities Λ̇. For the Thomas-Fermi density distribution |Ψ̃TF(k)|2 = ñTF(k)
in momentum space, one finds

ñTF(k, t) =
ℏ3

|Λ̇|gM3

[
µTF −

ℏ2

2M
k⊤Σ−1

k (t)k

]
, (A.15)
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A.2 Gross-Pitaevskii propagation

for large expansion times.
As the diffraction efficiency for an atomic beam splitter depends on the shape of the wave

function in momentum space, the equations (A.13) and (A.15) provide an alternative description
to the Gaussian state approximation [177]. For experimental observables along a particular spatial
direction, we can use the integrated Thomas-Fermi distribution given in [79] to obtain the one-
dimensional integrated momentum distribution

ñ1dTF (kz, t) =

∫ ∫
ñTF(k, t) dkx dky

=
πℏ

gM2
√
Σk,33(t)|Ω2(0)|

[
µTF −

ℏ2k2z
2MΣk,33(t)

]2
,

(A.16)

where Σk,33 is the matrix entry corresponding to the kz direction at the third row and the third
column position of the matrix Σk.
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B Observables in scaled reference
frame

As the complex wave function is not a physical quantity that can be measured experimentally, we
discuss the evaluation of different expectation values of some important operators. Of special
significance are the first and second moments of the position and momentum. The central second
moment is given by the covariance matrices

Σr = ⟨(r − r0)⊗ (r − r0)⟩ , (B.1)

and
Σp = ⟨(p− p0)⊗ (p− p0)⟩ . (B.2)

To make use of the numerical advantage of the adaptive scales Λ(t), we require the canonical
scaling transformation (3.32) that describes the relation between initial ξ = r(0),π = p(0), and
rescaled coordinates in the original frame of reference.

Expectation value can be evaluated either using the evolved wave function ψ(ξ, t) using the
time-dependent Gross-Pitaevskii equation (6.3) or using the scaling approximation (6.11) with
the stationary solution ψ0(ξ). In the following, we assume that the condensate wave function is
normalized as

∫
|Ψ|2 d3r =

∫
|ψ|2 d3ξ = 1 and expectation values in coordinate space read

⟨ξ⟩ =
∫

ξ|ψ(ξ, t)|d3ξ, ⟨π⟩ = −iℏ
∫
ψ∗(ξ, t)∇ξψ(ξ, t) d

3ξ. (B.3)

B.1 Position

The expectation value for the position operator reads

⟨r⟩ = Λ ⟨ξ⟩+ η. (B.4)

The product is

⟨r⟩ ⊗ ⟨r⟩ = ⟨ξ⟩Λ⊤ ⊗ Λ ⟨ξ⟩+ ⟨ξ⟩Λ⊤ ⊗ η + η ⊗ Λ ⟨ξ⟩+ η ⊗ η. (B.5)

For the second moment, one finds

⟨r ⊗ r⟩ = ⟨(Λξ + η)⊗ (Λξ + η)⟩
= ⟨ξΛ⊤ ⊗ Λξ⟩
+ ⟨ξΛ⊤ ⊗ η⟩
+ ⟨η ⊗ Λξ⟩
+ η ⊗ η.

(B.6)

Therefore, we find the covariance matrix

Σr = ⟨r ⊗ r⟩ − ⟨r⟩ ⊗ ⟨r⟩ = ⟨ξΛ⊤⊗ Λξ⟩ − ⟨ξ⟩Λ⊤ ⊗ Λ ⟨ξ⟩ . (B.7)
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B.2 Momentum

The expectation value for the momentum operator reads

⟨p⟩ = Λ−⊤ ⟨π⟩+M Λ̇ ⟨ξ⟩+M η̇. (B.8)

The product is

⟨p⟩ ⊗ ⟨p⟩ = ⟨π⟩Λ−1 ⊗ Λ−⊤ ⟨π⟩
+ ⟨π⟩Λ−1 ⊗M Λ̇ ⟨ξ⟩+ h.c.
+ ⟨π⟩Λ−1 ⊗M η̇ + h.c.

+M2 ⟨ξ⟩ Λ̇⊤ ⊗ η̇ + h.c.

+M2 ⟨ξ⟩ Λ̇⊤ ⊗ Λ̇ ⟨ξ⟩
+M2η̇ ⊗ η̇.

(B.9)

For the second moments we obtain

⟨p⊗ p⟩ = ⟨πΛ−1 ⊗ Λ−⊤π⟩
+M2 ⟨ξΛ̇⊤ ⊗ Λ̇ξ⟩
+M2η̇ ⊗ η̇

+M ⟨πΛ−1 ⊗ Λ̇ξ⟩+ h.c.
+M ⟨π⟩Λ−1 ⊗ η̇ + h.c.

+M2 ⟨ξ⟩ Λ̇⊤ ⊗ η̇ + h.c..

(B.10)

For the covariance matrix, we find

Σp = ⟨p⊗ p⟩ − ⟨p⟩ ⊗ ⟨p⟩ = ⟨πΛ−1 ⊗ Λ−⊤π⟩ − ⟨π⟩Λ−1 ⊗ Λ−⊤ ⟨π⟩
+M2 ⟨ξΛ̇⊤ ⊗ Λ̇ξ⟩ −M2 ⟨ξ⟩ Λ̇⊤ ⊗ Λ̇ ⟨ξ⟩
+M ⟨πΛ−1 ⊗ Λ̇ξ⟩+ h.c.

− ⟨π⟩Λ−1 ⊗M Λ̇ ⟨ξ⟩ − h.c..

(B.11)

B.3 Correlations

Using the results from the previous sections, we find the position and momentum correlation
matrix

Σrp = ⟨r ⊗ p⟩ − ⟨r⟩ ⊗ ⟨p⟩ − iℏ/2
= ⟨ξΛ⊤ ⊗ Λ−⊤π⟩ − ⟨ξ⟩Λ⊤ ⊗ Λ−⊤ ⟨π⟩
+M ⟨ξΛ⊤ ⊗ Λ̇ξ⟩ −M ⟨ξ⟩Λ⊤ ⊗ Λ̇ ⟨ξ⟩ − iℏ/2.

(B.12)
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C Time of flight series

We depict various atomic density distributions during the flight of flight after the anharmonic
magnetic lens, from t = 82.7ms to t = 2082.7ms

Figure C.1: t = 82.7ms

Figure C.2: t = 182.7ms

127



C Time of flight series

Figure C.3: t = 282.7ms

Figure C.4: t = 432.7ms

Figure C.5: t = 532.7ms
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Figure C.6: t = 662.7ms

Figure C.7: t = 832.7ms

Figure C.8: t = 1082.7ms
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C Time of flight series

Figure C.9: t = 1582.7ms

Figure C.10: t = 2082.7ms
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D Properties of spherical harmonics

D.1 General relations

The spherical harmonics Ylm(ϑ, φ)[103, 135] with non-negative integers l (l ≥ 0) and integerm
(|m| ≤ l) form a complete set

∞∑

l=0

l∑

m=−l

Y ∗
lm(ϑ, φ)Ylm(ϑ′, φ′) = δ(ϑ− ϑ′)δ(φ− φ′). (D.1)

They are orthonormal
∫ ∫

Y ∗
l′m′(ϑ, φ)Ylm(ϑ, φ) d2Ω = δll′δmm′ . (D.2)

The connection between the spherical harmonics and its complex conjugate is

Y ∗
lm(ϑ, φ) = (−1)mYl−m(ϑ, φ). (D.3)

D.2 Multipole expansion

Any square-integrable function f(ϑ, φ) can be expanded into a series of angular momentum
eigenfunctions,

f(ϑ, φ) =
∞∑

l=0

l∑

m=−l

⟨ϑ, φ|ml⟩ ⟨lm|f⟩ (D.4)

=

∞∑

l=0

l∑

m=−l

flmYlm(ϑ, φ), (D.5)

with
Ylm(ϑ, φ) = ⟨ϑ, φ|ml⟩ , f(ϑ, φ) = ⟨ϑ, φ|f⟩ , flm = ⟨lm|f⟩ . (D.6)

The series is also known as multipole expansion. The complex coefficients flm are found by

flm = ⟨lm|f⟩ = ⟨lm|ϑ, φ⟩ ⟨ϑ, φ|f⟩ =
∫ ∫

Y ∗
lm(ϑ, φ)f(ϑ, φ) d2Ω, (D.7)

projection from the continuous angle variables to the discrete variables l,m [135].
For a real-valued function f(ϑ, φ) = f∗(ϑ, φ), one find the following relation between the

complex expansion coefficients
flm = (−1)mf∗l−m. (D.8)

Hence, it is sufficient to compute coefficients withm ≥ 0.
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D Properties of spherical harmonics

D.3 Products of spherical harmonics

A product of two spherical harmonics may be expanded in a Clebsch-Gordon series [135],

Yl1m1(ϑ, φ)Yl2m2(ϑ, φ) =

∞∑

L=0

L∑

M=−L

√
(2l1 + 1)(2l2 + 1)

4π(2L+ 1)
×

C(l1l2L; 000)C(l1l2L;m1m2M)YLM (ϑ, φ).

(D.9)

D.4 Visual representation

Figure D.1: Visual representation of the spherical harmonics Ylm(ϑ, φ) for the first three angular momen-
tum manifolds l = 0, 1, 2. Purple color indicates regions with a positive sign. Turquoise color
indicates regions with a negative sign. Distance from the origin represents the absolute value.
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E Jacobi polynomials

The Jacobi polynomials are defined by a Gaussian hypergeometric function 2F1(a, α, β) [103] for
integer values a = −n ,

J (α,β)
n (x) =

(α+ 1)n
n!

2F1

(
−n, n+ α+ β + 1;α+ 1;

1− x

2

)
. (E.1)

They are orthogonal on the interval x ∈ [−1, 1],
∫ 1

1
wα,β(x)J

(α,β)
n (x)J (α,β)

m (x) dx = Anδnm, (E.2)

An =
2α+β+1

2n+ α+ β + 1

Γ(n+ α+ 1)Γ(n+ β + 1)

Γ(n+ α+ β + 1)n!
, (E.3)

with respect to the weight function

wα,β(x) = (1− x)α(1 + x)β. (E.4)

Different Jacobi polynomials with α = l + 1/2, β = 0 are shown in figure E.1.
The Stringaris in equation (7.6) are shifted Jacobi polynomials with α = l + 1/2 and β = 0

substituting the coordinate as x = 1 − 2(r/R)2, r ∈ [0, R]. The orthogonality relation (E.2)
becomes ∫ R

0
r2Sn′l(r)Snl(r) dr = δn,n′ , (E.5)

where the normalization constant Nnl in equation (7.6) is obtained by using (E.3). Values into the
radial direction are shown in figure E.2.
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E Jacobi polynomials
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Figure E.1: Jacobi polynomials with α = l + 1/2, β = 0 for different n and l.
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Figure E.2: Radial Stringari polynomials Snl0(r, 0, 0) for different n and l.
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F Fourier representation of wave
functions

Throughout this thesis we make heavily use of Fourier methods [171, 178–180]. In particular, we
represent linear and non-linear operators as well as wave functions and fields by using discrete
Fourier basis functions. Fourier discretization requires periodic boundary conditions

ψ(r) = ψ(r + 2Liei), i = {x, y, z}. (F.1)

The size of the numerical box is

D = [−Lx, Lx)× [−Ly, Ly)× [−Lz, Lz). (F.2)

Within the domain D, we discretize the position coordinates (xj , yk, zl) as

xj = 2Lx

(
−1

2
+

j

Nx

)
, 0 ≤ j < Nx − 1, ∆x =

2Lx

Nx
, (F.3)

where Nx = 2px , px ∈ N. The discretization in the other spatial directions is analogous. The
three-dimensional wave function in position space

ψ(i)(x, y, z, t) = ψ(i)(xj , yk, zl, t) = ψ
(i)
j,k,l(t), (F.4)

is represented by a complex array where the additional index (i) may represent e.g. an internal level
or another atomic species. The time variable is an attribute of the wave function object and is not
stored in the complex array. The total dimension of the wave function is then

dim
[
ψ
(i)
j,k,l(t)

]
= i×Nx ×Ny ×Nz. (F.5)

F.1 Discrete Fourier Transform

Having imposed periodic boundary conditions, the wave function may be decomposed in terms
of the discrete Fourier basis {|um⟩},

⟨xj |ψ⟩ =
Nx−1∑

m=0

⟨xj |um⟩ ⟨um|ψ⟩ , (F.6)

⟨xj |um⟩ = 1√
Nx

ei(kx,m−kx,0)(xj−x0) =
1√
Nx

ei
2π
Nx

mj , (F.7)

with discrete momenta

kx,m =
Nxπ

Lx

(
−1

2
+

m

Nx

)
, 0 ≤ m < Nx − 1, ∆k =

π

Lx
, (F.8)
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F Fourier representation of wave functions

and maximal values at the boundary

x0 = −Lx, kx,0 = −Nxπ

2Lx
, (F.9)

such that ⟨xj |ψ⟩ = ⟨xj+Nx |ψ⟩. The Fourier amplitudes are obtained by

ψ̃n = ⟨un|ψ⟩ =
∑

j

⟨un|xj⟩ ⟨xj |ψ⟩ . (F.10)

One can show, that the Fourier basis states are orthonormal

⟨ul|um⟩ =
Nx−1∑

n=0

⟨ul|xn⟩ ⟨xn|um⟩ = 1

Nx

Nx−1∑

n=0

ei
2π
Nx

(m−l)n = δlm, (F.11)

with respect to the discrete scalar product. In addition, the basis states are eigenfunctions of the
momentum operator (ℏ = 1)

⟨xj |p̂x|um⟩ = k̄x,m ⟨xj |um⟩ , k̄x,m = kx,m − kx,0. (F.12)

The latter is particularly useful when evaluating the kinetic energy operator F.3.

F.2 Representation of the 3D discrete wave function

The three-dimensional discrete wave function is represented by Fourier basis states (F.7) and
amplitudes (F.10). For example, the value of the wave function at position (xj , yk, zl) is

ψ(i)(xj , yk, zl, t) =
1√
Nx

Nx−1∑

m=0

ei(kx,m−kx,0)(xj−x0)ψ̃(i)
m (yk, zl, t). (F.13)

The Fourier amplitudes are given by

ψ̃(i)
m (yk, zl, t) =

1√
Nx

Nx−1∑

j=0

e−i(kx,m−kx,0)(xj−x0)ψ(i)(xj , yk, zl, t). (F.14)

F.3 Evaluation of the kinetic energy

The kinetic energy T̂ = p̂2/2 operator is separable in each spatial direction. Thus, we may write

⟨r|p̂2x + p̂2y + p̂2z|ψ⟩ = ⟨r|p̂2x|ψ⟩+ . . . . (F.15)

Using the eigenvalue relation in equation (F.12), one finds

⟨r|p̂2x|ψ⟩ =
Nx−1∑

m=0

⟨xj |p̂2x|um⟩ ψ̃m(yk, zl) =

Nx−1∑

m=0

k̄2x,m ⟨xj |um⟩ ψ̃m(yk, zl). (F.16)

Therefore, one evaluates the kinetic energy using a one-dimensional Fourier transform on the
first axis, multiplying the amplitudes with k̄2x,m and transforming it back using an inverse Fourier
transform. The other spatial directions are computed analogously.

The Fourier amplitudes in (F.10) are evaluated efficiently using the method of Fast Fourier
transform (FFT) which reduces the computation cost from O(N2

x) to O(Nx logNx) operations.
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F.4 Radial Fourier grid

In most literature the algorithm is dedicated to J. W. Cooley and J. W. Tukey in 1965 [181] which
made the discrete Fourier transform feasible for digital signal processing and numerical analysis.
Nevertheless, the roots of the algorithm date back to C. F. Gauss in 1805 [182].

F.4 Radial Fourier grid

When the Hamilton operator commutes with the angular momentum operators L2, Lz , it is
sufficient to solve radial differential equations for a given angular momentum manifold. In order
to apply Fourier methods, we extend the radial coordinate negative values. Moreover, we shift the
grid by ∆r/2 to avoid the point at r = 0 which becomes singular when evaluating the Laplace
operator in spherical or cylindrical coordinates. The equidistant grid for the radial coordinate is
given by

rj =
2R0

Nr

(
−1

2
+

1

2Nr
+
j − 1

Nr

)
, 1 ≤ j ≤ Nr, ∆r =

2R0

Nr
, (F.17)

whereR0 is the maximal radius andNr denotes the number of grid points in the radial direction.
The corresponding discrete momenta are

kj =
Nrπ

R0

(
−1

2
+
j − 1

Nr

)
, 1 ≤ j ≤ Nr, ∆k =

π

R0
. (F.18)
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G Gross-Pitaevskii equation in
dimensionless units

As the typical length scale for Bose-Einstein condensate is of the order of µm, it is convenient to
work with dimensionless units when performing numerical simulations. The chosen length and
timescales depend on the specific system. We introduce the dimensionless variables as

r = lr̃, t =
t̃

ω
,

U = ℏωŨ, Ψ = Ψ̃/
√
l3,

(G.1)

with length scale l, timescale 1/ω and energy scale ℏω. Omitting the tildes, one finds the time-
dependent Gross-Pitaevskii equation (4.36) with an external potential

i∂tΨ =

(
− ℏ
2Mωl2

∇2 + U +
4πℏas
Mωl3

|Ψ|2
)
Ψ. (G.2)

A convenient choice for the angular frequency would be

ω =
ℏ
Ml2

, (G.3)

which simplifies equation (G.2) to

i∂tΨ =

(
−1

2
∇2 + U + ḡ|Ψ|2

)
Ψ, (G.4)

where we have introduced the dimensionless coupling constant ḡ = 4πas/l.

Harmonic oscillator units If the external potential is well approximated by a harmonic
oscillator potential, the natural length scales are the oscillator lengths, li =

√
ℏ/(Mωi), i =

{x, y, z}. Choosing lx as a reference length scale, the harmonic oscillator potential in equation
(G.4) has the following form

U(r) =
1

2

(
x2 + β2yy

2 + β2zz
2
)
, (G.5)

with anisotropies βy = ωy/ωx, βz = ωz/ωx.
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H Hartree-Fock-Bogoliubov-self-
energy operator

H.1 Mathematical properties

The mathematical properties of a non-hermitian quadratic operator Σ are described in [97, 113].
The Bogoliubov operator (4.89) has the symmetry properties

ΣB = −σ1ΣB∗σ1, ΣB† = σ3Σ
Bσ3, (H.1)

where σi are the Pauli matrices

σ1 =



0 1

1 0


, σ2 =



0 −i

i 0


, σ3 =



1 0

0 −1


. (H.2)

Using the properties in equation (H.1), one finds that the energy spectrum is real-valued with pairs
of positive and negative energies

ΣBWk,± = ±EkWk,±, Ek > 0. (H.3)

The eigenvectors are orthonormal with respect to the metric σ3,

Wk,±σ3Wk′,± = ±δkk′ . (H.4)

Positive and negative eigenstates are connected by the relation

Wk,− = σ1W
∗
k,+, (H.5)

In the linear response analysis of the Gross-Pitaevskii mean field, Σ has a doubly degenerate zero
eigenvalue (gap-less spectrum). P denotes the eigenvector to zero energy

ΣBP = 0. (H.6)

For a complete basis, one needs to introduce the additional quadrature vectorQwhich is defined
by

ΣBQ = −i
P

M
, (H.7)

where there real number M can be interpreted as an inertial mass parameter. The vectors are
normalized as

Q†σ3P = i, Q†σ3Q = P †σ3P = 0, (H.8)

and being orthogonal to the eigenstatesWk,±. Further, they satisfy

P = −σ1P ∗, Q = −σ1Q∗. (H.9)
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H Hartree-Fock-Bogoliubov-self-energy operator

The eigenvectors of non-zero energy and the linear combinations of the quadratures P, Q

W0,+ = 1√
2
(P + iQ), W0,− = −1√

2
(P − iQ), (H.10)

form a basisW = (Wk,+,W0,+,W0,−,Wk,−) defining the following completeness relation

1 =Wσ
(n)
3 W †σ(n)3 =W ′σ(n−1)

3 W
′†σ(n−1)

3 + iQP †σ3 − iPQ†σ3

=
∑

k>0

(
Wk,+W

†
k,+σ3 −Wk,−W

†
k,−σ3

)
+ iQP †σ3 − iPQ†σ3,

(H.11)

where the Pauli matrices acting on subspaces with dimension dim
[
σ
(l)
3

]
= 2l × 2l andW ′ are

the eigenvectors for non-zero positive and negative energies

ΣBW ′ =W ′E′. (H.12)

The matrices in equation (H.12) have dimensions dim
[
ΣB] = 2n×2n, dim[W ′] = 2n×2(n−1),

dim[E′] = 2(n− 1)× 2(n− 1).

H.2 Numerical treatment of the Bogoliubov equations

To solve the Bogoliubov-de Gennes eigenvalue problem numerically (4.91) it is convenient to make
the change of variables

f± = u± v, (H.13)

that transforms the linear equations to



0 H0

H0 + 2gΨ2
0 0






f+

f−


 = ε



f+

f−


, (H.14)

H0 = − ℏ2

2M
∇2 + U + g|Ψ0|2 − µ, (H.15)

Equation (H.14) is decoupled by applying the operator twice which leads to the eigenvalue problem

L±f± = ε2f±, (H.16)

where we have introduced the operators

L+ = H0(H0 + 2gΨ2
0), L− = (H0 + 2gΨ2

0)H0. (H.17)

We solve (H.16) numerically by discretizing the operator L+ in a Fourier basis (cf. appendix F)
and using the scipy.sparse.linalg.eigs routine. The latter is a wrapper to ARPACK which utilizes
the Implicitly Restarted Arnoldi Method to find eigenvalues and eigenvectors [139]. One obtains
the second eigenvector, applying one of the equations in (H.14) to the state vectors f+ or f−
respectively [171].
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I Angular momentum filtering on
Cartesian grids

When solving the matrix-free eigenvalue problems for the operatorsH,L+ eigenfunctions φk(r)
and eigenvalues εk are typically ordered from lowest to highest magnitude with label k. If the
operators exhibit any symmetries, we find a set of energy degenerate solutions

Hφ
(d)
k (r) = εkφ

(d)
k (r), (I.1)

where d denotes the level of degeneracy.
For an isotropic system, the Hamilton operator is invariant under rotations

[
H,L2

]
= 0, [H,Lz] = 0, (I.2)

and the operators {H,L2, Lz} form a complete set of commuting operators with common basis
states

Hψn(r) = εnψn(r), (I.3)
L2ψnl(r) = ℏ2l(l + 1)ψnl(r), (I.4)

Lzψnlm(r) = mℏψnlm(r), (I.5)

where the three-dimensional eigenstates

ψnlm(r) = Rl
n(r)Ylm(ϑ, φ), (I.6)

consist of usually unknown radial functions Rl
n(r) and the well-known angular momentum

eigenstates Ylm(ϑ, φ).
Within a degenerate manifold, we can expand the given energy eigenfunctions

φ(d)
n (r) =

∑

lm

ψnlm(r)C
(dm)
l =

∑

lm

Rl
n(r)Ylm(ϑ, φ)C

(dm)
l , (I.7)

in terms of the basis states ψnlm(r). The unknown expansion coefficientsC(dm)
l are obtained by

the projection of some known linear-independent basis functions, e.g. the regular solid harmonics
R(r) = rlYlm(ϑ, φ),

A
(dm)
l =

∫
R∗(r)φ(d)

n (r) d3r = clC
(dm)
l , cl =

∫ ∞

0
r2rlRl(r) dr. (I.8)

After inverting equation (I.7), one obtains the numerical eigenfunctions ofH , L2,Lz .
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J Bogoliubov modes QUANTUS II
release trap

In the following, we show two- and one-dimensional cross-sections of the first 11 Bogoliubov
modes for the QUANTUS II release trap potential (cf. section 2.4.4, table 2.2). We obtain the
modes numerically as discussed in the appendices F and H.2. For our results in section 8.2.2 we
use the following parameters: atom number 1 × 105 87 Rb, Fourier grid lengths Lx = 27.81,
Ly = 11.69, Lz = 11.82, Fourier pointsNx = Ny = Nz = 27 = 128.. All length scales are
in harmonic oscillator length lx =

√
ℏ/(Mωx) = 3.57 µm. We sort the pictures with respect

to their energy eigenvalue, including the mode P = (Ψ0,−Ψ0)
⊤ with zero energy. All fields are

real-valuedWk ∈ R.
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J Bogoliubov modes QUANTUS II release trap

Figure J.1: ω0 = 0. Zero energy mode P = (Ψ0,−Ψ0)
⊤.
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Figure J.2: ω1/(2π) = 9.08Hz. First Kohn mode with the center of mass oscillation in x-direction.
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J Bogoliubov modes QUANTUS II release trap

Figure J.3: ω2/(2π) = 14.3Hz.

150



Figure J.4: ω3/(2π) = 19.3Hz.
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J Bogoliubov modes QUANTUS II release trap

Figure J.5: ω4/(2π) = 24.1Hz.
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Figure J.6: ω5/(2π) = 24.6Hz. Second Kohn mode with the center of mass oscillations in z-direction.
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J Bogoliubov modes QUANTUS II release trap

Figure J.7: ω6/(2π) = 26.4Hz.
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Figure J.8: ω7/(2π) = 27.9Hz. Third Kohn mode with the center of mass oscillations in y-direction.
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J Bogoliubov modes QUANTUS II release trap

Figure J.9: ω8/(2π) = 28.7Hz.
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Figure J.10: ω9/(2π) = 28.9Hz
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J Bogoliubov modes QUANTUS II release trap

Figure J.11: ω10/(2π) = 29.4Hz
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K Stationary states in external
potentials

Imaginary-time propagation is a standard technique to find the ground state of the non-linear
Gross-Pitaevskii equation. As long as the Euler step is small enough, the iterations will always
converge to the ground state. One can extend the methods of steepest descent by computing the
Newton direction of the Gross-Pitaevskii functional. The Newton method is particularly useful
for three-dimensional calculations as the convergence efficiency is dramatically improved [71].

K.1 Non-rotational single-component BEC

In order to find the ground state numerically, one needs to find an iterative scheme for the wave
function Ψk, converging to a solution

F [Ψ0] > F [Ψ1] > . . . , (K.1)

with minimal free energy Gross-Pitaevskii energy functional

F [Ψ] =

∫ (
ℏ2

2M
|∇Ψ|2 + U |Ψ|2 + g

2
|Ψ|4

)
d3r − µ

∫
|Ψ|2 d3r. (K.2)

To find a descent direction of the free energy functional, it is convenient to approximate F to
second order with respect to a trial state Ψ0.

Q[Ψ] = F [Ψ0] + ⟨H,Ψ−Ψ0⟩+
1

2
⟨Ψ−Ψ0,Σ(Ψ−Ψ0)⟩, (K.3)

where the gradient,H = δF/δΨ, is defined as the functional derivative with respect to the field.
For the free energy of the single-component Gross-Pitaevskii equation one finds for real-valued
fields Ψ = Ψ∗,

H =
δF

δΨ
= 2

(
−∇2Ψ0

2
+ UΨ0 + gΨ3

0 − µΨ0

)
. (K.4)

The Hessian is given by

Σ =
δ2F

δΨδΨ′ = 2

(
−∇2

2
+ U + 3gΨ2

0 − µ

)
. (K.5)

An extremal point of the quadratic approximation requires a vanishing gradient

δQ

δΨ
= 0 = H +Σ(Ψ−Ψ0), (K.6)

⇒ Ψ = Ψ0 − Σ−1H. (K.7)
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K Stationary states in external potentials

The stationary point is a minimum as long as the Hessian is positive definite. Equation (K.7) may
be regarded as in iterative scheme to minimize the free energy functional

Ψk+1 = Ψk − Σ−1
k Hk,

Ψk+1 = Ψk − δΨk.
(K.8)

The iteration scheme is called Newton’s method for optimization. It is the preferred method for
running three-dimensional calculations, as it dramatically improves the converge to the ground
state solution. However, there are some issues to keep in mind. First, the propagation is not
unitary and therefore the wave function needs to be renormalized to ensure the particle number
conservation. Second, the direct inversion of the operator might not be accessible. Hence, it is
better to solve the linear equation

ΣkδΨk = Hk, (K.9)

to have at least a very good approximation of the update step δΨk. Third, the Hessian might not
be positive definite and the Newton method does not converge to the ground state solution. Then,
it is easy to adopt the iteration scheme to the method of steepest descent (gradient descent)

Ψk+1 = Ψk − τHk, (K.10)

with a fixed step size τ . It is also known as imaginary time propagation because it may be regarded
as an Euler step of the time-dependent Gross-Pitaevskii equation replacing the time t → −iτ
[179].

K.2 Non-rotational multi-component BEC

The iterative scheme for minimizing the free energy functional (K.8) can also be applied for two-
component Bose-Einstein condensates, replacingH and Σ with the corresponding gradient and
Hesse matrix of the two-component Gross-Pitaevskii fields [46]

H =



H1 − µ1 0

0 H2 − µ2


, Σ =



Σ11 + g12ψ

2
2 2g12ψ1ψ2

2g12ψ1ψ2 Σ22 + g12ψ
2
1


, (K.11)

Hiψi =

(
− ℏ2

2mi
∇2 + Ui + gii|ψi|2 + gij |ψj |2

)
ψi, (K.12)

Σii = − ℏ2

2mi
∇2 + Ui + 3gii|ψi|2 − µi, (K.13)

with i ̸= j, gij = 2πℏ2aij/mij , reduced massmij = mimj/(mi+mj) and coupling constants
g12 = g21.
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L Time-evolution of wave function

For propagating wave function in time we have implemented a standard 4th-order Runge-Kutta
integrator which is a convenient method for solving differential equations. Taking into account
that the time-evolution is usually generated by a Hamilton operator, it is advantageous to use
symplectic integrators which preserve the phase space geometry. We discuss both methods briefly
in the following sections. More details and other numerical methods are found in [178, 180, 183]
and references therein.

L.1 Runge-Kutta integrator

Consider the ordinary first-order differential equation

d

dt
y(t) = f(t, y), (L.1)

with initial condition y(t0) = y0. Since dy/dt is just the slope of the function f(t, y), we may
write the left hand side of equation (L.1) as a difference quotient

y(t+ h)− y(t)

h
≈ f(t, y), (L.2)

or
y(t+ h) ≈ y(t) + hf(t, y), (L.3)

for a step width h ̸= 0. Equation (L.3) defines a step-by-step iteration scheme, known as the
forward Euler method, which should give a good approximation for small values ofh. Nevertheless,
the Euler method is not recommended because of its low accuracy and instability. However, we
can use the step (cf. equation (L.3)) as a trial step to generate methods of higher order. A widely
used formula is the fourth-order Runge-Kutta algorithm,

yn+1 = yn +
1

6
(k1 + 2k2 + 2k3 + k4), tn+1 = tn + h, (L.4)

with weights

k1 = hf(tn, yn),

k2 = hf(tn +
1

2
h, yn +

1

2
k1),

k3 = hf(tn +
1

2
h, yn +

1

2
k2),

k4 = hf(tn + h, yn + k3),

(L.5)

that are used to give a good approximation for yn+1. To calculate the weights, f(t, y) has to be
evaluated once at the initial point applying a full Euler step, twice at trail midpoints, and once at a
trail endpoint (figure L.1).
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L Time-evolution of wave function

t t1 t0

y(t)

1
2

3

4

Figure L.1: Fourth order Runge-Kutta. In each iteration step the function is evaluated four times: once at
the initial point, twice at trial midpoints, and once at a trial endpoint.

L.2 Split operator

The split operator method is a symplectic integration method [184]. When the dynamic is generated
by a Hamilton operator a symplectic integrator preservers the geometry of phase space. Therefore,
observables such as norm, energy, or angular momentum are conserved.

The formal solution of the time-dependent (non-linear) Schrödinger equation is given by

ψ(t) = U(t)ψ(0), (L.6)

with the time-evolution operator

U(t) = T e−i
∫ t
0 dt′H(t′), U(0) = 1, (L.7)

where T denotes the time-ordering operator which is required when the Hamilton operator
H(t) = T +U(t) depends explicitly on time. IfH is time-independent [184], we can approximate
the time evolution operator in equation (L.7) as

U = eτ(T+U) =

k∏

i

eciTτ ediUτ +O(τn+1), (L.8)

to the order n+ 1. The real numbers ci, di depend on the splitting scheme and can be computed
using the Baker-Campbell Hausdorff formula. Typical splittings schemes are [178, 184]:

First order splitting
U1 = eTτeUτ . (L.9)

Second order splitting
U2 = eTτ/2eUτ eTτ/2. (L.10)

Fourth order splitting

U4 = eθTτ e2θUτ e(θ−0.5)Tτ e(1−4θ)Uτ e(θ−0.5)Tτ e2θUτ eθTτ , (L.11)

with [178],
θ =

1

6

(
2 + 21/3 + 2−1/3

)
. (L.12)
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L.2 Split operator

If the external potential depends explicitly on timeU = U(t), the integral in equation (L.7) needs
to be approximated. For small time steps, we have

U(t+∆t, t) ≈ e−i
∫ t+∆t
t [T+U(t′)] dt′ . (L.13)

The integral may be evaluated using different integration schemes, for example, the midpoint or
Simpson’s rule [185],

∫ t+∆t

t
U(t′) dt′ =

∆t

6
[U(t) + 4U(t+∆t/2) + U(t+∆t)] +O(∆t5). (L.14)
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M Coordinate systems

M.1 Rotation matrices

Arbitrary rotations of coordinates are represented by a sequence of elementary rotation matrices.
In three-dimensional space, these are 3× 3 rotation matrices, which rotate the system around one
coordinate axes with a given angle,

Rz(γ) =




cos γ − sin γ 0

sin γ cos γ 0

0 0 1



, (M.1)

Ry(β) =




cosβ 0 sinβ

0 1 0

− sinβ 0 cosβ



, (M.2)

Rx(α) =




1 0 0

0 cosα − sinα

0 sinα cosα



. (M.3)

There are six different combinations of matrices to obtain the desired coordinate transformation
with two different conventions each [186]. In the Euler convention, the first and the last rotation
are about the same axis, while in the Tait-Bryan angle convention, one uses three distinct rotation
axes. Moreover, one differs between extrinsic (rotations in a fixed coordinate system) and intrinsic
rotations (rotations about the rotated axis). For a composition of three extrinsic rotations about
the axes z, y, x, with angles γ, β, α one finds the total rotation matrix

Rx(α)Ry(β)Rz(γ) =




cβcγ −cβcγ sβ

cαsγ + sαsβcγ cαcγ − sαsβsγ −sαcβ

sαsγ − cαsβcγ sαcγ + cαsβsγ cαcβ



,

cθ = cos θ, sθ = sin θ.

(M.4)

The Tait-Bryan angles are given by

α = arctan2(−R23,R33),

β = arcsinR13,

γ = arctan2(−R12,R11),

(M.5)
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M Coordinate systems

where arctan2(y, x) is the element wise arctan(y/x) of y/x choosing the correct quadrant [186].

M.2 Finite rotations

Euler rotations [136] in fixed coordinate system are obtained by the action of the operator (z-y-z
convention)

R̂(α, β, γ) = e−iαĴze−iβĴye−iγĴz . (M.6)

The action on a ket state reads
|ψ′⟩ = R̂(α, β, γ) |ψ⟩ . (M.7)

For scalar field in coordinate space, one finds

ψ′(r) = ⟨r|R̂|ψ⟩ = ⟨R−1r|ψ⟩ = ψ(R−1r). (M.8)

Hence the action of the operator R̂ on a position eigenstate reads

R̂† |r⟩ = |R−1r⟩ . (M.9)

M.3 Rotation of angular momentum states

The action of the operator R̂(α, β, γ) on angular momentum eigenstates |lm⟩ is,

R̂(α, β, γ) |lm⟩ =
∑

l′m′
|l′m′⟩ ⟨l′m′| R̂(α, β, γ) |lm⟩ =

∑

m′
|lm′⟩D(l)

m′m(α, β, γ), (M.10)

whereD(l)
m′m are the Wigner D-matrices representing the rotation operator in angular momentum

basis states
⟨l′m′|R̂(α, β, γ)|lm⟩ = δl′lD

(l)
m′m(α, β, γ). (M.11)

The matrix is diagonal in l′, l as the rotation operator commutes with L̂2,

D
(l)
m′m(α, β, γ) = e−i(αm′+γm)d

(l)
m′m(β), (M.12)

d
(l)
m′m(β) = ⟨lm′|e−iβĴy |lm⟩ , (M.13)

and unitary
δm,m′ =

∑

k

D
(l)∗
km (R)D

(l)
km′(R). (M.14)

M.4 Rotation of multipole coefficients

Having introduced the Wigner D-matrices and the action of the rotation operator on position
eigenstates, one finds the following relation between the multipole coefficients in equation (7.4),

⟨r|U⟩ = ⟨r′|U ′⟩ = ⟨r′|R̂|U⟩

=
∑

nlm

⟨r′|R̂|nlm⟩Unlm =
∑

nlm

l∑

m′=−l

⟨r′|nlm′⟩D(l)
m′m(α, β, γ)Unlm

=
∑

nlm′
⟨r′|nlm′⟩U ′

nlm′ .

(M.15)
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M.4 Rotation of multipole coefficients

Therefore, one finds the rotated expansion coefficients

U ′
nlm′ =

l∑

m=−l

D
(l)
m′m(α, β, γ)Unlm, (M.16)

as a matrix multiplication with the Wigner D-matrices in the angular momentum manifold l.
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