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Abstract

Rechargeable all-solid-state batteries (ASSBs) are traded as next-generation
power sources for mobile applications, because they are believed to provide
increased energy densities, higher power densities and improved cyclability
compared to conventional Li-ion batteries (LIBs).1 Moreover, the replacement
of flammable liquid organic electrolytes, used in LIBs, with non-flammable
solid electrolytes (SEs) might eliminate safety issues and enables new battery
designs.2 In this regard, sulfide SEs are promising candidates because they show
ionic conductivities of up to ≈10 mS/cm at room temperature and convince with
favorably soft mechanical properties that enable an easy integration into the
battery.3–5 Their disadvantage, however, is a lack of electrochemical stability
against most electrode materials.3,6,7 Despite the huge effort to study sulfide
SEs, however, many of the related processes, such as exact diffusion mechanisms
or interface degradation reactions, have not been understood in detail. Such an
understanding could offer new optimization strategies, and we have therefore
used atomistically resolved density functional theory (DFT) calculations and ab-
initio molecular dynamics (AIMD) simulation over the past years to investigate
selected sulfide SEs.

A detailed introduction into the topic is given in Chapter 1 and a literature
review for the materials of interest in Chapter 2 will lay out the specific research
questions tackled in this work. The applied methods and theoretical background
are explained in Chapter 3 and lay the foundation for the following chapters.

In Chapter 4 we will discuss the litium thiophosphate (LiPS) system that
comprises multiple crystalline phases such as Li3PS4, Li7P3S11 and Li4P2S6.
Structurally, the situation is further complicated by the coexistence of glass
phases exhibiting an amorphous structure.8 Hence, most sulfide SEs are actually
glass-ceramics whose properties are determined by the types and amounts of
the underlying phases. We strongly focus on glass phases as their structure is
difficult to analyze by experiments. To this end, we generated structure models
for LiPS glasses at various compositions by applying a computational melt-
quenching approach and compare the stability, structure and Li+ transport prop-
erties of crystalline and glassy phases. We find that all glasses are metastable
and exhibit similar Li+ diffusion coefficients despite the fact that they are com-
prised of different basic structural units (PS3–

4 , P2S4–
7 , P2S4–

6 ). Furthermore, the
occurrence of unusual structural units is observed and the association of struc-
tural units via cross-linking S−S bonds is derived as compensation mechanism
in case of local Li deficiency. Finally, the interfacial stability against Li metal
and internal interfaces are investigated. In this regard, the usage of defect
formation energies as descriptors to judge the stability of interfaces is discussed.

Next, the quaternary, argyrodite-type system Li6PS5Br is analyzed in Chap-
ter 5. The key question concerns the experimentally observed Br−/S2− site-
exchange among its 4a and 4d sites, that can be controlled via the synthesis
procedure without altering the composition:9,10 How does the Br−/S2− site-
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exchange influence the structure and properties of the material? We will show
that the ordered structure is the most stable configuration and that the lattice
constants show a minimum at 50% site-exchange. The main part discusses the
Li+ transport properties and how the introduction of Br−/S2− site-exchange
enables the transition from local to long-range Li+ diffusion. Moreover, we were
able to identify the underlying diffusion mechanism and show that especially
the Br− ions on S2− sites facilitate the generation of Li+ Frenkel pairs with
mobile Li+ interstitials. Finally, we have a closer look on the Li+ substructure
and analyze how the Br−/S2− site-exchange interacts with the Li+ transport
properties of symmetrical tilt and twist grain boundaries.

In Chapter 6 we will deal with the recently developed Li7SiPS8, which was
found to crystallize in an orthorhombic phase (ortho-Li7SiPS8) with rather
poor Li+ transport properties and a more promising tetragonal phase (tetra-
Li7SiPS8).11 As not much is known about the material we examined several of
its properties, also in light of the Si/P disorder that is observed experimentally.
We show that ortho-Li7SiPS8 is the more stable phase and experimental trend
of poor transport properties is confirmed. Tetra-Li7SiPS8 is the much better
conductor owing to its fast diffusion along the c axis. The Si/P distribution
was found to have a negligible influence on the transport properties, and a
compression of the material leads to decreased diffusion coefficients. Finally, the
interfacial instability of tetra-Li7SiPS8 against Li metal was probed by means
of explicit interface calculations.

At long last, we will conclude this work in Chapter 7 and present open
questions and promising directions for future studies.
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Zusammenfassung

Wiederaufladbare Feststoffbatterien [engl.: all-solid-state battery (ASSB)] wer-
den als zukunftsträchtige Energiequellen für mobile Anwendungen gehandelt,
da von ihnen im Vergleich zu konventionellen Li-Ionen-Batterien [engl.: Li-ion
battery (LIB)] erhöhte Energie- und Leistungsdichten sowie eine verbesserte
Zyklierbarkeit erwartet werden.1 Zusätzlich beseitigt die Substitution der leicht
entzündlichen, organischen Flüssigelektrolyten, wie sie in LIBs zum Einsatz
kommen, mit nicht brennbaren Feststoffelektrolyten [engl.: solid electrolyte
(SE)] Sicherheitsprobleme und ermöglicht neue Batteriebauweisen.2 Die Klasse
der sulfidische SEs stellt dabei vielversprechende Materialien welche die mitun-
ter höchsten ionischen Leitfähigkeiten von bis zu 10 mS/cm bei Raumtemperatur
aufweisen und mit vorteilhaften mechanischen Eigenschaften überzeugen, die
eine leichte Integration in die Batterie ermöglichen.3–5 Zu den größten Nachtei-
len zählen allerdings eine limitierende elektrochemische Stabilität gegenüber
den meisten Elektrodenmaterialien.3,6,7 Trotz des großen Forschungsaufwandes
sind viele Prozesse, wie beispielsweise Diffusionsmechanismen oder Grenz-
flächenreaktionen, nicht genau verstanden. Dieses Verständnis ist allerdings
notwendig, um neue Optimierungsstrategien zu entwickeln und wir haben
deshalb innerhalb der letzten Jahre atomistisch aufgelöste Simulationen im
Rahmen der Dichtefunktionaltheorie [engl.: density functional theory (DFT)]
und ab-initio Molekulardynamik [engl.: ab-initio molecular dynamics (AIMD)]
angewandt, um relevante Eigenschaften sulfidischer SEs zu untersuchen.

In Kapitel 1 wird zunächst eine detaillierte Einführung in das Thema ge-
geben. Im folgenden Literaturüberblick in Kapitel 2 zu den behandelten Ma-
terialien werden die grundlegenden Fragestellungen dieser Arbeit eingeführt.
Das theoretische Hintergrundwissen wird in Kapitel 3 vorgestellt und stellt die
Grundlagen für die folgenden Kapitel.

In Kapitel 4 wird zunächst das System der Lithiumthiophosphate behan-
delt, das einige kristalline Phasen wie Li3PS4, Li7P3S11 oder Li4P2S6 beinhaltet.
Strukturell wird die Situation durch die Koexistenz von amorphen Glasphasen
verkompliziert.8 Dementsprechend handelt es sich bei dem Material meist um
Glaskeramiken, deren Eigenschaften von der Art und Menge der zugrundelie-
genden Phasen abhängt. Wir haben uns auf Glasphasen fokussiert, weil deren
Struktur im Experiment schwer zu erfassen ist. Dazu wurden Strukturmodelle
verschiedener Zusammensetzungen durch simuliertes Abschrecken aus Schmel-
zen generiert und deren Stabilität, Struktur und Li+ Transporteigenschaften
mit denen der Kristallphasen verglichen. Es konnte gezeigt werden, dass alle
Gläser metastabil sind und vergleichbare Li+ Diffusionskoeffizienten aufweisen,
obwohl sie aus verschiedenen Struktureinheiten (PS3–

4 , P2S4–
7 , P2S4–

6 ) aufgebaut
sind. Außerdem wurde das Auftreten von unüblichen Struktureinheiten beob-
achtet und ein Kompensationsmechanismus im Falle lokaler Lithiumarmut
abgeleitet bei dem sich Struktureinheiten über S−S Bindungen vernetzen. Zu-
letzt wird die Grenzflächenstabilität gegenüber Li-Metall sowie die interne
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Grenzflächen der Glaskeramiken betrachtet. In diesem Zusammenhang wird
die Anwendung von Defektbildungsenergien als Deskriptoren zur Einschätzung
der Grenzflächenstabilität diskutiert.

Im darauf folgenden Kapitel 5 wird das quaternäre System Li6PS5Br behan-
delt. Die Hauptfragen betreffen die experimentell beobachtete Br−/S2− Unord-
nung unter den 4a und 4d Plätzen, die über die Synthesebedingungen ohne Kom-
positionsänderungen kontrolliert werden kann:9,10 Wie beeinflusst die Br−/S2−

Unordnung die weitere Struktur und Eigenschaften des Materials? Wir werden
zeigen, dass die stabilste Konfiguration ohne jegliche Unordnung erreicht wird
und die Gitterparameter bis zu einem Austausch von 50% der Br−/S2− Ionen
abnehmen. Im Hauptteil werden die Li+ Transporteigenschaften diskutiert und
gezeigt, wie die lokale Diffusion durch die Einführung von Br−/S2− Unordnung
in eine langreichweitige überführt wird. Darüber hinaus konnte der genaue
Diffusionsmechanismus identifiziert werden. So ermöglichen vor allem Br−

Ionen auf S2− Plätzen die Generierung von Li+ Frenkel-Paaren mit mobilen Li+

Zwischengitterionen. Daraufhin wird ein genauer Blick auf die Li+ Substruktur
geworfen und analysiert welche Einwirkungen die Br−/S2− Unordnung auf Li+

Transporteigenschaften von symmetrischen Kipp- und Drehkorngrenzen hat.
Das kürzlich entwickelte Material Li7SiPS8 steht im Fokus von Kapitel 6.11

Es kristallisiert in einer orthorhombischen Phase (ortho-Li7SiPS8) mit gerin-
gen Li+ Transporteigenschaften und einer vielversprechenden tetragonalen
Phase (tetra-Li7SiPS8). Da nicht viel über das Material bekannt ist wurden
verschiedene Aspekte, wie der Einfluss der gefunden Si/P Unordnung auf die
Eigenschaften, untersucht. So ist ortho-Li7SiPS8 die stabilere Phase, weist aber
tatsächlich eine langsame Li+ Diffusion auf. Hingegen ist tetra-Li7SiPS8 auf-
grund der schnellen Diffusion entlang der c-Achse der bessere Ionenleiter. Die
Si/P Unordnung scheint dabei keinen nennenswerten Einfluss auf die Diffusion
zu haben, wohingegen die Kompression des Materials zu einer verminderten
Diffusion führt. Die Instabilität von tetra-Li7SiPS8 gegenüber Li-Metall wird
schließlich in expliziten Grenzflächensimulationen analysiert.

Zu guter Letzt schließen wir die Arbeit in Kapitel 7 ab, geben eine kurze
Zusammenfassung der wichtigsten Punkte und erörtern aussichtsreiche For-
schungsperspektiven für zukünftige Arbeiten.
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1 From Li-Ion Batteries to
All-Solid-State Batteries

1.1 Li+ Batteries, their Applications and the Scope
of this Work in a Nutshell

Batteries are electrochemical systems that are able to store and release electric
energy. One distinguishes between primary batteries that can only be used once
and secondary batteries that can be recharged many times. This work only
covers materials designed for secondary batteries. If not stated otherwise, in the
following we will omit the qualifying adjective and use the mere term battery to
refer to secondary batteries.

Since the commercialization of the first Li-ion battery (LIB) in 1991 by
Sony,12,13 batteries have more and more become indispensable power sources
for various kinds of applications. The palette of devices is highly diverse and
ranges from portable electronics like smartphones, cameras or laptops,14 medical
devices as heart or brain pacemakers15 to electric vehicles.16 Also the variation
in size is broad and ranges from miniature batteries on the micro and nanoscale,
used as power source for niche applications such as lab-on-a-chip devices or
microelectromechanical systems,17 to large battery storage power stations that
are key to the transition toward renewable energies and enable fast supply of
energy to the power grid.18

With such a diversity of applications the requirements that are posed to the
battery vary strongly from case to case. This is the reason why over the last few
decades much effort has been put into the improvement of established materials,
the discovery of new materials and the development of all-new battery concepts.
Although Na+, Mg2+, Zn2+ and other technologies progress fast, they are not
mature enough to compete with LIBs, yet.19–21 Therefore, LIBs still represent
the state-of-the-art technology at the commercial level.

Major advantages of LIBs are their high gravimetric and volumetric energy
densities (i.e., the amount of energy that can be stored per mass or volume) that
exceed those of other established battery technologies as shown in Figure 1.1.
The high energy density originates from the low specific weight of Li and the
high cell potentials attainable.25 In particular, a high energy density is desired

1
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FIGURE 1.1: Approximate placement of established battery technologies (Ni-MH =
nickel-metal hydride) with respect to volumetric and gravimetric energy density. A
further jump in energy density can be achieved by employing Li metal as anode, which
will be discussed further below. This figure was compiled based on similar diagrams
from various other works.20–24

for electric vehicles or other mobile applications because the battery itself adds
to the weight and volume of the device it is designed to drive.

Furthermore, LIBs exhibit comparably high power densities.26 This does
not only imply that they can be charged quickly: they are also able to release a
large amount of electric energy within a short time. Such a property is essential
if the powered device is subjected to high loads, which would be the case if
an electric vehicle is driving up a steep road. Other advantages comprise high
energy efficiency, high cycle stability and a low self-discharge.27

Despite these respectable properties, advanced applications place ever-
increasing demands on the battery and an electric vehicle is again a good
example for that.28 Ideally, it should exhibit a high durability, comparable to
the lifetime of the car, and demonstrate a constant performance independent
of the ambient temperature in summer as well as in winter.29 Additionally, the
battery needs to be reliable in order to overcome the phenomenon of range
anxiety, the fear that the battery will run out of energy before the destination
or a recharging station is reached.30 Furthermore, recharging the battery up
to a reasonable degree should not take much longer than refueling a classical
car, or alternatively, the stored energy of the battery should be sufficient to
avoid recharging during an average ride. In these contexts, an increased energy
density of the battery might be able to tackle the mentioned issues, which is the
reason why much research is devoted to develop high energy LIBs.

With more and more energy stored, however, safety issues become increas-
ingly important.2 In this regard, one approach aims at replacing the conventional
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electrolyte, which typically employs non-aqueous flammable liquids, with non-
flammable solid materials. The usage of these solid electrolytes (SEs) leads to
the transformation of conventional LIBs to all-solid-state batteries (ASSBs).
Several unsolved issues concerning SEs and ASSBs, however, have prevented
their broad commercial application so far and further development is needed in
order to achieve an effective breakthrough of ASSBs.31,32

Within the scope of this thesis, we have investigated a promising class of
materials, namely sulfide SEs. By employing electronic structure calculations,
we focused on unraveling structure-property relationships to derive how the
underlying atomistic mechanisms govern the materials performance. A strong
emphasis was put on the Li+ transport properties and the generated knowledge
is useful for the understanding of experimental observations as well as deriving
further optimization strategies for related materials.

Before we dive right into the results, let us use the following sections to
briefly review the basic principles of batteries, the advantages and challenges
of ASSBs, and the resulting requirements for the SE. Next, Chapter 2 will
introduce the issues and the state of the art of the materials of interest. Based
on this, various research questions will be formulated. The relevant theory,
computational methods and how they can be used to access the properties of
interest are outlined in Chapter 3. The obtained results for the different material
systems are discussed throughout Chapter 4 to Chapter 6 and the whole work
is finally concluded in Chapter 7.

1.2 Setup and Working Principle of Batteries

LIBs come with various material combinations, vary in size and geometry, and
may therefore exhibit considerably different properties. Regardless of these
specifics, the basic setup and functioning are always the same.33–35 Every LIB
can be partitioned into different compartments. The electrochemically active
parts are the two electrodes. Each of them is connected to a current collector and
they are spatially and electrically separated by an electrolyte and a separator.
During charge and discharge Li+ is shuffled between the two electrodes. By defi-
nition, the electrodes are named based on their role during discharge. Therefore,
the electrode that releases electrons, and in the case of LIBs simultaneously also
Li+ ions, during discharge is called anode or negative electrode. Consequently,
the electrode that absorbs electrons and Li+ during discharge is called cathode
or positive electrode.

A simplified setup of a conventional, (partly) charged LIB during discharge
is shown in Figure 1.2. In this state, the anode and cathode have already
been lithiated and delithiated beforehand, respectively. As a result, a chemical
potential difference is established that generates a driving force for Li+ to
migrate from the anode to the cathode. In order to do so, Li+ needs to travel
through the electrolyte and the separator. The electrolyte only allows for ionic
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FIGURE 1.2: Schematic illustration of a conventional LIB during discharge. Charging,
the reverse process, is realized by connecting the LIB to a power source that transfers
Li+ ions and electrons back from cathode to anode. Note that other materials such as
binders, carbon black, protective coatings and further additives are commonly employed
in a battery but have been omitted in the figure for clarity.

conduction and is insulating for electrons. Typically, non-aqueous liquids with
dissolved lithium salts are employed. The separator is a porous membrane that
prevents direct contact between anode and cathode. Both the separator36–39 and
the materials used as liquid electrolytes40–42 are research fields on their own.

Because the electrolyte is insulating for electrons, an effective flux of Li+

can only be achieved if the external circuit is closed. The electrons are then
able to reach the cathode and the resulting current is used to power a device. If
the external circuit is opened, electrons cannot follow the Li+ anymore. Still, a
small amount of Li+ ions is transfered due to the chemical potential difference
between anode and cathode. Therefore, a charge imbalance between anode and
cathode is established and the resulting electrostatic potential opposes the
chemical potential difference. If the two opposing potentials compensate each
other, the electrochemical potential difference vanishes and any further Li+

flux is prevented. However, any parasitic reactions or small electron leakage
currents through the electrolyte can cause discharge of the LIB over time even
under open circuit condition, which is referred to as self-discharge.43

Even though this working principle can be transfered to any kind of LIB,
the final properties of the device depend on many aspects. In this regard, the
nominal electrochemical properties are determined to a large degree by the
choice of the electrode materials. For example, the combination of anode and
cathode sets the theoretical cell voltage and they are jointly responsible for
the maximal capacity.44 With that, they determine the total amount of energy
that can be stored by the device. It is therefore clear that the research commu-
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nity continuously strives for improved electrode materials to achieve increased
energy densities.45

1.3 Challenges of High Energy Density Electrodes

Various anode and cathode materials are employed in present LIBs systems.
Commercial LIBs have mostly relied on graphite and Li4Ti5O12 for the an-
ode.46–48 Both are intercalation materials that allow for the incorporation of
Li+ into their host lattices. Among the more advanced materials, also including
conversion- and alloy-type materials,45 especially Si-related anodes49,50 and Li
metal anodes51–54 have attracted much interest because of their high theoreti-
cal capacity. However, several issues need to be solved before they can be used
without concerns.55,56

For example, one of the most critical aspects for Li metal anodes concerns the
formation of Li dendrites.57 In particular, when operated under high currents,
localized overpotentials accelerate the growth of Li dendrites toward the cathode.
Because the liquid electrolyte hardly poses any resistance against its growth and
also the separator is penetrated eventually, the dendrite can reach the cathode
after a certain amount of cycles.58 Once the direct contact between anode and
cathode is established via the dendrite, the battery becomes short-circuited. This
can lead to local chemical reactions and high currents at the contact causing
temperature spikes inducing a so-called thermal runaway. In the worst case,
the battery fails because gas evolution leads to explosion and/or the flammable
liquid electrolyte is ignited. Because batteries are usually arranged in packs,
the failure of one cell can initiate a catastrophic chain-reaction. Even systems
that do not apply Li metal anodes suffer from issues related to Li dendrites and
electrolyte decomposition.59

Safety issues are also faced for the cathode. State-of-the-art LIBs mostly
employ intercalation materials and the most prominent choices are LiFePO4
or layered lithium transition metal oxides such as LiCoO2.60 Among the more
advanced materials, much effort has been devoted to LiCoO2-related materials
toward Li(Co,Ni,Mn)O2 and even more complex compositions.61,62 These ma-
terials, however, typically exhibit high working potentials and react with the
liquid electrolyte. The resulting layer of reaction phase is commonly termed solid
electrolyte interphase/interface (SEI) and crucially affects the performance of
the battery.63 Besides the formation of solid phases, however, the decomposition
of the liquid electrolyte, potentially also involving structural changes in the
cathode, can cause the formation of gaseous compounds.64 Therefore, similar
safety issues as described above for the anode arise.

Numerous accidents throughout recent years have proven that advanced
safety concepts are necessary,57,65 and concerning this matter modifications have
been applied to electrodes, separator, additives, and/or the liquid electrolyte.40,66

A conceptually different approach aims at completely replacing the flammable
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FIGURE 1.3: Schematic illustration of a ASSB during discharge. In comparison to
conventional LIBs (see Figure 1.2), the liquid electrolyte and separator have been
replaced by a SE. Possibly, this setup enables the usage of Li metal as anode. Note that
other materials such as binders, carbon black, protective coatings and further additives
are commonly employed in a battery but have been omitted in the figure for clarity.

liquid electrolyte with a non-flammable SE.67 This steps transforms the conven-
tional LIB to an ASSB. ASSBs hold promise in solving the safety issues and
exhibit other advantages. Several challenges, however, need to be overcome to
make ASSBs competitive with conventional LIBs.

1.4 All-Solid-State Batteries: Requirements on Solid
Electrolytes

The basic setup and working principle of ASSBs are similar to the ones of
conventional LIBs as illustrated in Figure 1.3. The only difference is that Li+

needs to diffuse through the SE instead of the liquid electrolyte. With that, the
SE also takes the role of the separator and the usage of SEs holds promise to
enable Li metal anodes as indicated in the figure.68 The spider diagram shown
in Figure 1.4 compares selected properties of the three main material classes
of SEs that are currently under consideration: sulfides, oxides and polymers.7

Naturally, every material class comprises plenty of specific materials with their
individual advantages, disadvantages, and open issues.

An obviously important property of SEs is the Li+ conductivity, which needs
to be comparable to liquid electrolytes to deliver an acceptable performance in
terms of battery power and charging time. As benchmark, ionic conductivities
in the range of 0.1-1 mS/cm with negligible electronic conductivity to prevent
excessive self-discharge are mentioned in the literature.32,69 Most notably, the
highest ionic conductivities of up to 10 mS/cm and more have been reported
for sulfide SEs.3,4 With regard to their ionic conductivity, inorganic SEs are
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FIGURE 1.4: Spider diagram of the properties of sulfide, oxide and polymer SEs as
estimated by Li et al.7

advantageous over polymer SEs because their crystal structure provides a fixed
“backbone” and Li+ is the only moving species. Therefore, the transference
number, defined as the ratio between the current of a specific species and the
total current for these single-ion conductors is close to unity.70 In polymer SEs,
on the contrary, further species such as dissolved counter ions need to move in
accordance with the Li+ ions. This does not only decrease the Li+ transference
number, but can also lead to undesirable polarization effects that negatively
influence the Li+ conductivity.71–73

However, also the ionic conductivity of oxide SEs is comparably low, which is
often caused by increased grain boundary (GB) resistance.74–76 For sulfides, the
effect of GBs resistances is less pronounced and therefore barely discussed in
the literature.77 In contrast to liquid electrolytes and soft polymer SEs, sulfide
and oxide SEs may suffer from issues related to porosity and tortuosity.76,78

Moreover, realizing a good contact between SEs and the electrodes becomes
challenging for inorganic SEs. In particular, the stiffer oxides suffer from this
issue and demand high pressures during cycling or high temperature treatments
to enable good contact, potentially leading to undesirable reactions.5,79,80 The
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contact issue needs less attention in the case of the softer sulfides5 and is
barely of concern for polymers. Unfortunately, the electrochemical stability of
sulfide and polymer SEs against the electrodes becomes a limiting factor. In
this regard, one needs to distinguish between (i) thermodynamically stable,
(ii) mixed electronic-ionic conducting (i.e., unstable), and (iii) kinetically stable
interfaces.1,81

When considering the interface with the Li metal anode, the first category
seems to be a rare case and only Li7La3Zr2O12 (LLZO)-related compounds
show high stability against Li metal.82–85 Other oxides such as Li3xLa2/3−xTiO3
(LLTO), Li1−xAlxGe2−x(PO4)3 (LAGP) or Li1−xAlxTi2−x(PO4)3 (LATP) clearly
fall into the second category, which makes it necessary to rely on protective
coatings or prevent the ongoing interface reaction by other means.86–88 Sul-
fide/thiophosphate SEs are generally very reactive with Li metal and the reac-
tion products seem to always involve Li2S and Li3P.89,90 Because these materi-
als exhibit negligible electronic conductivity, the resulting interfaces likely fall
into the third category and the ongoing interface reaction becomes diffusion-
controlled. Depending on further constituents of the SE and their reaction
products, the situation can certainly change. In any case, it needs to be guaran-
teed that the additional resistance originating from the interphases stays on
an appropriate level throughout the lifetime of the battery. Therefore, also for
sulfide SEs the usage of protective coatings seems to be inevitable.91 Various
methods to address the topic of electrochemical and interface stability have been
developed and will be discussed in more detail throughout Section 3.4.

However, further contact issues may even arise for electrochemically sta-
ble interfaces with good initial contact. This is due to the repetitive lithia-
tion/delithiation of the electrodes that results in volume changes. The emerging
strains can then lead to cracking and contact loss.92–94 With the introduction
and growth of cracks, the formation of Li dendrites also becomes a challenge
again.95 Furthermore, also negative influences of space charge layers need to be
avoided.96,97

From an industrial point of view, also the scale-up capability, the associated
costs and handling issues of all involved materials during the whole process
chain determine the feasibility of ASSBs. At this point, we can conclude that
one material alone will most certainly not be able to meet the necessary re-
quirements of an ideal SE. Instead, composite SEs will eventually provide a
solution.98–101 Before composite materials can be effectively developed, however,
the individual components need to be understood on a reasonable level. To this
end, a detailed knowledge about atomistic mechanisms is necessary to derive
optimized design strategies. Most notably, various computational approaches
have been especially helpful for accelerating the material development.102–111

In the same spirit, we have relied on electronic structure calculations in the
framework of density functional theory (DFT) to analyze relationships between
structure and properties of SEs. Because the many open issues are complex and
the research field itself is vast, we cannot consider all material systems at once
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within the scope of this work. Owing to their beneficial Li+ conductivity, we
have decided to focus on sulfide SEs. We will introduce the considered material
systems in the following chapter and review their current state of the art.





2 Sulfide Solid Electrolytes −
State of the Art

All relevant sulfide SEs are closely related to the Li2S P2S5 system and for the
majority of synthesis procedures one of the them or even both compounds appear
as starting materials.112 We will see that already the ternary system, consisting
of the elements Li, P, and S inheres a high degree of complexity. These pure
litium thiophosphate (LiPS) phases will be shortly screened in the following.
Afterward, we will extend this ternary system to quaternary phases, but mostly
limit the focus to the two materials that have been investigated here: Li6PS5Br
and Li7SiPS8.

2.1 Pure LiPS Phases

A ternary diagram of the LiPS system is shown in Figure 2.1. This diagram does
not indicate stable phases (for a true phase diagram see Figure 3.8), but marks
all compositions at which crystalline LiPS phases have been experimentally
verified (blue spheres).113 These phases are Li2P2S6, Li7P3S11, Li3PS4, Li7PS6
and Li4P2S6. The inset highlights a region of high technological relevance that
has been thoroughly investigated in this work. The red spheres mark addi-
tional glassy phases and the hypothetical crystalline phase Li4P2S7 that have
been considered as well. Let us first review the general synthesis procedure of
LiPS materials and its complicated relation to the resulting structure before
addressing the individual phases in more detail.

2.1.1 Synthesis and Structure

What makes the LiPS system especially intricate are not only the various crys-
talline phases, but rather the occurrence and coexistence of glassy phases as
experimentally verified by Tsukasaki et al.8 via high resolution transmission
electron microscopy, see Figure 2.2. Particularly, depending on composition and
synthesis procedure, LiPS samples can show purely glassy character,114,115 but
can also be prepared as glass-ceramics,116–119 where crystallites are embedded
in a glassy matrix. The final properties of the material therefore depend on the

11
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FIGURE 2.2: (a) Transmission electron microscopy bright field image showing the
microstructure of a (Li2S)80(P2S5)20 glass-ceramic. (b) High resolution transmis-
sion electron microscopy image of the marked region indicating that small crystal-
lites of approximately 5 nm size are embedded in an amorphous matrix.
[Original figure and caption have been prepared by Tsukasaki et al.8 and were published
by Springer Nature under a Creative Commons Attribution 4.0 International License.
Figure and caption were slightly modified.]
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types, ratios and distribution of the underlying phases. It seems that only clas-
sical solid state syntheses lead to a purely crystalline material with negligible
content of residual glassy phase.120 Because the resulting materials typically
show poor ionic conductivity,120,121 however, other techniques are commonly
employed for the successful synthesis of LiPS SEs with desirable properties.

The preparation of glasses is usually achieved by relying on mechanochemi-
cal methods.114,119,122,123 Thus, the crystalline starting materials Li2S and P2S5
are ball-milled until no crystalline phases can be identified anymore. Melt-
quenching procedures are an alternative method to prepare glasses.124 Crys-
talline phases are then obtained by initiating crystallization from the glass via
temperature treatments.116,125 Alternatively, recently developed wet-chemical
procedures deliver promising results.126–129

The atomic structure of the crystalline compounds has been solved by conven-
tional diffraction experiments. Because the sensitivity to Li+ is low for standard
X-ray measurements, synchrotron X-ray or neutron experiments are commonly
used to capture the Li+ substructure.123,130 For glasses and glass-ceramics, how-
ever, a structural analysis is hampered, because the absence of long-range order
in the amorphous parts limits the effectiveness of diffraction experiments. Hence,
a multitude of methods such as transmission electron microscopy,8 Raman and
nuclear magnetic resonance (NMR) spectroscopy,131 or advanced scattering and
diffraction methods are applied.132 Only few computational approaches investi-
gated the structure and mechanisms of glassy phases,133–136 and we will refer
to these works later in more detail.

It has been found that all crystalline and amorphous LiPS compounds com-
prise anionic structural units ions with Li+ distributed between them. The most
relevant stuctural units are PS3–

4 tetrahedra, corner-sharing P2S4–
7 ditetrahedra

and ethane-like P2S4–
6 . These structural units can be viewed in the inset of Fig-

ure 2.1. In the glassy phases, the structural units are randomly arranged and
typically several different types of the structural units are found.115 In contrast,
the crystalline phases only contain one or two types of structural units with
an ordered arrangement. Moreover, the crystalline phases typically comprise
several symmetrically distinct Li+ sites. As reviewed in the following, we will
see that the crystalline phases, especially those with promising properties, have
already been examined thoroughly. For the glassy phases, however, there is a
lack of atomistic understanding.

2.1.2 Crystalline LiPS Phases

Because the ion transport is an important feature of SEs, a short overview of
reported ionic conductivities of the crystalline phases, mostly present as glass-
ceramics, is shown in Figure 2.3. Additionally, the ionic conductivities of LiPS
glasses have been added. The figure shows that the reported values may vary by
orders of magnitude within the same composition. Most notably, at compositions
of Li7P3S11 and Li3PS4, the spread of ionic conductivities is larger than two
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FIGURE 2.3: Compilation of Li+ conductivity data of LiPS glass-ceramics and glasses
as function of composition. Several data sets of the same reports are shown with the
same color and lines are added as a guide to the eye.

orders of magnitude due to the presence of certain phases with especially good or
poor transport properties. Let us first inspect the individual crystalline phases
and afterward summarize what is known about the glasses.

Li2P2S6 – A Rather Ionic Insulator

Starting from low fractions x in (Li2S)x(P2S5)1–x, the first crystalline compound
is Li2P2S6 at x = 0.5. Structurally, the Li2P2S6 phase crystallizes in a mono-
clinic C2/m symmetry and comprises P2S2–

6 units, a structural unit that can be
described as two edge-sharing P2S4 tetrahedra.123 These units, however, have
not been observed in crystalline or glassy samples at higher x, likely because a
higher Li content leads to a reduction of P2S2–

6 units.115 The structure is shown
in Figure 2.4.

Owing to its low bulk ionic conductivity of 7.8·10−8 mS/cm, Li2P2S6 has no
relevance as SE.123 The ionic conductivity of is low for several reasons: (i) the
C2/m symmetry does not allow for isotropic diffusion, (ii) unfavorable distances
between Li+ sites are encountered, (iii) Li+ sites are fully occupied, and (iv)
possible one-dimensional diffusion channels can be easily blocked by point
defects.123
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(a)

(b)
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FIGURE 2.4: Crystal structure
of Li2P2S6. (a) Side view and
(b) view along the b axis. The
structure contains P2S2–

6 units
and an ordered arrangement
of fully occupied Li+ sites.

An earlier report claimed an ionic conductivity of approximately 10−3 mS/cm
for a glass-ceramic obtained at x= 0.5.143 The authors, however, do not mention
the Li2P2S6 phase in this regard. Presumably, the increased conductivity can
rather be attributed to residual glass phases.115 In conclusion, Li2P2S6 glass-
ceramics are likely to be unsuitable for the usage as SE.

Li4P2S7 – A Hypothetical Phase

At x= 0.67, the hypothetical crystalline phase Li4P2S7 has only been covered by
computational means.150,151 Therefore, not much is known about the material.
It was derived from the corresponding phosphate analogue152 with triclinic
P1̄ symmetry by substitution of O with S and the structure is shown in Fig-
ure 2.5. The underlying structural unit of Li4P2S7 is P2S4–

7 , which is observed
in LiPS glasses at various compositions.115,126,131,132,153,154 These units are also
constituents of the crystalline phase Li7P3S11 as discussed below.

A successful synthesis of Li4P2S7 has never been proven thoroughly and
needs further confirmation.115 The difficulty in preparing Li4P2S7 fits to compu-
tational results that attest only thermodynamic metastability to the material.151

In terms of Li+ transport properties, however, Li4P2S7 seems to be a promising
compound because relatively low migration barriers up to only 0.3 eV have
been predicted for Li+ vacancy jumps along an exemplary path throughout the
crystal.150

Li7P3S11 – The Currently Fastest LiPS Conductor

Li7P3S11 is located at x= 0.7, shows a triclinic P1̄ symmetry and is composed of
PS3–

4 and P2S4–
7 units in equal amounts (see Figure 2.6).130,155 This superionic
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FIGURE 2.5: Crystal structure
of the hypothetical phase
Li4P2S7 derived from Li4P2O7.
The structure contains
P2S4–

7 units.

a
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c

FIGURE 2.6: Crystal struc-
ture of the superionic phase
Li7P3S11. The structure con-
tains P2S4–

7 and PS3–
4 units.

compound seems to deliver the highest ionic conductivity among all LiPS phases
as shown in experimental,156,157 theoretical107,158 and combined104,159 studies.
The highest measured room temperature conductivities reach 17 mS/cm, and low
activation energies in the range of 120 to 190 meV have been reported.104,117,137

Note, however, that there are also other reports by Onodera et al.133 and Busche
et al.,160 who report similar conductivities of 2 and 5-8 mS/cm but with sig-
nificantly higher barriers of approximately 230 and 300 meV, respectively. In
this regard one should keep in mind that reported conductivities and activation
barriers can vary considerably depending on the synthesis route, sample prepa-
ration, measurement setup and other parameters. This was recently shown in
a round-robin study among different laboratories focusing on the reliability of
conductivity measurements.161 For example, Wenzel et al.89 reported similar
ionic conductivities as mentioned above. Their activation barriers, however,
were found to be considerably higher (approximately 290-400 meV) and strongly
depended on the preparation procedure.

Despite these inconsistencies, theoretical studies substantiate that Li7P3S11
exhibits good transport properties.104,107,151 It is noteworthy, however, that
the ionic conductivities determined by ab-initio molecular dynamics (AIMD)
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simulations are often overestimated: Reported values for Li7P3S11 are 57 and
72 mS/cm.104,107. The reasons for this mismatch with experiment have not been
clarified unambiguously and similar trends are also observed for other crys-
talline SEs.162,163 Differences could, on the one hand, originate from limited
accuracy and statistics of the simulations.164 On the other hand, only tracer
diffusion coefficients D∗ are often calculated in theoretical studies, whereas
so-called jump or conductivity diffusion coefficients Dσ are actually needed.165

A more detailed discussion on transport properties obtained from AIMD simula-
tions is presented in Section 3.6.3 with a focus on its limitations in Section 3.6.4.
Another point needs to be kept in mind when transport properties from sim-
ulations are compared to experiments: Most simulations only treat the bulk
material, virtually representing a single crystal, and disregard any kind of
defects, whereas the real compound is much more complicated. For measured
samples of Li7P3S11, for example, it is likely that residual glass phases or GBs
reduce the ionic conductivity.89,115,149

Li7P3S11 cannot be synthesized by means of classical solid-state reactions
and needs to be crystallized from glasses153,154,166 or prepared via wet-chemical
procedures.126–129 DFT calculations have analyzed the stability and showed
that Li7P3S11 is metastable at 0 K but becomes thermodynamically stable at
elevated temperature, if vibrational contributions to the free energy are taken
into account.104 However, the authors of the study acknowledge that the phase
equilibrium is very sensitive to the choice of the sulfur chemical potential.
Measurements prove that a decomposition to Li4P2S6, β-Li3PS4 and elemental
sulfur takes place at higher temperatures.160 Furthermore, Li7P3S11 is unstable
against Li metal and decomposes to Li2S and Li3P.89

Li3PS4 – A Promising Solid Electrolyte

Li3PS4 (x = 0.75) shows a high stability against other LiPS phases,104 and
is therefore a suitable candidate for the usage in ASSBs. The structure of
Li3PS4 has been analyzed by Homma et al.121,167 and various phase transitions
have been reported. According to them, different phases can be distinguished
based on the arrangement of the PS3–

4 structural units. Upon heating, the room
temperature γ-phase (orthorhombic, Pmn21 symmetry) transforms to β-Li3PS4
(orthorhombic, Pmna symmetry) at 573 K followed by a transition to the α-phase
(orthorhombic, Pbcn symmetry) at 746 K. Upon cooling, the α-phase directly
converts back to γ-Li3PS4 without going through the β-phase. For completeness,
a high pressure δ-phase has been predicted theoretically and was experimentally
verified at pressures above 5 GPa.168 Low ionic conductivities disqualify the
γ-Li3PS4 as suitable SE and the usage of the α-phase is prevented by the high
temperatures needed for its stabilization.121

The β-phase of Li3PS4, however, has been subject of many studies and might
be a potential SE. Its structure is shown in Figure 2.7 and comprises 3 different
Li+ sites. Whereas the occupancies of Li1 sites were reported to be unity, the Li2
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FIGURE 2.7: Crystal struc-
ture of β-Li3PS4. It contains
PS3–

4 units and three different
Li+ sites. The Li2 and Li3 sites
are reported to be partially oc-
cupied.121,169,170

and Li3 sites exhibit partial occupancies of 0.7 and 0.3, respectively, according
to two reports.121,169 A third report mentions occupancies of 0.4 and 0.6.170

The level of information concerning the Li+ transport properties of Li3PS4
is rather diffuse.140 Initial reports first attributed poor ionic conductivities of
the order of 10−3 to 10−2 mS/cm, if the high temperature data is extrapolated to
low temperatures.121,143 An increasing interest for the material developed upon
the observation of 0.16 mS/cm in nano-porous β-Li3PS4.139 It was speculated
that the conductivity increase is related to a surface conduction mechanism,139

fitting to results obtained for nano-flakes of β-Li3PS4.142 Similar conductiv-
ities of approximately 0.1 mS/cm have later also been reported for samples
without significant porosity obtained via conventional140 and liquid-phase syn-
theses.171 These materials, however, comprised significant amounts of glassy
phase. Indeed, a NMR study proved that glassy Li3PS4 exhibits slightly better
transport properties than the crystalline phase.172 These results indicate that
the structure and transport properties are very sensitive to the synthesis and
measurement conditions. The synthesis-dependent structure might be a reason
for the scattered activation barriers that have been reported: they range from
0.24140 up to 0.49 meV.143,173

Theoretical approaches with well defined structures were helpful in under-
standing the material and measured trends. An early theoretical study predicted
vacancy migration barriers below 300 meV and showed that the γ-phase is
slightly more stable than β-Li3PS4.174 In the same work the authors demon-
strate that Li3PS4 is unstable against Li metal and it is speculated that a thin
layer of Li2S could help in the stabilization of the interface. Similar conclusions
are drawn based on a purely thermodynamic approach and it is suggested that
reaction products might act as passivating layers to inhibit further reactions.175

From an analysis of point defects and migration barriers obtained from nudged
elastic band (NEB) calculations the experimental trend, that β-Li3PS4 is a better
conductor compared to γ-Li3PS4, is confirmed.175 The absolute conductivity for
β-Li3PS4, however, was found to be much larger than the experimental one.175
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Also the transport properties obtained with AIMD simulations were reported
to surpass the experimental ones.103 However, a small cluster model of β-Li3PS4,
emulating nano-porous β-Li3PS4, indeed exhibits improved transport proper-
ties compared to the bulk.103 Moreover, interfaces toward the cathode were
investigated on an atomistic level. The results indicate that a protective layer
of LiNbO3 improves the interface properties,110,176,177 which is confirmed by
experiments.178

Li7PS6 – The Parent Phase of Li6PS5X Argyrodites

There are only few studies covering pure Li7PS6, which is found at a composition
of x = 0.875 in (Li2S)x(P2S5)1–x. It comprises PS3–

4 structural units and single
S2− ions, as shown in Figure 2.8. Although it has been known for quite some
time,179 more interest only started to set in lately when Deiseroth and coworkers
elaborated on the connection between argyrodites and the Li2S P2S5 system.180

A low temperature (LT) phase was found to be closely related to orthorhombic
LT-α-Cu7PSe6 with Pna21 symmetry and showed well defined Li+ sites.181

Furthermore, a cubic high temperature (HT) phase with F4̄3m symmetry and a
smeared Li+ distribution was found.182

Early studies of Tatsumisago et al.116,145 reported that the room temperature
conductivity of glasses at x= 0.8 improves from approximately 0.1 to 1 mS/cm
after being transformed to glass-ceramics via temperature treatment. Besides
Li3PS4 and an unknown phase, the partial crystallization leads to the formation
of Li7PS6 and the authors speculated that they have beneficial influence on
the transport properties. In a later study, they reported 0.25 mS/cm for glass-
ceramics at x = 0.875.118 Deiseroth et al.183 reported lower values of 10−5 to
10−3 mS/cm for the LT-phase at 313 K and 0.056 mS/cm for the HT-phase at
500 K. Li7PS6 synthesized using a wet-chemical approach exhibited a higher
room temperature conductivity of 0.11 mS/cm.144

Theoretical investigations determined a much higher ionic conductivity for
the material,184 an issue that is also observed for other sulfide SEs. Similar to
other LiPS compounds, Li7PS6 seems to be unstable against Li metal.144

a
b

c

FIGURE 2.8: Crystal structure
of the LT-phase of Li7PS6. It
contains PS3–

4 units and single
S2− ions.
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By adding further elements, mostly halides, the HT-phase can be stabilized
at room temperature.183 The resulting phases, such as Li6PS5X argyrodites (X =
Cl, Br, I), have attracted much interest due to promising transport properties and
will be discussed in more detail in Section 2.2.1 and Li7PS6 has been observed in
the early stages during heat treatments of Li6PS5Cl glass-ceramic particles.185

We included the orthorhombic LT-phase of Li7PS6 in our investigations.

Li4P2S6 – An Ionic Insulator Outside the Li2S P2S5 System

Up to now, Li4P2S6 seems to be the only known crystalline LiPS phase outside
the Li2S P2S5 system. Compared to the Li2S P2S5 system it can be viewed as a
S-deficient phase , e.g., Li4P2S7 →Li4P2S6+S. Li4P2S6 typically forms when LiPS
compounds are subjected to high temperatures or when temperature treatments
are performed over long periods of time.120,154 The material contains only ethane-
like P2S4–

6 structural units that possess a P−P bond. Various phases that differ
in the arrangements of the P2S4–

6 units have been discussed in literature.186,187

In a preceding work,120 we have analyzed the P3̄1m phase that exhibits
a layered arrangement of the P2S4–

6 units, as shown in Figure 2.9 (a). The
material comprises two Li+ sites, of which Li1 is located within the P2S4–

6 layers
and Li2 between the layers. Three interstitial sites, see Figure 2.9 (b), were
identified and the defect thermodynamics and migration paths of Li+ vacancies
and interstitials were investigated. All long-range diffusion paths that involve
Li+ interstitials were found to comprise barriers of approximately 0.5 eV. For
a two-dimensional diffusion path that involves chains of Li2−Lii,1−Li2 sites,
however, Li+ vacancies jumps only need to overcome a relatively low migration
barrier of approximately 0.2 eV and were assumed to be the most mobile charge
carrier.

Nevertheless, the ionic conductivity of approximately 10−7 mS/cm is low,
because the material does not possess structural vacancies that enable diffu-
sion.120 Instead, costly Frenkel pairs with a formation energy ∆EFP ≈ 1 eV need
to form and lead to a low concentration of mobile point defects. According to
our findings, the measured activation energy for diffusion should consist of the
migration barrier but also comprise half the Frenkel pair formation energy,
Emeasured

m = Ecalc.
m +0.5EFP ≈ 0.7 eV. Experimentally, however, the activation

energy was found to be 0.48 eV and we believe that the difference stems from
small amounts of residual glassy phases that are able to bypass the Li4P2S6
crystallites.120 These assumptions fit to a study by Hood et al.,186 who report a
considerably higher ionic conductivity of 2.4·10−4 mS/cm and a reduced activa-
tion energy of 0.29 eV, presumably because a higher amount of glass phase is
present.

For the mentioned calculations in our preceding study, only intrinsic Li-
related defects were considered and the virtual Li reservoir was always assumed
to be Li metal. Because the specific synthesis route of our experimental partners
relied on temperature-driven sulfur loss from Li4P2S7, however, it is reasonable
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FIGURE 2.9: (a) Crystal structure of Li4P2S6 with P3̄1m symmetry with a layered
arrangement of the underlying P2S4–

6 units. The Li1 sites are within the P2S4–
6 layers,

whereas Li2 sites are located in between the layers. (b) The same structure as in (a),
but including the three types of interstitial sites. Parts (c) and (d) show a side view and
top view of Li4P2S6 with P321 symmetry, respectively. The P2S4–

6 units are located on
different planes.

to assume that the material is in contact to a sulfur reservoir during the synthe-
sis. This could facilitate the formation of external, S-related defects that enable
different charge compensation mechanisms and could influence the concentra-
tion of mobile defects. The influences of such external defect equilibria were not
investigated so far and we will therefore revisit the defect thermodynamics of
Li4P2S6 in Section 4.4.5.

For completeness, we note that other P2S4–
6 arrangements seem to favor an

interstitial-mediated diffusion mechanism.186,188 A later work indeed antici-
pates that the structure of Li4P2S6 is not composed of planar arrangements of
P2S4–

6 units and rather crystallizes in a trigonal phase with P321 symmetry.187

This crystal structures is shown in Figure 2.9 (c) and (d) and we have partly
included this structure in our analysis.

In summary, crystalline Li4P2S6 exhibits ionic conductivities that are orders
of magnitudes lower than observed in the remaining LiPS materials.120,160,189

Therefore, Li4P2S6 can rather be seen as an ionic insulator, unsuitable for the
usage as SE. Still, if the formation of Li4P2S6 during synthesis cannot be avoided,
an increase of the concentration of Li+ point defects, for example via doping,188

might be an attractive approach to improve its conductivity.
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Other Crystalline LiPS Materials

For the sake of completeness, we want to mention few other reports that specu-
lated on further crystalline LiPS compounds. Examples are Li3.25P0.95S4

145 or
Li3.2P0.96S4

119 whose XRD-patterns are described to resemble thio-LISICON
(lithium superionic conductor) phases. These phases are originally derived from
Li14Zn(GeO4)4.190 Furthermore, crystalline solid solutions in the Li3+5xP1–xS4
were mentioned.173 However, because no thorough structural investigations of
these phases have been published, their existence is questionable and we will
not treat any of them in this work.

2.1.3 LiPS Glasses

Glasses with compositions of 0.5 ≤ x ≤ 0.875 in the (Li2S)x(P2S5)1–x system
have been investigated in various studies.191 Differential thermal analysis and
differential scanning calorimetry have been used to identify glass transition tem-
peratures Tg around 200◦C depending on the compositions.115,116,124,138 Due to
favorable ionic conductivities in the range of 0.03 to 0.3 mS/cm (see Figure 2.3),
most studies focus on the composition ranges 0.67 ≤ x ≤ 0.8.115,147,149,192 Mi-
gration barriers range from 400 to 520 meV, but seem to depend both on the
composition and synthesis procedure.115,119,160

Dietrich et al.115 have summarized the measured trends for the glasses and
showed that the lowest ionic conductivity is obtained at x= 0.5. With increasing
x the ionic conductivity generally increases up to x= 0.75, as shown in Figure 2.3.
For x≥ 0.75, two different trends are observed. On the one hand, some studies
report a decreasing ionic conductivity.115,149 On the other hand, there are reports
about a further increase up to x= 0.8.118,147

Structurally, the same structural units that appear in crystalline phases
are found in LiPS glasses. Additionally, also chains of PS4 groups are found
in glasses at low x.115 Interestingly, in apparently all (Li2S)x(P2S5)1–x glasses
the appearance of P2S4–

6 units is reported.115 Strictly speaking, P2S4–
6 units do

not fulfill the ideal composition of (Li2S)x(P2S5)1–x and imply that glasses have
become S-deficient, if no compensating unit is formed. Whether this is a local or
global property has not been clearly determined, yet.

The experimental structural analysis of glasses is difficult. Therefore, compu-
tational approaches can be used to shed light on this issue. There are, however,
only few theoretical studies that analyze the structure of LiPS glasses on an
atomistic level. This is because no reliable structural models, essential input
parameters for most simulations, exist. Instead, they need to be generated in
the first place, which is an intricate task itself and outlined in Section 3.3.8.
Nevertheless, glasses at x= 0.5,0.6,0.7 and a glass-ceramic at x= 0.7 containing
a Li7P3S11 crystallite were generated based on synchrotron X-ray and neu-
tron diffraction data using a reverse Monte Carlo method.158 The authors then
applied a bond valence sum approach to analyze conduction pathways. In a
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follow-up work they could show that bottlenecks in the glass are tighter and
that the conduction pathway is less favorable compared to Li7P3S11.156 Baba
et al.135 generated atomistic glass structures at x = 0.67,0.7,0.75,0.8 using a
melt-quenching procedure with AIMD simulations. Their initial models relied
on known crystalline or pseudo-random starting structures, but did not include
any P2S4–

6 units. They showed that the transport properties are similar among
all their glasses. Ohara et al.134 generated models based on experimental data
of glasses with nominal compositions at x= 0.67,0.7,0.75 that accounted for a
slight S-deficiency and the occurrence of P2S4–

6 units. Transport properties, how-
ever, were not calculated. Using classical molecular dynamics (MD) simulations,
the interface between γ-Li3PS4 and a Li3PS4 glass was investigated and it was
found that the ionic conductivity of the glass is approximately 100 times larger
than the one of the crystal.136 Furthermore, PS3–

4 units were found to accelerate
the Li+ dynamics in the glass via a “paddle wheel” mechanism at room temper-
ature that is not observed in the crystal.193 Just recently, the (Li2S)x(P2S5)1–x
system was studied using a combination of electronic structure calculations and
artificial intelligence methods.194 The authors found two miscibility gaps and
argue that compositions with 0.5 < x < 0.67 and 0.75 < x < 0.875 are prone to
phase transitions. Moreover, they propose a promising candidate structure with
x= 0.724.

The mentioned reports show that there are only scattered atomistic studies
for glassy LiPS systems. They are based on different assumptions and focus
on different aspects, which prevents a thorough comparison. More systematic
investigations are therefore needed to increase the understanding of amorphous
LiPS SEs on the atomistic level.

We note that for other amorphous materials in the context of batteries
and SEs atomistic modeling studies are similarly rare. There is one report
that analyzes the effect of an amorphous phase on the transport properties
of Li4PS4I.163 Furthermore, a few theoretical studies investigated amorphous
lithium phosphorus oxynitrides (LiPON) phases.195–197 Additionally, the crystal-
lization behavior of LiCO3 from an amorphous phase was simulated, but this
issue is more relevant for understanding interfaces with liquid electrolytes.198

2.2 Quarternary Sulfide Solid Electrolytes

Quarternary sulfide SEs are usually obtained by adding a further element to
the Li2S P2S5 system. For small contents, the fourth element is typically used
as substitutional to adjust the Li content or polarizability.199 Examples are
Li3.25[Si0.25P0.75]S4

200 or Li4.4[M0.4M′
0.6]S4 (M=Al3+, Ga3+; M′=Ge4+, Sn4+).201

By analyzing solid solutions of Li4–xGe1–xPxS4 and Li4–xSi1–xPxS4, com-
pounds such as Li10MP2S12 (M = Si, Ge, Sn) were identified and especially
the superionic phase Li10GeP2S12 (LGPS) showed a high ionic conductivity
of 12 mS/cm.4,202 Since then, LGPS was used as basis to derive and ana-
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lyze further variants of the materials. For instance, one of the highest re-
ported room temperature ionic conductivities of 25 mS/cm was observed for
Li9.54Si1.74P1.44S11.7Cl0.3.203 Another compound which is related to the LGPS
family is the recently observed Li7SiPS8.11 Li7SiPS8 has been analyzed thor-
oughly in this work and will be introduced in more detail in Section 2.2.2.

A different family of compounds are argyrodite-type phases. The basic struc-
ture originates from Ag8GeS6, but via substitution a vast amount of compositions
can be realized: Li+12–m–x(M

m+Ch2–
4 )Ch2–

2–xX
–
x (M=P, As, Ge, Si, Sn, Sb; Ch=O, S,

Se; X=Cl, Br, I, BH4).4,199 Some basic questions, however, are still unsolved and
will be addressed for Li6PS5X (X=Cl, Br, I) argyrodites in the next section.

2.2.1 Li6PS5X Argyrodites

Since the initiating work by Deiseroth et al.180 much effort has been devoted
to the development of Li6PS5X (X=Cl,Br,I) argyrodites. The material is usually
prepared using a combination of mechanochemical and solid state reactions or
by applying wet-chemical approaches.204 Its cubic crystal structure is shown in
Figure 2.10 and exhibits a F4̄3m symmetry. The halide ions (Wyckoff 4a) are
arranged on a face-centered cubic lattice. All its octahedral sites are occupied by
PS3−

4 units (P ion on Wyckoff 4b) which can likewise be seen as a shifted face-
centered cubic lattice of PS3−

4 units. Half of the tetrahedral sites are occupied by
S2− (Wyckoff 4d). Note that depending on the choice of the coordinate system,
the 4d sites are labeled as 4c sites in some reports.205–207

The Li+ substructure of Li6PS5X is rather complicated because various partly
occupied Li+ sites have been identified. These sites are always tetrahedrally
coordinated by anions and Deiseroth et al.182 labeled them as type 1-5. We
will abbreviate them as T1, T2, T3, T4 and T5 sites in the course of this work.
Their configurations are shown in Figure 2.10 (b). To a first approximation, six
Li+ sites (Wyckoff 24g, also called T5a sites) form an octahedron around the
S2− on 4d. The T5a sites are located on the shared face of two T5 tetrahedral
sites (Wyckoff 48h). Due to the short distances between the T5 and T5a sites,
they form T5-T5a-T5 triplets, similar to a mega-basin of sites. Every T5-T5a-T5
triplet is believed to be only occupied by one Li+ at a time and the six triplets
around every 4d site can be viewed as a “Li+ cage”.

Three different Li+ jump types have been identified.184 The first type de-
scribes localized jumps within a T5-T5a-T5 triplet, also called doublet jumps.
The second jump is characterized by intracage jumps from one T5-T5a-T5 triplet
to a neighboring triplet of the same cage. These jumps are highly concerted and
involve the rearrangement of multiple Li+ at the same time, e.g., via rigid octa-
hedral rotations or trigonal-prismatic internal reorganization mechanisms.207

Because they only involve intracage motion, these two jumps do not contribute
to long-range transport. The third type involves intercage jumps between neigh-
boring Li+ cages. Intercage jumps have been identified as the bottleneck of
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FIGURE 2.10: (a) Structure of Li6PS5Br. Top: Structure without Li+. Center: Structure
without PS3−

4 units, but with Li+ sites (T5-T5a-T5 triplets) that form a Li+ cage around
the 4d sites. Bottom: Complete structure. (b) Configurations of the tetrahedral Li+

sites.182
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long-range diffusion184 and in this regard the diffusion path seems to involve T2
and potentially T4 sites.207,208

To enhance the properties of the material, various substitution schemes have
been applied aiming at optimizing the Li+ content, the lattice polarizability or
replacing Li+ with Na+.209–215 A number of theoretical studies has helped corrob-
orating the experimental findings by analyzing structure-property relationships
in argyrodite materials.150,184,207,210,213,216–221 Most notably, one interesting fea-
ture of the material is X−/S2− anion site-exchange between halide ions on 4a
and S2− ions on 4d sites. Theoretical studies indicate that the site-exchange is
key for good transport properties184,207,221 and measured ionic conductivities
up to several mS/cm for Li6PS5Cl and Li6PS5Br have been reported.4,180,222,223

Compared to Cl− and Br−, the larger size of I− ions, however, was claimed to
be the reason why insufficient site-exchange and poor transport properties are
observed in Li6PS5I. Nevertheless, structural disorder was also realized for
Li6PS5I by mechanical treatment and an ionic conductivity of 0.5 mS/cm was
reached.224

In most studies, the anion X−/S2− site-exchange was controlled by varying
the composition of the material,212,216,225,226 e.g., toward halide-rich stoichiome-
tries. Such schemes, however, also affect the Li+ content. Therefore, it has not
fully been understood which effect is responsible for the conductivity increase as
the influence of the site-exchange and the varied Li+ content could not be disen-
tangled. Fortunately, our experimental partners found a way to also control the
site-exchange in stoichiometric Li6PS5Br via temperature treatments: At high
temperatures, a high degree of disorder between the Br− and S2− ions seems
to equilibrate and quenching the material can be used to kinetically freeze this
site-exchange.9,10 The approach is illustrated in Figure 2.11. The possibility to
exclusively control the Br−/S2− site-exchange enables a more systematic investi-
gation on other properties. For example, shrinking lattice constants and changes
in the Li+ substructure have been linked to increased Br−/S2− site-exchange.9,10

We have therefore supported this effort with DFT calculations.

A further point that has barely been analyzed so far is the effect of GBs on
the ionic transport. In this regard, Yu et al.227 showed that annealing of Li6PS5Br
lowers the GB resistance and that the bulk and GB conductivity do not differ
much for the annealed samples. Furthermore, they speculate that the Br−/S2−

site-exchange is responsible for the good Li+ mobility at the interface. Using a
mixture of Li6PS5Br and Li6PS5Cl, Ganapathy et al.228 used a NMR method and
found that GBs are not rate-limiting for the Li+ diffusion and exhibit comparable
activation energies as the bulk. There is, however, no comment about if and how
the GB relates to the site-exchange. Therefore, many questions concerning the
interplay between synthesis, structure and transport properties are still unclear
and an improved understanding will certainly contribute to the derivation of
further optimization strategies for argyrodite SEs.
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FIGURE 2.11: Schematic protocol of the temperature treatment of Li6PS5Br to kinet-
ically freeze Br−/S2− site-exchange. Prior to the temperature treatment, the initial
compounds (Li2S, P2S5, LiBr) have been treated mechanochemically by ball milling.
The resulting powder was then subjected to 550◦C for 30 minutes to ensure a complete
reaction and afterward slowly cooled down to 30◦C within five days. Next, the samples
were reheated at various temperatures for 30 minutes and finally quenched in liquid
nitrogen. The resulting degrees of Br−/S2− site-exchange are listed in the inset.10

2.2.2 Recently Discovered Li7SiPS8

The discovery of Li7SiPS8 has only been achieved recently by Harm et al.11 and
no follow-up studies have been published, yet. The most important conclusions
of this study are summarized in the following. The structure is composed of an
equal number of PS3–

4 and SiS4–
4 structural units and two different phases have

been identified. These are shown in Figure 2.12.
When quenching from higher temperatures, an orthorhombic structure

with Pnma symmetry (ortho-Li7SiPS8) is obtained. Its unit cell is shown in
Figure 2.12 (a) and resembles β-Li3PS4 in the way the structural units are
arranged. No ordering among the PS3–

4 and SiS4–
4 structural units is observed

and a rather low ionic conductivity of 0.13 mS/cm is reported. At lower temper-
atures, a tetragonal phase (tetra-Li7SiPS8) with P42/nmc symmetry emerges.
In contrast to ortho-Li7SiPS8, the structural units of the tetra-phase are partly
ordered. As shown in Figure 2.12 (b), there are two sites exclusively occupied by
PS3–

4 units per unit cell. The remaining four sites are shared. Moreover, with
2 mS/cm tetra-Li7SiPS8 is a much better conductor than ortho-Li7SiPS8.

Similarly to other sulfide SEs, a residual glass phase is observed, which
indicates the glass-ceramic character of Li7SiPS8. Interestingly, the composition
of the glassy phase is believed to be different from the crystalline phases and
seems to lower the overall ionic conductivity. Moreover, for compressed powder
samples with tetra-Li7SiPS8 as majority phase, our experimental partners found
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FIGURE 2.12: Crystal structure of (a) ortho-Li7SiPS8 and (b) tetra-Li7SiPS8. The oc-
cupancy ratio of the PS3–

4 : SiS4–
4 structural units on the shared sites, shown in green,

is 1:1 for the ortho-phase and 1:3 for the tetra-phase. Both phases contain several Li+

sites that are partly occupied.

that the conductivity increases if pressure is applied. This process proved to be
reversible: upon release of the pressure, the conductivity decreased again. The
reasons for this phenomenon were not entirely clear and three possible expla-
nations have been suggested: First, a strong dependence of the bulk transport
properties of tetra-Li7SiPS8 on the applied pressure. Second, a pressure-induced
and reversible phase transition leading to a phase with improved transport
properties. Third, improved particle-particle contact, i.e., closure of remaining
voids between the particles, leading to larger contact areas and more diffusion
pathways. Our partners assumed that the improved particle contact was the
most likely reason for the conductivity increase. The reversible phase transi-
tion was evaluated as least likely because there were no indications of a phase
transition had been observed. The role of the bulk transport properties under
pressure, however, remains unclear.

In conclusion, Li7SiPS8 shows high promise as SE. Because not much is
known about the material, however, more basic research is necessary to prove
its suitability for ASSBs.

2.3 Guiding Thoughts and Research Questions
Tackled in this Work

Based on the previous reviews, we can identify several knowledge gaps for
the considered materials. These will be addressed in the following in terms of
specific research questions that we focus on within the scope of this work.
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LiPS Compounds

1. Can we generate reasonable LiPS glass structures by applying simulated
melt-quenching schemes? How do the structures compare to experiments?

2. What can we learn about the thermodynamics of the LiPS system? How
stable are the glasses in comparison to the crystalline phases?

3. How does the structure of LiPS glasses compare to the crystalline phases?
What is the role of the underlying structural units PS3–

4 , P2S4–
7 and P2S4–

6 ?
Are only these units observed or do other (defective) units occur, too?

4. In terms of Li+ transport properties, can we derive structure-property
relationships between the structural units and the diffusion coefficients?
What is the diffusion mechanism in LiPS glasses?

5. For structures such as c-Li4P2S6 that exhibit a poor ionic conductivity due
to a low concentration of intrinsic point defects, is it possible to tweak the
concentration by allowing for external defect equilibria?

6. Can we deepen the understanding of the interfaces, both against Li metal
anodes as well as internal interfaces in LiPS glass-ceramics? How insight-
ful is the defect thermodynamics in this regard?

Li6PS5Br

1. Are the experimental trends (decreasing lattice constant and changing
Li+ substructure with increasing Br−/S2− site-exchange) captured in the
DFT calculations and can they be explained?

2. How does the thermodynamic stability of the material depend on the
Br−/S2− site-exchange? As high degrees of Br−/S2− site-exchange are
reached at high temperatures, entropic contributions seem to play a role
in this regard. Can they be assessed and used to predict the equilibrium
site-exchange at arbitrary temperatures?

3. What is the reason for enhanced bulk ionic conductivities upon the in-
troduction of Br−/S2− site-exchange? Can we understand the atomistic
mechanism behind it, and how does it relate to the observed changes
in the Li+ substructure? With respect to cycling under pressure or the
occurrence of local strains upon volume changes of the electrodes during
(de)lithiation, how does mechanical loading influence the Li+ diffusion?

4. What is the role of GBs? How do they locally interact with the Li+ diffusion
and different degrees of Br−/S2− site-exchange?



30 Chapter 2. Sulfide Solid Electrolytes − State of the Art

Li7SiPS8

1. How does the ortho- and tetra-phases of Li7SiPS8 relate to each other in
terms of relative stability? Is the stability influenced by the (dis)order of
the PS3–

4 /SiS4–
4 units? Are both phases thermodynamically stable, or is a

decomposition into other materials more favorable?

2. How high is the ionic diffusion in both phases? Do the orthorhombic and
tetragonal symmetries of both phases lead to distinct anisotropy in the
Li+ mobility?

3. What is the reason for the conductivity improvement upon the application
of pressure on tetra-Li7SiPS8 powder samples? Can we confirm/exclude
that it is due to a distinct dependence of the bulk transport properties on
the applied pressure?

4. What are the mechanical properties of the material? These are essential in-
put parameters for our theoretical partners to perform mesoscopic particle
simulations investigating the particle-particle contact under pressure.

5. How is the interface (in)stability against Li metal? Can reaction paths
and intermediate interphases be deduced?



3 Theoretical Background

In the previous chapter we saw that sulfide SEs are rather complex systems
exhibiting intricate relationships between composition, synthesis, structure and
properties. Therefore, theoretical approaches and simulations can be especially
helpful as complimentary methods to experiments. In the following we will
explain why electronic structure calculation in the framework of DFT have
been used as method of choice for this work. Furthermore, the properties of
interest will be introduced and we will show how these can be assessed from the
calculations. Where applicable, a short excursus into the theoretical background
is given.

3.1 Atomistic Modeling

3.1.1 Classical Approach

In the context of materials research a typical question we like to ask is: For
a given material, how do specific changes in the atomic structure or external
variables (e.g., adding dopants, introducing defects, applying strain, ...) influ-
ence a certain property? The answer to such a question then ideally leads to
optimization strategies and finally to improved materials. To answer such ques-
tions, it is obviously necessary to resolve the structure on an atomic scale in the
simulations.

This can, for instance, be done using classical atomic modeling approaches.
The term “classical” indicates that the smallest modeled entity is the atom or ion;
electrons are not explicitly treated. The interactions between particles are de-
scribed by interatomic potentials that are able to determine the potential energy
of a system, from which interatomic forces can be derived.229,230 Interatomic
potentials should not be confused with force fields, which directly determine
the interatomic forces.231 Recently, interatomic potentials generated based on
machine learning approaches have become more and more prominent.232 Typi-
cally, such approaches enable the analysis of atomic models consisting of several
thousands up to millions of atoms within simulation times of nanosecond up to
microseconds. Unfortunately, issues with respect to reactivity, charge transfer,
transferability or the treatment of several chemistries simultaneously.233 In the
context of battery materials this is clearly disadvantageous when it comes to
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the modeling of (de)lithiation processes or the modeling of interfaces between
sulfide SEs (at least containing Li, P, S) and cathodes (in the simplest case
containing Li, Co, O). Furthermore, the generation of interatomic potentials
for complex systems is a difficult task. Therefore, potentials are typically not
available for systems that have only been discovered recently or are too complex,
and a theoretical treatment must rely on other modeling techniques.

3.1.2 Quantum Mechanics: The Schrödinger Equation

To be able to still model the systems of interest on an atomic scale, electronic
structure calculations need to be employed. In theory, these types of calculations
do not need any other input except for the types of investigated atoms and
their initial positions. This is best reflected in the time-independent Schrödinger
equation,233

ĤΨ(r1, ...,rN ,R1, ...,RN )= EΨ(r1, ...,rN ,R1, ...,RN ) , (3.1)

where the electronic many-body wave function Ψ depends on the coordinates of
all electrons r and nuclei R (vectorial variables are indicated in bold). In this
eigenvalue equation Ĥ is the Hamilton operator and the energy E represents
the eigenvalue of the system. Formally, Ĥ comprises the kinetic energy of all
electrons and nuclei, the Coulomb interaction among all them and the interac-
tion with an external field. Owing to the Born-Oppenheimer approximation, the
slow movements of the nuclei compared to the fast movements of the electrons
allows for a separation of their wave functions.234 Therefore, the positions of the
nuclei can be considered fixed in space while treating only the electronic part of
the wave function. In absence of an external field Ĥ can therefore be reduced to

Ĥ =
∑

i
− ħ2

2me
∇2 +

∑
i< j

q2

|ri −r j|
+

∑
ik

Qkq
|ri −Rk|

. (3.2)

In this form, Ĥ now only features, from first to last term, the electron kinetic
energies, electron-electron Coulomb interactions and electron-nuclei Coulomb
interactions. Here, ħ is the reduced Planck constant, me the electron mass, ∇
the Nabla-Operator, q the elementary charge and Qk the charge of nucleus k.

Once the Schrödinger equation is solved, i.e., E andΨ are known, the system
of interest is fully characterized and all its properties can be deduced. For
example, a comparison of E could reveal which isomer of a molecule or crystal
phase of a solid material is the most stable one (at 0 K). If a chemical reaction
is considered, and E of all products and educts is known, a reaction energy
can be calculated. Based on Ψ further properties such as the polarizability and
spectroscopic properties are obtained.

Despite the introduced simplification, however, the exact or numeric solution
of the Schrödinger equation is only possible for small systems.235,236 For systems
of the sizes that we are interested in (approximately 10-250 atoms with 100-2000
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electrons) it is virtually impossible to solve the Schrödinger equation. This is
due to its exponential increase in complexity with the number of particles. For
example, using a rough grid of only 10×10×10 points for the representation of
a five-electrons wave function requires the storage of (103)5 = 1015 floating point
numbers. Assuming 8 bytes per float with double precision accuracy, it would
consume 8 Petabytes of disk space. We clearly see that further steps are required
in order to make electronic structure calculations more practical. DFT is a clever
workaround to the solution of the many-body problem that won Walter Kohn,
one of the conceptual founders of DFT, the Nobel Prize in Chemistry in 1998.237

3.1.3 Density Functional Theory

The aim of DFT is the same as solving the Schrödinger equation: We want to as-
sess certain properties of the investigated system only based on the coordinates
of an atomic model. Not to lose track of the big picture, let us postpone the basic
theory of DFT to the following subsections. Instead, let us first briefly outline to
what extent DFT has been used in the present work and how it connects to our
main properties of interest. This is also roughly illustrated in Figure 3.1. The
individual methods and properties will be discussed in more detail throughout
this chapter.

To be able to start a calculation, it is the scientist’s task task to provide a
reasonable structural model that proves descriptive for the problem setting at
hand. Frequently, as in the case for amorphous structures, this is far from a
straightforward task. As an approximate method, descending from Schrödingers
approach, DFT is an electronic structure method that gives access to the elec-
tronic structure of a many-body system. For example, it allows for the calculation
of the electronic density of states (eDOS) and band gap as outlined in Section 3.2.

Similarly to solving the Schrödinger equation, also DFT can be used to
calculate Etot, the total energy of the system. This quantity has been used to
determine reaction energies or relative stabilities among systems with the same
composition but different atomic arrangements (see Section 3.4). Furthermore, it
allows for the calculation of many other properties that are related to the energy,
such as defect formation energies (Section 3.5.1) or GB energies (Section 3.5.3).

Another important output of DFT calculations are the forces acting on each
atom. The forces enable static structure optimizations, an important prereq-
uisite for many analyses. Moreover, they allow for the calculation of phonons
within static approaches, which can be used to assess the vibrational entropy
(Section 3.4.5). Forces are also indispensable for the determination of transport
properties (Section 3.6). Using the NEB approach, which applies particular force
constraints to virtually connected images of the same system, also the migration
barrier of ionic migration paths can be calculated (Section 3.6.2).

Furthermore, AIMD simulations are only possible if the forces are known
(Section 3.3.6). These types of calculations enable the investigation of various
dynamic properties, including ionic transport. In the case of unstable interfaces,
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FIGURE 3.1: Schematic overview of properties that can be accessed using DFT calcula-
tions and their relations.

as it seems to be the general case when sulfide SEs are brought into contact with
Li metal, it is possible to monitor interface reactions in an AIMD simulation and
deduce reaction paths and products (Section 3.4.7). Additionally, AIMD lets us
mimic certain experimental procedures such as melt-quenching schemes which
have been used in order to generate amorphous LiPS structures (Section 3.3.8).

In conclusion, DFT calculations are quite versatile when it comes to ana-
lyzing materials properties. The electronic structure, Etot and atomic forces
represent basic output quantities that are indispensable for further analyses
and approaches. We will therefore briefly show in the following how they can
be obtained within DFT. To this end, and in order to have a complete picture,
let us revisit the basic thoughts that led to the development of DFT first. After-
wards, we will review the mentioned properties in more detail and introduce the
relevant theory where necessary in short excursuses.
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Conceptual Background of Density Functional Theory

We saw that the many-body wave function is a quantity that heavily complicates
the treatment of Schrödinger’s equation. Hohenberg and Kohn realized this
issue and formulated two theorems that put a much simpler quantity, namely
the electron density n(r), into focus:238

1. There is a unique functional dependence between the external potential
(caused by the fixed nuclei) and the real ground state electron density
n0(r) of a system. Consequently, also the energy is a functional of the
density.

2. The ground state electron density n0(r) minimizes the energy functional,
E0 = E[n0(r)].

In other words, if we are able to derive n0(r) and know the relation to calculate
E0 we would be able compute relative stabilities, reaction energies and further
properties of the system. This leaves us with the question of how to determine
n0(r) and its relation to E0.

Calculation of the Electronic Structure and Etot

To calculate n(r) Kohn and Sham developed a self-consistent scheme that avoids
dealing with the many-body wave function.239 Instead, the many-body wave func-
tion is split into a set of one-electron wave functions. The term “self-consistent”
indicates that an initial guess for n(r) is needed. Next, during the calculation
this initial guess is processed and after one cycle an updated n(r) is obtained.
This procedure is repeated until n(r) is converged within the desired accuracy.
The workflow for such an optimization of n(r) is:

1. Start with an atomic structure and a trial electron density.

2. Calculate the effective Kohn-Sham potential vKS based on the supplied
electron density, the external potential vext due to the fixed nuclei and the
exchange-correlation potential vext,

vKS(r)= vext(r)+
∫

n(r′)
|r−r′| dr′+vxc(r) . (3.3)

3. Using the Kohn-Sham Hamilton operator HKS = −1
2∇2

r + vKS determine
the one-electron Kohn-Sham wave functions ψi by solving the Kohn-Sham
equations,

HKSψi(r)= εiψi(r) . (3.4)

4. Update the electron density,

n(r)=
N∑
i
|ψi(r)|2 . (3.5)
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5. Stop if the desired convergence criterion is reached. Otherwise, restart
the cycle at step 2 with the updated electron density as new input keeping
the atomic structure untouched.

Once the electronic structure is converged the electronic energy Eel of the system
can be calculated,

Eel =
∑
εi −

1
2

∫ ∫
n(r)n(r′)
|r−r′| dr dr′−

∫
vxc(r)n(r) dr+Exc[n(r)] . (3.6)

The exchange-correlation energy Exc and vext mentioned above are correction
terms that should compensate for all introduced approximations. For now, they
should not distract us and we will revisit them in Section 3.2.2. As a last step,
the total energy Etot of the initially provided atomic structure is obtained if the
energy due to the ionic system is added to Eel.

Force Calculation and Structure Optimization

The positions of the nuclei are initial input parameters of a DFT calculations
and kept fixed during the self-consistent electronic cycle as described in the
previous section. In many case, however, the provided nuclei positions might
not correspond to a (local) minimum in phase space with the given choice of
computational settings. Therefore, they need to be structurally optimized before
accurate properties of the material can be obtained. The structure optimization
requires knowledge of the atomic forces F acting on each nuclei. The calculation
of F is formalized by the Hellmann-Feynman theorem,240

dE
dλ

= d
dλ

〈ψ|H|ψ〉 =
〈
ψ

∣∣∣∣dH
dλ

∣∣∣∣ψ〉
, (3.7)

which allows to replace the dummy variable λ with atomic positions R of atom i,

Fi =−∂E(R1, ...,RN , )
∂Ri

. (3.8)

After all forces are known the ions can be displaced accordingly in a direction
that minimizes the forces. Most commonly this is done using conjugate-gradient
or quasi-Newton methods.241 The updated positions can be used as new initial
atomic structure to restart the self-consistent electronic cycle, to calculate new
forces and to optimize the atomic positions again. This loop is repeated until
the desired convergence criterion for forces or total energy is reached. The
convergence criterion needs to be defined by the user and can depend on the
investigated property and the size of the system.

Computational Details

For all electronic structure calculations performed in this work we have used the
Vienna ab Initio Simulation Package (VASP).242–245 The convergence criterion for



3.2. Electronic Structure 37

the electronic cycle was set to 10−6 eV or lower. Standard structure optimizations
were performed using different algorithms until all forces fell below 10−2 eV/Å.
Mostly, the conjugated gradient and Newton-like algorithms as implemented by
VASP were applied. Occasionally, we relied on algorithms as implemented by the
Henkelmann group (see their website).246 For more details concerning related
mathematical algorithms, the interested reader is referred to textbooks on this
subject.241

3.2 Electronic Structure

Above we illustrated the basics of DFT as a method to determine the electronic
structure. Based on the electronic structure, selected electronic properties can
be analyzed as follows.247

3.2.1 Charge Density, eDOS and Band Gap

The analysis of the electron density n(r) can be the first step if the electronic
structure of a system is of interest. Typically, this is done graphically. One
way is to plot n(r) for a specific plane, e.g., between two atoms to investigate
their bonding character. Alternatively, isosurfaces of n(r) are visualized using
programs such as VESTA248 or OVITO249 as shown in Figure 3.2 (a) and (b). The
latter approach was used to verify whether “unusual” structural units observed
in LiPS glasses are indeed covalently bonded (see Section 4.3.6).

The eDOS can be computed based on the eigenvalues εi, i.e., the energy
states, of the solved Kohn-Sham equations (Equation 3.4). These can be used
to determine Nel.(E), the number of states encountered up to a given energy E.
The eDOS indicates how many electronic states are present within an energy
interval,

eDOS(E)= dNel.

dE
≈ ∆Nel.

∆E
= Nel.(E+∆E)−Nel.(E)

∆E
. (3.9)

To avoid a step-like behavior in eDOS plots, some sort of smoothing is typically
applied.250 A common Gaussian smearing has mainly been utilized in this work.

An exemplary eDOS of tetra-Li7SiPS8 is shown in Figure 3.2 (c). The total
eDOS can be broken down into the orbital contributions of individual ions. These
projected eDOS can therefore also be used to deduce the bonding character by
analyzing orbital hybridization: For the illustrated example, the contributions of
S often overlap with those of P or Si, indicating a covalent S−P and S−Si bonds,
as present in the SiS4–

4 and PS3–
4 units. We have used the projected eDOS also in

the context of interface reactions between Li7SiPS8 and Li metal in Section 6.4.4.
In this regard, the partial and total eDOS were used to confirm the formation of
reaction products.

The energy of the highest occupied state and the lowest unoccupied state of
the eDOS define the electronic band gap Eg of the material. Physicist typically
call these states valence band maximum (VMB) and conduction band minimum

https://theory.cm.utexas.edu/vtsttools/index.html
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FIGURE 3.2: (a) Exemplary isosurface of the electron density within a P2S2–
6 unit. (b)

The same electron density at an higher level of the isosurface. (c) The calculated eDOS
of tetra-Li7SiPS8. Conventionally, EVBM = 0.

(CBM), respectively, while chemist often prefer the terms highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO).251

If VMB and CBM are directly adjacent, only small excitations are needed to
promote electrons into the conduction band. As a result, the material should
exhibit metallic character. If VMB and CBM are not adjacent to each other, the
distance between them defines the band gap,

Eg = ECBM −EVBM . (3.10)

In the context of our generated amorphous LiPS structures we calculated Eg
in Section 4.3.8 to verify that they are true ionic conductors: If no band gap or
only small values for Eg had been obtained, the amorphous structures would
have been electronic or mixed electronic-ionic conductors. This would have
disqualified them for the usage as SEs.

When analyzing band gaps, however, two issues need to be kept in mind.
First, if one is interested in whether the material exhibits a direct or indirect
band gap, the calculation of the full band structure is necessary. Because such a
question is usually only important for understanding the electronic conductivity
in semiconductors,252 it is of no interest here. Second, standard DFT approaches
commonly underestimate the band gap.253 This can be problematic because
materials that seem to be metallic based on the calculated electronic structure
might actually exhibit a band gap in reality. The underestimation of Eg is a
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result of a spurious electron self-interaction. The corrections to this term and
to all approximations that have been applied are embedded in the exchange-
correlation terms.

3.2.2 Excursus 1: The Exchange-Correlation Functional

Equation 3.6, presented above, is formally exact because the two exchange-
correlation terms vxc and Exc, with

vxc =
∂Exc[n(r)]
∂n(r))

, (3.11)

compensate for all approximations that have been introduced. The complex task
of solving the Schrödinger equation has therefore been passed down to finding a
suitable expression for the unknown exchange-correlation functional Exc. Hence,
the accuracy of the DFT calculation depends on the quality of Exc and different
levels of theory have been applied in order to derive expressions for it.254

Within the local density approximation (LDA), as the name implies, Exc is a
local property and only depends on the local value n(r).238 The LDA approach
was then advanced to the generalized gradient approximation (GGA). Within
GGA, also local electron density gradients [∇n(r)] are accounted for. Among
the various existing GGA functionals, a famous example is the Perdew-Burke-
Ernzerhof (PBE) functional that has been used for all DFT calculations in this
work.255–258

For completeness we mention further types of exchange-correlation func-
tionals that go beyond GGA theory. The most common ones are meta-GGA
functionals (including second derivatives of the density), DFT+U approaches
(addition of a Hubbard correction term U for a better description of strongly
localized electrons), or computationally demanding hybrid functionals (relies on
Hartree-Fock theory).259

3.3 Atomic Structure

The atomic structure is one of the few necessary inputs needed to execute DFT
calculations. It is typically provided as a list of atomic coordinates within a cho-
sen crystallographic cell of the material. For solid materials the atomic structure
can be classified based on different aspects such as dimensionality (2D or 3D
materials) or symmetry considerations.260 One of the most fundamental classifi-
cations distinguishes between crystalline and non-crystalline (i.e., amorphous or
glassy) materials.261 As described in Chapter 2, both these forms are important
in the context of sulfide SEs. Let us therefore review their features and what
implications they pose on the simulations.
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3.3.1 Crystalline Materials

Crystalline materials are characterized by a periodic arrangement of its con-
stituents. The so-called unit cell is the smallest repetitive unit in a crystal. It
is spanned by three lattice vectors and can contain an arbitrary amount of
atomic species whose positions are commonly given in fractional coordinates of
the lattice vectors. The unit cell and its arrangement of atomic species define
the crystal symmetry or so-called space group of the material.262 By applying
translational symmetry operations to the unit cell a macroscopic crystal is
formed.

Where does a crystalline starting structure for the calculations come from?
Typically, they can be obtained from databases (e.g., the Crystallography Open
Database263 or the Materials Project264), from literature or experimental part-
ners. The base crystalline structures analyzed in this work have all been resolved
experimentally beforehand and were provided by our experimental partners or
retrieved from literature. We note, however, that it is not compulsory to start
with a known structure. In the field of theoretical structure prediction, an analyt-
ically unsolvable problem, the aim is to find reasonable crystal structures based
on a defined composition by utilizing specific heuristic and meta-heuristic algo-
rithms.265 Also in high-throughput studies unknown materials are commonly
treated.266 Typically, such studies start with well defined crystal structures.
Next, the atomic sites are systematically occupied with various atomic species
and the property of interest is monitored. If a promising new material is identi-
fied in the calculations, such studies can serve as guide to the experiment.

Regardless of the origin of the initial structural model, its underlying period-
icity depicts an ideal advantage for effectively performing DFT calculations. This
is because DFT is still rather limited with respect to the system size: Even when
relying on high-performance computing facilities, the handling of systems with
approximately 2000 electrons or more becomes hardly practical. Obviously, such
small systems could at most represent nanoparticles but not bulk materials. The
periodicity observed in crystals, however, benefits the calculations and allows
for simulating a bulk material by applying periodic boundary conditions (PBCs).

3.3.2 Excursus 2: Periodicity and the Basis Set

In the spirit of Bloch’s theorem we acknowledge that we do not need to model
a full crystal consisting of 1023 atoms.267 Instead, it is sufficient to properly
describe only the smallest repetitive unit, or few of them, to represent a bulk
material. The infinite crystal and its electronic structure are then simulated by
applying PBCs as depicted in Figure 3.3.

When solving the differential Kohn-Sham equations (Equation 3.4) it is
therefore beneficial to express the Kohn-Sham wave functions ψ in terms of a
basis set, or in other words, as a superposition of a set of specific functions.268 A



3.3. Atomic Structure 41

FIGURE 3.3: Illustration of a bulk
material modeled with one unit cell
under periodic boundary conditions
(PBCs). The periodicity applies to
both the atomic arrangement and
electronic structure, i.e., the wave
functions.

ψ(r)

prominent choice, which has also been used in this work, is to apply a plane wave
basis.245 This is because plane waves are inherently compatible with periodicity,

ψk(r)=
∑
G

cG+k expi(G+k)·r . (3.12)

The k-points k are wave vectors confined to the first Brillouin zone (the primitive
cell of the reciprocal crystal lattice), G is a reciprocal lattice vector and cG+k the
respective plane wave coefficient.

For accurate simulations, two settings need to be converged, and in many
case a compromise between accuracy and computational effort has to be made.
The first one is the number of sampled k-points. The choice depends on the
property of interest, the system at hand and its cell size. A small system in real
space corresponds to a large system in reciprocal space and therefore requires a
large number of k-points. For large cells in real space, often only one k-point,
namely the gamma-point at (0,0,0) in reciprocal space, is considered.250 The
same holds true for AIMD simulation which will be presented in Section 3.3.6.
The second setting is the cutoff energy Ecut of the plane wave basis set,

Ecut =
ħ2

2me
G2

cut with |G+k| <Gcut . (3.13)

Larger values for Ecut will include more plane waves with higher energies
resulting in a more accurate representation of the wave function.

Computational Details

All AIMD simulations were only performed at the gamma-point. For static
calculations, we made use of the KSPACING tag used by VASP instead of manually
defining the k-points. This ensures consistency when comparing the properties
of differently sized or differently shaped supercells. Using this approach, the
number of k-points Nk is automatically calculated according to size of the
reciprocal simulation cell,

Nk =max
(

1,
bi

KSPACING

)
, (3.14)



42 Chapter 3. Theoretical Background

TABLE 3.1: Used values for Ecut and KSPACING for the respective calculations. Values
of Ecut marked with † represent calculations that have been performed using a pseu-
dopotential for Li that only treats one electron explicitly as described in Section 3.3.4.

Material system Calculation type Ecut KSPACING

LiPS

Static 600 / 420† 0.25
AIMD 420† gamma-only

Phonons 600 0.25
eDOS 420† 0.25

Li6PS5Br
Static 600 0.25
AIMD 499 gamma-only

Phonons 800 0.25

Li7SiPS8

Static 600 0.25
AIMD 499 gamma-only

Elast. prop. 900 0.25
eDOS 600 0.125

where bi is a reciprocal lattice vector. Our final sets of parameters for the various
investigations are listed in Table 3.1.

3.3.3 Supercell Approach

Several bulk properties such as Etot, the eDOS or elastic constants can be
obtained by simulating only one unit cell. For other cases, however, one unit
cell might not be representative. This becomes clear when a simple example
is treated: Let us assume we are interested in vacancies in Li metal. Li metal
crystallizes in a body-centered cubic structure and contains two atoms per unit
cell. If we treated only one unit cell and removed one Li atom from it, we would
simulate an unreasonable system with a vacancy concentration of 50%. Viewed
differently, this corresponds to simple cubic arrangement of Li atoms with an
absurdly large lattice constants.

To circumvent such a scenario, the so-called supercell approach is commonly
applied.269 Instead of treating only a single unit cell, the system is replicated
as often as necessary and/or computationally feasible. For the example above,
a more reasonable approach could be to set up 5× 5× 5 supercell and only
introduce a single Li vacancy in one of the 125 unit cells. The full supercell is
then subjected to the PBCs. In this context, care needs to be taken that the
vacancy does not interact with itself via its periodic images. To this end, the size
of the supercell needs to be chosen such that spurious self-interaction between
periodic images is kept on a negligible level and/or correction schemes, especially
for charged systems, need to be applied.270
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3.3.4 Excursus 3: Pseudopotentials

If the calculations demand the usage of supercells, the number of treated atoms
can increases quickly. Eventually, the number of electrons is likely to exceed
what can be reasonably simulated. This is especially critical if the material
consists of heavier elements that possess many electrons. In the majority of cases,
however, the electrons close to the nucleus barely affect the physics of interest
and only a correct description of the valence electrons might be necessary.
This led to the development of pseudopotentials that replace the complicated
potential originating from the interplay of nucleus and core electrons with an
effective potential.271 Outside a given cutoff the pseudopotential restores the
real potential as shown in Figure 3.4.

This approach has two advantages. First, much fewer electrons need to
be handled explicitly and the computational demand is reduced substantially.
Second, the energy cutoff Ecut of the plane wave basis set can be reduced. This is
because the pseudopotentials lead to much smoother wave functions compared to
the real ones that are strongly oscillating close to the nuclei. For the latter case,
much high-energy plane waves (i.e., a high Ecut) would be needed to adequately
reproduce the wave functions adequately.

Pseudopotentials have been developed in different “flavors”.271 These include
norm-conserving or ultra-soft pseudopotentials. More elaborate approaches
make use of projector augmented-wave (PAW) pseudopotentials which allow to
reconstruct the original core wave functions.273,274

Computational Details

All DFT calculations reported in this work have been executed using PAW pseu-
dopotentials as included in the VASP code. They are summarized in Table 3.2.
For the treatment of pure LiPS phases, we have initially relied on a pseudopo-
tential for Li where only the outermost electron is explicitly modeled. Later,

FIGURE 3.4: Schematic
comparison of the result-
ing wave functions based
on the real potential (blue)
and based on a pseudopo-
tential (magenta).272
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TABLE 3.2: Used pseudopotentials (names as referenced in the files provided by VASP)
for the elements simulated in this work together with the number of electrons that are
treated as valence electrons.

Element Pseudopotential Name number of valence electrons
Li PAW_PBE Li 17Jan2003 1
Li PAW_PBE Li_sv 10Sep2004 3
Si PAW_PBE Si 05Jan2001 4
P PAW_PBE P 06Sep2000 5
S PAW_PBE S 06Sep2000 6
Br PAW_PBE Br 06Sep2000 7

the pseudopotential including all three electrons has been used to recalculate
relative stabilities of glasses compared to crystalline phases and to calculate
phonons. For all remaining calculations, the pseudopotential for Li with three
electrons has been used from the very beginning.

3.3.5 Amorphous Materials

So far, we have only considered DFT for the simulation of crystalline materials.
As addressed in Section 2.1.3, however, amorphous phases play an important
role for sulfide SEs and also addressed in this work. In contrast to crystalline
materials, all amorphous materials are characterized by the absence of a distinct
long-range order.261 As a result, two dilemmas are faced when simulating amor-
phous structures. First, there are typically no structural models available for
amorphous phases that could be used as input for the DFT calculations. Instead,
such models need to be created first, which is a complex task134,135 and topic
of Section 3.3.8. Second, PBCs will lead to an artificial long-range order due to
the periodic images. Therefore, sufficiently large systems need to be modeled to
limit self-interaction between periodic image when simulating bulk glasses.

Despite the lack of long-range order, most amorphous materials exhibit a
unique short-range order.275 For the glassy LiPS materials the obvious short-
range order is reflected in the various well defined phosphorous sulfide structural
units.115 For such a case it is helpful to analyze whether a more extensive order
in the vicinity of the structural units is observed. To this end, an analysis
of radial distribution function (RDFs) can be applied.276 RDFs illustrate how
likely particles are in the vicinity of other particles and an example is sketched
in Figure 3.5. The computation of an RDF can easily be performed based on
the atomic positions of DFT simulations. RDFs are calculated by counting the
number of ions Nr within shells of thickness ∆r at an interatomic distance r,

RDF(r)= 1
ρ0

Nr

4πr2∆r
, (3.15)
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FIGURE 3.5: Illustration
of the relation between an
amorphous structure and
its RDF. In the absence of
any order the RDF of an
amorphous structure con-
verges to a value of unity
at large interparticle dis-
tances.

where ρ0 = N/V is the average particle density that only depends on the sim-
ulation cell volume V and total number of particles N. For truly amorphous
materials, the RDF should converge to a value of 1, which indicates no preferen-
tial correlation between the interparticle distances. Such a converging behavior
can be a first estimate of whether a sufficiently large system has been simulated.
Whereas the total radial distribution function (tRDF) involves all atoms, par-
tial radial distribution function (pRDFs) only take into account specific atomic
species and can enable a more detailed analysis of how the atomic structure is
correlated.

Computed RDFs can be compared to experimental ones, commonly obtained
by scattering methods, to estimate the quality of generated structures. Such
a case is presented in Section 4.1.2, where experimentally taken reduced pair
distribution functions G(r) needed to be converted to RDFs first,

RDF= G(r)
4πrρ0

+1 . (3.16)

Different elements in the material, however, typically possess different scatter-
ing powers with respect to the experimental particle source (X-ray or neutrons).
Therefore, the scattering intensity is influenced and weighting factors wi j, for
every pair of atomic types i and j, need to be applied to the simulated RDFs to
make the data comparable. For simplicity, we used constant weighting factors,

wi j =
(2−δi j)ci c j f i f j∑

i, j≤i(2−δi j)ci c j f i f j
, (3.17)
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where c depicts the atomic concentrations. As we have only used experimental
data obtained vie X-rays, the scattering factors f were chosen to emulate the
number of electrons attributed to different atom types: fLi = 2, fP = 12 and
fS = 17.5. Finally, the weighted RDF is obtained based on the determined
pRDFs,

weighted RDF= 1+
∑

i, j≤i
wi j

[ pRDFi j

(2−δi j)ci c j
−1

]
. (3.18)

There are two remaining issues that need to be kept in mind. First, RDFs
are non-univocal; different structures can lead to similar RDFs. Second, DFT
can only handle relatively small structures and the resulting RDFs from static
calculations will be rather coarse. Simple smearing methods certainly help
smoothing the data but might be inappropriate. A more sophisticated approach
relies on dynamic DFT calculations. These AIMD calculations allow for the
simulation of materials at finite temperature and feature the full ion dynamics. A
smooth RDF is then obtained by taking the time-average over entire trajectories.
Because AIMD simulations are an essential method of this work, let us shortly
examine their basic principles in the following.

3.3.6 Excursus 4: Ab-initio Molecular Dynamics

The aim of MD simulations is to progress the system in time in order to study
its dynamics.277 To this end one needs to solve the equations of motion tat are
described in the framework of classical Newtonian dynamics,

Fi = miR̈i , (3.19)

where mi and Ri are the mass and acceleration of atom i. Whereas classical MD
simulation obtain F based on interatomic potentials, AIMD simulations perform
a full electronic optimization of the system at every time step to calculate
to calculate F. This is the reason why the computational demands for AIMD
simulations are orders of magnitude higher than classical MD.

The time integration of Equation 3.19 can be done in various ways. Typically,
a Verlet algorithm is employed.278,279 Depending on the desired calculation
settings, a thermostat and/or a barostat can be coupled to the simulation box
to control temperature and/or pressure.280,281 Due to the small system sizes of
typical DFT simulations, however, these thermodynamic variables are naturally
subjected to spurious fluctuations.282 For most AIMD studies, the simulations
are therefore performed at constant volume.

The capabilities of AIMD simulations are manifold: In addition to th calcula-
tion of smooth RDFs, as described above, we have used AIMD simulations (i)
to generate amorphous structures via melt-quenching schemes (Section 3.3.8),
(ii) to determine the ionic transport properties (Section 3.6), (iii) to analyze the
structure, i.e., the average Li+ distribution, at finite temperature, and (iv) to
study the interface stability of SEs against Li metal at finite temperature.
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Computational Details

All AIMD simulations of this study have been performed in the canonical (NVT)
ensemble (see Section 3.4.1), i.e. with a fixed number of particles and a fixed
simulation box. A Nosé-Hoover thermostat is used for temperature control and
the time step has been set to 1 fs.283 To keep the computational demand on
a reasonable level, the convergence criterion for the electronic optimization
cycle has been reduced compared to static calculations and was set to 10−5 eV.
Moreover, only the gamma-point was sampled and Ecut was reduced to the
recommended value as specified in the pseudopotential files that are shipped
with VASP.

3.3.7 Glass Formation

Before we explain how amorphous structures have been generated using a
melt-quenching scheme, it is useful to address the glass formation process. For
many materials this is a complex competition between crystalline and glassy
phases that involves thermodynamics as well as kinetics.284,285 As an example,
Figure 3.6 shows the temperature dependence of phase volume and highlights
the different melting behaviors of crystalline and glassy materials.286 Whereas
crystalline phases possess a well defined melting temperature Tm, glasses
exhibit a glass transition. The glass transition is located around the glass
transition temperature Tg and represents a temperature regime during which
the properties of the glass change gradually until it cannot be distinguished
from the melt anymore or starts to crystallize.

Let us assume we have fully melted the system and the melt is above
Tm. Next, it is cooled until it reaches Tm. There are two possibilities for the
further evolution of the system. First, the material is able to form crystallization
seeds. Once these reach a critical size they start to grow. The released heat

Tg Tm
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superionic
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Temperature
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FIGURE 3.6: Illustration
of the temperature-
volume dependence of a
system that comprises
crystalline and glassy
phases. The glass tran-
sition temperature Tg
indicates the onset of the
glass transition.
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of crystallization maintains Tm as long as both phases are present. Assuming
that the crystal is more dense than the melt, the system moves vertically down
but remains at Tm. Once the crystallization is complete we reach the corner
of the dashed line in the lower right part of Figure 3.6. Form this point on the
temperature can be decreased further and the system moves to the left along
the line labeled with “crystal”.

Alternatively, when coming from the melt, the crystallization can be pre-
vented due to multiple reasons such as fast cooling or the inherent properties of
the material. As a result, the melt is able to remain in a supercooled state.286

Once temperatures close to Tg are reached, the properties of the supercooled
melt start to change gradually. This is strongly pronounced for the viscosity,
which typically changes by several orders of magnitude and reveals the forma-
tion of a solid glass.287 In this regard, kinetics can influence the final properties
of the glass. This is indicated in Figure 3.6 as different cooling rates dT/dt
can result in different volumes: When being cooled quickly, the constituents of
the supercooled melt do not have enough time to properly rearrange. Instead,
kinetic freezing of unfavorable local configurations from the supercooled melt
lead to larger volumes or less stable materials. If high cooling rates are chosen,
such a scheme are referred to as melt-quenching procedures and will be topic of
Section 3.3.8.288

Experimentally, mechanochemical approaches seem to be favored over melt-
quenching for the synthesis of sulfide SEs.116,118,124,138,149,289 Subsequently,
these glasses are often subjected to heat treatments. Under such conditions
the systems starts on one of the lines labeled with “glass” in Figure 3.6. Once
it surpasses the glass transition regime during the heat treatment, it is again
in the state of a supercooled melt. If enough time is provided at this stage,
(partial) crystallization is commonly observed for sulfide SE glasses and the
system follows one of the arrows pointing downwards.

It can then reach back to the line labeled “crystal”. Alternatively, the system
might as well be able to form a different, less stable phase (labeled as “superionic
phase”) with more desirable properties than the thermodynamically stable one.
This is the case for the superionic Li7P3S11 phase, which is not accessible by
means of standard solid state reactions.133 For extended heat treatments, the
superionic phase might as well be converted to the low-energy crystal, which
should be avoided for Li7P3S11.

3.3.8 Preparation of Glass Structures via Melt-Quenching

We have already mentioned that reliable structural models for amorphous
materials are typically not readily available. As a consequence, they must be
generated first. This is not a straightforward task, especially if the material of
interest exhibits a complex short-range order.

Experimentally, the three main synthesis approaches involve mechanochem-
ical routes, wet-chemical methods or melt-quenching schemes. Whereas the first
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FIGURE 3.7: Illustration of a melt-quenching scheme.

two approaches are hardly transferable to electronic structure calculations, a
melt-quenching scheme can be mimicked with atomistic simulations,290 even at
the AIMD level.291 It was therefore chosen as the preferred method to prepare
amorphous structures in this work.

The concept of melt-quenching approaches is simple and illustrated in Fig-
ure 3.7. First, the material is heated above its melting temperature Tm. Typically,
it is then held at a constant temperature for a certain amount of time. Finally,
the melt is quenched quickly enough to avoid crystallization and an amorphous
structure is obtained.

This approach can be transfered to AIMD, keeping in mind the accessible
time scales of the simulations: In practice, simulation times of the order of 100 ps
with approximately 200 atoms are considered to be of medium to long lengths
for a system of reasonable size. If temperature differences of several hundreds
Kelvin need be covered within these time scales, only ultrafast quenching rates
of the order of 10 K/ps (= 1013 K/s) are feasible. These are typically several orders
of magnitude higher than what can be reached in conventional experiments.292

Nevertheless, melt-quenching schemes using AIMD represent an unbiased way
to prepare amorphous structures. Our performed melt-quenching simulations
can be divided in two categories. We distinguish between a “soft” and “brute-
force” approach.

“Soft” Melt-Quenching Approach

The concept behind the “soft” melt-quenching approach was to apply tempera-
tures that are sufficiently high to initialize amorphization, but still low enough
to avoid dissociation of the underlying structural units (PS3–

4 , P2S4–
7 , P2S4–

6 ). This
goes back to the fact that in the amorphous samples the same structural units
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as in crystalline LiPS phases are found. We therefore wanted to preserve these
structural features.

The known crystalline LiPS phases were used as starting structures. Based
on these, we prepared supercells typically containing approximately 200 atoms
to ensure sufficiently large systems. To save computing time, we omitted the
heating step and directly applied moderate to elevated temperatures of up to
1000 K to initiate the amorphization process. During this process, the volume of
the supercells was increased stepwise up to a total volume increase of 25%. The
aim of the volume increase was not to account for thermal expansion as it might
be intuitive to think, but to facilitate the atomic reordering by providing enough
space.

Because none of the initial crystalline LiPS phases has a cubic structure, the
resulting supercells also resulted in anisotropic supercells. To avoid a correlation
between the initial cell geometry and the resulting atomic arrangement, we
also stepwise transformed the supercell shape. Depending on the situation, this
was either done by combining static calculations with AIMD simulations or
by directly employing AIMD simulations. During this process a temperature
of 700 K was applied. After a cubic cell was eventually obtained, the material
was maintained at the elevated temperature for a sufficient amount of time.
The dilated volume was then again compressed until a value close to the initial
volume was reached. The total AIMD simulation time for the amorphization
process amounted to approximately 50 ps.

Again, in order to save computing time, we omitted an explicit simulation of
the quenching process. Instead, the structures obtained from the amorphization
process were directly subjected to static optimizations of the atomic positions
and simulation cell to finally obtain amorphous LiPS models. This corresponds
to an immediate quenching with an infinite quenching rate. At this point, we
found that in some cases individual structural units had dissociated during
the amorphization. To retrieve the ideal structural units, we tried to manually
rearrange the atoms locally. Afterward we performed static structural optimiza-
tion and/or AIMD simulations at low temperature to verify if the processed
structures are stable. This approach was successful in the majority of cases.
For one case, however, we observed an atomic rearrangement corresponding to
2 ·P2S4–

7 →PS3–
4 +P3S5–

10 that could not be recovered after several attempts.

Because the glasses were immediately quenched or partly modified manually,
their Etot from a subsequent structural optimization might be unrepresentative.
To obtain more reliable values the glass models were subjected to AIMD simula-
tions. These simulations were not only used to analyze the Li+ diffusion, but can
also be considered as an annealing step that allows for a better equilibration and
restructuring of the material. The annealing was performed for approximately
40 ps at 300 K followed by a structural optimization. The corresponding Etot are
then used as representative energy for the glasses.
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“Brute-Force” Melt-Quenching Approach

The “brute-force” melt-quenching approach was only applied for the generation
of additional amorphous models with Li4P2S7 composition in the course of
a preceding work. These structures were recalculated and used as basis for
further investigations here. Compared to the soft melt-quenching approach, the
brute-force approach is characterized by much higher temperatures during the
amorphization process. The heating step was omitted and a 2×2×2 supercell of
Li4P2S7 was directly subjected to starting temperatures T of 2000 K or 2500 K
for approximately 30 ps at a volume increased by 10%. During this step a
complete dissociation of all structural units was observed.

Explicit quenching simulations with quenching rates k of 10, 50 and 100 K/ps
were then performed until a temperature of 300 K was reached. The atomic
positions and simulation cell were optimized in static simulations and six as-
prepared amorphous structural models, labeled with the respective starting
temperatures T and quenching rates k as g-quenchT

k (e.g., g-quench2000 K
50 K/ps), were

obtained. The prefix “g-” is always used to indicate glass structures. The applied
melting temperature and quenching rate are shown as subscript and superscript,
respectively.

These as-prepared structural models contained various “unusual” structural
units that will be discussed in more detail in Section 4.3.6. Furthermore, these
structures were used as basis to prepare three idealized structures (labeled as g-
Li4P2S7-mod1, g-Li4P2S7-mod2, g-Li4P2S7-mod3) by manually reconstructing the
commonly observed structural units. These three idealized structures were later
further lithiated to obtain another set of three structures with the compositions
g-Li70P32S112, g-Li76P32S112 and g-Li80P32S112.

3.4 Stability

In the context of material properties the term “stability” can relate to various
concepts depending on the material, the considered time and length scales, or the
conditions of interest. Examples are corrosive stability or mechanical stability
(fatigue, wear, ...) and in many cases the exact meaning of stability needs to be
deduced from the context. In this work, the term stability is exclusively used
from a thermodynamic point of view and more detailed specifications are given
in the following sections.

3.4.1 Thermodynamical Stability

To assess the thermodynamic stability we need to define thermodynamic poten-
tials that depend on the outer constraints (the controlled state variables) and the
materials phase space (positions and velocities of all atoms). The most prominent
thermodynamic ensembles are summarized in Table 3.3 and a state that is truly
thermodynamic stable (thermodynamic equilibrium) is reached if the relevant
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thermodynamic potential of a system is at its extremum.293 For example, in
the microcanonical ensemble the energy of the system is a defined quantity
and thermodynamic equilibrium is reached once the entropy S is maximized.
For the remaining ensembles listed in Table 3.3 the thermodynamic potentials
represent energy expressions that are globally minimized at thermodynamic
equilibrium. Besides global minima, also local minima can occur and represent
metastable states. This is especially relevant for amorphous phases as outlined
in Section 3.4.6.

In the optimal case, the chosen ensemble reflects the real conditions of the
material as close as possible. The microcanonical ensemble could therefore be
used to model isolated systems, such as individual nanoparticles in vacuum.294

It is rather unsuitable, however, to model SEs because they are able to exchange
heat with the environment. The grand canonical ensemble can be used to analyze
electrode materials whose Li content varies during cycling of the battery.105,295

For the simulation of bulk SEs, the presumably most appropriate ensem-
ble is the isothermal-isobaric ensemble that is characterized by the Gibbs
Free Energy G and conserves particles, temperature and pressure. Unfor-
tunately, controlling the pressure via barostats within DFT calculations re-
quires high computational efforts that cannot be afforded in the majority of
cases. Therefore, the NVT ensemble is favored in the majority of AIMD simu-
lations.104,107,135,163,184,207,219,221,296 The thermodynamic stability in the NVT
ensemble is determined by the Free Energy F = E−TS and the total energy
Etot obtained from static DFT calculations can be considered as the Free Energy
at 0 K.

3.4.2 Relative Stabilities

The absolute value of Etot, F or G are usually of little interest. Instead, the
evaluation of energy differences ∆E, ∆F or ∆G between different structures
gives insights about the relative stability of compounds. If entropy and pressure
contributions are small, the stability is mostly governed by E and the result-
ing Etot from DFT calculations can be deployed to characterize the relative
stability:105

∆E = Emod
tot −Eref

tot ≈∆F ≈∆G , (3.20)

TABLE 3.3: Summary of selected statistical ensembles. The state variables involve the
number of particles N, volume V , inner or total energy E, temperature T, pressure p
and chemitcal potential µ.

Ensemble State variables Thermodynamic potential

microcanonical N, V , E S
canonical N, V , T F = E−TS
isothermal-isobaric N, p, T G = F + pV
grand canonical µ, V , T Ω= F +µN
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where Eref
tot and Emod

tot correspond to the total energy of a reference and a modified
system, respectively. If the reference system is the most stable state, then ∆E
will always be positive. The modified system, for example, could correspond to a
different polymorph of the investigated material and we have used this concept
to analyze the dependence between ∆E and the degree of Br−/S2− site-exchange
of Li6PS5Br in Section 5.2 or to judge the relative stability of the orthorhombic
and tetragonal phase of Li7SiPS8 in Section 6.1.

Relative stabilities can also be calculated to relate the stability of several
phases. Considering the formation reaction of a generic SE from a set i of educts
A, ∑

i
ai A i −→ SE , (3.21)

the corresponding formation energy ∆fE,

∆fE = Etot(SE) −
∑

i
aiEtot(A i) , (3.22)

is determined based on the individual Etot of all involved compounds. Negative
values of ∆fE indicate that the reaction is favorable and proceeds spontaneously
unless it is not kinetically hindered.

Equation 3.21 can also be considered in an inverted form and then rather
represents a decomposition reaction. Hence, ∆fE is also sometimes denoted as
decomposition energy depending on the situation. Just as Etot, relative energies
are extensive quantities and is helpful to normalize them. To enable a proper
comparison, all relative energies presented in this work are therefore normalized
by the number of atoms.

3.4.3 Phase Diagrams

Instead of probing only a selected set of reactions, relative stabilities can be used
in a more overarching way to analyze the stability of compounds. This involves
the construction of phase diagrams, which was already achieved for several
material systems in the context of battery materials.104,162,297–299 As an exam-
ple, the LiPS phase diagram according to Chu et al.104is shown in Figure 3.8.
Compared to the ternary diagram previously shown in Figure 2.1 (comprising all
known ternary and the two binary phases Li2S and Li3P), Figure 3.8 comprises
all stable phases and therefore lacks Li2P2S6, Li7P3S11 and Li7PS6 because they
were found to be unstable.

The construction of phase diagrams demands the calculations of the individ-
ual Etot of all phases that can be realized with the set of involved atomic species.
For the ternary LiPS system this implies all elemental polymorphs and all
binary and ternary phases. Next, the elemental phases are used to calculate ∆fE
for every compound and a convex hull algorithm can be used to pinpoint only
the thermodynamically stable phases, which are then plotted in the diagram.300

In some cases, especially if the phase diagram involves dimensions larger than
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three, binary or ternary phases are chosen as boundary phases to generated a
comprehensible graphical representation.297

Computational Details

In Section 4.2 we investigated the stability of crystalline LiPS phases using a
pseudo-binary phase diagram of Li2S and P2S5. For Li7SiPS8 we looked into
decomposition reactions involving Li3PS4 and Li4SiS4. When analyzing the sta-
bility of SEs against Li metal, the decomposition energy of selected reactions
was investigated and the reaction products were chosen based on commonly ob-
served reaction phases.86,89,90 Therefore, Li2S and Li3P were used when treating
LiPS compounds (see Section 4.5) and for Li7SiPS8 we additionally considered
elemental Si (see Section 6.1.2). The calculated relative stability of ternary LiPS
glasses is presented in Section 4.2.2 in diagrams that resemble phase diagrams,
with the difference that it is used to characterize metastable phases.

S P

Li

Li2S

Li3PS4
Li4P2S6

LiP

Li3P

Li3P7

LiP7

P 2
S 5

P 4
S 9

P 4
S 7

P 4
S 3

FIGURE 3.8: LiPS phase diagram according to the data of Chu et al.104 when applying
a correction for the S chemical potential.
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3.4.4 Stability at finite Temperatures – Assessing Entropy
Contributions

So far, we have only considered stabilities calculated based on Etot obtained
from static (0 K) DFT calculations because we neglected any other energy
contributions. If relative stabilities are small, however, the approximation ∆E ≈
∆F might not hold anymore for elevated temperatures and entropy contributions
S need to be taken into account explicitly,

∆F =∆E−T∆S , (3.23)

where, in analogy to ∆E, ∆S accounts for entropy differences between materials.
There are various sources for entropy, but in this work we have only analyzed

two contributions. The first contribution is the configurational entropy Sconf
and we included it in the stability analysis of Li6PS5Br in Section 5.2.2 to
acknowledge the effect of the Br−/S2− site-exchange. Sconf can be determined
with the well known Gibbs entropy formula,301

Sconf =−kB
∑

i
pi ln pi , (3.24)

which takes into account the probabilities pi of finding a specific configurational
microstate i. Here, pi simply represent the probabilities of finding Br− or S2−

ions on the 4a or 4d sites.
The second contribution to S is the vibrational entropy Svib. It was also in-

cluded in the analysis of Li6PS5Br, but also when investigating the temperature-
dependent stability of LiPS glasses in Section 4.2.3. To determine Svib phonon
calculations within the harmonic approximation have been conducted as out-
lined in the following section.

3.4.5 Excursus 5: Phonon Calculations

Phonons are quasi-particles characterized by collective motions of particles with-
out effective particle transport.302 These modes of vibration affect the thermal
transport and also interact with the electronic transport in metals. Computation-
ally, they are commonly calculated within the harmonic approximation using
density functional perturbation theory (DFPT), a frozen-phonon approach or
finite displacements.303 Here, we inly applied the latter method to determine
the vibrational entropy Svib for LiPS compounds and for Li6PS5Br at various
degrees of Br−/S2− site-exchange.

The finite displacement approach needs very well converged structures with
extremely low residual forces. Next, all atoms are individually displaced from
their equilibrium position by a small displacement u in all spatial directions,
which corresponds to a total number of 6N single-point DFT calculations. This
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allows the computation of all forces as a function of the displacement and leads
to the second-order force constant Φ,

Φ
αβ

i j =
∂2E j

j

∂uαi ∂uβj
=−

∂Fβ

j

∂uαβi

, (3.25)

where the atoms i and j are displaced along directions α and β. Fβ is the β

component of the force vector F. Calculating the mass-reduced Fourier transform
of the Φ matrix results in the dynamical matrix. Based on its eigenvalues the
phonon frequencies ω(q) can be determined. These depend on the wave vector q,
but oftentimes only the gamma-point is considered. With the knowledge of all
phonons and their frequencies the partition function Z of a system with total
energy Etot is defined as,

Z = exp
(
− Etot

kBT

)∏
q

exp
(
−ħω(q)

2kBT

)
1−exp

(
−ħω(q)

kBT

) . (3.26)

Based on Z the Helmholtz Free energy F =−kBT ln(Z) reads as

F = Etot +
1
2
ħω(q)+kBT

∑
q

ln
[
1−exp

(−ħω(q)
kBT

)]
, (3.27)

where the second term represents the temperature-independent zero-point
energy EZP. Finally, Svib can be calculated according to

Svib =−∂F
∂T

=−∂(−kBT ln Z)
∂T

. (3.28)

Computational Details

The structures of interest were optimized with increased convergence crite-
ria. For the LiPS structures we initially aimed at minimizing forces below
1 ·10−4 eV/Å. Unfortunately, such tight conditions could not always be achieved
and especially the amorphous phases could not be further optimized in some
cases. Still, all structures could be converged to forces below 1 ·10−3 eV/Å. The
only exception is the glass structure of Li4P2S6 that exhibited residual force up
to 1.33 ·10−3 eV/Å. For all Li6PS5Br structures forces below 5 ·10−4 eV/Å could
be obtained.

The Phonopy code304 was used to generate all needed structures with the
individual atomic displacements for the LiPS compounds. Every particle was
displaced by ±0.01 Å (default value used by Phonopy) in every cartesian direction.
Therefore, six structures for every atom need to be calculated in the absence of
symmetry reduction. We note that this is a computationally demanding task
as it involves up to ≈ 1500 calculations for structures with ≈ 250 atoms. The
structures were evaluated by performing single-point DFT calculations.
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Because we used smaller system sizes for the Li6PS5Br (4 formula units per
unit cell) we made use of the capabilities of VASP and used its finite difference
approach via the input tag IBRION = 5. This approach computes all displace-
ments subsequently in one single simulation, which reduces the computational
demands but cannot be used for bigger systems due to the typical time con-
straints for simulations at high performance computing facilities. Here, we used
displacements of 0.015 Å (default value used by VASP).

In both cases Phonopy was used for postprocessing, which returned EZP, the
phonon density of states (pDOS) and Svib as function of temperature. The pDOS,
similar to the eDOS, illustrates the number of phonon states as function of
phonon frequency, where imaginary, i.e., unstable, phonon modes are displayed
as negative frequencies. Imaginary modes indicate a dynamical instability of the
system and they either arise because the base structure could not be optimized
accurately enough (i.e., a numerical issue) or because the system truly strives
toward a more stable state (e.g., displacive phase transition). For the considered
SEs the situation is even further complicated by the non-trivial distribution
of Li+ ions. It is therefore likely that subtle rearrangements of some Li+ ions
might lead to a slightly more favorable structures.

3.4.6 Kinetic Stabilization

Metastable states play an important role in the context of our LiPS glasses
but also in the context of SEs with complicated Li+ substructure or ion disor-
der.104,156 Let us therefore address the topic of kinetic stabilization.

A well known example of a kinetically stabilized material is diamond,305

which is found to be thermodynamically stable under high pressure and elevated
temperature. The stable phase under standard conditions, however, is graphite.
Nevertheless, diamond does not spontaneously transform into graphite once
the extreme conditions are released. This is because the diamond phase is
kinetically stabilized, meaning that its reaction path to rearrange into the
graphite phase involves such high energy barriers that a reaction is unlikely to
be observed within relevant time scales. In other words, the system is trapped
in a metastable state for time scales that surpass typical observation times.

A similar behavior is observed for many amorphous systems.306 Once an
amorphous phase is solidified, a conversion to a more stable crystalline configu-
ration would involve substantial atomic reordering on a local or even extended
scale. This is schematically illustrated in Figure 3.9. The potential energy land-
scape shows the energy of system as function of phase space.307 The deep and
narrow global minimum represents the thermodynamically stable state. This
could, for example, correspond to a certain crystalline phase. Deviations from
this phase lead to different coordinates in phase space and less stable configura-
tions. The system exhibits another low-lying minimum that could correspond to
a metastable, e.g., glassy, phase. As indicated in the inset of Figure 3.9, a system
far from the global minimum needs to overcome substantial changes in phase
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FIGURE 3.9: Illustration of the potential energy landscape (PEL) of a material that can
be kinetically stabilized: A high barrier needs to be overcome during the transformation
of a material from the “deep” metastable state to the stable phase in the global minimum
of the PEL. Smaller local barriers, however, might be overcome (see inset).

space, accompanied with various small and large energy barriers, to reach the
global minimum. Without driving forces or high temperature, it is unlikely that
the system will ever reach the thermodynamic equilibrium within a reasonable
amount of time.

The inset, however, shows that the system is able to evolve based on small
local rearrangements (intrabasin jumps indicated with β). Eventually, also
larger configurational adjustments are possible that drive the system from
one mega-basin to a neighboring one (interbasin jumps indicated with α). The
probability that such changes are observed depends on many aspects such as
the relevant time scale, involved barrier heights, temperature or other internal
and external conditions.

We will meet kinetically stabilized structures regularly throughout this
work. This does not only involve the metastable LiPS glasses in Section 4.2.2.
Additionally, Li6PS5Br structures with Br−/S2− site-exchange also turned out
to be less stable than perfectly ordered structures (Section 5.2). Still, neither
Br−/S2− reordering in Li6PS5Br nor crystallization of LiPS glasses could be
observed during the time scales covered by our AIMD simulation.

3.4.7 Chemical Stability: Explicit Interface Simulations

It is clear that utilizing materials exhibiting the most favorable properties when
considered individually does not suffice to realize a functional battery: More
importantly, all components must be compatible with each other. Therefore, the
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FIGURE 3.10: Illustration of the three different interface types.1,81,311

topic of chemical stability at interfaces of LIBs and ASSBs has become more
and more important in current research projects.6,102,108,109,308,309

As explained in the previous sections, the thermodynamics of a system can
give valuable insights into the expected stability of SEs. Still, an approach only
relying on thermodynamics has two major disadvantages. First, it is difficult
to assess kinetic effects: The formation of metastable phases at the interface
could form passivating layers that prevent further reactions.310 Second, all
thermodynamic approaches depend on the prior knowledge of all relevant phases,
which makes it difficult to screen unknown composition spaces. If some relevant
phases are not considered in the analysis (e.g., because they are not known, yet),
wrong results are obtained and incorrect conclusion might be drawn.

Because of these disadvantages it can be helpful to explicitly model an
interface,312 as has been demonstrated for various interfaces between SE and
electrode materials.174,196,313–318 To this end, the compounds of interest are
mostly simulated in a sandwich-like fashion: A slab of one material is attached
to a slab of a second material. The slabs are of finite thickness but infinite in
the remaining directions due to the PBCs. Because PBCs usually also apply in
the direction perpendicular to the interface, the simulation cell always contains
two interfaces unless a vacuum layer is added.

As shortly mentioned in Section 1.4, interfaces between SEs and electrodes
can be classified according to three different types.1,81,311 These are illustrate
in Figure 3.10. Type 1 interfaces are inherently stable and they enable the
calculation of properly defined interface energies γ,

γ=
Einterface

tot −Eideal
tot

A
, (3.29)

where Einterface
tot is the energy of the system containing the interface, Eideal

tot the
reference energy of the ideal bulk system(s) without interfaces, and A the
interface area. Type 2 interfaces are unstable because the formed interphases
are able to grow due to their mixed electron-ion conduction character. Depending
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on the compounds at hand this can lead to increased interface resistances
(increasing cell impedance) or might ultimately induce a short-circuit if the SE
is fully converted.319 Type 3 interfaces are kinetically stable because the formed
interphases can only be passed by Li+ ions and effectively block electrons. Once
the interphase has reached a sufficient thickness, any further growth is therefore
prevented. Because interfaces of type 2 and 3 are reactive, γ is ill-defined and
cannot be properly determined.

The main drawback of explicit calculations relates to the size limitations of
DFT.312,318,320 This has different consequences. First, high interfacial strains
can arise if the lattice constants of the two slabs are distinctly different. For
example, two different materials with a lattice constant of 9 and 10 Å would both
needed to be elongated or compressed by approximately 5% to fit into a common
simulation box with a width of 9.5 Å. Such values are typically used in explicit
interface calculations.176,313,321 Although the constraint simulations within DFT
might allow for such conditions to be modeled, most SE materials would likely
fail under these pathological conditions in reality. The second drawback is of
similar nature: The slab geometries must comply with the PBCs. Therefore, only
certain orientations can be realized within reasonably sized simulation cells.

Unfortunately, even if the materials are compatible and reasonable orienta-
tions can be realized, there are more issues to consider if the basic structure of
one or both materials is complex. This is best expressed in terms of questions
that need to be kept in mind when constructing initial interface models. Some
of these questions are of general or technical concern, others are more specific to
sulfide SEs: How thick should the individual slabs be to avoid spurious inter-
action between the interfaces while keeping the computational effort feasible?
Should the composition of the individual materials be conserved or is it allowed
to change at the interface? Which termination of the interface planes should be
chosen? Is it possible to arbitrarily cut the material in order to obtain mostly
planar configuration or are rough interfaces acceptable? Should cleaving of
structural units be avoid or should units such as PS3–

4 , P2S4–
7 and P2S4–

6 remain
intact? What distance between the planes should be chosen for the initial setup?
Should other defects be introduced intentionally at the interface?

Note that similar questions also arise if grain boundaries are constructed
(see Section 3.5.3). For both cases, support to answering these question can be
obtained by consulting experimental methods such as transmission electron
microscopy, if sample preparation and measurement conditions allow for it.
If these are not available, either automated preparation schemes of interface
models or scientific intuition are necessary for the generation of atomic inter-
face models. By relying on the latter approach, and despite all the mentioned
complications and issues, we were able to construct different interfaces and
obtained interesting results for c-Li4P2S6|Li and c-Li4P2S6|g-Li4P2S7 interfaces
in Section 4.5 and tetra-Li7SiPS8|Li interfaces in Section 6.4 that could not
have been obtained via a purely thermodynamics-based approach.
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Computational Details

For the different material combinations we manually produced a limited amount
of carefully assembled interfaces without the cleaving of any structural units.
We only considering low-index planes such as (100) and (001) and maintained
the composition of the SE. For the interfaces with Li metal, the Li metal slab
was subjected to the necessary strain to fit it to the SE in the initial interface
model. For the c-Li4P2S6|g-Li4P2S7 interface an additional glass was generated
in a simulation cell exhibiting the same cell dimension as needed to comply with
c-Li4P2S6.

The slab distance was chosen such that the interatomic distances between
the closest atoms of the opposing slabs was approximately 2 Å. Afterward, a
static structural optimization of the initial models was performed. In selected
cases, this was followed by AIMD simulations to study the evolution of the
interface at finite temperature.

3.4.8 Electrochemical Stability

So far, we have only considered the thermodynamic stability in the sense of
the chemical stability under normal conditions. Due to the potential differences
occurring in a battery during operation, however, it is beneficial to extend this
model to the electrochemical stability. In this regard, different approaches have
been developed to analyze the electrochemical stability window of SEs and we
will briefly review the basic concepts of commonly applied methods following the
summary of Binninger et al.109 According to that, the electrochemical stability
window refers to the stability of an SE material against reactions that involve
the transfer of neutral atoms (not ions) of the mobile species.109 In our case this
implies the transfer of Li, for example if the SE is in contact with Li metal or
other electrode materials. Note that approaches to determine the electrochemical
stability window can also be reduced to only inspect the chemical stability.

Phase Stability Window

The definition of the electrochemical stability window above can be used to
formulate a generic chemical reaction that implies instability of the SE:

SE+aLi −→
∑

i
biBi , (3.30)

where a can take positive or negative values. The equilibrium potential φeq for
such an electrochemical instability reaction can be expressed in terms of the
reaction energies,

φeq =−∆G
aq

≈−1
q

([∑
i biEtot(Bi)

]−Etot(SE)
a

−µLi

)
. (3.31)

A reduction of the SE (a > 0) can only occur if the electrode potential φ <
φeq and an oxidation (a < 0) only if φ > φeq. To obtain the electrochemical
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stability window, φeq of all possible reactions according to Equation 3.30 need
to be calculated. It is therefore helpful to calculate the phase diagram of the
system of interest beforehand. Finally, the electrochemical stability window
is obtained by the limiting maximal φeq of the reduction reactions and the
minimal φeq of the oxidation reactions. Because instabilities are probed against
all competing phases, the determined electrochemical stability window is termed
phase stability window.109

Equation 3.31 shows that φeq depends on the choice of the chemical potential
of Li, µLi. This offers the possibility to investigate how the stability window in
influenced by the conditions of the Li reservoir. In the simple case, µLi = Etot(Li),
the analysis is equivalent to the study of the chemical stability. Depending
on the situation of interest, however, other terms can be included to mimic
certain electrochemical situations, such as the application of potentials, specific
charge states of the electrodes, or phase equilibria under Li-rich or Li-poor
conditions.81,322

Because the phase stability methods relies exclusively on thermodynam-
ics, it suffers from the same limitations as described above: Unknown phases
cannot be considered and kinetic aspects are disregarded. Hence, the phase
stability methods typically results in narrower electrochemical phase stability
windows than predicted by the approaches described in the following or found
experimentally.109,323

HOMO-LUMO Window

The stability window of a SE is, to a first approximation, determined by its
HOMO-LUMU gap, or band gap, Eg.308 If the electronic states of materials that
are brought into contact are properly aligned, it enables an assessment of the
interface stability, rationalized by the ability to transfer electrons between the
materials. This is illustrated in Figure 3.11.

In Figure 3.11 (a) the ideal open circuit voltage VOC is determined by the
redox potentials µA and µC of anode and cathode, respectively. The redox poten-
tials are identical to the Fermi levels of the compounds.324 In this configuration
no interface reaction is expected because the Fermi levels are within the stability
window of the SE. More specifically, the Fermi level of the anode is below the
LUMO of the SE and therefore the anode cannot transfer electrons to the SE.
On the cathode side the Fermi level of the cathode is above the HOMO of the
SE, and therefore the cathode cannot extract electrons from the SE.

The situation is different in Figure 3.11 (b). Compared to the previous case
the anode has been shifted to higher and the cathode to lower energies, which
could happen during charging of the battery or if a different set of materials is
utilized. This leads to an increase of VOC which, on the one hand, is favorable for
the battery energy density. On the other hand, the stability window of the SE is
exceeded and unstable interfaces are expected because the relative positions of
the electronic levels will lead to electron transfer reactions. As a result, the SE
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FIGURE 3.11: Schematic open-circuit diagrams of an SE in contact with an anode and
a cathode.108,308 VOC is the open circuit voltage and µA and µC the redox potentials of
anode and cathode, respectively. Part (a) shows a stable configuration because the Fermi
level of the anode is below the LUMO of the SE and the Fermi level of the cathode is
above the HOMO of the SE. In (b) the position of the anode and cathode have been
shifted to allow for electron transfer reactions, i.e., an unstable interface. (c) If beneficial
interphases form, which is not granted, or suitable coatings are utilized, a protection of
the SE can be achieved.

is reduced at the anode and oxidized at the cathode. Note that an instability is
not necessarily encountered at both interfaces simultaneously.

The reduction and oxidation will lead to the formation of interphases, often
also denoted as SEI, at the interfaces between the electrodes and the SE as
shown in Figure 3.11 (c). Whether and how the reactions between electrodes
and SE proceed depends on the properties of the formed interphases.1 Beneficial
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properties are high Li+ conductivity and low electronic conductivity to stop
further reduction and oxidation of the SE. Applying a protective layer on either
the electrodes or the SE can be an effective way to prevent reactions.

The HOMO-LUMO method is only an approximate approach. One reason
is the limited capability of DFT to represent the exact electronic structure as
outlined in Section 3.2.1 and Section 3.2.2. Another reason is the formation of
dipoles at the interfaces that shift the relative positions of the electronic states
near the interface. One source of dipoles are space charge layers (SCLs), but it is
still under debate whether they have a negligible325 or significant326 influence
in ASSBs.327 Furthermore, the electrodes are assumed to be chemically inert,
which is not always a realistic assumption.109 The stability window obtained
based on the HOMO-LUMO method can therefore be seen as an upper limit for
the electrochemical stability window.298,328

Stoichiometry Stability Window

This method has been comprehensively summarized by Binninger et al.109 and
the interested reader is referred to their publication for further details. In
essence, the stability window is determined by analyzing how the energy of a
SE behaves if it is subjected to small changes in stoichiometry of the mobile
species. Translated into a chemical reaction,

LinR±aLi−→Lin±aR , (3.32)

LinR corresponds to the formula unit of a SE with an arbitrary matrix R and
a ¿ n. In practice, sufficiently large supercells (leading to large n) of the SE
need to be prepared and one neutral Li atom (a = 1) is added or removed. The
potential limits for reduction and oxidation, φred and φox, are then obtained,

φred =−1
q

[ Etot(Lin+1R) − Etot(LinR) − µLi ] , (3.33)

φox =−1
q

[ Etot(LinR) − Etot(Lin−1R) − µLi ] , (3.34)

where the corresponding Etot of the various systems need to be calculated. E
can be used as an approximation to the Gibbs Free Energy G if errors of about
±0.1 V are acceptable.109 Equation 3.33 and Equation 3.34 can again be used
analyze the dependence between the stability window and the electrochemical
potential of Li. Consequently, the approximation µLi = Etot(Li) serves to probe
the chemical stability in the same manner as used when analyzing the phase
stability window.

The shortcoming of the stoichiometry stability method is the assumption that
all relevant processes are determined by Li or Li+ as the mobile species. Other
species or reaction processes that might influence the interface stability are
neglected. Overall, the method resembles our approach to assess the interface
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stability of two contacted materials as described in Section 3.5.2. Because this
method involves defect formation energies, let us briefly introduce review defects
first.

3.5 Defects

Materials science is centered around defects in materials and it is the aim of a
materials scientist to understand how defects influence a material’s properties.
Based on this knowledge materials with targeted properties can be developed
by choosing specific synthesis conditions and/or by applying tailored treatments
to omit, cure or intentionally introduce the desired types of defects. These
defects can vary in size and range from atomic point defects to line (dislocations)
and planar defects (stacking faults, grain boundaries) up to macroscopic defects
(inclusions, pores). In this work, we have only addressed point and planar defects
and will elaborate on these in the following. The interested reader is referred to
textbooks for a more thorough introduction into the topic of defects.329

3.5.1 Point Defects

These kind of defects appear at the atomic level and can be identified easily
as lattice defects in crystalline materials. They comprise vacancies, intersti-
tials, Frenkel pairs (a combination of vacancy and interstitial), Schottky pairs
(combination of anion and cation vacancies), substitutionals (e.g., achieved by
doping), antisites (one atom/ion occupying the “wrong” site), and defect com-
plexes thereof. For amorphous materials the classification of point defects is
less straightforward from a crystallographic point of view due to the absence of
defined lattice sites. Still, vacancies have been reported in glassy sulfide SEs
samples.330 Moreover, the identification of defective atomic arrangements is
possible if the material possess a distinct short-range order. For example, we
were able to identify defective structural units in our generated LiPS glasses as
presented in Section 4.3.6.

Point defects interact with the host material on different levels.331 First,
they typically represent a size mismatch compared the defect-free material. As
a result, strain fields evolve that mechanically interact with the surrounding.
Examples are vacancies in metals or isovalent substitutionals in ionic or cova-
lent compounds.332,333 The interaction between the defect and any external or
internal stress/strain can be described via the elastic dipole tensor of the defect.
This quantity is accessible via DFT calculations but was not pursued here and
the reader is referred to other sources for a more in-depth discussion.334–336

If the point defect is also charged, which is often the case for ionic materials,
the interaction includes an electrostatic contribution. A charged defect, however,
inevitably requires a charge compensation mechanism to keep the system neu-
tral.337 For example, Li+ vacancies are generated in the cathode during charging
of the battery. Every such Li+ vacancy can be considered negatively charged
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because the positive charge of the original Li+ is missing. This is expressed
in the Kröger-Vink notation as V′

Li. The negative charge is compensated by a
change of the oxidation states of the transition metal ions, e.g., in LiCoO2 upon
delithiation: Co3+ → Co4+.

The considered sulfide materials in this work, or SEs in general, do not offer
such electronic compensation mechanism in the majority of cases because they
are pure ionic conductors that ideally should not take part in any electrochemical
reactions. Hence, every ionic defect needs to be compensated via other ionic
defects. For electronic conductors and especially semiconductors, however, the
adopted charge states of defects critically depend on the Fermi level energy
EFermi, which corresponds to the chemical potential of the electrons. The Fermi
level itself depends on the types and amounts of defects that are present in the
material.338

EFermi is an important property that needs to be included in the analysis
of the defect thermodynamics in SEs. This becomes apparent if we consider
intrinsic point defects that may form spontaneously due to entropic reasons.
Their concentration c can be determined based on the defect formation energy
Ef,

c = Ndef

Nsites
= A exp

(
− Ef

kBT

)
, (3.35)

where Ndef is the number of defects, Nsites the number of lattice sites and A
is a pre-exponential factor that accounts for entropy effects. Oftentimes, A is
considered to be equal to unity and can be neglected.339 By employing DFT
calculations, Ef of a generic defect X with charge state q can be calculated
according to

Ef(X q)= Edef
tot (X q)−Eideal

tot −
∑

i
niµi + q(EVBM +EFermi)+ECorrection , (3.36)

where Edef
tot and Eideal

tot refer to the total energy of the defective and the defect-
free system, respectively, ni is the number of added (ni > 0) or removed (ni < 0)
atomic species i, and µi their respective chemical potential.340 The approach is
illustrated in Figure 3.12 (a). If the system is charged (q 6= 0), EFermi enters the
energy term and its position is typically considered with respect to the energy of
the valence band maximum EVBM. Correction terms ECorrection might be needed
to account for charged systems or finite size effects.270

The concentration of intrinsic defects is usually low under normal conditions
and can be considered to represent the dilute limit. This means that defects are
well separated, if attractive interactions between them can be neglected. Hence,
defects are typically considered in separate simulations, but their individual
results can be combined for any further analysis. This is indicated by means of
an energy level diagram in Figure 3.12 (b) showing how the formation energy of
V′

Li and Lii
•

can be combined for the Frenkel pair formation energy EFP.
Due to the dependence on EFermi, defect formation energies Ef are usually

shown in so-called defect formation energy diagrams. A schematic version is
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FIGURE 3.12: Illustration of how defect formation energies can be used as descriptors to
assess the interface instability. In the case of interstitials, the defect formation energy is
a measure of how costly/beneficial it is to transfer a species from its chemical reservoir
into the material of interest.

shown in Figure 3.12 (c). For the given example, the defect needs to be simulated
with different charge states q (here: −1, 0, and +1) and the corresponding Ef
needs to be calculated according to Equation 3.36. To avoid diverging energies
for non-neutral cells, periodic DFT calculations can make use of a compensating
background charge.341 Instead of plotting the full curves for every charge state,
only the most stable charge states at a given Fermi energy are commonly
shown, here with a solid line. The kinks in the solid curve mark the charge
transition levels. By using a self-consistence scheme, the formation energies
of all considered defects can be used to calculate the expected Fermi level
position.342

The last point is only valid, if the system is exclusively governed by intrinsic
defects and if the kinetics are fast enough to reach this equilibrium. This is
not always the case and extrinsic defects offer another opportunity to influence
the properties of a material. These defects do not form spontaneously and need
to be introduced into the system by means of doping or particular treatments.
They are especially important for semiconductors in the form of dopants and
are used to tailor the electronic properties of the material.333 However, they also
play a crucial role for SEs, where the composition and the synthesis protocol
can be used to adjust the Li content and to influence the ionic conductivity. For
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example, the Li content in Li6−xPS5−x[Cl,Br]1+x argyrodites is coupled to the
amount of halide ions.212,214,343 Moreover, the halide content also influences the
halide/S2− occupation ratio on 4d and 4a sites.

Another interesting example of extrinsic defects is the one explained in
Section 2.2.1 for Li6PS5Br: Our experimental partners could show that Br−/S2−

site-exchange intrinsically evolves at high temperatures.9,10 After quenching,
however, the site-exchange does not correspond to the equilibrium anymore. In
other words, a defect concentration which is intrinsic at high temperatures can
become an extrinsic feature at low temperatures if quenching the material does
not allow for an equilibration of the system due to limited kinetics. We will see
in Chapter 5 that this has a profound influence on the properties of Li6PS5Br.

Computational Details

We have limited our analysis to Li- and S-related defects for LiPS materials. Li
metal was chosen as Li reservoir, where µLi corresponds to the total energy per
Li atom in the metal (Ebulk/N) and was determined to be −1.90 eV. To verify µLi,
the closely related cohesive energy Ecoh,344

Ecoh =−(Ebulk/N −Eatom)=−(µLi −Eatom) , (3.37)

where Eatom is the energy of an isolated atom in a sufficiently large simulation
cell. Our calculated Ecoh(Li) =1.602 eV is in good agreement with the experi-
mental value of 1.63 eV.345

S defects have only been considered in c-Li4P2S6 and the S reservoir is
chosen to be elemental S because the synthesis approach of Li4P2S6 involves
temperature-driven sulfur loss from Li4P2S7. Elemental S, however, is a molec-
ular crystal comprised of S8 rings and the same problems as described in Sec-
tion 4.2.1 for the accurate description of P2S5 are encountered. To still calculate
a reference energy for the chemical potential µS of elemental S, we relied on the
following chemical reaction,

2Li+ 1
8

S8
∆H−−→Li2S , (3.38)

where the experimental reaction enthalpy of ∆H =−445.9 kJ/mol346 was used
to solve for µS according to,

µS = E(Li2S)−2µLi −∆H , (3.39)

and amounting to −3.55 eV. Again, the resulting cohesive energy of 2.64 eV
compares well to the experimental value of 2.85 eV.345

Charged cells were compensated using a homogeneous background charge.
No correction terms ECorrection for the calculation of Ef were considered.
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3.5.2 Defect Formation Energies as Descriptors for the
Interface Stability

In Section 3.4 we introduced several methods to analyze the interface stabil-
ity and the method presented in this section can be seen as a complementary
approach. It relies on discussions by Hausbrand et al.309 about the connection be-
tween defect formation energies and energy level diagrams of the electronic/ionic
states in the context of LiCoO2|LiPON interfaces. The main idea is that calcu-
lated defect formation energies of point defects can be used as descriptors to
assess the interface stability. As a first measure, comparable to the stoichiomet-
ric stability window method (Section 3.4.8), we can assume that the most mobile
species will initiate and drive interface reactions. Therefore, only mobile defects
are of interest and in this work we will restrict the analysis to Li defects.

The approach is comprehensively illustrated in Figure 3.13. The conceptual
idea is to calculated the energy needed for transferring a species from one
material to the other. Here, the chosen example shows the transfer of one Li
atom from material A (creation of a Li vacancy, VLi

×) to material B (creation of a
Li interstitial, Lii

×). In other words, a Li Frenkel pair “across material boundaries”
is created. The associated formation energy, Eacross

FP , is the sum of the individual
defect formation energies Ef(VLi

×) and Ef(Lii
×) in the different materials, and can

be understood as a direct measure of the driving force for the Li transfer.
If Eacross

FP < 0, as indicated in Figure 3.13 (b), the transfer of a Li from one
material to the other is favorable and suggests an unstable interface. If the Li
transfer is not favorable (Eacross

FP > 0), as indicated in Figure 3.13 (c), the interface
can be considered to be stable. The choice of the reservoir only matters if the
stability of a material is directly probed against the reservoir itself. Otherwise,
the reservoir only acts as a mediator, i.e., the chemical potentials cancels in the
sum,

Eacross
FP = EA

f (VLi
×) + EB

f (Lii
×) (3.40)

= [EA
tot(VLi

×)−EA
tot(bulk)+µLi]+ [EB

tot(Lii
×)−EB

tot(bulk)−µLi] (3.41)

= [EA
tot(VLi

×)−EA
tot(bulk)] + [EB

tot(Lii
×)−EB

tot(bulk)] . (3.42)

Here, we assume neutral defects (q = 0) and that individual correction terms
can be neglected. This approach allows to calculate every material and defect
species in separate simulations.

A close inspection reveals the similarity of the stoichiometry stability method
and the approach by Hausbrand et al.: If the factor of −1/q in the computation
of φ (Equation 3.33 and Equation 3.34) is omitted, in the stoichiometry sta-
bility method equals the calculation of defect formation energies of neutral
Li vacancies or interstitials. The approach of using defect formation energies
as descriptors, however, is not limited to neutral defects and can in principle
be extended to charged defects. To this end, we recall that the two materi-
als in contact install a constant Fermi level.347 The positions of the VMB, on
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FIGURE 3.13: (a) Illustration of how defects and their formation energies can be used
to assess the interface stability of two materials. The creation of a Li vacancy (VLi

×) in
one material and a Li interstitial (Lii

×) in the other material can be understood as a
Frenkel pair formation “across material boundaries”. The summed defect formation
energies yield the corresponding formation energy Eacross

FP . The reservoir only acts as
mediator for the defect formation energies and can be chosen arbitrarily. (b) Energy
level diagrams of an unstable interface with Eacross

FP < 0. (c) If Eacross
FP > 0, there is no

driving forces for Li transfer from one compound to the other and the system should
exhibit a stable interface.

the other hand, are likely to differ, leading to a relative shift of the VMBs by
Eoffset

VBM . Setting the position of the VMB of material A as reference value, the
term q(EVBM +EFermi) in Equation 3.36 needs to be modified for material B to
q
(
EVBM +EFermi +Eoffset

VBM

)
. Combining a charged Li vacancy and a charged Li

interstitial, the calculation of the respective Eacross
FP then simply reads as

Eacross
FP = E(VLi

×)+E(Lii
×)±Eoffset

VBM , (3.43)

where the sign in front of Eoffset
VBM depends on whether Li+ is transfered from

material A to B or vice versa. If Eacross
FP for charged defects is negative, Li+ is

expected to be transfered from one material to the other. Obviously, this will
lead to a redistribution of charges and a electrostatic potential will be generated
that opposes further Li+ transfer. Under these conditions, and if the transfered
Li+ does not initiate any further chemical reaction, space charge layers will
form at the interface.
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The actual challenge is the determination of Eoffset
VBM , which can be done in

different ways. First, it is possible to align the band edges based on a common
electronic reference state. This requires the materials to have a common element
with low-lying core states that are not affected by the chemical surrounding.
Second, interface calculations can be applied to align the materials.348 Third,
individual slab calculations with vacuum regions can be used to align the
materials based on the vacuum level of the local potential (see Equation 3.3).348

The latter approach is only applicable if net dipoles can be avoided in the
simulation. In Section 4.5.2, however, we will briefly show that using charged
defects as descriptors for the interface stability is not straightforward if the SEs
have complex structures.

3.5.3 Grain Boundaries

GBs are internal interfaces that separate regions of the material with different
crystal orientations.349 The properties of the GB, and how they eventually
influence the properties of the material, depend on many aspects such as the
the compound, the GBs density, their orientations, their interface terminations,
segregation of impurities or defects, and the formation of space charge regions.
For example, GBs were found to enable Li dendrite growth in oxide SEs.350

Furthermore, they influence the ionic transport. In the majority of cases, a
deterioration of the transport properties is typically attributed to the presence of
GBs in oxide SE,351 but there are also cases where GBs lead to an increased ionic
conductivity in oxide materials.352 For sulfides SEs, the materials of interest of
this thesis, the picture is rather ambiguous and the role of GBs is less clear.227,228

That is why we have analyzed the effect of GBs on the transport properties in
Li6PS5Br in Section 5.6.

The degrees of freedom when generating these models, coupled with the
size limitations of DFT calculations, result in similar issues as explained in
Section 3.4.7 for the explicit treatment of interfaces between two different
materials. These are the reasons why usually only experimentally known GBs
or rather simple interface models are addressed.353,354 The latter are commonly
generated by relying on the coincident site lattice (CSL) approach, which has
also been used in this study.

As the name implies, CSL structures aim to arrange the two GB slabs with
respect to each other in such a way that certain lattice sites overlap periodically
at the interface plane.355,356 An example is illustrated in Figure 3.14 for two
simple cubic lattices. This configuration is called a Σ5 GB because the area A of
the lattice that is spanned by the coincident sites is five times larger than the
original lattice. GBs can be prepared as pure twist or pure tilt boundaries. For
twist boundaries, the crystals are rotated around the axis that is perpendicular
to the interface. If the rotation axis is lying within the interface, tilt boundaries
will form. This is sketched in Figure 3.15. More complex tilt boundaries are
obtained if a second rotation axis perpendicular to the first but still within
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FIGURE 3.14: Illustration of the coincidence site lattice (CSL) of a Σ5 GB for a simple
cubic structure.

(a) (b)
twist angle tilt angle FIGURE 3.15: Two types

of grain boundaries: (a)
Pure twist boundary and
(b) pure tilt boundary.
This graphic is adapted
from a similar represen-
tation of Gokhale et al.357

the interface plane is added. Naturally, twist and tilt components can also be
combined to obtain arbitrarily mixed GBs.

In this work we only took into account pure Σ5 twist and tilt boundaries for
Li6PS5Br. For the twist boundaries the (100) plane was used as interface plane.
Choosing the termination was straightforward in this case because we wanted to
avoid the cleavage of PS3–

4 units. Therefore, a plane between the structural units
was used to terminate the slabs. For the twist boundary the generation was more
involved, because cutting of PS3–

4 units cannot be avoided for the chosen (102)
interface plane. Hence, we decided to construct four interfaces with different
terminations. In one case, we merged the cleaved PS3–

4 units at the interface to
one PS3–

4 unit and in another case a P2S4–
7 units was constructed based on the

cleaved units. In addition, interfaces with Li2S excess were generated.

3.6 Ionic Transport Properties

Superionic conductors excel with outstanding ionic transport properties, which
are key to deliver a suitable performance in ASSBs. A desirable value for the
ionic conductivity σLi of Li+ conducting SEs is approximately 1 mS/cm or higher.
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The Nernst-Einstein equation is commonly used to access σLi by feeding the
results of atomistic simulations,105

σ(T)= Dσ(T)
c (Zq)2

kBT
, (3.44)

where Dσ is the diffusion coefficient of the mobile charge carrier and the param-
eters c, Z and q are its concentration, its nominal charge, and the elementary
charge, respectively. The properties that need to be determined are Dσ and c,
and depending on the transport properties of the material at hand, atomistic
simulations offer two different approaches to determine them.

3.6.1 Static approach

The first approach employs solely static calculations and we applied it previously
to investigate the poor transport properties of Li4P2S6.120 This method is most
suitable to treat ionic transport that relies on a simple diffusion mechanism with
the characteristic that every local jump can be considered as an independent
event. Examples are the motion of point defects such as vacancies or interstitials,
whose concentration c is either expected to be the intrinsic defect concentration
or fixed by extrinsic means (e.g., doping) as explained in Section 3.5.1. Therefore,
Dσ is the only remaining property that needs to be determined and is typically
assumed to follow a general Arrhenius dependence,

Dσ(T)= D0(T) exp
(
−∆Gm(T)

kBT

)
≈ D0 exp

(
− Em

kBT

)
, (3.45)

where the pre-exponential coefficient D0 is often supposed to be temperature-
independent and the Gibbs free energy of activation ∆Gm can be approximated
by the migration barrier Em. Other commonly used terms for Em are migration
energy, activation energy, or activation barrier. High conductivities are obtained
if a material exhibits high D0 and low Em and recent activities, building on
initial works by Meyer and Neldel,358 elaborated on the connection between the
transport parameters.359,360 Experimentally, the transport parameters can be
obtained by performing electrochemical impedance spectroscopy measurements
at different temperatures and fitting the data to the Arrhenius equation.361

Atomistically, Em can be assessed via static NEB calculations as outlined in
Section 3.6.2. For the determination of D0, the diffusion species and mechanism
needs to be known. The movement of a vacancy in an isotropic material within
the dilute limit, for example, can be assumed to follow a random-walk. The
resulting diffusion coefficient of the vacancy DV,

DV = D0 exp
(
− Em

kBT

)
= 1

2d
a2

jumpv0 exp
(
− Em

kBT

)
, (3.46)

can be used to determine the tracer diffusion coefficient D∗ of the ions/atoms as
an approximation to Dσ,

Dσ ≈ D∗ = f DV cV , (3.47)
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where f is the correlation factor and cV the vacancy concentration. The parame-
ter d = 1,2,3 accounts for the dimensionality of the diffusion process, ajump is the
jump length and v0 the attempt frequency. The inclusion of the dimensionality
d indicates that diffusion coefficients are not necessarily scalars, but actually
tensorial parameters for anisotropic materials. If the bulk diffusion is highly
anisotropic, it is advisable to analyze the spatial contributions to the diffusion
coefficient. For such cases, care needs to be taken that only the projected jump
length of ajump along the considered direction is employed.

The attempt frequency v0 can be calculated by different means,362 but is
often found to be of comparable order as phonon frequencies. In many cases,
values of 1-10 THz are used as an estimate.363 The temperature dependence of
v0 and ajump (e.g., due to thermal expansion) is usually neglected.

The factor f accounts for the correlation of the diffusion mechanism and is
connected to the geometry of the jump. In many situations it is approximated
as unity but for certain cases it is important to acknowledge the correlation
of jumps: Assuming a vacancy-mediated diffusion mechanism, we find that
the vacancy itself performs a random-walk. The ions, however, only have the
possibility to jump if a vacancy is next to them. After a jump has occurred the
vacancy is again adjacent to the same atom and the probability for a subsequent
back jump is high (so-called memory effect) and depends on the number of
neighbors, i.e., the local geometry of the system.364,365

The last ingredient for Equation 3.45 is the migration barrier Em, that can
be calculated based on NEB calculations as outlined in the following section.
Once Em is available, Dσ can be calculated and can be used to predict the ionic
conductivity of SEs. Obviously, this only holds true if the considered diffusion
mechanism is the only source for diffusion. The majority of SE, however, have
more involved structures such that the diffusion is governed by multiple paths
with different barriers and jump lengths. The determination of effective diffusion
properties from a multitude of paths is a non-trivial task and is only feasible
for relatively simply models, such as interstitial diffusion with a two-barrier
model.366

3.6.2 Excursus 6: Nudged Elastic Band Calculations

The concept of the NEB approach is illustrated in Figure 3.16 for a symmetrical
migration path.367 Typically, the initial and end configuration of an ionic jump
are statically optimized beforehand. These local minima are then used as fixed
“anchor” images. Next, atomic configurations are prepared that interpolate the
positions of the jumping atom between the two anchor points. These interme-
diate images are virtually connected to the neighboring images. This is done
via virtual springs that are applied to every atom and its own image atoms in
the neighboring images. All intermediate images are then statically optimized
simultaneously while taking into account (i) the real forces acting on the atom
of a given image and (ii) the forces resulting from the virtual springs.
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Without the virtual springs, the intermediate images would simply relax
back into one of the anchor images. By applying the virtual springs, however,
the migrating species is constrained to the migration path. Note that there
are more technical details concerning how exactly the (projected) spring forces
are applied to the atoms to obtain an improved description of the minimum
energy pathway.368 The energies of the intermediate images are then used to
characterize the jump. More precisely, the migration barrier Em can then be
calculated as the energy difference between the saddle point of the migration
path and the initial position. If the left and right anchor images are dissimilar
in energy, the migration path is asymmetrical and Em will differ for a forward
or backward jump.

Within the classical NEB method there is no guarantee that the saddle
point is exactly captured. Therefore, a sufficient amount of images is needed to
appropriately feature the migration path and to obtain accurate values for Em,
which can demand high computational power. Alternatively, the NEB approach
can be extended to the so-called climbing image NEB approach where the
highest energy image is able to climb the path toward the saddle point.369

With that a more accurate description of the path and especially Em can be

left anchor
image

intermediate
image 1

intermediate
image 2

intermediate
image 3

right anchor
image

Reaction coordinate

Energy

Em

FIGURE 3.16: Illustration of the nudged elastic band (NEB) approach for a symmetrical
migration path such as the surface diffusion of an adatom. Blue spheres correspond
to the surface atoms and the sphere in full orange to the jumping atom. Spheres in
light orange indicate the position of the moving atom in the remaining images. The
intermediate images are connected to their neighboring images by virtual springs.
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obtained, possibly also reducing the computational effort. For the applied NEB
calculations, however, it was not necessary to use the climbing image NEB
approach because the path was already sufficiently resolved by relying on the
classical NEB method.

3.6.3 Dynamic approach

The static approach explained in the two previous sections is in most cases
problematic for superionic conductors. This is because the diffusion mechanism
does not correspond to well defined and independent local jumps for most SEs
with high ionic conductivities. Instead, the large amount of structural Li+

vacancies enables highly concerted and correlated Li+ jumps within an extended
volume.111,207,296,370 Therefore, it becomes virtually impossible to postulate the
exact diffusion mechanism and diffusion path, a necessary prerequisite for NEB
calculations. We will see such issues in Section 4.4.3 and Section 4.4.4 when
comparing the Li+ diffusion mechanism in LiPS glasses as observed in AIMD
simulations with NEB results of single vacancy jumps. Moreover, the definition
of a single Em becomes ill-defined as soon as several Li+ move simultaneously.

Due to these complications, the transport properties of superionic conductors
are commonly determined by executing AIMD simulations. The trajectories
of all particles are then evaluated in the spirit of the random-walk methodol-
ogy.371 In many cases, the exact calculation of Dσ is omitted (see discussion
in Section 3.6.4) and approximated by the tracer diffusion coefficient D∗. Ac-
cording to Einstein and Smoluchowski,372 D∗ is connected to the mean squared
displacement (MSD) of all moving species N,

Dσ ≈ D∗ = Θ lim
t→∞

1
2dt

MSD(t) = Θ lim
t→∞

1
2dt

1
N

N∑
i

[
Ri(t)−Ri(t = 0)

]2
, (3.48)

where d, t and Ri are the dimensionality of diffusion mechanism, the simulation
time, and the atomic coordinates of atom i, respectively. The thermodynamic
factor Θ,105

Θ= c
kBT

∂µ

∂c
= ∂µ/(kBT)

∂ ln c
, (3.49)

takes into account the concentration-dependent chemical potential of the diffus-
ing species and is relevant for understanding the Li+ (de)intercalation kinetics
in electrode materials.373 For the investigations in this work, however, Θ = 1
can be applied because the composition and Li+ concentration in all SEs is
considered as constant.

For the evaluation of Equation 3.48 in practice, the MSD evolution over time
is interpolated with a linear equation and D∗ is extracted from its slope.105,374

Because the MSD is a statistical quantity, its statistical significance needs to
be guaranteed by sufficiently long simulations or by averaging over several
independent runs.164 Moreover, it needs to be ensured that the moving species
are not trapped in local mega-basins and that indeed long-range transport
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occurs. It is therefore advisable to always inspect the atomic trajectories and the
MSD plots and examples of common pitfalls in the data evaluation are presented
in Section 4.4.1.

In the majority of cases, D∗ is too low to be determined directly from AIMD
simulations at the temperature of interest. This problem is circumvented by
computing D∗ at several elevated temperatures at which the kinetics are accel-
erated. The data is then fitted to an Arrhenius equation (see Equation 3.45) to
obtain D0 and Em. Both parameters therefore encapsulate the global properties
of the material, taking into account all possible migration mechanisms and
correlation effects. These values are then typically used to extrapolate D∗ to the
desired temperature.

In the case of sulfide SEs, it is usually assumed that all Li+ participate in
the ion transport. Therefore, the concentration of the charge carriers is simply
expressed as the number of Li+ ions contained in the cell with volume V , i.e.,
c = N/V . With that, all quantities needed for Equation 3.44 can be obtained
based on the AIMD simulations.

3.6.4 Limitations of the Dynamic Approach

Although the method described in the previous subsection is commonly applied
to determine the transport properties of SEs104,106,162,375 the usage of D∗ in
combination with the Nernst-Einstein equation is actually not an entirely valid
approach. The proper calculation of Dσ requires the evaluation of the following
equation,165

Dσ = lim
t→∞

1
2dt

MSDCoM(t) = lim
t→∞

1
2dt

1
N

[
N∑
i

Ri(t)−Ri(t = 0)

]2

, (3.50)

which can be understood as the calculation of the MSD of the Li+ ions’ center of
mass (MSDCoM). But because the convergence of MSDCoM is slow, it’s calculation
is often omitted as it demands much more extensive statistics and with that
much more computational resources. Fortunately, it has been shown that Em
is similar for D∗ and Dσ.163,165 Furthermore, the two diffusion coefficients are
connected via the Haven ratio HR,376

HR = D∗

Dσ
, (3.51)

where HR < 1 is typically observed. Therefore, the ionic conductivity obtained by
utilizing D∗ within the Nernst-Einstein equation can be seen as a lower bound
to the actual conductivity. For the studies in this work we have constrained
most analyses to D∗ to keep the computational demands manageable. We will
therefore mostly address D∗ in the remaining scope of this work. In the case
of Li6PS5Br, however, we have also computed Dσ and HR for a selected set of
structures at high temperatures in Section 5.3.5.
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A second point limits the validity of theoretical transport properties obtained
via AIMD simulations. This concerns the extrapolation of D∗ to low temper-
atures, which assumes that the diffusion mechanism and the corresponding
Em is temperature-independent. Recently, however, it was shown that D∗ ex-
hibits a pronounced kink in the Arrhenius representation for various SEs.377

This kink was only observed because the authors generated machine learning
potentials for several SEs and used these to conduct AIMD simulations at low
temperatures. The position of the kink was found toward the lower end of the
temperature range that is typically considered in AIMD simulations. An extrap-
olation of data that has been obtained exclusively at higher temperatures is
therefore likely to overestimate D∗ at low temperatures. The authors claim that
this is the reason why theoretical predictions of room temperature conductivities
of SEs do not match the experimental results in the majority of cases.377

3.6.5 Pressure Dependence and the Activation Volume

So far, we have only considered the temperature as an external variable that
influences the transport properties. Naturally, other variables can affect the
ionic transport, too. One important aspect in this regard is the application of
mechanical loadings (i.e., pressure), which is discussed in the context of ASSB to
maintain good contact between the materials to improve the cycling stability.378

The relationships between pressure and the bulk transport properties, however,
can be intricate. For example, a compressed material will show reduced jump
lengths (D∗↓) but an increased concentration of Li+ due to a reduced volume
(D∗↑). Most importantly, however, diffusion paths become more narrow, likely
leading to increased migration barriers (D∗↓).379

To capture such effects, the activation volume ∆‡V is a useful quantity.380 It
is defined as,

∆‡V =−kBT
∂ ln(D∗)
∂p

, (3.52)

and can also be understood as the change in the migration barrier as function of
pressure p.379,381 Under the assumption of constant Em and ∆‡V (i.e., negligible
dependence on T and p), the equation for the tracer diffusion coefficient therefore
reads as,

D∗ = D0 exp
(
−Em +∆‡V p

kBT

)
. (3.53)

The origin of ∆‡V can be understood if its two components are considered,

∆‡V =∆‡V form +∆‡V mig , (3.54)

where ∆‡V form is the volume of formation of the moving defect and ∆‡V mig

its activation volume for the migration process. In other words, if diffusion is
enabled by a certain defect type, the formed defect interacts with its surrounding.
This typically demands a local relaxation of the material that can be expressed
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via ∆‡V form. Similarly, also the defect migration induces lattice relaxations,
which are reflected in ∆‡V mig. In this study, however, we have not decomposed
∆‡V into the two contributions and only determined its total value. This was
done by computing D∗ via AIMD simulations at different pressures and applying
Equation 3.52.

Because AIMD simulations with pressure control are very demanding, how-
ever, we have relied on the NVT ensemble and performed calculations at differ-
ent fixed volumes. The actual pressure was then extracted as the mean pressure
acting on the simulation cell over the full simulation. Our calculated values for
∆‡V might therefore only act as an approximation to the true ∆‡V .

3.7 Elastic Properties

The calculation of the elastic properties via DFT is helpful to understand the
response of a material under mechanical loading. We will address this topic in
Section 6.3 for Li7SiPS8 because it was found that the Li+ conductivity of pressed
pallets strongly depends on the applied pressure. The process was assumed to be
of elastic nature and we therefore analyzed the elastic properties of the material.
In the following, we will briefly address the necessary aspects of linear elasticity
theory that were considered in this work. The interested reader is referred to
textbooks for a more thorough introduction to the topic of linear elasticity.382

3.7.1 Bulk Modulus

The bulk modulus B is an essential quantity to understand how materials
behave if they are subjected to hydrostatic pressures p. B relates the change in
p acting on a material as function of the volume V ,

B0 =−V
(
∂p
∂V

)
p=0

, (3.55)

where a 0 in the subscripts denotes the quantity at p = 0. A relationship between
the hydrostatic pressure acting on a cubic material and the volume has been
derived by Birch,

p(V )= 3B0
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V
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, (3.56)

where V0 is the equilibrium volume and B′
0 = (∂B/∂p)p=0 describes the change

of B with pressure.383 Moreover, Birch established a connection to the energy of
the material,

E(V )= E0 +
9V0B0
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Equation 3.57 is commonly called the Birch-Murnaghan equation of state (BM-
EOS) to acknowledge the prior work of Murnaghan.384 Although it was originally
derived for cubic materials, it was shown that it can satisfactorily be applied
to non-cubic materials as well, if care is taken that the pressure is applied
hydrostatically.385

In practice, the material of interest is simulated at various fixed volumes
around V0 while allowing for the optimization of the atomic positions and the
shape of the simulation cell.379,386 The simultaneous optimization of the atomic
positions and the cell shape at fixed cell volume, a simulation mode that is
implemented in may DFT codes, guarantees that hydrostatic conditions are
mimicked. The resulting energies as function of volume, so-called energy-volume
curves, are then fitted to Equation 3.57 to obtain B0 and B′

0.

3.7.2 Elastic Constants

In many cases, more information than the mere bulk modulus are needed
to understand a material’s response to mechanical loading. This is because
materials typically exhibit anisotropic elastic bulk properties. As a result, elastic
properties such as the Young’s modulus Y or shear modulus G become tensorial
quantities. It is therefore beneficial to determine the full elasticity tensor [c]
whose components ci jkl connect arbitrary strain tensors [ε] and its components
εkl to the resulting stress tensor [σ] and ts components σi j in the spirit of Hook’s
law,

[σ]= [c][ε] or σi j = ci jkl εkl , (3.58)

where each i, j,k, l = 1,2,3 denotes one of the three cartesian directions. The
total number of 81 ci jkl coefficients can be reduced to 21 independent coeffi-
cients based on symmetry arguments. The Voigt notation is typically applied to
transform the relation into a more comprehensible representation,

[c]=



c1111 c1122 c1133 c1123 c1113 c1112
c2211 c2222 c2233 c2223 c2213 c2212
c3311 c3322 c3333 c3323 c3313 c3312
c2311 c2322 c2333 c2323 c2313 c2312
c1311 c1322 c1333 c1323 c1313 c1312
c1211 c1222 c1233 c1223 c1213 c1212


Voigt= ...

...
Voigt=



c11 c12 c13 c14 c15 c16
c12 c22 c23 c24 c25 c26
c13 c23 c33 c34 c35 c36
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66

 , (3.59)
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where [σ] and [ε] can be expressed as vectors,

[σ]=



σ11
σ22
σ33
σ23
σ13
σ12


Voigt=



σ1
σ2
σ3
σ4
σ5
σ6

 , [ε]=



ε11
ε22
ε33

2ε23
2ε13
2ε12


Voigt=



ε1
ε2
ε3
ε4
ε5
ε6

 . (3.60)

The relation therefore simplifies to

σm = cmn εn . (3.61)

The cmn components can be connected to the elastic moduli, for example for
cubic systems,

Y = c11 = c22 = c33 , G = c44 = c55 = c66 = (c11 − c12)/2 , B = (c11 +2c12)/3 .
(3.62)

DFT calculations are capable to determine all individual cmn components.
Within linear elasticity, cmn depends on the energy change under the application
of strain according to

cmn = ∂2E
∂εm∂εn

. (3.63)

In practice, and as indicated in Equation 3.64, we first applied strain vectors
only containing a ε1 component but with different magnitudes to the material
and computed the corresponding energies of the structure. This energy-strain
data was then fitted with a quadratic equation to obtain a function for E(ε1).
Based on the curvature of the fit we obtained c11,

∂2E(ε1)
∂ε2

1
= c11 . (3.64)

This scheme was repeated for the remaining elements of the main diagonal.
Next, the first off-diagonal was treated by applying stress tensors of different
magnitude consisting of two components, e.g., ε1 and ε2. Furthermore, the
components of the stress tensors were chosen to be of equal magnitude so that
the curvature could be easily determined,

∂2E(ε1,ε2 = ε)
∂ε2 = c11 + c22 +2c12 . (3.65)

Because the main diagonal elements are known from the previous step, the
off-diagonal c12 element in Equation 3.65 is clearly defined. Similarly, also the
remaining components of the first off-diagonal were obtained. In the next step
three components were used for [ε] to compute the second off-diagonal and so
forth.
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3.7.3 Macroscopically Averaged Elastic Moduli

The methods described in the previous section allow us to calculate the elastic
bulk properties a material, which can be understood as the properties of a single
crystal. For the most common battery applications, however, single crystals are
rarely used. Instead, batteries typically consist of polycrystalline materials with
non-trivial microstructures.387,388 A sufficiently large, polycrystalline and non-
textured particle will therefore comprise a large amount of arbitrarily orientated
crystalline regions that will lead to an averaging of the elastic properties: The
particle as a whole effectively appears to be isotropic although the underlying
bulk properties are anisotropic.

Different theories have been developed to connect the anisotropic bulk proper-
ties with the effective elasticity of macroscopic particles. The following methods
as derived by (i) Voigt, (ii) Reuss and (iii) Voigt-Reuss-Hill have been used in
this work. For a deeper insight the reader is referred the comprehensibly review
by Den Toonder et al.389 and references therin.

Voigt Method

The effective elastic properties within the Voigt approach are obtained if [c] is
averaged over all possible rotations. This leads to the effective Young’s modulus
YV, effective shear modulus GV and effective Poisson’s ratio vV according to
Voigt,

YV = (α−β+3γ)(α+2β)
2α+3β+γ , GV = α−β+3γ

5
, vV = α+4β−2γ

4α+6β+2γ
, (3.66)

with

α= c11 + c22 + c33

3
, β= c23 + c13 + c12

3
, γ= c44 + c55 + c66

3
. (3.67)

Reuss Method

The Reuss Method does not rely on [c], but on the compliance tensor [s] instead.
[s] is the inverse tensor of [c] and connects [σ] and [ε] via

[ε]= [s][σ] . (3.68)

The effective elastic properties are then obtained by averaging [s] over all
orientations in the same spirit as in the Voigt method. The resulting effective
properties according to Reuss are then

YR = 5
3α′+2β′+γ′ , GR = 5

4α′−4β′+3γ′
, vR =− 2α′+8β′−γ′

6α′+4β′+2γ′
, (3.69)

with

α′ = s11 + s22 + s33

3
, β′ = s23 + s13 + s12

3
, γ′ = s44 + s55 + s66

3
. (3.70)
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Voigt-Reuss-Hill Method

Because of the way the Voigt and Reuss method calculate the effective constants,
their results represent an upper and lower bound to the true effective elastic
constants, respectively.389 A more reasonable result is obtained by applying the
Voigt-Reuss-Hill method,390 where the effective moduli are obtained as average
of the Voigt and Reuss method and the Poisson’s constant is calculated based on
the averaged moduli,

YVRM = YV +YR

2
, GVRM = GV +GR

2
, vVRM = YVRM

2GVRM
−1 . (3.71)

All effective elastic constants can then be used to determine other effective
properties such as the effective bulk modulus via the established relations,

BVRM = YVRM

3(1−2vVRM)
= YVRMGVRM

9GVRM −3Y : q : qVRM
. (3.72)





4 Pure Lithium Thiophosphates
(LiPS)

Parts of this chapter have been published in:

[1] M. Sadowski, S. Sicolo and K. Albe, Defect thermodynamics and interfacial insta-
bility of crystalline Li4P2S6, Solid State Ionics 319, 53-60 (2018).316

[2] M. Sadowski and K. Albe, Computational study of crystalline and glassy lithium
thiophosphates: Structure, thermodynamic stability and transport properties, Journal of
Power Sources 478, 229041 (2020).391

The Li-P-S phase system is of high technological relevance for ASSBs because
it comprises promising phases used as SEs. The ternary compounds are typically
called lithium thiophosphates and we will refer to them as LiPS phases. A
number of crystalline phases (see Figure 2.1) have already been identified.
These phases are built from different PxSy structural units and a large spread
concerning the materials properties is observed. In particular, the Li+ transport
properties can vary by orders of magnitude.

Although these crystalline phases are not the main focus of this chapter,
we briefly address them to allow for a valid comparison with LiPS glasses,
which are an important characteristic of the Li-P-S system: The majority of
synthesis procedures lead to the presence of (residual) glassy phases. As a
result, most LiPS materials are actually glass-ceramics, whose properties are
determined by the type, ratio and distribution of the underlying phases. The
exact influences and properties of the glassy phase, however, have not been
fully understood so far. One reason for this is the missing long-range order that
complicates an experimental structural analysis. We have therefore used DFT
calculations, where the structure of the simulated system is unambiguously
defined, to take a closer look on the structure-property relationships of LiPS
glasses. To distinguish crystalline from glassy systems when using chemical
formulas, we will add the prefixes “c-” and “g-”, respectively. A complete overview
of all simulated LiPS systems with their key properties is given in Table 4.1.
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TABLE 4.1: Overview of simulated LiPS compounds using the in-text abbreviations.
Crystalline and glassy (amorphous) LiPS structures are indicated with a “c-” and “g-”
prefix, respectively. Relative stabilities ∆E (normalized per atom) have been determined
with respect to the three boundary phases (i) c-Li3PS4, (ii) c-Li4P2S7 and (iii) c-Li4P2S6
(P321).

(a) Crystalline compounds (supercell models were used for evaluation of transport properties and RDFs)
Abbreviation No. of atoms Volume Density ∆E No. of structural units Em D0 σ300 K

Li P S [Å3] [g/cm3] [meV] PS3–
4 P2S4–

7 P2S4–
6 S2− P2S2–

6 [meV] [cm2/s] [mS/cm]
c-Li3PS4 (β-type) 96 32 128 5310 1.80 - 32 - - - - 354 5.81·10−3 0.74
c-Li7P3S11 168 72 264 10462 1.88 5.1 12 12 - - - 164 4.70·10−4 83.6
c-Li4P2S7 64 32 112 4592 1.82 - - 16 - - - 220 9.38·10−4 16.7
c-Li2P2S6 72 72 216 7953 2.02 - - - - - 36 - - -
c-Li7PS6 336 48 288 11916 1.82 - 48 - - 96 - 171 2.91·10−4 68.8
c-Li4P2S6 (P321) 96 48 144 5162 2.18 - - - 24 - - - - -
c-Li4P2S6 (P3̄1m) 72 36 108 3855 2.19 4.1 - - 18 - - - - -

(b) Generated glass models using the “soft” melt-quenching scheme
Abbreviation No. of atoms Volume Density ∆E No. of structural units Em D0 σ300 K

Li P S [Å3] [g/cm3] [meV] PS3–
4 P2S4–

7 P2S4–
6 P3S5–

10 [meV] [cm2/s] [mS/cm]
g-Li3PS4 96 32 128 5516 1.73 33.4 32 - - - 257 1.96·10−3 10.4
g1-Li7P3S11 84 36 132 5465 1.80 23.0 12 12 - - 239 1.22·10−3 11.2
g2-Li7P3S11 84 36 132 5987 1.65 21.0 13 10 - 1 265 2.36·10−3 7.32
g1-Li4P2S7 64 32 112 5313 1.57 18.8 - 16 - - 251 1.60·10−3 7.40
g2-Li4P2S7 64 32 112 5064 1.64 19.9 - 16 - - 231 1.13·10−3 11.6
g-Li4P2S6.5 64 32 104 4635 1.71 22.7 - 8 8 - 259 1.68·10−3 6.51
g-Li4P2S6 72 36 108 4716 1.79 40.0 - - 18 - 239 9.68·10−4 8.86
g-Li7P3S10 84 36 120 5349 1.72 39.7 12 - 12 - 245 1.69·10−3 12.6

(c) Li4P2S7 glasses obtained via the “brute-force” melt-quenching scheme [preceding work]
Abbreviation No. of atoms Volume Density ∆E No. of structural units Em D0 σ300 K

Li P S [Å3] [g/cm3] [meV] [meV] [cm2/s] [mS/cm]
g-quench2000 K

10 K/ps 64 32 112 4850 1.72 40.2 unusual units 274 2.34·10−3 4.72
g-quench2000 K

50 K/ps 64 32 112 5000 1.67 62.3 unusual units 256 2.37·10−3 9.42
g-quench2000 K

100 K/ps 64 32 112 5049 1.65 96.7 unusual units 235 1.21·10−3 10.82
g-quench2500 K

10 K/ps 64 32 112 4934 1.69 33.8 unusual units 287 2.80·10−3 3.38
g-quench2500 K

50 K/ps 64 32 112 4825 1.73 59.7 unusual units 261 1.93·10−3 6.65
g-quench2500 K

100 K/ps 64 32 112 5001 1.67 78.9 unusual units 178 4.43·10−4 35.7

(d) Glass models that contain S−S bonds obtained by idealization of structures from (c) [preceding work]
Abbreviation No. of atoms Volume Density ∆E No. of structural units

Li P S [Å3] [g/cm3] [meV] PS3–
4 P2S4–

7 P2S4–
6 P3S5–

10 S–S
g-Li4P2S7-mod1 64 32 112 5008 1.67 18.3 7 8 3 1 3
g-Li4P2S7-mod2 64 32 112 4895 1.71 21.0 12 4 6 - 6
g-Li4P2S7-mod3 64 32 112 4773 1.75 26.7 16 - 8 - 8

(e) Glass models obtained by adding Li to the structures from (d)
Abbreviation No. of atoms Volume Density ∆E No. of structural units Em D0 σ300 K

Li P S [Å3] [g/cm3] [meV] PS3–
4 P2S4–

7 P2S4–
6 [meV] [cm2/s] [mS/cm]

g-Li70P32S112 70 32 112 4972 1.68 23.9 6 10 3 268 2.08·10−3 5.78
g-Li76P32S112 76 32 112 4898 1.70 33.6 12 4 6 242 1.49·10−3 12.3
g-Li80P32S112 80 32 112 5048 1.65 37.9 16 - 8 218 9.54·10−4 20.3

(f) Average transport properties of glasses from (b) and (e)
Abbreviation No. of atoms Volume Density ∆E No. of structural units Em D0

Li P S [Å3] [g/cm3] [meV] [meV] [cm2/s]
® Glasses varying among all glasses 246 1.48·10−3

86
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4.1 Initial Steps

4.1.1 Structure Generation

The atomic structure of all crystalline LiPS phases, except for the hypothet-
ical c-Li4P2S7, has already been solved experimentally (see Section 2.1.2 for
illustrations of all structures) and could directly be used as input for the DFT
calculations. Only for c-Li3PS4 (β-phase) or c-Li7P3S11 that exhibit a non-trivial
Li+ substructure, the various partially occupied Li+ sites needed to be prepro-
cessed to obtain initial structural models. The Li+ ions were distributed among
the various sites based on the experimentally reported occupancies by employing
the supercell program.392 For comparison, much more care needed to be taken
for Li6PS5Br (see Section 5.1) and Li7SiPS8 (see Section 6.1) because, in addition
to a complex Li+ substructure, they exhibit ionic disorder on further sites.

Speaking of the Li+ distribution in sulfide SEs, another point is worth
noting: Certainly, the actual distribution of the Li+ ions in the calculations has
an important influence on the calculated properties of the material. Hence, a
reasonable, initial Li+ distribution is crucial if structures are used directly for
any analyses. With our approach, however, the initially chosen Li+ distribution
is not of utmost importance. This is because AIMD simulations were performed
for all structures first. Thus, Li+ ions were able to migrate to more favorable
positions if they were initialized with an unfavorable distribution. Snapshot
structures, extracted from the AIMD simulations, were then optimized to ensure
an intrinsic and natural Li+ substructure, adequate for further postprocessing.

The situation for LiPS glasses is even more complicated: Atomistic glass
models are not available. This is the reason why such glass models need to be
generated as a first step. The procedure is outlined in Section 3.3.8 in more
detail and only a brief summary is given here: Starting with crystalline phases,
the structures were subjected to elevated temperatures in AIMD simulations
and either explicitly quenched in subsequent AIMD simulations or directly
optimized in static calculations. Depending on the outcome, the structures were
manually modified (e.g., by adding/removing atoms or locally rearranging the
atomic structure) and/or annealed again. We limited the generation of glasses
to compositions lying in the phase triangle spanned by Li3PS4, Li4P2S7 and
Li4P2S6; exemplary structure models for g-Li3PS4 and g-Li76P32S112 are shown
in Figure 4.1.

Our approach by no means guarantees that the most stable LiPS glasses (if
such a thing exists at all) have been generated and even more stable models
might possibly be generated. Still, relative stabilities in the range of the ther-
mal energy at room temperature (see Section 4.2) supports our approach and
indicates that reasonable structural models have been obtained. A structural
comparison presented in the following further substantiates our approach and
lays the foundations for more involved analyses.
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(a) (b)

PPSS3−
4

Li+Li+

PP2SS4−
6

PP2SS4−
7

FIGURE 4.1: (a) Structural model of g-Li3PS4 that only contains PS3–
4 tetrahedra. (b)

Structural model of g-Li76P32S112 that contains three different types of structural units:
PS3–

4 , P2S4–
7 and P2S4–

6 . For clarity, Li+ and S2− ions are not shown in part (b).

4.1.2 Structure Validation of LiPS Glasses

Figure 4.2 (a) and (b) show experimentally obtained reduced pair distribution
functions G(r) by Stöffler et al.132 and Shiotani et al.393 of crystalline and glassy
Li3PS4. Their data was used to extract the average particle density of the
material ρ0 based on the slope m =−4πρ0 of the dashed line that runs through
the origin and the minimum prior to the first major peak, here shortly before
2 Å.394

With the knowledge of ρ0, G(r) can be converted to tRDFs and the corre-
sponding curves are shown in Figure 4.2 (c) for the crystal and (d) for the glass
together with our theoretically calculated data. The experiments, however, relied
on X-ray radiation for the determination of G(r). Hence, the intensities of the
different pair correlations change with the atom types and should approximately
scale with the number of electrons of every species. In contrast, the theoreti-
cal tRDFs are obtained from an analysis of the spatial correlations (i.e., bond
lengths), where every bond counts equally. To make the data comparable, a
weighting of the theoretical data as outlined in Section 3.3.5 was applied.

Notably, the highest peaks in the experimental tRDFs are broader than
the ones in the theoretical data. We attribute this to the fact that X-rays are
scattered by the diffuse electron clouds around the atoms, leading to a natural
smearing of the data, whereas the assessment of theoretical tRDFs is based on
the distance between the atomic nuclei. The latter is a precisely defined quantity
in the simulations, resulting in sharper peaks with high intensity.

The experimental tRDFs are in line with the theoretical results (see Fig-
ure 4.2). In particular, a comparison with the data of Shiotani et al. is straight-
forward. The data of Stöffler et al., on the other hand, suffers from substantial,
so-called termination ripples due to a limited maximum scattering vector (typ-
ically denoted as Qmax), but the main changes between crystalline and glassy
Li3PS4 are still reproduced:
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FIGURE 4.2: Experimental G(r) curves of crystalline and glassy Li3PS4 as reported by
(a) Stöffler et al.132 and (b) Shiotani et al.393. The experimental data has been converted
to tRDFs and is compared to our theoretical tRDFs for (c) the crystalline and (d) the
glassy phase. A weighting, described in Section 3.3.5, was applied to make theoretical
and experimental data comparable.

• At short distances, the tRDFs in Figure 4.2 (c) of the crystalline phase are
virtually identical to those of the glassy phase in Figure 4.2 (d). This can
be seen when comparing the height and shape of the first peak (I) at ap-
proximately 2 Å due to intramolecular P−S correlations within PS3–

4 units
and the second, smaller peak (II) around 2.5 Å due to Li−S correlations.

• The third peak (III) due to intramolecular S−S correlations around 3.4 Å
increases in the glass, whereas the following peak (IV) around 4.0 Å due
to intermolecular S−S correlations is strongly flattened.

• Small P−S and S−S correlations at distances above 4.5 Å become more
shallow.

The comparison proves that our generated Li3PS4 glasses show the same
features observed in the experiment and we believe that this can be transferred
to the remaining glasses as well, which enables further analyses. In the analysis
above, we anticipated the attribution of specific atomic correlations to certain
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TABLE 4.2: Reaction energies ∆fE of the crystalline LiPS phases in the Li2S P2S5
system and their energy distance Ehull to the convex hull. All energies are given in meV
and normalized to the number of atoms.

P2S5 at VPBE P2S5 at Vexp.
x Compound ∆fE Ehull ∆fE Ehull

0.500 Li2P2S6 −49.5 23.6 −66.02 13.94
0.670 Li4P2S7 −83.0 14.4 −95.70 10.91
0.700 Li7P3S11 −88.1 14.2 −99.88 12.06
0.750 Li3PS4 −109.6 0.0 −119.94 0.0
0.825 Li7PS6 −41.3 13.5 −47.14 12.83

peaks in the RDFs. A more detailed structural analysis and comparison of the
crystalline and glassy phases is presented in Section 4.3. But let us first inspect
the energetics of the LiPS compounds.

4.2 Stability

4.2.1 Formation Energy of Crystalline LiPS Phases

The stability of the crystalline LiPS phases within the Li2S P2S5 system can be
evaluated via the formation energy ∆fE, normalized to the number of atoms,

∆fE = E(Li2aP2bSa+5b)− [a ·E(Li2S)+b ·E(P2S5) ]
3a+7b

, (4.1)

of reactions according to

a ·Li2S+b ·P2S5 −→ Li2aP2bSa+5b , (4.2)

where negative values for ∆fE indicate an exothermic reaction. The correspond-
ing ∆fE is shown in Figure 4.3 as blue squares and proves that every LiPS
compound is more stable than the binary phases Li2S and P2S5. The convex hull,
however, reveals that only c-Li3PS4 is thermodynamically stable. This is despite
the fact that the β-phase has been considered, which is known to be less stable
than the γ-phase.174 The γ-phase, in turn, is technologically irrelevant due to
its limited Li+ transport properties, which is the reason why only the β-phase of
c-Li3PS4 is considered in this work.

With approximately 10 to 20 meV, the energy distance Ehull of the remaining
phases to the convex hull is in the range of the thermal energy at room tempera-
ture. Overall, our results fit to reported Li-P-S phase diagrams104 and are partly
in accordance to calculations by Holzwarth et al.:150 c-Li7PS6 is reported to be
unstable whereas c-Li7P3S11 is found to be slightly stable in DFT calculations
relying on the local density approximation.

Taking a closer look at the binary phases, we find that P2S5, which can be
described as a molecular crystal consisting of neutral P4S10 units, is not well
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FIGURE 4.3: Reaction en-
ergies ∆fE of the crys-
talline LiPS compounds
in the Li2S P2S5 sys-
tem. P2S5 has been con-
sidered with the calcu-
lated equilibrium volume
VDFT (using the PBE
exchange-correlation func-
tional) and the experimen-
tal volume Vexp.. The lines
indicate the convex hull.
Exact energy values can
be read from Table 4.2. For
comparison, ∆fE of LiPS
glasses have been added.

represented by our DFT calculations. For such systems, the correct description of
van der Waals forces is necessary, which is not entirely possible with the applied
PBE exchange-correlation potential. As a result, the equilibrium volume VDFT
of P2S5 is considerably overestimated by 32% compared to the experimental
volume Vexp.. Presumably, this also affects the calculated total energy, which
might lead to inaccurate formation energies of the crystalline LiPS phases. A
recalculation of ∆fE using the energy of P2S5 at the fixed experimental volume
leads to a shift of all values as can be seen by the gray squares in Figure 4.3 but
does not change the results qualitatively: Li3PS4 remains the only stable LiPS
phase.

One possibility to avoid the aforementioned issues is the inclusion of a
dispersion correction in the calculations, but we did not apply it retrospectively to
all generated structures. Alternatively, energy corrections based on experimental
reaction energies can be applied. This has been done in the course of calculating
Li-P-S phase diagrams104 or analyzing the stability of Na3PS4.395 In both cases,
an energy correction for sulfur, which crystallizes as a molecular crystal with S8
rings, was employed.

As the stability of the crystalline LiPS compounds was not of central impor-
tance in the scope of this work, such attempts were not pursued here. For the
energy comparison of the LiPS glasses, however, similar issues are faced and we
will outline how this was circumvented in the next section.

4.2.2 Relative Stabilities of LiPS Glasses

To circumvent the issues related to the energy comparison we did not reference
the energies of the LiPS glasses to any “problematic” compound such as ele-
mental S, elemental P or P2S5. Instead, relative stabilities ∆E are obtained by
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FIGURE 4.4: Relative stabilities ∆E, normalized to the number of atoms, of the gen-
erated LiPS glasses with respect to the three crystalline boundary phases c-Li3PS4,
c-Li4P2S7 and c-Li4P2S6 (P321). Only the most stable glasses at every composition are
considered.

comparing the energy of the glasses to the energy of the crystalline compounds
that span a triangle in the Li-P-S phase diagram (see inset of Figure 2.1). The
three boundary phases that define the triangle are c-Li3PS4, c-Li4P2S7 and
c-Li4P2S6 (P321 symmetry), and only glasses in this compositional space have
been generated. Their calculated ∆E have been normalized to the number of
atoms and are illustrated in Figure 4.4. Note that only the most stable glass at
every composition is shown. Based on that several conclusions can be drawn:

1. ∆E of all LiPS glasses with respect to the boundary phases is positive
and up to 40 meV. For comparison, relative stabilities close to the thermal
energy at room temperature of 25 meV per atom are often considered
to potentially yield (meta)stable compounds by acknowledging the accu-
racy of DFT calculations and entropic effects.396 Considering crystalline
materials, it has even been proposed to raise the metastability criteria
to approximately 70 meV per atom depending on the material.397 The
calculated ∆E therefore indicates that all LiPS glasses are metastable.

2. The most stable glass (∆E = 18.3 meV, structure labeled as g-Li4P2S7-mod1
in Table 4.1 (d)) is obtained at a composition of Li4P2S7, at x = 0.67 in
(Li2S)x(P2S5)1–x. Interestingly, this generated structure does not only con-
tain P2S4–

7 units, but a variety of structural units including several inter-
molecular S−S bonds, a feature that will be discussed in more detail in
Section 4.3.7. Still, two other glasses (g1- and g2-Li4P2S7, see Table 4.1
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(b)) with similar ∆E of 18.8 and 19.9 meV but only containing P2S4–
7 units

could be generated. The rather low ∆E of the Li4P2S7 glasses might in-
dicate a reason why crystalline Li4P2S7 has not been synthesized, yet:
The driving force to crystallize is low and entropic contributions might
even favor the glass over the crystal. Furthermore, we argue that resid-
ual PS3–

4 and P2S4–
6 structural units, commonly observed in synthesized

Li4P2S7 glasses,115,134 could hinder the crystallization.

3. Glasses at a composition of Li7P3S11 (x= 0.70) are of high interest because
they compete with the superionic c-Li7P3S11. Two glasses have been pre-
pared: First, g1-Li7P3S11 with ∆E = 23.0 meV comprises an equal amount
of PS3–

4 and P2S4–
7 units, which is exactly the same for the crystalline phase.

Second, g2-Li7P3S11 is found to be slightly more stable (∆E = 21.0 meV)
despite the fact that one transformation of the structural units according
to

2 P2S4–
7 −→PS3–

4 +P3S5–
10 , (4.3)

was observed. The latter P3S5–
10 unit can be understood as a chain of three

corner-sharing PS4 tetrahedra, which have been reported in LiPS glasses
at x = 0.60.115 The slight energy gain of the structural model, however,
cannot be exclusively attributed to Reaction 4.3 because also the volume
and the remaining arrangement of the structural units differ between the
two glass models. Compared to c-Li7P3S11, the two glasses are 17.9 and
15.9 meV higher in energy.

4. At Li3PS4 (x= 0.75) a glass with ∆E = 33.0 meV is obtained. Taking into
account the results of the previous two points, a trend can be identified
within the considered (Li2S)x(P2S5)1-x composition space for 0.67≤ x≤ 0.75:
Higher x leads to higher ∆E, i.e., less stable glasses.135 who report values
that should translate to 8.8, 29.5 and 36.2 meV for g-Li4P2S7, g-Li7P3S11
and g-Li3PS4, respectively, when converting their data. Note that they
referenced the energy to the slightly more stable γ-phase of Li3PS4. The
largest difference to our results is found for g-Li4P2S7. Most likely, this
does not only originate from different glass structures, but also from the
underlying energy of the c-Li4P2S7 model. In particular, we observed a
slight shearing of P2S4–

7 units and the occupation of new Li+ sites during
AIMD simulations, leading to a structure that is 5 meV more stable than
the initial model proposed by Holzwarth et al.150

5. Further trends concerning the stability of S-deficient glasses, which have
not been analyzed in such a systematic way before, can be identified:
Starting at g-Li4P2S7, ∆E constantly increases toward g-Li4P2S6 as well
as toward Li80P32S112 (obtained by adding Li to Li4P2S7). Similarly, the
glasses become less stable when going from g-Li3PS4 toward g-Li4P2S6.
The latter is found to be the least stable glass with ∆E = 40.0 meV.
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6. It appears that the observed trends are related to the structural units
contained in the glasses and a hierarchy can be deduced: From more to
less stable glasses, the majority of structural units are P2S4–

7 over PS3–
4 to

P2S4–
6 as indicated next to the color bar in Figure 4.4. Presumably, this is

connected to the properties of the structural units. For example, despite
their comparably large size, the P2S4–

7 units are rather flexible, as the in-
dividual corner-sharing tetrahedra are able to tilt and rotate around their
bridging S2− ion. This does not only promote Li+ diffusion,104 but might
also facilitate structural adjustments according to the surrounding ions
and enable favorable structures with low ∆E. In contrast, P2S4–

6 structural
units are stiff and therefore only able to rearrange as a whole unit, which
might hinder the formation of low energy configurations.

4.2.3 Inclusion of Vibrational Entropy

A computational study by Chu et al. has reported that crystalline Li7P3S11 is
metastable at 0 K but becomes thermodynamically stable at elevated temper-
atures if vibrational contributions to the entropy, Svib, are included.104 This
raises the question of whether Svib is also helpful in stabilizing the LiPS glasses
over the crystalline phases. To answer this question, we have calculated Svib
by performing phonon calculations for all crystalline phases and a selection of
LiPS glasses. Not all glasses could be considered because the required phonon
calculations are computationally demanding with such large structure models
(Natoms ≈200, Nelectrons ≈1200) in the absence of any crystal symmetry.

In addition to glasses with the same compositions as the three boundary
phases, we considered two additional glasses. First, one glass with Li7P3S11
composition to inspect also the changes in the relative stability with respect
to the superionic phase c-Li7P3S11. Second, the glass named g-Li76P32S112 to
include a structure model that comprises the three most important structural
units (PS3–

4 , P2S4–
6 , P2S4–

7 ). The resulting pDOS plots for a selection of LiPS
materials are shown in Figure 4.5 and those of c-Li3PS4 and c-Li7P3S11 fit well
to previously reported results.104,398 All pDOS comprise a peak around 2.5 THz
that is mostly resulting from S contributions, followed by a broader region
between approximately 4-11 THz governed by mixtures of S and Li. Slightly
below frequencies of 15 THz the pDOS exhibit a small gap and above these
frequencies a signal from P and S ions presumably results from fast vibrations
due to the relatively stiff P−S bonds.

Additionally, imaginary frequencies, here plotted at negative frequencies, are
observed for some of the structures. Such imaginary frequencies can result from
mostly two issues. First, numerical issues can occur if the reference structure
has not been optimized accurately enough and a part of the species are slightly
displaced from their local minimum. For the mentioned case of Li7P3S11, Chu
et al.104 attributed small fraction of imaginary frequencies to such numerical
issues. Second, imaginary frequencies can indicate a dynamical instability of the
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FIGURE 4.5: Phonon density of states (pDOS) for a selection of crystalline and glassy
LiPS phases with the individual contributions of the different species.

material. In other words, the structure is able to transform into a more stable
state. Given the complicated structure of LiPS glasses and the fast Li+ diffusion,
we can deduce that the Li+ substructure can be described as a relatively flat
potential energy landscape. Therefore, it is likely that the application of small
displacements to a fraction of the ions might result in a slightly more stable
configuration, i.e., the displacements induce a transition to another local energy
minimum close by. It is therefore difficult to distinguish between such cases
and purely numerical issues. Fortunately, the overall amount if imaginary
frequencies and their magnitudes are low compared to the real frequencies.



96 Chapter 4. Pure Lithium Thiophosphates (LiPS)

(a) (b)E E

FIGURE 4.6: Illustration of the potential energy landscape for the displacement of
an ion. (a) If the ion is located on a low-energy site, it can be properly described
within the harmonic approximation even for rather large displacements that occur
at high temperatures. (b) For Li+ ions in SEs, however, it is likely that the harmonic
approximation is only valid for low temperatures due to the flat energy potential energy
landscape. Extrapolating the results to higher temperatures might lead to artifacts.

Hence, the imaginary frequencies should barely influence the properties derived
from the phonon calculations.

However, another issue related to the method itself needs to be kept in
mind: If ions are located in a deep minimum, the harmonic approximation is
appropriate to describe the potential well even for rather large displacements
appearing at high temperatures, as shown in Figure 4.6 (a). This scenario
should apply the P and S ions due to their covalent bonds. For the flat potential
energy landscape of Li+ ions that are fast diffusing species, however, it is
likely that the harmonic approximation breaks down at high temperatures,
as sketched in Figure 4.6 (b). In this regard, several publications make us
of the term “Li+ sublattice melting” in the context of other superionic Li+

conductors.399–401 This term nicely depicts the conceptual mismatch between
the harmonic approximation and the actual Li+ motion in superionic conductors,
at least at high temperatures. More advanced techniques like thermodynamic
integration402 or an analysis of the velocity-velocity autocorrelation403 might be
necessary to obtain a better description of the vibrational properties of sulfide
SEs at high temperature, but this needs to be attempted elsewhere.

Keeping the issues in mind, the results of the phonon calculations have
been used to compute Svib for every phase. On this basis, the difference in
vibrational entropy ∆Svib with respect to the crystalline boundary phases has
been calculated in the same spirit as ∆E. Both quantities can be used to derive
relative stabilities ∆F at finite temperature,

∆F =∆E−T∆Svib . (4.4)

The values obtained for ∆F at temperatures of 300 K, 500 K and 700 K
are shown in Figure 4.7 and demonstrate that the relative stability of all LiPS
glasses improves with the inclusion of vibrational entropy. The average en-
ergy gain amounts to −3.5, −5.8 and −7.9 meV at 300 K, 500 K and 700 K,
respectively. Remarkably, the energy gain is not uniform and more strongly
pronounced for the less stable glasses. For example, g-Li4P2S6 with a compa-
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FIGURE 4.7: Relative stability ∆F = ∆E−T∆Svib of selected LiPS glasses with respect
to the three crystalline boundary phases c-Li3PS4, c-Li4P2S7 and c-Li4P2S6 (P321) at (a)
300 K, (b) 500 K and (c) 700 K. The color coding is the same as in Figure 4.4 and the
exact values can be read from Table 4.3.

rably poor relative stability of 40.0 meV at 0 K improves by −10.8 meV to
29.2 meV at 700 K. In comparison, the more stable glass g1-Li4P2S7 only gains
−3.4 meV over the same temperature interval (from 18.8 to 15.4 meV). These
results indicate that LiPS glasses with the considered compositions will never
become thermodynamically stable. Instead, the accelerated kinetics at such
elevated temperatures will induce crystallization processes or might even lead
to decomposition reactions.115,116,124,125,404,405

Another interesting observation is made for the superionic crystal c-Li7P3S11.
Please notice that we did not use the same structural model for the calculation of
Svib as for the remaining analyses, because the structure was simply too large to
conduct feasible phonon calculations. Instead, a 1×2×1 supercell was used. We
find that the relative stability of c-Li7P3S11 barely changes upon the inclusion of
vibrational entropy. It even slightly increases from 5.1 meV at 0 K to 5.4 meV at
700 K, which implies that the decomposition to c-Li3PS4 and c-Li4P2S7 would be
even slightly favored with increasing temperatures. This is in contradiction to
the reports by Chu et al.,104 who have predicted that c-Li7P3S11 would become
thermodynamically stable at a temperature of 630 K by relying on a similar
approach.

The only difference is that they evaluated the decomposition reaction to
crystalline P2S5 and Li3PS4 and used an energy correction for every S atom in
deriving the relative stabilities.104,395 Unfortunately, they do not comment on
the volume issues related to P2S5 (see Section 4.2.1) and how they could affect
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TABLE 4.3: Relative stability ∆F =∆E−T∆Svib of selected LiPS glasses with respect to
the three crystalline boundary phases c-Li3PS4, c-Li4P2S7 and c-Li4P2S6 (P321) at the
respective temperature. Besides the boundary phases and the selection of LiPS glasses,
also c-Li7P3S11 has been considered. The ∆F values are in meV/atom.

0 K† 300 K 500 K 700 K
g-Li3PS4 33.4 28.5 25.9 23.4
g1-Li7P3S11 23.0 19.7 17.7 15.8
g1-Li4P2S7 18.8 17.6 16.6 15.4
g-Li4P2S6 40.0 35.6 32.2 29.2
g-Li76P32S112 33.6 29.8 27.6 25.4
c-Li7P3S11 5.1 5.3 5.4 5.4
†Previous values for ∆E. No inclusion of zero-point energy.

the reliability of phonon calculations and the determination of Svib, although
they have used the same exchange-correlation functional as we did. Due to
these issues we believe that our results are more trustworthy because they do
not require any correction scheme and probe the stability against more compa-
rable phases. Hence, our calculations indicate that c-Li7P3S11 is a metastable
compound at all temperatures, which is supported by the fact that it cannot
be synthesized by conventional solid-state methods153 and already decomposes
shortly above 550 K.160,406 Therefore, the formation of c-Li7P3S11 from LiPS
glasses can only be explained by the kinetics of the crystallization, which seems
to be favored over other crystallization routes or phase separations.

4.3 Structural Analysis

4.3.1 Short-Range Order

Figure 4.8 shows the computed RDFs of the crystalline phases and Figure 4.9
those of our generated LiPS glasses that only contain the commonly reported
PS3–

4 , P2S4–
7 and P2S4–

6 structural units. Glasses comprising other “unusual”
structural units or cross-linking S−S bonds between structural units will be
discussed in Section 4.3.6 and Section 4.3.7, respectively. All RDFs have been
obtained from AIMD simulations at 300 K by averaging over approximately
30 ps with time steps of 1 fs. Note that no weighting has been applied to RDFs
presented in the following. Therefore, the shown RDFs reflect the true ratios of
the correlations.

The tRDFs of all crystalline and glassy phases, shown in Figure 4.8 (a) and
Figure 4.9 (a), respectively, exhibit three common features at short distances
(see the three gray boxes in background of the tRDFs):

1. All tRDFs start with a sharp peak at approximately 2 Å, which is at-
tributed to P−S bonds of the underlying structural units as can be seen in
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the P−S pRDFs in Figure 4.8 (b) and Figure 4.9 (b). Only for c-Li2P2S6 the
first peak is split into two peaks due to the shorter bond lengths of the ter-
minal P−S bonds and longer bond lengths of bridging P−S−P bonds within
the P2S2–

6 unit (not explicitly marked in Figure 4.8 (b)). Similarly, for all
compounds that contain P2S4–

7 units (c- and g-Li4P2S7, c- and g-Li7P3S11,
g-Li70P32S112, g-Li76P32S112, g-Li4P2S6.5) the bridging P−S−P bonds lead
to a small shoulder on the right side of the first peak.134

2. A peak around 2.5 Å is attributed to Li−S correlations, as can be seen in
Figure 4.8 (e) and Figure 4.9 (e). The exact position and shape of the peak
varies between the different crystalline phases and is more uniform for
the glasses.

3. Between 3.2 and 3.6 Å a third peak evolves due to S−S correlations, as can
be seen in Figure 4.8 (c) and Figure 4.9 (c). Again, the crystalline phases
show more distinct characteristics, whereas the pRDFs of the glasses
exhibit only subtle differences.

4.3.2 Structural Aspects of Crystalline Phases

The similarities at short distances are expected because all crystalline and
glassy phases consist of negatively charged PxSy units with comparable short-
range order. At distances beyond the third common peak, however, the tRDFs
of the crystalline phases start to diverge and the identification of similarities
is barely possible. This is reasonable because the different crystal structures
determine different long-range orders.

Nevertheless, there are further distinct features besides the three common
peaks that are shared between several of the crystalline phases, mostly because
they share the same type(s) of structural unit(s). These features become more ap-
parent if the pRDFs are inspected and for specific cases their origin is indicated
in Figure 4.8 with red bonds of the responsible structural unit.

For example, the peak around 3.4 Å in the P−S pRDFs in Figure 4.8 (b)
can clearly be attributed to intramolecular correlations of P2S4–

6 units. Further-
more, c-Li7P3S11 and c-Li4P2S7 share comparable patterns between 3.7 and
5.1 Å, which belong to intramolecular correlations of P2S4–

7 units as well as
superimposed intermolecular P−S correlations expected at such distances.

Also in terms of S−S correlations the different structural units may ex-
hibit characteristic features that are not explicitly marked in Figure 4.8 (c)
but are in accordance to the literature.132 We will have a closer look at the
S−S correlations in Section 4.3.5. The P−P pRDFs in Figure 4.8 (d) reveal in-
tramolecular features of P2S4–

6 and P2S4–
7 units at 2.3 and 3.6 Å, respectively.

For the sake of completeness, also the unique P−P correlations around 2.9 Å
of the P2S2–

6 units from c-Li2P2S6 are marked. All P−P signals beyond 4 Å are
attributed to intermolecular correlations.
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FIGURE 4.8: Illustration of (a) the tRDF and (b)-(g) all pRDFs of various crystalline
LiPS phases at 300 K. Features marked with dashed boxes belong to certain correlations
as indicated by red bonds in the respective structural units. Note the different scalings
on the y axes.
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FIGURE 4.9: Illustration of (a) the tRDF and (b)-(g) all pRDFs of various LiPS glasses
at 300 K. Features marked with dashed boxes belong to certain correlations as indicated
by red bonds in the respective structural units. Note the different scalings on the y-axes.
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Notably, the crystalline phases also strongly vary in terms of correlations
that involve Li+ ions. For the two c-Li4P2S6 phases and c-Li2P2S6 the Li−Li
correlations exhibit distinct peaks clearly separated from each other by regions
where the RDF drops to nearly zero. This is indicative of an ordered Li+ substruc-
ture with well defined Li+ sites, which might even hint at poor Li+ transport
properties.120,123 The Li−Li correlations of the remaining crystalline phases do
not drop in such a pronounced manner. Especially, for c-Li4P2S7 and c-Li7P3S11
the correlations are rather smeared, indicating that P2S4–

7 units promote a flat
potential energy landscape for Li+ ions that enhances the ionic conductivity.107

Presumably, this also facilitates the formation of P2S4–
7 -containing glasses and

could be one reason for their low ∆E values presented in Section 4.2.2.
Interestingly, all RDFs (except for the P−P contributions above 4 Å) of the

P3̄1m and P321 phase of c-Li4P2S6 are virtually identical despite their different
arrangements of the P2S4–

6 units. Although RDFs cannot be used to unambigu-
ously deduce a certain local atomic structure, the high degree of similarity
observed for both c-Li4P2S6 indicates that the local environment for Li+ ions
is closely related. Therefore, we assume that also the defect thermodynamics,
which we have previously analyzed for the P3̄1m structure,120 can be trans-
ferred to the P321 structure as well. According to that, high Li+ Frenkel pair
formation energies are responsible for a low density of mobile charge carriers
and a poor ionic conductivity. We will revisit the defect thermodynamics of the
P3̄1m in Section 4.4.5 and see that the inclusion of sulfur-related defects will
not change the conclusion that c-Li4P2S6 is a poor ionic conductor.

4.3.3 Distinct Features of LiPS Glasses

The computed RDFs of all glasses are shown in Figure 4.9 and are comparable
to results by Ohara et al.134 and Baba et al.135, who also reported calculated
RDFs. We notice that the RDFs of all our glass models are very similar, and in
particular the tRDFs are hardly distinguishable despite the different ratios of
the underlying PS3–

4 , P2S4–
7 and P2S4–

6 structural units. The subtle differences
can only be recognized in the pRDFs and the origin of characteristic features is
indicated with red bonds and the responsible structural unit.

Similarly to the crystalline phases, the P−S correlations in Figure 4.9 (b)
show a small shoulder due to P−S−P bonds of P2S4–

7 structural units on the
right of the first peak at approximately 2.2 Å in our glass models. Furthermore,
P2S4–

6 units lead to a signal around 3.4 Å. Compared to the one of c-Li4P2S6,
the signal in g-Li4P2S6 is slightly broadened and shifted to the larger distances
in the sub-Ångström regime. This indicates that the P2S4–

6 slightly expand in
glassy LiPS structure, which fits to the lower densities that have been obtained
for our generated LiPS glasses (see Table 4.1). Further intramolecular P−S
correlations are observed between 3.7 and 5.1 Å. They stem from P2S4–

7 units,
but are mostly hidden by superimposed intermolecular (P−S)inter correlations.
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Therefore, we believe that such signals are difficult to probe by experimental
means.

Distinct features of P2S4–
6 and P2S4–

7 units around 5.2 and 5.9 Å, respectively,
can also be found in the S−S pRDFs in Figure 4.9 (c). The peak between 3.3
and 3.6 Å and the more shallow peak around 3.9 Å, however, cannot be unam-
biguously assigned because the various intramolecular S−S correlations within
the different PS3–

4 , P2S4–
7 and P2S4–

6 structural units lead to similar signals.
The situation is complicated by intermolecular S−S correlations, denoted as
(S−S)inter, that start to set in at these distances. We will revisit this issue more
closely in Section 4.3.5.

Similarly to the crystalline phases, the P−P bond of P2S4–
6 units and the

intramolecular P−P correlations of P2S4–
7 units are recognizable in the P−P

pRDFs at distances around 2.3 and 3.6 Å, respectively. Owing to the low peak
height, however, resolving these signals by experiments will presumably be
difficult because the strong P−S signal around 2.2 Å and the more intense
S−S correlations will hide the weak P−P contributions. Intermolecular P−P
correlations then start to set in at approximately 4.6 Å for all LiPS glasses, inde-
pendently of the underlying structural unit, but stay at low intensity. Therefore,
we disagree with Shiotani et al.,393 who have attributed a signal around 7 Å to
intermolecular P−P correlations among PS3–

4 units. Such distances are at the
limit of our data. Still, our RDFs suggest that the observations of Shiotani et al.
rather result from S−S correlations.

In summary, distinct features in the S- and P-related RDFs of LiPS glasses
could only be attributed to intramolecular correlations of P2S4–

7 and P2S4–
6 units.

The PS3–
4 unit does not lead to unique patterns in the RDFs. Furthermore, no

explicit intermolecular features are observed, indicating that the structural
units do not exhibit a preferential ordering and are arranged randomly with
respect to each other.

4.3.4 Influence of Structural Units on Li+ Ions in Glasses

Because LiPS compounds are of interest as SEs, it is of concern how the different
structural units influence the Li+ substructure in the glassy phases. We have
already seen that the tRDFs of the various glasses strongly resemble each other.
Hence, it is not surprising that also the Li+-related pRDFs are very similar.
This is apparent when comparing the shapes of the peaks around 2.5 Å in the
Li−S pRDFs in Figure 4.9 (e). The slight deviations of the peak heights can be
attributed to compositional differences.

The similarities suggest that the S2− ions of all structural units (regardless
of whether it is PS3–

4 , P2S4–
7 or P2S4–

6 ) are surrounded by Li+ ions in a rather
uniform manner in LiPS glasses. As a result, also the Li−S correlations at
higher distances are difficult to distinguish. Only if a high magnification is
applied to the data (not shown), subtle differences above 3.5 Å become apparent.
These features, however, could not be unambiguously assigned to the different
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structural units because several features that are present in glasses with only
one type of structural unit appear in some, but not in all glasses with mixed
types.

The Li−Li correlations, shown in Figure 4.9 (f), are in good agreement with
other theoretical104 and experimental157 studies. They start to appear shortly
below 3 Å, which has been reported to be the approximate minimum distance
between Li+ ions in sulfide SEs.134,163 The Li−Li pRDFs further show a plateau
between 3.5 and 5.0 Å that might indicate a smeared nearest-neighbor Li+ shell
around every Li+ ion. The plateaus exhibit slight variations, but these can not
be correlated with the structural units. After a minimum at 5.5 Å, the next
smeared shell of Li+ presumably starts.

As shown in Figure 4.9 (g), the Li−P correlations of all glasses start to appear
at approximately 2.7 Å and exhibit a first maximum around 3 Å, followed by
a second, broader maximum or shoulder between 3.5 and 3.8 Å. In the case of
g-Li4P2S6 and g-Li4P2S6.5, which both comprise P2S4–

6 units, the second maxi-
mum is even higher than the first. However, also g-Li7P3S10 and g-Li80P32S112
contain P2S4–

6 units but do not show a prominent second maximum. Therefore,
the second maximum cannot be explained by the presence of P2S4–

6 units, but
rather by the absence of PS3–

4 units. This assumption is affirmed by the Li−P
pRDF of g-Li4P2S7, which exhibits a distinct second maximum and does not
contain PS3–

4 units. Another evidence is the transition from g-Li80P32S112 over
g-Li76P32S112 to g-Li70P32S112, where a decreasing amount of PS3–

4 units seems
to be correlated to a more perceptible second peak. Beyond 4.5 Å no further
differences in the pRDFs are found.

The overall strong resemblance in the Li-related pRDFs reveals that Li+ ions
experience comparable chemical surroundings in all LiPS glasses, independently
of the underlying structural units. Moreover, a similar structure suggests that
also the Li+ dynamics is similar. We will see in Section 4.4.2 that this is truly
the case: All LiPS glasses seem to exhibit comparable diffusion coefficients.

4.3.5 Resolving Intra- and Intermolecular S−S Correlations

The disentanglement of intra- and intermolecular correlations can be difficult
by experimental means and is much easier to assess from our computational
data. The following analysis clarifies individual contributions to the RDFs,
facilitates any future characterization attempts for LiPS glasses similar to those
of Stöffler et al.,132 and might even be helpful for related compounds. Because the
assignment of P−S and P−P correlations is straightforward, we have restricted
the analysis to the S−S correlations. Let us first concentrate on Figure 4.10 (a)
to (d), which show the S−S pRDFs of those LiPS glasses that have a crystalline
counterpart.

Interestingly, we find that intermolecular correlations (orange curves) start
at lower distances in the glasses. This is best seen for Li3PS4 in Figure 4.10
(a), where the onset of the intermolecular S−S correlations is located at ap-
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proximately 3.4 Å in the crystalline phase but at 3 Å in the glass. Likewise, for
Li4P2S6 in Figure 4.10 (c) it is reduced from 3.2 to 3 Å, and also for Li4P2S7 and
Li7P3S11 the intermolecular S−S contributions around 3 Å become slightly more
prominent in the glass. This indicates that a portion of the structural units is
able to move closer together in the glass, regardless of the structural unit type.
Beyond 3.5 Å, most notably for the two peaks of c-Li4P2S6 and the peak around
4 Å for the remaining crystalline phases, the intermolecular contributions be-
come more smeared in the glasses. The least changes between crystalline and
glassy phase are observed for Li4P2S7 and Li7P3S11.

In terms of intramolecular correlations barely no changes are observed
for the PS3–

4 units (purple curves), as can be seen in the RDFs of Li3PS4 and
Li7P3S11. For P2S4–

7 units (blue curves) minor changes are observed: In Li4P2S7
the shallow peak shortly above 5 Å, present in the crystalline phase, disappears
in the glass and also the peak around 6 Å shifts to slightly lower distances.
Similar changes are also observed in Li7P3S11, where additionally a shoulder
around 3 Å in the crystal becomes more blurred in the glass. We believe that
it will be a challenging task in experiments to unambiguously identify such
changes in the intramolecular S−S correlations of P2S4–

7 units because (i) they
are subtle, (ii) intermolecular S−S contributions show a much stronger intensity
at these distances, and (iii) superimposed contributions from P−S correlations
and other sources complicate the analysis.

It is noteworthy, however, that the intramolecular S−S correlations of
P2S4–

6 units (green curves) shown in Figure 4.10 (c) undergo obvious changes
from the crystalline to the glassy phase. The most prominent change involves
the peak around 3.8 Å that is significantly reduced in height. Moreover, the
flank on the right side of the peak expands up to the signal shortly above 5 Å.
The changes of the S−S correlations indicate that the dynamics of P2S4–

6 units is
considerably different in an amorphous surrounding. This fits to the observation
that also the Li+ dynamics have changed tremendously: The obtained Li+ diffu-
sion coefficients have increased by several orders of magnitudes in g-Li4P2S6
compared to the crystalline phase, as will be shown throughout Section 4.4.

For completeness, the intra- and intermolecular features just described
reappear in Figure 4.10 (e) to (g) for glasses comprising at least two different
types of structural units.

4.3.6 Occurrence of “Unusual” Structural Units

Up to this point we have only discussed the structure of LiPS glasses comprising
the commonly observed, “usual” structural units: PS3–

4 , P2S4–
7 and P2S4–

6 . In the
course of a preceding work, however, we have noticed the formation of various
“unusual” structural units when Li4P2S7 glasses have been generated by relying
on a brute-force melt-quenching protocol as described in Section 3.3.8 and listed
in Table 4.1 (c). We have revisited these glasses in the scope of this work and
briefly recap previous results in the following summary. The “unusual” units
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(a) (b)

(c) (d)

(e)

FIGURE 4.11: A selection of unusual PxSy units, observed in different melt-quenched
LiPS glasses. The subfigure labels (a) to (e) correspond to the in-text description. Color
coding: P (purple), S (yellow).

observed in the glasses have been classified according to the following types, and
a selection of examples are shown in Figure 4.11 in the corresponding subfigure:

(a) Usual units with additional “sulfur tail(s)”

(b) Usual units with missing terminal sulfur

(c) Usual units cross-linked to other usual/unusual units via atypical P−S or
S−S bonds

(d) Free sulfur chains

(e) Others, e.g., large clusters or units containing P−P−P bonds

We have found that glasses containing a large number of unusual structural
units, especially if they are considerably different from the usual structural
units, are less stable than glasses only containing usual structural units. How-
ever, also one glass with comparable low ∆E of 33.8 meV is obtained despite
a large number of unusual structural units, indicating that not all unusual
units necessarily exhibit high excess energies. Based on this energetic argument
we argue that unusual units are actually present in LiPS glasses and further
studies need to (dis)prove their existence and how they influence the properties
of LiPS glasses.
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FIGURE 4.12: Structural model of g-Li4P2S7-mod3 that only contains 16 PS3–
4 and 8

P2S4–
6 structural units. The structure, however, misses 16 Li+ to compensate the formal

charges of the structural units. This Li deficiency leads to the formation of 8 S−S bonds
(shown in red), mainly established as cross-linking bonds.

4.3.7 Formation of S–S Bonds

The melt-quenched Li4P2S7 glasses, mentioned in the previous section, have
been used to generate a set of modified glasses with improved relative stabilities
(see g-Li4P2S7-mod1, -mod2 and -mod3 in Table 4.1 (d)). To this end, we manually
rearranged atoms in such a way that the local structure corresponds to the usual
PS3–

4 , P2S4–
7 and P2S4–

6 units. Because the composition was not changed, however,
the existence of PS3–

4 and P2S4–
6 units demands for a charge compensation

mechanism: We found that this is achieved by the formation of cross-linking
S−S bonds between the structural units.

One example has already been shown in Figure 4.11 (c), where the rightmost
structural unit can be understood as a P2S4–

7 units connected to a PS3–
4 unit via

a S−S bond. Formally, this combined structural unit corresponds to P3S5–
11, i.e.,

two negative charges have been compensated by the S−S bond. Alternatively,
the opposite argument can be made: Each cross-linking S−S bond compensates
for two missing Li+ ions.

A more illustrative example is presented in Figure 4.12 for g-Li4P2S7-mod3.
Due to its 16 PS3–

4 and 8 P2S4–
6 structural units, it would require 80 Li+ ions

to achieve charge neutrality. Because the structure only contains 64 Li+ ions,
however, the mismatch of 16 charges is compensated by the formation of 8 S−S
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+ 2 Li

FIGURE 4.13: Upon addition of Li to the structures containing S−S bonds, the disso-
ciation of the S−S bonds was observed during static optimizations. Therefore, their
formation and dissociation might be a reversible process triggered by the local Li
content.

bonds. These are formed mostly as cross-linking bonds between two structural
units. Only in one case the formation of a S−S bond within a P2S6 unit was
noticed (see bottom left of Figure 4.12).

The three glasses g-Li4P2S7-mod1, -mod2 and -mod3 containing cross-linking
bonds S−S have been further modified in the course of this work: To counter
the Li deficiency we have added two Li to the structures for each occurring
S−S bond and optimized their geometry in static calculations. The predominant
observation was that the S−S bonds dissociate during the optimization as shown
in a schematic illustration in Figure 4.13.

These observations indicate that S−S bonds are considerably weaker than
the remaining P−S and P−P bonds and we assume that the formation and
dissociation of S−S bonds is a reversible process, presumably triggered by the
local Li content. We further propose that the cross-linking between structural
units via S−S is not limited to LiPS glasses, but might occur in crystalline
LiPS phases as well as in other types of sulfide SEs too. It could therefore be
a relevant process especially in the vicinity of the electrodes, where SCLs and
a variation of Li content are expected.176 Other regions of interest could also
be GBs or phase boundaries between amorphous and crystalline parts within
LiPS glass-ceramics and further efforts are needed to elucidate the relevance of
cross-linking S−S bonds.

4.3.8 Electronic Structure

A suitable SE must not only possess good ionic conductivity, which is the topic of
Section 4.4, but also requires a negligible electronic conductivity. In this regard,
the electronic structure can be analyzed to verify that the material of interest is
not an electronic conductor. Therefore, we computed the eDOS for all considered
LiPS compounds.

Figure 4.14 shows the eDOS of the crystalline phases, their glassy counter-
parts and a selection of additional glasses. Note that all these structures only
comprise the usual structural units. Generally, the eDOS of the shown crys-
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FIGURE 4.14: Computed eDOS of crystalline LiPS phases and their glassy counterparts
in (a) to (d) and of additional glasses in (e) to (g). All structures only contain the usual
structural units PS3–

4 , P2S4–
7 and P2S4–

6 . The band gap Eg is indicated in red and the
computed EVBM was set to E = 0 eV.

110



4.3. Structural Analysis 111

−6 −4 −2 0 2 4

Eg =
1.98

E in eV

eD
O

S
(a

.u
.)

(a) g-Li4P2S7-mod3

−6 −4 −2 0 2 4

1.70

E in eV

eD
O

S
(a

.u
.)

(b) g-quench2000 K
50 K/ps

FIGURE 4.15: Computed eDOS for (a) g-Li4P2S7-mod3, the glass with the highest
amount of cross-linking S−S, and (b) g-quench2000 K

50 K/ps, one of the glasses obtained via the
brute-force melt-quenching scheme comprising a large number of unusual structural
units. The same color coding as in Figure 4.14 applies.

talline and glassy phases are very similar and exhibit band gaps of 2.4-2.8 eV.
In all cases, the states directly below EVBM (i.e., E = 0 eV) to approximately
−3 eV are only due to the lone electron pairs of S2− ions. A gap of approximately
1 eV separates them from hybridized contributions of S and P ions between −4
and −5.5 eV that result from P−S bonds within the various structural units.
This fits to previous reports for various sulfide SEs that have been treated with
similar calculations.134,150,174,186,318

Our computed band gaps are certainly underestimated, which is a typical
shortcoming of the applied exchange-correlation functional as explained in
Section 3.2.1. For c-Li7P3S11 this was already shown by Chu et al.104 and Xiong
et al.407, who obtained values of 2.6 and 2.1 eV, respectively, when using the
same PBE exchange-correlation functional as we did. This compares well to our
obtained value of 2.57 eV. The two research groups also recalculated the band
gap with a hybrid exchange-correlation functional, which is known to describe
the electronic properties of materials much more accurately than PBE, and
obtained 3.9 and 3.5 eV, respectively Based on these results we expect that also
all our band gaps are approximately 50% higher in reality. This substantiates
that our generated glasses are indeed electronic insulators, whose ionic transport
properties can be analyzed.

Before we do so, however, our previous structural analysis poses another
question: How do the observed cross-linking S−S bonds or the various unusual
units influence the electronic properties? To answer this question, Figure 4.15
shows the eDOS of (a) g-Li4P2S7-mod3 (containing a comparably large number
of S−S bonds) and (b) of g-quench2000 K

50 K/ps (a glass obtained via the brute-force
melt-quenching approach that contains several unusual units). Qualitatively,
the eDOS plots are similar as those shown above, but smaller band gaps less
than 2 eV are observed.

Particularly, a series of LiPS glasses (g-Li4P2S7-mod1, -mod2 and -mod3)
indicate that the band gap reduction is related to the number of S−S bonds: the
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mentioned glasses contain 3, 6 and 8 S−S bonds and exhibit band gaps of 2.42,
2.25 and 1.98 eV, respectively. Following this line of thought, LiPS compounds
could exhibit an increased electronic conductivity if a high concentration of S−S
bonds and/or unusual structural units is available. As mentioned in the previous
section, S−S bonds might be relevant near the electrodes, at phase boundaries
or in the vicinity of GBs. A high concentration of S−S bonds could then lead
to a considerable reduction of the band gap and might increase the electronic
conductivity on a local scale. In the worst case, the material might locally become
a mixed electronic-ionic conductor, accelerating interfacial reactions.1

In summary, the bulk phases of all investigated LiPS materials exhibit
sufficiently large band gaps to be classified as electronic insulators. This justifies
further investigations of their ionic transport properties to better understand
LiPS glass-ceramics.

4.4 Transport Properties

Diffusion coefficients were mostly extracted by analyzing MSD plots obtained
from AIMD simulations and we will use Section 4.4.1 to comment on the common
pitfalls of these analyses. The transport properties of properly analyzed cases
are presented in Section 4.4.2. The Li+ diffusion mechanisms for the LiPS
glasses are then presented in Section 4.4.3 and found to be highly concerted.
This indicates that NEB approaches cannot be used to reliably represent Li+

diffusion in the glasses. Still, we tested what insights NEB calculations can
deliver for one test case in Section 4.4.4. Instead of treating one of our generated
glasses, however, we used c-Li4P2S7, which exhibits similar transport properties
but decreases the structural complexity of the problem.

4.4.1 Analysis of MSD Plots − Common Pitfalls

The extraction of diffusion coefficients from the MSD evolution is not straight-
forward in all cases and several pitfalls need to be avoided. Let us start with
an obvious case: Figure 4.16 (a) shows the Li+ MSD evolution of c-Li4P2S6
(P3̄1m) at 900 K. In the very beginning the MSD abruptly jumps to approx-
imately 0.2 Å2 and, besides some statistical noise due to thermal vibrations,
remains constant for the rest of the simulation. Obviously, this indicates that no
long-range diffusion occurs.

Technically, however, it is still possible to linearly interpolate the data
and the slope of the interpolation may be used to calculate artificial diffusion
coefficients. If the interpolation is done without an intercept, the slope will be
positive but crucially depends on the covered simulation time. This is shown for
various fits according to f(x), where the number in the subscript indicates the
included data range, e.g., f40 was fitted up to 40 ps. If an intercept is taken into
account, see g(x), the interpolation is more representative, but the comparably
large statistical noise even leads to a negative slope. A graphical inspection
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FIGURE 4.16: Two examples of MSD plots that cannot be used to extract proper Li+

coefficients. (a) Example of c-Li4P2S6 (P3̄1m) at 900 K with several unsuitable linear
interpolations. The corresponding coefficients of determination R2 are listed in Table 4.4.
(b) Simulation of c-Li2P2S6 at 800 K. Dashed lines have been added as a guide to the
eye and indicate regions with approximately constant MSD. Furthermore, two peaks
resulting from unsuccessful Li+ jumps are marked.

TABLE 4.4: Low or even negative coefficients of determination R2 indicating that the
fits of Figure 4.16 (a) cannot be used to extract Li+ diffusion coefficients. Good fits
should yield 0.9< R2 ≤ 1.0.

f5(x) f20(x) f40(x) f60(x) f80(x) g(x)
R2 -8.0290 -9.2961 -9.7655 -11.1773 -11.9948 0.0131

of the MSD would not have been necessary in the present case because the
obtained coefficients of determination R2 (see Table 4.4) clearly indicate that all
fits fail to appropriately represent the data and are not suitable for an extraction
of diffusion coefficients.

A less obvious example that is more appropriate but should also not be used
to extract Li+ diffusion coefficients is shown in Figure 4.16 (b) for c-Li2P2S6
at 800 K. The MSD quickly rises in the beginning but settles around 2 Å2 for
approximately 20 ps as indicated by a dotted line. The small peak at 12.7 ps
marks an unsuccessful attempt of Li+ ions to jump to a different site. The
MSD then rises between 20 and 27 ps but again settles just below 5 Å2, only
interrupted by a small peak at 36 ps. The linear interpolation (dashed line) is
much more representative of the data than in the first example but still shows
a poor R2. Another reason for not trusting extracted Li+ diffusion coefficients
in this case is the fact that the MSD only reaches a value of approximately
5 Å2 at the end of the simulation. This means that every Li+ has only moved
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√
5 Å2 = 2.2 Å on average, which is less than the closest Li−Li nearest neighbor

distance of approximately 3 Å (see Figure 4.8 (f)). In other words, despite the
elevated temperature only a few number of Li+ jumps are featured in the
simulations, which fits to the low reported diffusion coefficient of c-Li2P2S6.123

Better statistics (i.e., longer simulation times and/or larger systems) are needed
to obtain reliable Li+ diffusion coefficients.

4.4.2 Li+ Transport From AIMD Simulations

A collection of MSD plots that are appropriate to extract reliable Li+ diffusion
coefficients are shown in Figure 4.17. Parts (a) to (f) compare the crystalline
LiPS phases on the left to their glassy counterpart on the right and the parts
(g) and (h) show two further glassy phases. To improve the statistics at low
temperatures, the data for temperatures of 500 K and below are obtained by
averaging the MSD of three individual simulations. Still, the results of the lower
temperatures need to be taken with care. These mostly involve the simulations
at 400 and partly also those at 450 K, where only a MSD of 10 Å2 or below
was reached. Longer simulations would be needed to clearly confirm these
results. Nevertheless, we added the data to illustrate that more extended AIMD
simulations could be used for selected cases to analyze the transport properties
of superionic SEs even close to practical operating temperatures.

Li+ diffusion coefficients D∗ are obtained from linear regressions to the MSD
curves. To allow for equilibration, the first 5 ps are not included in the fits. The
extracted D∗ are presented in an Arrhenius plot in Figure 4.18, which was used
to extract migration barriers Em and pre-exponential coefficients D0. These
transport parameters have further been used to extrapolate D∗ to 300 K and to
calculate the corresponding Li+ conductivity σ300 K as described in Section 3.6.3.
A compilation of the essential properties of all simulated phases can be found in
Table 4.1 .

Li3PS4

The comparison for Li3PS4 in Figure 4.17 (a) and (b) reveals that the transport
properties of the crystalline β-phase cannot be assessed with AIMD simulations
for temperatures of 500 K and lower because the MSD hardly rises within the
accomplished simulation times. On the contrary, the MSD reaches significantly
higher values in the glass even for 400 K. Likewise, also at the higher temper-
atures the MSD rises faster in the glass and reveals superior Li+ transport
properties, which can also be seen in the Arrhenius plot in Figure 4.18 and
extracted transport parameters: Although D0 is found to be approximately three
times larger in the crystalline phase, the reduction of Em from 354 meV to
257 meV in glass overpowers the transport properties at room temperature.
The extrapolated σ300 K therefore increases from 0.74 to 10.4 mS/cm from the
crystalline to the glassy phase, respectively.
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FIGURE 4.17: MSD plots of representative crystalline and glassy LiPS phases. The first
5 ps were excluded from the linear regressions, whose slopes were used to extract Li+

diffusion coefficients.



116 Chapter 4. Pure Lithium Thiophosphates (LiPS)

Our Em for the crystalline phase is within the rather broad range of reported
barriers,143,173 but in good agreement to impedance measurements of Stöffler
et al.,140 who report 360 meV. For glassy Li3PS4, however, such small barriers
have never been reported. Instead, barriers typically vary between 330 and
400 meV.115,132

Although our computed σ300 K is one to two orders of magnitude signifi-
cantly higher than any experimental results (see also Section 3.6.4 for a deeper
discussion of the origin of related discrepancies), the overall trend is in line
with impedance measurements,132 NMR studies172 and crystallization experi-
ments125 that attribute superior transport properties to the amorphous phase of
Li3PS4. Because the detection of amorphous phases is difficult, we assume that
an increased amount of glass might also explain improved ionic conductivity in
samples that are claimed to contain nano-porous Li3PS4.139

Li7P3S11

In contrast to Li3PS4, the MSD plots for Li7P3S11 in Figure 4.17 (c) and (d) show
that the crystalline phase exhibits slightly better transport properties than the
glassy phase. Note that shorter simulation times for the crystalline phase were
reached because the highly anisotropic unit cell demanded a larger supercell to
obtain a uniform structural model. Overall, the size was approximately twice as
large than the majority of the remaining models. Consequently, statistics are
comparable despite the shorter simulations times because the MSD is averaged
over a larger number of Li+ ions.

Our data shows that c-Li7P3S11 exhibits the highest Li+ diffusion coeffi-
cients among all LiPS phases treated in this work, fitting to experimental re-
ports.104,117,137,138 The computed migration barrier of 161 meV for the crystalline
phase is in excellent agreement with several experimental reports.104,117,137

Note, however, that there are considerable discrepancies between experimen-
tal studies and also migration barriers of approximately 300 meV have been
reported.160 Again, extrapolated σ300 K seem to be overestimated as our result
of 83.6 mS/cm is approximately five times larger than the highest experimen-
tal value of 17 mS/cm,137 but close to the calculated conductivities of 57 and
72 mS/cm obtained via AIMD simulations.104,107

The calculated barriers for our glass models g1- and g2-Li7P3S11 are no-
ticeably higher than the crystalline phase and settle around 250 meV. This
is considerably lower than experimentally reported barriers, which range be-
tween 400 and 450 meV.115,119,133,160 Extrapolated σ300 K reach approximately
10 mS/cm, which is comparable to g-Li3PS4 of the previous subsection, but at
least one order of magnitude higher than found experimentally.

In conclusion, the Li+ transport properties obtained so far do not quanti-
tatively reproduce the experimental findings. More importantly, however, they
capture the qualitative trends and we believe the results are helpful to im-
prove the understanding of LiPS phases. Accordingly, the insights suggest that
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FIGURE 4.18: (a) Arrhenius plot of D∗ for various crystalline LiPS phases and their
Arrhenius fits. (b) Arrhenius plot for our generated LiPS glasses. Lines that connect
data points are a guide to the eye. Full, black circles indicate the average D∗ of all
glasses with its Arrhenius fit shown as black. The results for the average glass is shown
in both diagrams for comparison.

c-Li7P3S11 is indeed the fastest SE among all LiPS materials. Therefore, the
formation of any other phase needs to be avoided for the best Li+ transport
properties to be achieved.

Li4P2S7

The MSD plot for c-Li4P2S7 in Figure 4.17 (e) is comparable to its glassy coun-
terpart shown in (f) for temperatures of 600 K and below. At 700 and 800 K,
however, the glass shows a slightly steeper increase of the MSD. Note that the
linear regressions for the 700 and 800 K curves match the data much better
than what is implied based on the relatively small section of the shown data.

The obtained migration barriers amount to 220 meV for the crystalline phase
and we predict a σ300 K of 16.7 mS/cm. Because the hypothetical c-Li4P2S7 has
not yet been synthesized, we cannot compare its properties to any experiments.
Interestingly, our glassy structures show similar transport properties to the
crystalline phase and barriers of approximately 240 meV and σ300 K of around
10 mS/cm are found. This again contradicts the experimental findings that
report barriers of 440 meV and conductivities that are two orders of magnitude
lower for the glass.115
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Referencing our previous analyses, however, it is not utterly surprising
that our crystalline and glassy models for Li4P2S7 exhibit similar transport
properties: We already saw that the local structure of the crystalline and glassy
Li4P2S7 resemble each other in the RDFs (see Section 4.3). Therefore, also
similar transport properties are expected.

Remaining glasses

The MSD plots in Figure 4.17 (g) and (h) show two further examples of LiPS
glasses, g-Li4P2S6 and g-Li76P32S112. Therefore, a representative selection of
glasses with different types and ratios of the PS3–

4 , P2S4–
7 and P2S4–

6 structural
units is available. In summary, the MSD data already indicates that the Li+

diffusion is similar in all glasses. This can be seen more clearly in Figure 4.18
(b), where the diffusion coefficients of all glasses are shown. The extracted Em
mostly range between 230 and 260 meV and extrapolated σ300 K of approximately
10 mS/cm are predicted.

To stress the high degree of similarity, an average tracer diffusion coefficient
(thick, black circles) among all glasses and the corresponding regression to the
Arrhenius equation (dashed line) have been computed. It can be seen that all
glasses are scattered around the average value, which substantiates the fact
the Li+ transport properties are the same in the amorphous LiPS phases and
that deviations are likely to be of statistical nature. Why is this the case? In
the previous subsection we argued that crystalline Li4P2S7 has similar Li+

transport properties as glassy Li4P2S7 because also their local structures (RDFs)
are similar. It seems that the same reasoning can be applied to all LiPS glasses.

4.4.3 Li+ Diffusion Mechanisms in LiPS Glasses

The evolution of the MSD, the extracted D∗, D0, Em and the extrapolated
σ300 K of the previous section are helpful quantities to describe the globally
averaged Li+ transport properties. Without any further evaluation, however,
these transport parameters typically do not provide insights about the local
diffusion mechanisms, which might helpful to improve the material. Therefore,
we have analyzed the atomic motion in our generated glasses in more detail and
found that the mechanisms of Li+ diffusion are similar in all glasses. This is not
surprising because the transport properties of the previous section as well as the
local structures (i.e., the RDFs) in Section 4.3 were found to be comparable as
well. We picked g-Li76P32S112 as a representative case to illustrate our findings
in this section. The presented results have all been obtained from a simulation
at 600 K.

Atomic Displacements

Figure 4.19 shows structural models of g-Li76P32S112 at several time steps and
displacement vectors with respect to the reference structure at ∆t = 0 ps have
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(a) ∆t = 0 ps (b) ∆t = 5 ps (c) ∆t = 10 ps

(d) ∆t = 15 ps (e) ∆t = 20 ps

Li &~d(∆t)

P &~d(∆t)

S &~d(∆t)

FIGURE 4.19: Snapshots of g-Li76P32S112 during a 600 K simulations. The displacement
vectors~d with respect to the structure at ∆t = 0 have been added and reveal that Li+

is the most mobile species. S2− ions also show noticeable displacements, but these are
mostly attributed to local rearrangements of the structural units. Overall, the structural
units do not move on a long-range scale as can be seen by the negligible displacements
of the P ions.

been added to all particles. Clearly, Li+ ions are the most mobile species and
show the largest displacements after 20 ps, which is the expected result for
Li+ conducting SE. Furthermore, the majority of S2− ions also exhibit notice-
able displacements, mostly resulting from local rearrangements (i.e., subtle
translations or rotations and tilting) of the structural units. Presumably, such
movements are either part of paddlewheel-like mechanisms or of local, ther-
mally activated relaxations.193 They do not result from any long-range motion
of the structural units because P ions exhibit negligible displacements within
the covered simulation time.

Inspection of Li+ Trajectories

In the absence of concentration gradients or any other driving forces, diffusion is
a purely stochastic process. It is then expected that the displacement magnitudes
of Li+ ions are not uniform. During the 20 ps illustrated in Figure 4.19, however,
several Li+ ion can be identified that have barely left their initial positions.
Hence, the question arises whether this is a purely statistical phenomenon or
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FIGURE 4.20: Selected
Li+ trajectories and
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displacements of the
g-Li76P32S112 glass after
90 ps at 600 K. Li+
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whether Li+ ions are trapped in certain local sites and do not contribute to
transport.

Because 20 ps is a rather short simulation time, we have extended the
analysis to the full course of the simulation (90 ps) and show the trajectories
and corresponding squared displacements (i.e., the individual contributions
to the MSD) of selected Li+ ions in Figure 4.20. The Li+ ion with the largest
squared displacement of 400.9 Å2 is indicated in red and reveals that it has
traveled approximately 20 Å during the simulation. Comparably large (squared)
displacements are also reached by other Li+ ions, as for example indicated by the
orange and magenta trajectories. The trajectories exhibit several sites, indicated
by locally concentrated trajectories clouds, where the Li+ ion has thermalized
for several picoseconds before traveling on. This is reminiscent of a classical
jump or hopping mechanism as observed in other ion conducting solids.298,408,409

Additionally, there are other regions with rather smeared trajectories (e.g., upper
part of the magenta trajectory). Hence, parts of the amorphous structure of the
LiPS glasses seem to establish a flat and perhaps frustrated energy landscape
along the diffusion pathways. Such energy landscapes are known to promote
Li+ diffusion, as has been seen for crystalline compounds with a distorted or
irregular structure such as LiTi2(PS4)3.410

Not all Li+ ions, however, are similarly mobile. On the contrary, the trajecto-
ries illustrated in different shades of blue highlight one intermediately mobile
(44.5 Å2, cyan) and three of the least mobile Li+ ions with squared displacements
below 20 Å2. One of them has only reached 1.11 Å2 after 90 ps. Moreover, its
trajectories (gray-blue) show that the Li+ ion has only moved locally and never



(a) ∆t = 0 ps (b) ∆t = 0.5 ps (c) ∆t = 1.0 ps

(d) ∆t = 1.5 ps (e) ∆t = 2.0 ps

FIGURE 4.21: Example of a concerted jump sequence of three Li+ ions during a time
span of 2 ps in a 600 K simulation of g-Li76P32S112. The blue displacement vectors and
green trajectory lines of the three Li+ ions are drawn with respect to ∆t = 0 ps. The
majority of the remaining ions are not shown for clarity.

(a) ∆t = 0 ps (b) ∆t = 0.5 ps (c) ∆t = 1.0 ps (d) ∆t = 1.5 ps

(e) ∆t = 2.0 ps (f) ∆t = 2.5 ps (g) ∆t = 3.0 ps

FIGURE 4.22: Example of a highly concerted jump sequence of six Li+ ions during a
time span of 3 ps in a 600 K simulation of g-Li76P32S112. The blue displacement vectors
and green trajectory lines of the six Li+ ions are drawn with respect to ∆t = 0 ps. The
majority of the remaining ions are not shown for clarity.
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left its initial site in the course of the simulation. This indicates that it is either
occupying a deep, favorable position or that the barriers for leaving the site are
high. The remaining trajectories in shades of blue reveal further Li+ ions that
are mainly trapped in certain sites for a long period of time, indicating that not
all Li+ ions might constantly contribute to long-range transport.

We tried to relate these observations to the local surrounding structure
because such knowledge would be helpful to further optimize the amorphous
parts of LiPS materials. Unfortunately, we could not derive a clear relation so
far and additional studies are needed to tackle this issue.

Observation of Highly Concerted Li+ Jumps

The diffusion mechanism of many SEs has been reported not to follow a se-
quence of individual Li+ jumps. Instead, it is usually described as a sequence of
collective or concerted jumps, where several Li+ ions jointly and simultaneously
move into the same direction.370,411–413 We identified that such jumps substan-
tially contribute to the long-range diffusion processes in LiPS glasses and two
examples from the g-Li76P32S112 glass are illustrated in the following.

Figure 4.21 shows snapshots of a concerted jump sequence that involves
three Li+ ions and takes place within only 2 ps. An even more illustrative
example is shown in Figure 4.22, where six Li+ ions are found to move in
a concerted manner within 3 ps. In light of the comparably high simulation
temperature of 600 K, it is likely that such highly concerted and fast jump
sequences occur less frequently and on longer time scales at room temperature.
Still, we believe that these diffusion mechanisms play a crucial role in the
transport properties of LiPS glasses.

4.4.4 NEB-based Migration Barriers in c-Li4P2S7

In the past, NEB calculations have often been used to investigate local diffusion
events where only the jump of a single mobile species is considered.150,201,407,414

The knowledge gathered in the previous section, however, questions whether
such approaches are able to extract useful information if concerted motion is
observed. Such a comparison is rarely done in literature and in the vast majority
of cases only one method is applied.

Naturally, it would be most insightful to use NEB simulations to investigate
the local transition states in our generated LiPS glasses. Unfortunately, we saw
in the previous section that the potential energy landscape of the glasses is
rather complicated because it comprises flat parts where Li+ sites cannot be
defined unambiguously. Likewise, also the definition of Li+ vacancies becomes
ill-defined and it was necessary to reduce the structural complexity for further
analyses.

This was achieved by relying on c-Li4P2S7 as model system for NEB calcu-
lations. For simplicity, we did not employ our optimized model as described in
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FIGURE 4.23: Li+ vacancy diffusion in a 2×2×2 supercell of c-Li4P2S7. Selected diffusion
pathways are indicated with different colors and several pathways are shown multiple
times for a more comprehensive representation. Migration barriers Em have been
obtained via NEB calculations. The shown energies of every NEB image i are referenced
to the most stable Li+ vacancy on D positions: ∆Em(i)= E(i)−E(D).

Section 4.2.2. Instead, the original structural model as published by Holzwarth
et al.150 was used. The decision for c-Li4P2S7 is rationalized because this crys-
talline structure shows a comparable local structure to its glassy counterpart
(see RDFs in Section 4.3). Furthermore, c-Li4P2S7 also exhibits similar Li+

transport properties as the averaged glass models. Lastly, it only comprises four
symmetrically distinct Li+ sites, which reduces the number of feasible diffusion
paths.

To limit substantial self-interactions from periodic images, we created a
2×2×2 supercell of c-Li4P2S7, removed one Li+ ion to create a Li+ vacancy and
left the system with one negative charge to avoid any oxidation state changes of
the remaining ions. Charge compensation was achieved with a homogeneous
background charge. The four symmetrically distinct Li+ sites in the system are
referred to as A, B, C, and D and vacancies needed to be created at several
symmetrically equivalent sites (such sites are indicated by adding apostrophes,
i.e., A′) to construct a representative amount of diffusion paths. In total, 12 NEB
calculations were performed and the results are compiled in Figure 4.23.

First, Li+ vacancies are not equally stable at the four sites and the most
stable position was found on site D. The corresponding energy was used as
reference energy (∆Em(D)= 0) for all migration barriers Em. Vacancies on the
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positions A, B and C are 218, 186 and 264 meV higher in energy, which fits to
the results of Holzwarth et al.150

Our constructed paths enable three-dimensional diffusion, but the barriers
for overcoming the transition states vary considerably depending on the path and
the jump direction. Several paths show barriers of approximately 200-400 meV
and examples are A→B (purple path, 322 meV), D→D′ (orange, 280 meV), A→C
(red, 218 meV) or B′′ →B′′′ (black, 258 meV). Considerably higher barriers of
up to 637 meV are observed for the green path along A′′′→C′, whereas a C→A′′

(red) jump needs to overcome a small barrier of 74 meV and a C→D′ jump (blue)
even exhibits a negligibly small barrier. As expected from the P1̄ symmetry of
the system, paths between symmetrically equivalent sites are symmetric, as
can be seen for the orange and black paths.

In summary, NEB calculation with a moving Li+ vacancy confirm that the en-
ergy landscape in c-Li4P2S7 is rather complicated despite the fact that c-Li4P2S7
is a well defined, crystalline phase. Local migration barriers were found to range
from below 100 to more than 600 meV. For comparison, based on the AIMD
simulations a global migration barrier of 220 meV was obtained. This example
shows that it is non-trivial to connect the results from NEB calculations to the
global transport properties of superionic SEs whose ionic transport processes
are governed by a variety of pathways and arbitrary diffusion mechanism (e.g.,
concerted motion of several Li+ ions). This is also the reason why NEB calcu-
lations have not been applied for any other sulfide SE with good Li+ transport
properties in the course of this study.

4.4.5 Li+ Transport in c-Li4P2S6: Revisited Defect
Thermodynamics

Let us return to the poor ionic conductor c-Li4P2S6, for which we have seen in the
MSD plot in Figure 4.16 (a) that the Li+ kinetics is too slow to be studied with
AIMD simulations. In the past we have relied on NEB calculations that assumed
intrinsic Li+ defects (i.e., Frenkel pairs = V′

Li + Lii
•
) as the source of mobile

charge carriers.120 As explained in Section 2.1.2, however, the relatively high
Frenkel pair formation energy leads to a low defect concentration and therefore
a low ionic conductivity. Other external defect equilibria could offer further
charge compensation mechanisms but were not considered so far. Because it
would be insightful to see whether they have a profound influence on the defect
concentration, we investigate in the following how external, S-related defects
interact with the system.

By symmetry, there is only one type of S vacancy, which was investigated
with the overall charge states 0, +1 and +2. The singly charged state, however,
was found to be irrelevant based on the defect energy diagrams discussed below.
In terms of S interstitials we explored several configurations and found the two
setups termed Si,a and Si,b to be the most stable. Similarly to the vacancy again
only the neutral and doubly charge state −2 were found to be favorable. Their
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(a) S×
i,a (b) S′′

i,a

(c) S×
i,b (d) S′′

i,b

FIGURE 4.24: Relaxed
configurations of the
sulfur interstitials Si,a
and Si,b, indicated as
red spheres, at different
charge states. Charge
density isosurfaces have
been added to visualize
the formation/breaking of
bonds depending on the
charge state.

relaxed structures are shown in Figure 4.24 together with isosurfaces of the
charge density to indicate which bonds form or break depending on the charge
state.

For the relaxation of Si,a substantial rearrangements are observed and in the
case of the neutral Si,a

× in Figure 4.24 (a) an unusual structural unit is formed
and one P−P bond is broken. In the charged state in part (b) of the figure, S′′

i,a
leads to the formation of a larger structural unit comprising a P−P−P bond and
a small splintered unit. In the case of the second interstitial, the formation of
a regular P2S4–

7 unit is observed in Figure 4.24 (c) for the neutral Si,b
× . For the

charged interstitial S′′
i,b, however, one of the bridging P−S bonds is broken and

leads to the splitting of the P2S4–
7 unit according to,

P2S4–
7 +2e− →PS3–

4 +PS3–
3 . (4.5)

The resulting defect formation energy diagram is shown in Figure 4.25. The
diagram includes our previous results and we recall that −1 is the most stable
charge state Li vacancies across the full band gap (Eg ≈ 2.5 eV).120 V′

Li2 is more
stable than V′

Li1 and shows a formation energy of 2.98 eV at the CBM, which is
reduced to 0.50 eV at the VMB. All interstitials prefer the +1 state except for
Fermi levels just below the CBM and the most stable interstitial is Lii,3

•
with

Ef = 2.01 eV at the VMB. It reaches the charge transition level to the neutral
defect at a Fermi energy of 2.43 eV and exhibits a formation energy of 0.42 eV.

Except for Fermi levels just above the VBM, the S vacancy is in a neutral
charge state with a formation energy of 1.48 eV. In terms of S interstitials, Si,a

×

has a formation energy of 2.14 eV until the charge transition level to S′′
i,a at a

Fermi level of 1.18 eV is reached. Si,b
× shows a lower formation energy of 1.38 eV,
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FIGURE 4.25: Defect formation energy diagram of Li and S point defects. The slopes
correspond to the charge state q and are indicated in the diagram.

but the charge transition level is reached at a higher Fermi level of 2.02 eV.
Both S interstitials then transition to a −2 charge state and S′′

i,a and S′′
i,b exhibit

formation energies of −0.46 and 0.47 eV at the CBM.
Combining these results, various schemes of how the different defects com-

pensate each other can be constructed. Obviously, the formation energy of VS
••

defects is too high to enable a favorable compensation mechanism for Li+ va-
cancies. The most evident combination involves two Lii,3

•
and one S′′

i,a, resulting
in a combined formation energy of 0.5 eV, which is half of the Frenkel pair
formation energy. Therefore, the concentration of Li+ interstitials might be
increased if the material is in contact to a Li and a S reservoir at the same time.
The ionic conductivity, however, will most certainly not increase significantly in
this case. First, this is because S interstitials are covalently bound to the P ions
and therefore expected to be immobile. Second, the long-range diffusion of Li+

interstitials involves barriers of approximately 0.5 eV, which is more than twice
the Li+ vacancy migration barrier of 0.2 eV.

In summary, even external defect equilibria that could be enabled by a sulfur
reservoir will not substantially change the ionic conductivity of c-Li4P2S6. This
result is in accordance with literature, which always connects the occurrence
of c-Li4P2S6 with a worsening of the ionic conductivity, independently of the
conditions.120,154,160,189 Therefore, other strategies need to be applied to mitigate
any conductivity decrease due to the presence of c-Li4P2S6. Potential schemes
could involve the insertion of extrinsic defects to achieve higher conductivities221

or synthesis procedures to prevent the formation of c-Li4P2S6 in the first place.
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4.5 Defect Formation Energies: Descriptors for the
Interface Stability

Except for model cases, the properties of interfaces are difficult to access, often
due to the intricate interplay between interface structure, thermodynamics and
kinetics. It is therefore advisable to adopt multiple approaches, so that different
aspects of the interface can be investigated depending on the specific problem.
We will discuss this first in the context of c-Li4P2S6|Li interfaces and show
that they are unstable by employing established methods. More interestingly,
however, we will use this showcase to demonstrate the predictive power of defect
formation energies as descriptors to assess the interface stability. Further, we
present a literature survey that supports the applicability of the approach for
several other compounds and their (in)stability against Li metal. Finally, we
will also consider the stability of interfaces in LiPS glass-ceramics. In particular,
we will discuss c-Li4P2S6|g-Li4P2S7 interfaces and see that they are stable.

4.5.1 SE|Li Interfaces

Let us first show that the c-Li4P2S6|Li interface is inherently unstable by relying
on (i) a purely thermodynamic approach, (ii) explicit interface calculations and
(iii) defect formation energies as valid descriptors for the interface stability.

Thermodynamics

In the present case, a purely thermodynamic consideration can easily be used
to show that the c-Li4P2S6|Li is unstable. Based on previous experimental
observation it was proved that many LiPS phases are unstable against Li metal
and react to Li2S and Li3P.89,90 Hence, the following decomposition reaction can
be considered,

Li4P2S6+14Li −→ 6Li2S+2Li3P , (4.6)

which shows a decomposition energy of −19.4 eV (−746 meV/atom). This in-
dicates a highly exothermic reaction and fits to the general observation that
sulfide SEs exhibit a poor (electro)chemical stability. The success of the purely
thermodynamic consideration has one drawback: the decomposition reaction
needs to be known. If this is not the case, all possible decomposition paths have
to be considered, but the method might fail if unknown compounds are involved.

Explicit Interface Simulations

One possibility to circumvent the aforementioned issue of unknown reaction
phases is the investigation of explicit interface models. This requires the con-
struction of interfaces - a difficult task for low-symmetry crystals with large unit
cells due to the size constraints of DFT calculations. Here, we investigate the
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(001) and (100) interface of c-Li4P2S6 exposed to Li metal. The models were cre-
ated without cleaving any P2S4–

6 units and slabs of c-Li4P2S6 and Li metal have
been relaxed in separate calculations beforehand. The corresponding surface
energies of the (001) and (100) surfaces of c-Li4P2S6 are 14.5 and 20.2 meV/Å2,
respectively. The slabs have then been put into contact and were statically
optimized. The initial and relaxed structures are compared in Figure 4.26.

Although we only performed static calculations, substantial atomic rear-
rangements can be observed at both interfaces indicating that the initial steps
of the reaction do not involve significant barriers, similar to what was found
for other interface simulations.186,196 The related reaction energies are approxi-
mately −155 meV/Å2 for both interfaces. This indicates a strong driving force
for the reaction and fits to the previous thermodynamic analysis. Changes in the
local charge states have been used to monitor local reactions. For comparison,
the charge states in the pristine c-Li4P2S6 are found to be Li1.00+, P1.81+ and
S1.27− using the Bader charge analysis.415 In the case of sulfur and phosphorus
the charge states deviate substantially from the formal P4+ and S2−, which is
attributed to covalent character of P−S bonds.

For the (001) interface in Figure 4.26 (a) the beginning of interdiffusion of Li
species between Li metal and c-Li4P2S6 is observed. Moreover, the P2S4–

6 units
that are in contact to Li metal partly dissociate and the released S2− ions are

(a)

(b)

FIGURE 4.26: Initial and relaxed structures of the investigated c-Li4P2S6|Li interface
models with (a) the (001) plane and (b) the (100) plane of c-Li4P2S6 exposed to Li metal.
The atoms that initially belong the Li metal layer are indicated in green, whereas the
Li+ ions of the c-Li4P2S6 are shown in gray.
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incorporated into the Li metal slab, which might be considered as the onset for
the formation of Li2S. This can also be monitored based on the bond lengths to
the surrounding Li: The average length of 2.50 Å compares well to the one in
Li2S (2.45 Å) and is significantly lower than the bond lengths in the pristine
c-Li4P2S6 (2.62-2.66 Å). Likewise, Li−P bond lengths decrease from 3.71-4.14 Å
in the bulk to 2.55-3.00 Å at the interface, which is close to the ones observed in
Li3P (2.45-2.53). The onset of the interface reduction can also be detected based
on oxidation state changes as P0.5+ is found at the reacted interface. Overall,
approximately 9 electrons are transfered from Li metal to c-Li4P2S6 during the
static relaxation.

For the (100) interface in Figure 4.26 (b) a comparable reaction is monitored,
but the formation of a more ordered interphase in observed. This is reminiscent
of what was found for LiPON: Depending on the orientation of the SE an
ordered or more disordered interface is formed.196 We note, however, that the
interface dimensions of the c-Li4P2S6|Li interfaces are relatively small, so that
every formed interphase appears to be ordered due to its periodic images. Still,
the interphase formed at the (100) interface resembles Li2S in the way S2− is
coordinated with Li+. This might be of relevance for the further stability of the
interface because Li2S has been proposed as a metastable buffer layer in sulfide
SEs.174 The changes in bond lengths, charge states and transfered electrons are
comparable to the (001) interface.

In summary, these results are in good agreement with previous interface
calculations between sulfide SEs and Li metal,186,318 and confirm that the c-
Li4P2S6|Li interface is unstable. Presumably, an ongoing interface reaction is
observed if the relaxed structural models are subjected to finite temperatures in
AIMD simulations, similarly to our results shown for Li7SiPS8|Li interfaces in
Section 6.4. Nevertheless, the generation of interface models is quite involved
and can therefore only be applied to selected cases.

Defect Formation Energies as Descriptors

As we have explained in Section 3.5.2, point defects may be used as an alter-
native approach to evaluate the stability of interfaces. Let us recall the defect
formation energy diagram shown in Figure 4.25, which reveals that Lii

•
exhibit

negative formation energies over a wide range of Fermi levels. Starting with a
formation energy of approximately −2 eV at the VMB, the formation energy is
−0.75 eV in the middle of the band gap and reaches 0 eV at EFermi = 2 eV close
to the CBM. This means that there is a driving force for the incorporation of Lii

•

into c-Li4P2S6 for given values of EFermi. However, Lii
•

will not form intrinsically
because a compensating V′

Li is too expensive in the pristine material.
The situation can change if the material is connected to an external Li reser-

voir. In this regard, it is important how the defect formation energy is calculated,
i.e., which reservoir for Li is chosen. With Li metal as the Li reservoir, we can
use resulting defect formation energies to directly probe the stability of the
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c-Li4P2S6|Li interface. The mostly negative Ef(Lii
•
) represents a strong indicator

that c-Li4P2S6 is unstable against Li metal. Naturally, a single interface like
the c-Li4P2S6|Li interface does not suffice to confirm the applicability of defect
formation energies as descriptors for the interface stability. Therefore, let us
review existing literature to see if previously published results are in line with
our approach.

The first case resembles our analysis of c-Li4P2S6 and concerns c-Li7P3S11,
which is also found to be unstable against Li metal in experiments.89 This is in
line with results from Xiong et al.,407 who report negative formation energies for
Lii

•
over the whole band gap. The instability is even more obvious because also

neutral Li interstitials show negative formation energies. Similar results are
reported by Chang et al.,107 although they did not use the same Li reservoir. Still,
at chemical potentials that correspond result in a phase equilibrium of Li7P3S11
with Li3P and Li2S, a negative Ef(Lii

•
) up to a Fermi level of approximately

1.4 eV has been found. In this regard it would be insightful to know the defect
thermodynamics of these compounds (i.e., the defect formation energy of V′

Li) to
further evaluate the stability.

Let us also have a look at LLZO, which is often stated to exhibit high
stability against Li metal.82–84 According to our descriptor approach, Ef(Lii

•
)

should be positive. A thorough computational study, however, shows that Ef(Lii
•
)

is negative for a broad range of the Fermi energies under reducing (i.e., Li-
rich) conditions.416 This apparent contradiction with the known stability of the
material was resolved by revealing the presence of a kinetic barrier that hinders
the reduction of the material.85,417 This kinetic barrier seems to be overcome at
elevated temperatures.418

So far we only identified cases where negative Ef(Lii
•
) indicate unstable

interfaces. Li2S represents a nice example of the opposite case: The defect
thermodynamics shows that all Li defects exhibit positive formation energies,419

indicating that there are no driving forces for a reaction with Li metal. This is
reasonable because the S2− ion is already fully reduced and Li2S is yielded as
final product in Li−S sulfur batteries after complete lithiation.420

In conclusion, we argue that negative defect formation energies may be used
as descriptors for the interfacial (in)stability. The given examples demonstrate
this tendency for formation energies of charged interstitials, Lii

•
, in the context

of interfaces between SEs and Li metal. The model, however, lacks the ability
to predict which reaction phases form and how the interfaces evolve after a
reaction is initiated. Furthermore, it cannot assess the related kinetics and
might predict unstable interfaces that, as in the case of LLZO, are metastable
due to slow reaction kinetics. Nevertheless, the approach could be applied, possi-
bly supported by other methods and descriptors, to screen for stable material
combinations via established high-throughput calculations of defect formation
energies.396,421
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4.5.2 SE|SE Interfaces in LiPS Glass-Ceramics

In the previous sections we only considered Ef as a descriptor for the interface
stability between the material of interest and Li metal, which simultaneously
constitutes the Li reservoir. The approach, however, can be extended to analyze
the stability of interfaces between two arbitrary, Li-containing compounds.309

The basic idea is to use a common chemical reservoir as a mediator for the
calculation of defect formation energies for all compounds of interest. Hence, the
common reservoir allows us to combine defect formation energies of different
materials consistently and use the concept of Frenkel pairs “across material
boundaries” as introduced in Section 3.5.2. This is exemplarily shown for c-
Li4P2S6|g-Li4P2S7 interfaces, which we believe are representative for interfaces
in LiPS glass-ceramics.

Explicit Interface Simulations

Let us first check the stability of c-Li4P2S6|g-Li4P2S7 interfaces via explicit
interface simulations. Again, we have considered interfaces parallel to the (001)
and (100) planes of c-Li4P2S6. For the amorphous part, g-Li4P2S7 glasses were
obtained using the melt-quenching approach described in Section 3.3.8. To
obtain matching interfaces, the corresponding dimensions of the c-Li4P2S6 cell
were directly used for the generation of the g-Li4P2S7 glasses.

After creating the interfaces, the structures were optimized statically and
no interface reactions were observed. To exclude an artificial stability due
to the inability to overcome barriers in static calculations, we additionally
performed AIMD simulations at elevated temperature. Figure 4.27 shows that
the interfaces remain stable after approximately 30 ps at 600 K. For the (100)
interface, we observed that the Li+ ions directly at the interface keep their
original crystalline sites, indicating that the interface does not induce Li+

vacancies in c-Li4P2S6. Therefore, the Li+ transport properties of c-Li4P2S6 are
expected to remain unchanged.

Interestingly, crystal and glass seem to be separated by a thin layer of Li+

ions that might be indicative of the formation of a thin space charge layer. Possi-
bly, this layer might exhibit Li+ transport properties along the interface that
differ from the bulk crystal or bulk glass. Unfortunately, a proper investigation is
not possible because longer AIMD simulations were not feasible for the present
case.

Defect Formation Energies as Descriptors

The c-Li4P2S6|g-Li4P2S7 structures exemplify the challenge of generating inter-
face models, and defect formation energies appear as an attractive alternative to
assess the interface stability. The approach can be interpreted as computing de-
fect formation energies Eacross

FP of Frenkel pairs “across material boundaries” and
has been introduced in Section 3.5.2. In a nutshell: We want to probe whether
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(a) (b)

FIGURE 4.27: c-Li4P2S6|g-Li4P2S7 interface models using (a) the (100) and (b) the
(001) plane of c-Li4P2S6 after 30 ps at 600 K. The initial g-Li4P2S7 glass models were
generated relying on the “brute-force” melt-quenching scheme and contain several
unusual units. The dashed boxes in (a) indicate Li+ at the (100) interface that remained
on their initial sites during the AIMD simulation.

the transfer of Li from one material to the other is preferential, which can be
achieved by calculating the defect formation energies of a vacancy in material A
and an interstitial in material B, as illustrated in Figure 4.28. The combined
formation energy Eacross

FP can be understood as a measure for the driving force of
the transfer of Li from material A to B.

To this end, we took the bulk glass models that were generated for the explicit
interfaces and computed the defect formation energies of various Li vacancies
and interstitials in their neutral and charged states. Together with the most
stable defect formation energies of c-Li4P2S6, the most stable defect formation
energies of the glasses are shown in Section 4.5.1 (a) and (b), respectively. Note
that the CBM of the glasses is not displayed because the CBM positions differ
for the (001) and (100) models, most likely due to the large amount of unusual
units that lead to comparably low-lying bands. We can neglect this issue for now
because we are only interested in the defect formation energies of neutral defects
that do not depend on the Fermi level. By following the approaches illustrated
in Section 4.5.1 (c) and (d), both combinations of Eacross

FP are calculated and
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FIGURE 4.28: Defect formation energy diagram of (a) c-Li4P2S6 and (b) the Li4P2S7
glasses used for the explicit interface simulations. Only the defects with the lowest
formation energies are shown. Frenkel pair formation energies “across material bound-
aries”, Eacross

FP , of the two phases are calculated for both directions as shown in (c) and
(d). The positive values indicate that there is no driving force for a reaction that involves
the transfer of Li from one material to the other.

formation energies of 1.43 and 3.36 eV are obtained. This reveals that, in both
directions, the transfer of a neutral Li from one material to the other is not
favorable. Hence, the interface is classified as a stable interface, which is in
agreement with the explicit interface simulations.

As mentioned above, the glasses that were prepared for the interface simu-
lations contain several unusual units (see Figure 4.27). Furthermore, we know
from Section 4.3.6 that such glasses tend to be less stable than glasses contain-
ing the usual units. This is also the case here and relative stabilities of 44.4 and
46.2 eV are obtained for the glasses used for the construction of the (100) and
(001) interfaces, respectively. Therefore, we have reason to use a more stable
glass for the same approach, and we chose g1-Li4P2S7 because it is the most
stable glass (relative stability of 18.8 eV) that was generated at the same compo-
sition. The calculated defect formation energies are shown in Figure 4.29. The
corresponding Eacross

FP of the neutral defects amounts to 1.88 eV for the transfer
of one Li from c-Li4P2S6 to g1-Li4P2S7 and 3.47 eV for the opposite transfer.
These values suggest again a stable interface, as there is no driving force for Li
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FIGURE 4.29: Defect formation energy di-
agram of g1-Li4P2S7. Only the defects with
the lowest formation energies are shown.
For neutral defects, Eacross

FP amounts to
1.88 eV for the transfer of one Li from c-
Li4P2S6 to g1-Li4P2S7. The opposite transfer
yields a value of 3.47 eV.

transfer across the c-Li4P2S6|g-Li4P2S7 interface, which is consistent with the
variety of reported LiPS glass-ceramics.8,116–119

First Attempts: Charged Defects as Descriptors

So far, we have only used neutral defects to compute Eacross
FP . As outlined in

Section 3.5.2, the approach can be extended to charged defects if the valence
band offset Eoffset

VBM of the interfaced materials is known. Unfortunately, the
determination of Eoffset

VBM via low-lying electronic states is not possible because the
explicitly treated electrons within the available pseudopotentials of Li, P and
S are not able to represent true core states. Instead, we used slab calculations
with vacuum regions to align the vacuum levels of the local potentials (see
Equation 3.3 for the definition of the local potential). The chosen compounds
were again c-Li4P2S6 and g1-Li4P2S7.

However, there are several caveats to this approach. First, any net dipole
in the cell needs to be avoided because it would cause a slope in the vacuum
potential and prohibit a proper alignment. This is a straightforward task for
c-Li4P2S6 because it shows inversion symmetry and the Li coverage on the (001)
surface can be chosen such that a symmetric slab is obtained. The amorphous
g1-Li4P2S7, on the other hand, does not exhibit any symmetry by definition. Nev-
ertheless, we prepared several slab structures without cutting any P2S4–

7 units.
For one case, the local potential only exhibited a small slope, and by slightly
displacing surface-near Li+ ions away from the surface we could achieve a flat
vacuum potential.

The structural models are shown in Figure 4.30 together with the aligned,
plane-averaged potentials. The potentials of the bulk systems have been overlaid
in black and show good agreement with the slab calculations. The required shifts
have been used to align the band edges of the two materials, indicated with
dashed lines. Surprisingly, we find that the VBM of c-Li4P2S6 is located above the
CBM of g1-Li4P2S7, which would result in a Eoffset

VBM larger than 2 eV. According to
the HOMO-LUMO method (see Section 3.4.8), this situation implies an unstable
interface and electron transfer from the VMB of c-Li4P2S6 to the CBM of g1-
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FIGURE 4.30: Electrostatic potentials of the slab models of c-Li4P2S6 (left) and g1-
Li4P2S7 (right), shown in red, where the vacuum potentials have been aligned to 0 eV.
The electrostatic potentials of the bulk systems are overlaid in black and show excellent
agreement. Based on the alignment, the absolute positions of EVBM and ECBM can be
determined and are indicated. The dotted line serves as visual guide for a comparison
of the relative positions of the band edges.

Li4P2S7 if we assume that the Fermi level is not below the VMB of c-Li4P2S6.
This, however, will likely lead to further reactions that were not observed in the
explicit interface simulations.

We can attempt to understand this unexpected behavior, following the rea-
soning of Conesa.348 First, the underestimation of band gaps within the used
PBE exchange-correlation functional might prevent a proper alignment of the
band edges. Second, our approach to flatten the vacuum potential of the g1-
Li4P2S7 glass by displacing several surface-near Li+ might induce an artificial
dipole close to the surface, which shifts the vacuum level and also compromises
the alignment. In summary, extending the approach to use charged defects as
a descriptor for the interface stability between two compounds seems to be
challenging, at least with such complex structures. We recommend to thoroughly
test the applicability of the approach with simpler systems first.

4.6 Summary

Pure LiPS phases are of high technological relevance and different aspects have
been investigated to improve the understanding of their structure-properties
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relationships. This especially concerns amorphous LiPS glasses that are dif-
ficult to analyze experimentally. To this end, melt-quenching schemes were
applied to generate various glass models within the compositional triangle
Li3PS4 Li4P2S7 Li4P2S6 and their structures were validated on the basis of
available experimental data.

A thermodynamic analysis reveals that, among the considered phases, only
c-Li3PS4 is stable within the Li2S P2S5 system. All glasses are found to be
metastable and the most stable glasses exhibit relative stabilities of 20-40 meV
(per atom) with respect to the crystalline boundary phases. The relative stability
follows certain trends and more stable glasses tend to contain P2S4–

7 units,
whereas less stable glasses comprise P2S4–

6 units. The inclusion of vibrational
entropy improves the stability of the glasses by approximately 3-10 meV without
changing their metastability.

The structures of the compounds were mostly analyzed my means of RDF
plots and certain common features at short ranges were identified. These include
a sharp peak around distances of 2 Å due to P−S bonds, a broader peak at
2.5 Å due to Li−S correlations and signals between 3.2 and 3.6 Å due to S−S
correlations. Other subtle distinct features in the RDF are attributed to certain
intramolecular correlations within the structural units. A disentanglement of
the intra- and intermolecular S−S correlations is presented and might be helpful
for a future structural characterization of LiPS materials. Interestingly, the
RDFs of all glasses are very similar despite the fact that they comprise different
ratios of the underlying structural units PS3–

4 , P2S4–
6 and P2S4–

6 .
These units, however, are not the only ones that might appear: The utiliza-

tion of a “brute-force” melt-quenching scheme leads to the formation of a variety
of “unusual” structural units. Such unusual units have not been considered in
the literature so far, but our data suggest that they involve only small excess
energies. Therefore, we assume that a small amount of such units is present in
LiPS compounds, and further characterization attempts would be insightful to
assess their relevance for the properties of the material.

Furthermore, it is found that structural units are able to cross-link via S−S
bonds under Li-deficient conditions, which could be an important mechanism
near the interface toward the electrodes or at GBs. Calculations of the eDOS
indicate that all considered LiPS compounds are electronic insulators, but the
mentioned unusual and cross-linked units can lower the band gap. Potentially,
this might locally turn the materials into mixed electronic-ionic conductors
under certain conditions, which, for instance, could have a negative influence on
the interface stability.

An analysis of the ionic transport properties reveals that Li+ diffusion differs
by orders of magnitudes among the crystalline phases. The LiPS glasses, on
the other hand, exhibit very similar transport properties despite their different
structural units, which is in line with the structural analysis. Their Li+ diffusion
coefficients surpass c-Li3PS4, are similar to the hypothetical phase c-Li4P2S7,
but cannot reach c-Li7P3S11. A detailed analysis of the transport properties in
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the glasses shows that the motion of the structural units is negligible, making
Li+ by far the most mobile charge carrier.

There are, however, certain regions or sites in the material that are able to
trap Li+ ions and prevent their participation in long-range transport. Hence,
an optimization strategy to improve the transport properties of LiPS glasses
should aim at the elimination of such trapping sites to mobilize all Li+ ions. Fur-
thermore, AIMD simulations at elevated temperature indicate that correlated
jumps involving several Li+ ions strongly contribute to the long-range diffusion.
Such diffusion mechanisms can hardly be assessed by static simulations, as
exemplarily shown by applying NEB calculations to c-Li4P2S7.

For the poor ionic conductors, such as c-Li4P2S6 whose Li+ transport is mostly
governed by the jumps of point defects, however, static calculations proved to be
more effective than AIMD simulations. Therefore, we investigated if external
defect equilibria can be used to increase the defect concentration, but found that
this is not the case even if S-related defect equilibria are considered. Moreover,
the defect thermodynamics proved to provide helpful descriptors to estimate
the stability of sulfide SEs against Li metal: By using Li metal as the chemical
reservoir, we reason that negative formation energies of Li+ interstitials in SEs
can indicate a chemical instability against Li metal. This is substantiated by a
literature survey. Moreover, the approach to use Frenkel pairs “across material
boundaries” with neutral defect species correctly predicts the stability of LiPS
glass-ceramic interfaces as demonstrated for c-Li4P2S6|g-Li4P2S7 interfaces. An
extension of the approach that makes use of charged defects is introduced, but
needs further testing.
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Sulfide materials with argyrodite-type structure have shown high promise
as SEs due to their favorable transport properties. In most studies, however,
high ionic conductivities have only been reached if the composition was modified,
e.g., toward Li6–xPS5–xBr1+x.212,216,225,226 Even within this rather simple compo-
sition scheme the reasons for the conductivity increase are not fully understood
because at least two effects act at the same time: First, halide excess leads to
structural site-disorder among the anions. Therefore, S2− ions on sites on 4d
are replaced with Br−. Second, structural Li+ vacancies are introduced.

Fortunately, the Br−/S2− site-exchange can also be adjusted in stoichiometric
Li6PS5Br. This was realized by Zeier et al.,9,10 via careful control of the synthesis
conditions: Quenching the material from high temperatures kinetically freezes
the equilibrium Br−/S2− site-exchange that is present at high temperatures. This
opens the opportunity to investigate the mere effect of Br−/S2− site-exchange on
the properties of Li6PS5Br without changing the Li content. The results of our
simulations have corroborated these investigations and delivered interesting
insights as presented in the following.
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5.1 General Approach

Li6PS5Br exhibits a rather complex structure as it contains a variety of partially
occupied Li+ sites and the possibility to introduce Br−/S2− site-exchange, as
introduced in Section 2.2.1. Therefore, the computational treatment of this mate-
rial is not trivial and will be shortly outlined. An illustrated of the investigated
properties of Li6PS5Br with some aspects of the workflow are shown Figure 5.1.

The experimentally determined structure, a cubic cell containing four for-
mula units of Li6PS5Br, was taken as basis. As a first step, an idealized structure
was considered. To this end, we simplified the complicated structural model and
prepared it with 0% Br−/S2− site-exchange, i.e., all Br− were placed on their
4a sites and all S2− on their 4d sites. Additionally, the Li+ substructure was
simplified by initially placing all Li+ on the T5a sites. These sites form Li+

octahedra around the 4d sites and can be considered as Li+ cages. This initial
choice is certainly far from a reasonable Li+ distribution. However, it avoids
dealing with the vast combinatorics of distributing Li+ among its various sites.
The atomic coordinates and cell of this idealized model were then statically
optimized. During this process, all Li+ remained on the T5a sites and a lattice
constant of 10.2855 Å was obtained. This idealized model was used as basis for
the generation of all further structures.

Next, a
p

2×
p

2×2 was constructed and the supercell program392 was used
to generate supercells with various degrees of Br−/S2− site-exchange. The super-
cells contain 16 formula units of Li6PS5Br, which enable the adjustment of the
Br−/S2− site-exhange in steps of 6.25% (= 1/16). Overall, supercells with 0.00%
(1), 6.25% (4), 12.5% (6), 25% (6), 37.5% (6), 50% (9), 75% (6) and 100% (1) site-
exchange were analyzed. The numbers in brackets indicate how many explicit
arrangements of the Br−/S2− ions were taken into account for the following
calculations. All these structures were used as initial models to conduct AIMD
simulations in the NVT ensemble at different temperatures. Five snapshots of
every AIMD simulation at 500 K were extracted and their atomic coordinates
and cell were statically relaxed. This was done to obtain optimized structural
models with a reasonable Li+ distribution to properly analyze the effect of the
Br−/S2− site-exchange on the relative stability and lattice constant of Li6PS5Br.
Furthermore, entropy contributions were considered to assess the stability at
finite temperatures. For the assessment of the vibrational entropy, phonon calcu-
lations of smaller structural models were conducted. The approach is explained
in more detail in Section 5.2.2.

The AIMD simulations were further used to study the Li+ transport proper-
ties. The MSD was calculated, diffusion coefficients were determined, and other
transport properties were extracted. This analysis was repeated for compressed
cells to evaluate the effect of mechanical loading on the bulk transport proper-
ties. For a deeper understanding of the long-range diffusion mechanism, anion
defects (S′

Br and BrS
•
) were introduced into the structure and the Li+ intercage

jumps were monitored. The atomic trajectories of the AIMD simulations were
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FIGURE 5.1: Summary of the investigated properties of Li6PS5Br together with aspects
of the workflow.

also used to analyze the Li+ substructure. Therefore, globally averaged Li+

densities were calculated and compared to experiment. The Li+ density was
further used to compute occupancies of the tetrahedral Li+ sites (T1, T2, T3,
T4, T5). Finally, symmetric tilt and twist GBs models with different degrees of
site-exchange were constructed and their influence on the Li+ transport was
investigated.

5.2 Stability and Structure

5.2.1 Relative Stability and Lattice Constant at 0 K

After optimizing snapshot structures extracted from the AIMD simulations,
relative stabilities ∆E and lattice constants a at realistic Li+ distributions have
been determined. They are presented in Figure 5.2 and show that the most
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FIGURE 5.2: (a) Correlation between calculated relative stability ∆E and lattice con-
stant a of optimized snapshots structures extracted from AIMD simulations. Assuming
a normal distribution of the data points, the ellipses show a confidence interval of 1.5σ
and are meant as a guide to the eye. Where possible, the color coding of the different
degrees of Br−/S2− site-exchanges is retained in the remaining pictures. (b) Average
values of ∆E and a as a function of Br−/S2− site-exchange. Shown experimental lattice
constants aExp. are shifted by an absolute offset of +0.075 Å.10

stable structures are obtained with 0% Br−/S2− site-exchange. Hence, all values
of ∆E are calculated as the energy difference with respect to the average energy
of the 0% structures and are normalized per atom. The average value of ∆E
constantly increases up to 10.1 meV/atom at 50% site-exchange indicating a
loss of stability with increasing site-exchange. Beyond 50%, ∆E decreases again
down to 5.6 meV/atom at 100% site-exchange. By comparing the energies of the
6.25% to the 0% model on an absolute scale, the formation energy of one Br−/S2−

antisite can be calculated. The obtained value of 576 meV is in good agreement
with the previously reported value of 530 meV.221

The average a was found to be 10.0753 Å in the fully ordered case. It gener-
ally decreases with increasing site-exchange until the minimum of 10.0471 Å
is reached at 50%. This depicts a decrease of 0.028 Å (0.28%). Toward 100%
site-exchange, a rises again and the lattice constant of 10.0798 Å at 100% site-
exchange slightly surpasses the one at 0%. All optimized lattice constants are
much lower than the lattice constant of our initial model (10.2855 Å) where
only the T5a sites were occupied with Li+. Moreover, the optimizations of the
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snapshots revealed that the initial model exhibits a ∆E of 37.4 meV/atom. It is
therefore obvious that the distribution of Li+ plays an important role for the
energies and lattice constants in Li6PS5Br obtained via static DFT calculations.

This observation is especially prominent for one snapshot structure at 100%
Br−/S2− site-exchange. This optimized snapshot was extracted after only approx-
imately 2 ps of AIMD simulation and resulted in comparably large a and ∆E of
10.1074 Å and 17.4 meV/atom, respectively. Apparently, the short simulation
time was not enough to allow for a reasonable rearrangement of the Li+ ions,
initially placed on the T5a sites, to adjust to the inversed Br−/S2− arrangement.
The resulting unfavorable Li+ distribution then leads to a high ∆E and large a.
These observations highlight the fact that sufficient equilibration times are nec-
essary to properly analyze superionic conductors with intricate Li+ distributions
such as Li6PS5Br.

The experimental lattice constants10 aExp. have been added to Figure 5.2
with an absolute offset +0.075 Å to superimpose aExp. on our calculated a. In this
regard, it is not surprising that the theoretical values exceed the experimental
ones. This is because of the applied PBE exchange-correlation functional that
commonly overestimates bond lengths.423 Similarly, also a in Li6PS5Cl has been
overestimated in a previous theoretical study.220 What is more meaningful than
an absolute agreement of a, in this regard, is that experimental and theoretical
trends coincide. The reason for the decreasing a toward 50% site-exchange
is most likely related to a more homogeneous Li+ distribution, which will be
discussed in more detail in Section 5.5.

The experimental data shows another interesting point here: It seems that
the accessible range of Br−/S2− site-exchange is limited. On the one hand, it
cannot fall below approximately 10% even if a slow cooling protocol is used. On
the other hand, quenching from the highest temperature (550◦C) only leads to
40% site-exchange. Higher degrees of site-exchange have only been achieved for
Cl-containing argyrodites.225 At this point, it is noteworthy that our theoretical
studies are capable to address an arbitrary Br−/S2− site-exchange, which is
helpful for the systematic analysis of the relationships between the site-exchange
and the properties of Li6PS5Br.

5.2.2 Assessment of Entropy Contributions at Finite
Temperatures

The ability to predict the equilibrium degree of site-exchange in Li6PS5Br would
be helpful in order to formulate optimized synthesis recipes. Moreover, if such
an approach was transferable to systems with comparable structural features, it
could allow for a computational pre-screening of materials, potentially reducing
experimental efforts. To this end, the difference in Free Energy ∆F needs to be
considered,

∆F =∆E−T∆S , (5.1)

which requires the inclusion of entropy changes ∆S.
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Configurational Entropy due to Br−/S2− Site-Exchange

Obviously, the Br−/S2− site-exchange brings a contribution to the configurational
entropy, as Br− and S2− ions can be distributed among the 4a and 4d sites in
various ways. This contribution can be accounted for by using Gibbs Entropy,

S =−kB
∑

i
pi ln(pi) , (5.2)

where pi is the probability of finding a particle in a state i. In our case we
distinguish between four different states: Br on 4a, Br on 4d, S on 4a, and S
on 4d. Because the composition is fixed and each 4a and 4d site can only be
occupied by one anion at a time, Equation 5.2 can be reduced to

SBr/S =−2kB[x ln(x)+ (1− x) ln(1− x)] , (5.3)

where x represents the degree of Br−/S2− site-exchange. In this representation,
SBr/S is an extensive quantity. Therefore, the factor of 2 accounts for the two
available sites, namely one 4a and one 4d site, if one formula unit of Li6PS5Br
is considered. The fully ordered structures at 0% and 100% site-exchange result
in SBr/S = 0 and we therefore omit the “∆” prefix. Figure 5.3 (a) shows ∆E and
a fit to the data that we refer to as ∆Efit. The remaining curves are obtained
as ∆F =∆Efit −SBr/ST. The position of the global minimum in every ∆F curve
indicates the equilibrium site-exchange at the respective temperature. Based
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FIGURE 5.3: (a) Relative stability ∆E and an analytical fit, ∆Efit as a function of site-
exchange. The remaining curves correspond to ∆F =∆Efit −TSBr/S for temperatures
between 300 K and 900 K. Exemplarily, also one curve for a high temperature of 1500 K
has been added. (b) Predicted equilibrium Br−/S2− site-exchange, determined by the
minimum in ∆F of part (a), as a function of temperature and observed site-exchange
from quenching experiments (Exp.).
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on this information, the calculated equilibrium site-exchange is honplotted as a
function of temperature in Figure 5.3 (b).

We find that even a comparably high temperature of 900 K only leads to a low
predicted site-exchange of 3%. According to our data, much higher temperatures
are needed to yield a Br−/S2− site-exchange comparable to the experiment.
Based on these results we conclude that SBr/S alone cannot be responsible for
Br−/S2− site-exchange in Li6PS5Br. Therefore, other entropic contributions must
be considered, too.

Vibrational Entropy

The second entropic contribution is the vibrational entropy Svib. The applied
workflow to compute properties derived from phonons is sketched in Figure 5.4.
In order to reduce the computational effort, we only considered structural models
containing one unit cell (4 formula units). Due to the reduced system size, only
one symmetrically distinct arrangement of the Br− and S2− ions exists for
0%, 25%, 75% and 100% site-exchange. For 50% site-exchange two different
arrangements exist. These six configurations were used as starting structures
for AIMD simulations at 800 K to allow for a structural equilibration of Li+. Five
snapshot structures have been extracted from each AIMD simulation at different
times and their atomic positions and simulation cell were optimized until forces
fell below 5×10−4eV/Å. The snapshots have been used to obtain an average
Svib based on different Li+ distributions. Finite displacement calculations, as
implemented in VASP, were then conducted for every snapshot. The individual
force constant matrices, pDOS, zero-point energies EZP and Svib were then
calculated using Phonopy within the harmonic approximation.

The calculated pDOS curves are shown in Figure 5.5 and reveal the indi-
vidual contributions of the different ionic species. It is not surprising that the
contributions of Br− are found at low frequencies (≈2 THz) because they are
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FIGURE 5.4: Workflow for the calculation of phonons and thereof derived properties for
Li6PS5Br with different degrees of Br−/S2− site-exchange.
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FIGURE 5.5: Calculated pDOS for Li6PS5Br at different degrees of Br−/S2− site-
exchange as indicated in the upper right corner of every diagram. At a given site-
exchange, every pDOS has been obtained as the average of five structures with different
Li+ distributions. In the case of 50% site-exchange the averaging was additionally
performed over two different distributions of the Br−/S2− ions.

the heaviest ions and not strongly bound to any other species. The same holds
true for the S2− ions on 4a/4d sites that are found at slightly higher frequencies
(≈4-5 THz) due to their lower mass. The first peak furthermore comprises signif-
icant contributions from S ions that are part of PS3–

4 units. This fits to previously
computed pDOS of Li3PS4 that contain the same type of structural unit,398 but
also to Li7P3S11 that additionally contains P2S4–

7 units.104 Intermediate frequen-
cies between 5 and 15 THz are mostly governed by contributions of Li+ ions
and S ions from PS3–

4 units. The latter type of ions furthermore exhibits a broad
maximum at around 7.5 THz and a sharp peak around 12 THz. The signals at
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high frequencies between 15 and 16.5 THz stem from P and S ions, presumably
due to fast vibrations resulting from the stiff P−S bonds within PS3–

4 units.
We find that the pDOS plots of the different degrees of Br−/S2− site-exchange

are very comparable. There are, however, some differences: The pDOS of the
0% structures exhibits much more pronounced peaks, whereas the pDOS of the
remaining degrees of site-exchange are considerably smoother. We believe that
this is related to the fact that at 0% site-exchange also the Li+ substructure
shows the highest order, as discussed in Section 5.5. Hence, there is not much
variety in the local environment and certain signals should appear more often.
With the introduction of Br−/S2− site-exchange both the changes in the anion and
Li+ substructure lead to more diverse local structures that presumably broadens
the signals. The broadening might also be responsible for the disappearance of
the small gap at 15 THz.

Notably, all pDOS curves comprise a small fraction of imaginary phonon
frequencies, here plotted at negative frequencies. We already discussed the
origin of such frequencies in Section 4.2.3 in the context of phonon calculations
of LiPS glasses. Fortunately, the small fraction of imaginary frequencies should
barely affect any further properties.

Therefore, we continued our analysis and computed Svib for all structures
and the averaged curves are shown in Figure 5.6. Because the curves can be
hardly distinguished, the inset shows ∆Svib, the difference between Svib of
the various degrees of site-exchange with respect to the 0% structure. We find
that within the relevant temperature range of ≈500-900 K, positive values for
∆Svib are only obtained for the 100% structure. In the remaining cases ∆Svib
is negative, indicating that the relative stability of these structures decreases
with increasing temperature. Although this trend does not fit to explain the
experimental findings, it qualitatively fits to the changing lattice constants as
described above: Toward 50% site-exchange, the lattice constant shrinks. The
material should therefore become stiffer and exhibit a decreased vibrational
entropy.

For a complete assessment, the zero-point energies EZP have also been
determined and the table in Figure 5.6 shows ∆EZP, the difference of the zero-
point energy with respect to the 0% structure. The overall negative values of
∆EZP indicate that Br−/S2− site-exchange is favored over the 0% structure in
terms of EZP. The magnitude of ∆EZP, however, is rather low and only has little
effect on the stability. For instance, in the case of the 50% structure, the small
stability advantage due to ∆EZP is surpassed by the −∆SvibT term already at
approximately 100 K.

In summary, we find that vibrational entropy contributions are not able to
explain the experimentally observed dependence of Br−/S2− site-exchange on
synthesis temperature. We recall, however, that similar issues as for the LiPS
glasses (see Section 4.2.3) are faced: Li+ ions experience a flat potential energy
landscape and diffuse fast, as we will explain throughout Section 5.3. Therefore,
the harmonic approximation is likely to break down at elevated temperatures,
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FIGURE 5.6: Vibrational entropy Svib per mol Li6PS5Br as a function of temperature
for different degrees of Br−/S2− site-exchange. For a better comparison the difference of
the vibrational entropy with respect to the 0% structure, e.g., ∆Svib(50%)= Svib(50%)−
Svib(0%), is shown in the inset. Furthermore, the table in the upper right corner lists
the difference in zero-point energies, ∆EZP, with respect to the 0% structure.

potentially leading to artifacts in Svib. However, it should still be applicable for
Br−, the isolated S2− ions and the ions within the PS3−

4 units that are confined
to specific sites.

Configurational Entropy due to Li+

Although SBr/S helps in approaching the experimental observations, it does not
suffice to reproduce it correctly. On the other hand, Svib determined within the
harmonic approximation is likely not a good measure for superionic conductors.
We suppose that the gap between our results and the experimental results
can be overcome by including structural contributions of the Li+ ions. This is
because, as we see in Section 5.5, Li+ becomes more homogeneously distributed
within the simulation cell as the site-exchange approaches 50%. As a result, an
increased configurational entropy is expected.

A simple approach for calculating the Li+ configurational entropy was at-
tempted for Li6+xSb1–xSixS5I, but only considered the average occupancies of T5
and T5a sites.424 As we will see in Section 5.5, however, the Li+ substructure
is much more complicated and varies locally based on the anion arrangement.
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Therefore, the development of a more thorough model for assessing the Li+

configurational entropy, which is out of the scope of this work, is needed. Pre-
sumably, a cluster expansion would be an appropriate approach, but certainly
represents a challenging task due to the intricate Li+ substructure.

5.3 Bulk Transport Properties

As we will see in the following, the Br−/S2− site-exchange has a strong influence
on the transport properties and is key for turning Li6PS5Br into a superionic
conductor. To demonstrate this, we will first examine Li6PS5Br without any
Br−/S2− site-exchange. In this case the Li+ motion is mostly confined to the Li+

cages around the 4d sites. Intercage jumps, necessary for long-range transport,
are barely observed and likely to be followed by an immediate back-jump. As
soon as Br−/S2− site-exchange is introduced, the situation changes and long-
range transport is enabled. Furthermore, we will investigate how Li+ diffusion
is affected if the material is strained.

5.3.1 Local Li+ Motion at 0% Site-Exchange

In the absence of Br−/S2− site-exchange, the Li+ transport is strongly limited to
a local scale at moderate temperatures. Specifically, the Li+ ions move within
the Li+ cages that encase the S2− ions on the 4d sites. This can be seen based
on the Li+ MSD evolution and Li+ trajectories shown in Figure 5.7.

For 500 K, 600 K and 700 K the MSD initially rises but flattens out already
after few ps. It finally converges to approximately 11.5 Å2, which is indicated
with a dashed line in Figure 5.7 (a). This fits to the Li+ trajectories, shown in
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FIGURE 5.7: (a) Evolution of the Li+ MSD at 0% site-exchange. Each of the curves is
obtained by averaging the MSD of two independent simulations. The dashed line at
11.5 Å2 marks the apparent intracage diffusion limit. (b) Exemplary Li+ trajectories
(gray) after 35 ps at 700 K.



150 Chapter 5. Influence of Br/S Site-Exchange on the Properties of Li6PS5Br

(a)

4d

(b)

4d

(c)

4d

FIGURE 5.8: Sketches of the (a) rigid rotation and (b) trigonal-prismatic internal
reorganization mechanism within the Li+ cages centered around the 4d site as reported
by Morgan.207 (c) Newly discovered reorganization mechanism that cannot be described
by one single rotation axis. For clarity, the six Li+ are shown as differently colored
spheres.

part (b) of the figure. The trajectories show that no intercage jump occurred and
that the Li+ motion is confined to the cages, as similarly observed in previous
studies.207,221 An approximate cage diameter of 4.5 Å can be deduced from the
trajectories and an upper limit for the MSD can be estimated: Assuming all
Li+ have moved to the opposite side of their cage, a MSD of (4.5 Å)2 ≈ 20 Å2 is
expected. This situation, however, is very unlikely and, on average, Li+ will be
randomly distributed in the cage leading to the apparent intracage diffusion
limit of 11.5 Å2.

The following question arises: Which atomic diffusion mechanisms govern
the redistribution of Li+ within the cages? Similarly to other studies, we observe
that doublet jumps within the T5-T5a-T5 triplets occur frequently.184,207,219

Therefore, we believe that this triplet can be rather understood as a megabasin
of sites separated by negligible migration barriers. Two different mechanisms
for intracage jumps, i.e., the jumps between different T5-T5a-T5 triplets within
same Li+ cage, have been reported by Morgan207 and are sketched in Figure 5.8
(a) and (b). The rigid rotation and the trigonal prismatic internal reorganization
mechanisms involve four and three Li+, respectively, and reveal a highly con-
certed motion for Li+. Both mechanisms can be described by only one rotation
axis. By analyzing the Li+ motion in our simulations we can confirm these two
mechanisms. Additionally, we have identified a third mechanism that is shown
in Figure 5.8 (c). This newly discovered reorganization mechanism involves
four Li+ and cannot be described by a single rotation axis. At 600 K, such a
Li+ reordering is completed within approximately 2 ps, which emphasizes the
concerted character of the diffusion process. Our findings corroborate that the
dominant Li+ motion in the absence of Br−/S2− site-exchange occur within the
Li+ cages and belong to doublet and intracage jumps.
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5.3.2 Intercage Jumps at 0% Site-Exchange

Contrary to doublet and intracage jumps, the occurrence of intercage jumps
between two different Li+ cages at 0% site-exchange is rare. The low tendency
for long-range transport is underlined by the fact that during two independent
simulations of approximately 60 ps length at 600 K only one single intercage
jump was observed. In order to characterize such intercage jumps, the 4d sites
of the supercell model have been labeled as A1, A2, ..., D4 as shown in Figure 5.9.
These labels are interchangeably used in the following to refer to the 4d site
itself or its surrounding Li+ cage.

The mentioned intercage jump at 600 K is illustrated in Figure 5.10 with
the corresponding simulation time in ps in the respective upper left corner. The
jumping Li+ is depicted as a blue sphere and its trajectory line is shown in light
blue. After having performed only doublet jumps for 12.5 ps (see the clustered
trajectory lines in the 12.500 ps subfigure), the marked Li+ jumps from its
initial cage at C4 to the neighboring cage D2. Until this point of the simulation,
every cage in the simulation cell was comprised of exactly six Li+. Once the
jump has been completed at 12.875 ps, the cage at C4 is left with only five Li+,
while the destination cage D2 contains seven Li+. This situation is similar to
the formation of a Li+ Frenkel pair207 with a Li+ vacancy (V′

Li) at C4 and a Li+

interstitial (Lii
•
) at D2.

Apparently, this imbalanced situation is not very stable and a back-jump of
the same Li+ is observed only 2 ps later, which reinstalls the initial distribution
with six Li+ in each cage. The fact that it is the same Li+ ion that performs the
back-jump, together with the short time between the jumps, indicates a high
correlation for Li+ intercage jumps in the absence of Br−/S2− site-exchange.

Based on the MSD evolution in Figure 5.7 (a) we have seen that the in-
tracage diffusion limit is overcome within reasonable simulation times only at
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FIGURE 5.10: Structural models documenting the only successful intercage jump in
Li6PS5Br with 0% Br−/S2− site-exchange observed during a 60 ps simulation at 600 K.
The hopping Li+ jumps from the cage at C4 to the cage at D2. After only approximately
2 ps the jump is followed by a back-jump. The simulation time in ps is shown in the
upper left corner of every snapshot. The majority of ions are not shown for clarity.

temperatures of 800 K or above. Therefore, we have also analyzed the intercage
jumps for such simulations in a similar way as in Figure 5.10. Instead of showing
multiple series of atomic structures, the information have been condensed into
a flowchart representation as shown in Figure 5.11. Similar flowcharts will also
be used to illustrate intercage jumps observed in other simulations in the course
of this chapter. They show the time of the simulation on the x-axis and every
dashed, horizontal line belongs to one of the Li+ cages. The bare, dashed lines
are used as a guide to the eye and indicate that the corresponding cage contains
its regular six Li+ ions. Actual Li+ intercage jumps are indicated with arrows.
As a result of an intercage jump, the number of Li+ in the two involved cages
changes. This is visualized with colored bars.

As an example, let us consider Figure 5.11 (a). At the beginning of the
simulation no intercage jumps are observed. The first intercage jump happens
after approximately 15 ps and involves a Li+ jump from cage B3 to B4. Therefore,
a Frenkel pair with a V′

Li on B3 (yellow bar) and a Lii
•

on B4 (blue bar) is created.
The V′

Li on B3 is filled by a Li+ from A2 at approximately 16.5 ps, which itself is
refilled by a Li+ from B1 shortly afterward. This process can be considered as a
vacancy-mediated diffusion process. The Lii

•
remains on B4 for approximately

3 ps until a Li+ jump from B4 to C2 is initiated. Virtually simultaneously, a Li+

ion jumps from C2 to B1. In this last jump, the Lii
•

recombines with the V′
Li, and

the Frenkel pair is annihilated again.
The flowchart continues in part (b) of Figure 5.11 and shows that the simu-

lation does not record any intercage jump for several ps. At approximately 27 ps
a more complicated sequence of jumps is initiated. This time, also a chain of
jumps triggered by interstitials is observed. One example is the jump sequence
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FIGURE 5.11: (a) Flowchart illustrating all observed Li+ intercage jumps during a
simulation at 800 K and 0% Br−/S2− site-exchange. Arrows indicate the jump of a Li+

ion from one cage to another. Colored bars indicate the presence and number of Lii
•

and
V′

Li in the respective cages. (b) Continuation of the simulation shown in (a). Note that
the remaining flowcharts in this work illustrate simulations at a reduced temperature
of 600 K.

observed shortly after 27 ps: A3→B3→C3→C4→B2→A2. Notably, between 36
and 37 ps even two Lii

•
and two V′

Li are present at A1 and A2, respectively, for a
short period of time.

In summary, at a high temperature of 800 K Li+ diffusion is governed by
the spontaneous formation of Li+ Frenkel pairs even in the absence of Br−/S2−

site-exchange. Once the Frenkel pairs have formed, a cascade of Li+ jumps is
initiated and both the Lii

•
and the V′

Li can be considered as mobile species. In
contrast to that, the simulation at 600 K showed that Li+ diffusion is prevented
because Frenkel pairs rarely form and their immediate recombination is likely.
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5.3.3 Enhanced Li+ Motion due to Site-Exchange

As soon as Br−/S2− site-exchange is introduced in Li6PS5Br, Li+ transport is
greatly improved. This can be seen in Figure 5.12, which shows the MSD evolu-
tion at different degrees of Br−/S2− site-exchange together with a representative
illustration of the Li+ trajectories. The MSD is obtained as the average of all dis-
tinct Br−/S2− arrangements that have been simulated at the respective degree
of site-exchange. The transparent areas around the MSD indicate one standard
deviation. Because only two independent simulations have been performed for
the 0% and 100% structures, the standard deviation is omitted in these cases.
The overall trend of the MSD is in line with reports by Morgan for Li6PS5Cl and
Li6PS5I.207

The trajectory lines of the 25% model in Figure 5.12 (b) show that the
cage structure is partially kept intact, as can be seen in the left part of the
structural representation. In the right part, however, the local cage structure is
considerably disturbed and the Li+ trajectories become more diffuse, indicating
an increased number of intercage jumps and improved long-range Li+ transport.
This is reflected in the MSD evolution: The intracage diffusion limit, which is
still observed for the 0% structure at 700 K, is already overcome at 500 K in the
presence of 25% site-exchange.

Figure 5.12 (c) shows that the cage structure is completely dissolved at
50% site-exchange. The corresponding MSD evolution exhibits the steepest
increase, i.e., the highest diffusion coefficients, among all investigated degrees
of site-exchange. Once the site-exchange exceeds 50%, the transport properties
deteriorate as can be seen in Figure 5.12 (d) for 75%. The Li+ trajectories start
to manifest cage like-structures around the 4a sites, but plenty of intracage
jumps still take place and long-range transport is observed. The situation is
comparable to the 25% structure with shifted cage positions.

The structural model shown in Figure 5.12 (e) reveals that at 100% site-
exchange the cage shift is completed (compare the position f the dashed circle to
the 0% structure). The few trajectory lines in the 100% structure that are visible
between the cages do not depict true intercage jumps. Instead, they merely
result from the starting geometry where the Li+ ions were initially placed on the
T5a sites that are located exactly between the shifted cages. The cage structure
indicates that Li+ transport becomes again locally confined, which is also proved
by the MSD: The MSD converges similarly as observed for the 0% structure
at temperatures of 700 K and below. Only at higher temperatures successful
long-range transport is observed in the simulations.

For all cases where the MSD could be reasonably interpolated using a linear
equation, the tracer diffusion coefficients D∗ have been calculated from the fitted
slopes. This was not possible for low temperature simulations with low or 100%
site-exchange. We note that slightly longer simulations than those shown in the
MSD plots have been performed and that the full simulation time has been used
to obtain D∗ in all cases. The results are shown in an Arrhenius representation
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FIGURE 5.12: Evolution of the MSD for different degrees of Br−/S2− site-exchange. The
MSDs at 0% and 100% are averaged over two independent runs. For 25%, 50%, and 75%
the MSDs is averaged over 6, 9, and 6 structures with different Br−/S2− arrangements,
respectively. The corresponding standard deviation is indicated by the transparent
region surrounding the MSD. Next to every MSD plot an exemplary structural model
with Li+ trajectories (gray) after 35 ps at 700 K is shown. Dashed lines and circles are
added as a guide to the eye to indicate the shifting of the cage positions.
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FIGURE 5.13: (a) Arrhenius representation of D∗ at various degrees of site-exchange.
(b) Extrapolated Li+ conductivity σ300 K at 300 K and migration barrier Em.

in Figure 5.13 (a) together with the extracted transport coefficients in (b). The
exact values can be read from Table 5.1, but note that especially low D∗ might
be strongly affected by the statistics, as we will see in Section 5.3.4.

Figure 5.13 (a) indicates that 50% site-exchange delivers the highest dif-
fusion coefficients in the AIMD simulations. Also for 25%, 37.5% and 75%
comparably high values for D∗ are obtained, whereas it is significantly reduced
for a site-exchange of 12.5% and below. This is reflected in the extracted trans-
port parameters. Most notably, the migration barrier Em in Figure 5.13 (b)
drops from approximately 300 meV at 0% to 148-164 meV for site-exchanges
between 25% and 75%. A similar drop in Em is observed for Li6+xP1−xMxS5I
(M=Si, Sn, Ge) at x ≈ 20%-25%.225,226 In addition to small contribution from
an increasing lattice constants and a higher Li+ content, the reasons for the
decrease in Em are mainly attributed to a flattened potential energy landscape
due to I−/S2− site-exchange that starts to set in at x ≈ 20%.226 This reasoning
fits to our results as all AIMD simulations have been performed with constant
compositions and at the same volume.

We note that our extracted values for Em should be interpreted with a certain
amount of skepticism. This is because subtle changes in D∗ due to statistical
noise may induce noticeable changes in Em.164 The same holds true for the
extracted D0 (see Table 5.1). Still, a comparison of the obtained values for Em
and D0 indicates that Em dominates the change of the transport properties
for extrapolated diffusion coefficients D∗

300 K and ionic conductivities σ300 K at
300 K: σ300 K at 50% site-exchange is two orders of magnitude higher than at 0%.



5.3. Bulk Transport Properties 157

TABLE 5.1: Determined transport parameters for different degrees of Br−/S2− site-
exchange x. Several values have been omitted because no or insufficient long-range
transport was observed at these temperatures. The Li+ number density, needed to
calculate σ based on Equation 3.44, corresponds to c = N/V = 96/4352.4Å3. Note for the
conversion of D∗: 1 Å2/ps = 10−4 cm2/s.

x D∗ [Å2/ps] Em D0 D∗
300 K σ300 K

500 K 600 K 700 K 800 K 900 K [meV] [Å2/ps] [Å2/ps] [mS/cm]
0% - - - 0.0712 0.1156 301 5.60 4.93·10−5 0.7

6.25% - - 0.0806 0.1125 0.1620 188 1.79 1.24·10−3 16.9
12.5% - 0.0670 0.1061 0.1593 0.2295 190 2.57 1.65·10−3 22.6
25% 0.0741 0.1186 0.1810 0.2441 0.3507 148 2.18 7.13·10−3 97.4

37.5% 0.0836 0.1397 0.1988 0.3034 0.4315 156 2.95 7.02·10−3 96.0
50% 0.0858 0.1490 0.2505 0.3404 0.4385 160 3.47 7.05·10−3 96.3
75% 0.0723 0.1224 0.2043 0.3080 0.3711 164 3.13 5.50·10−3 75.2
100% - - - 0.1069 0.1567 237 3.33 3.47·10−4 4.7

Similarly to Em, also the values for σ300 K should not be compared quantitatively
with experimental results due to the reasons explained in Section 3.6.4.

5.3.4 Diffusion Under Mechanical Loading

In the previous sections we saw that effective Li+ transport in Li6PS5Br de-
mands the presence of Br−/S2− site-exchange. Experimental studies have also
analyzed the influence of pressure during fabrication and during measurements
on the transport properties of the closely related material Li6PS5Cl.378 The
authors conclude that the application of pressure during fabrication is necessary
to reduce the porosity and enable high conductivity. Using suitable electrode
contacts, however, only a weak improvement of the conductivity with increasing
pressure during electrochemical impedance spectroscopy (EIS) measurements
was observed. The reason for this observation can most likely be attributed to
improved particle-particle contact, as NMR measurements indicate a reduced
bulk diffusion under compression.425

To obtain a better understanding of related issues, we investigate how
the bulk transport properties of Li6PS5Br are altered if mechanical loading is
applied. For this purpose, performing AIMD simulations with pressure control
would be an ideal approach. However, this demands accurate calculation settings
(i.e., high energy cutoff of the plane wave basis set) that considerably limit the
affordable time scales. Instead, we relied on the NVT ensemble and executed
the simulations at different constant volumes. The volume was adjusted via a
lattice scaling factor f , used to isotropically rescale the lattice constant of the
simulation cell according to a = f ·a0, where a0 corresponds to the base lattice
constant of the idealized Li6PS5Br model with ordered Li+ sites as described in
Section 5.1. A similar approach will be used in Section 6.2.4, where the influence
of mechanical loading on the transport properties of Li7SiPS8 is discussed.
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For the present analysis, we restricted the analysis to temperatures of 700 K,
800 K and 900 K at scaling factors of 0.99, 1.00 and 1.01, and only considered
structures with 0%, 25% and 50% site-exchange to keep the computational effort
manageable. Reasonable statistics were ensured by performing long AIMD
simulations (> 200 ps). Furthermore, three independent runs for every volume-
temperature setting at 0% site-exchange and four different arrangements of the
Br−/S2− ions for both the 25% and 50% structures were used. Nevertheless, all
datasets at 700 K with 0% site-exchange were disregarded due to insufficient
Li+ diffusion. The obtained MSD curves were averaged and then fitted to a
linear regression to extract D∗ as described previously. The results are shown
in Figure 5.14 and the individual values can be read from Table 5.2.

First, we note that the values of D∗ for the 0% structure, obtained from the
extended AIMD runs at f = 1.00, deviate considerably from the ones mentioned
in Section 5.3.3 obtained with the same simulation settings. Here, only half and
two-thirds of the previously mentioned values at 800 and 900 K are reached, re-
spectively. For the structures with 25% and 50% Br−/S2− site-exchange, however,
D∗ is in agreement with our previous values and differs by less than 20%. This
indicates that the previous AIMD simulations for the 0% structure might be too
short to deliver statistically accurate results. In other words, structures with
low diffusion coefficients need extended AIMD simulations to extract reliable
properties.164 Therefore, also the reported D∗ in Table 5.1 for the structures
with 6.25%, 12.5%, and 100% site-exchange might be subjected to considerable
statistical deviations.

The data in Figure 5.14 shows that D∗
1.01 > D∗

1.00 > D∗
0.99 in almost all cases.

Hence, higher volume results in faster diffusion, which fits to the NMR mea-
surements of Adeli et al.,425 reporting decreasing diffusion coefficients under
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compression. Most likely, this dependence stems from the fact that the diffusion
pathways can broaden under tensile strain or dopant-induced lattice expan-
sion.426,427 On the contrary, the pathways narrow if the material is compressed.

An alternative reason for this dependence could be related to the Li+ cages:
Under compression, the size of the Li+ cages shrinks and offers less space
to accommodate an additional Li+ in the cage. This might be critical for the
success rate of intercage jumps, similarly to the one shown in Figure 5.10. With
less space available, an incoming Li+ will experience an increased electrostatic
repulsion that raises the likelihood of an immediate back-jump and prevents
successful intercage jumps.

For a better quantification of the influence of mechanical loading on the Li+

transport properties, activation volumes ∆‡V , as introduced in Section 3.6.5, can
be calculated. This requires the knowledge of the pressure p for the individual
calculations, which can be extracted in two different ways: First, pAIMD is
obtained as the time-average of the pressure output at every time step. However,
the accuracy of pAIMD is expected to suffer due to the reduced energy cutoff.
Second, EAIMD is obtained as the time-average of the energy output at every
time step. The Birch-Murnaghan equation of state (see Section 3.7) can then
be fitted to the energy-volume data to determine the bulk modulus B, which in
turn is used to calculate the pressure pBM-EOS at a given volume.

Both approaches have been applied and Figure 5.15 shows the energy-volume
curves used to calculate B. Note that data points at f < 0.99 have been obtained
from short AIMD simulations (≈ 5 ps) that are too short to determine D∗, but
sufficient for a calculation of EAIMD. These additional data points are required to
obtain a reliable fit to the Birch-Murnaghan equation of state. The average bulk
modulus according to the energy-volume curves is 23.6 GPa, which compares
well to the bulk moduli of other sulfide SEs.428 The individual bulk moduli have
been used to calculate pBM-EOS.
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Figure 5.16 (a) and (b) show the dependence of D∗ on pAIMD and pBM-EOS
as well as average activation volumes. The two approaches lead to considerably
different pressures, but the overall dependence is similar and positive activation
volumes ∆‡V are obtained. Our data suggests a weak dependence of ∆‡V on
temperature, i.e., ∆‡V700K ≈∆‡V800K ≈∆‡V900K. Therefore, the values labeled
in the diagrams for each degree of Br−/S2− site-exchange are calculated as the
average over the three different temperatures and are comparable to other
SEs.379

Regardless of the approach to determine the pressure, the data reveals a two-
to threefold increase of the activation volumes at 0% compared to 25% and 50%
site-exchange. This indicates that the relative change in the transport properties
for the 0% structure is more sensitive to the application of mechanical loadings
than structures with Br−/S2− site-exchange. We believe that the reason for an
increased ∆‡V is that Li+ transport at 0% site-exchange demands the formation
of Li+ Frenkel pairs to begin with. Such a behavior was presented in Figure 5.11
for a simulation at 800 K. Even at such high temperatures, the formation of
Frenkel pairs was only observed after a considerable amount of time. Moreover,
the first Frenkel pair survives only few ps before being annihilated. Only at a
later point of the simulation a cascade of intercage jumps is observed, leading to
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up to three Frenkel pairs at the same time. Toward the end of the simulation,
however, the system remains with only one Frenkel pair.

If we recall that the total activation volume consists of two contributions
related to (i) the formation and (ii) the migration of the defect (see Section 3.6.5),
we can expect that ∆‡V of the 0% structures exhibits a considerable contri-
bution of the activation volume of formation ∆‡V form. In contrast, we will see
in Section 5.4 that Li+ Frenkel pairs are a natural consequence of Br−/S2−

site-exchange: At 6.25% site-exchange and a moderate temperature of 600 K,
one Frenkel pair forms already at the very beginning of the simulation and is
not annihilated over the full simulated timespan. This implies that the mobile
defects are not required to be generated repeatedly and should result in a de-
creased contribution of the activation volume of formation ∆‡V form, leading to a
decreased ∆‡V .

The energy-volume curves in Figure 5.15 as well as the pressure dependence
of D∗ shown in Figure 5.16 reveal another interesting fact: Apparently, the
AIMD simulations for extracting D∗ have been simulated under tensile con-
ditions, if we neglect the few positive pressures from the less accurate pAIMD.
This also fits to the observation of Section 5.2.1, where our initially obtained
lattice constant of a = 10.2855 Å (corresponding to f = 1.00) for the idealized
model of Li6PS5Br was found to be artificially high due to the simplified Li+

distribution. After optimizations of the AIMD snapshots, the lattice constant
shrank to approximately 10.05-10.08 Å, depending on the degree of Br−/S2−

site-exchange. Therefore, all D∗ reported in this section and in Section 5.3.3 are
slightly overestimated because they have been obtained under tensile conditions.
It should be noted that such effects are rarely addressed in literature, although
it is likely that comparable issues are regularly encountered if materials with a
complex Li substructures are approximated with simplistic orderings.

TABLE 5.2: Tracer diffusion coefficients D∗ as a function of the degree of Br−/S2−

site-exchange x, temperature T, and lattice scaling factors f . 1 Å2/ps = 10−4 cm2/s.

x T [K] D∗
0.99 [Å2/ps] D∗

1.00 [Å2/ps] D∗
1.01 [Å2/ps]

700 - - -
0% 800 0.0275 0.0337 0.0440

900 0.0524 0.0782 0.0980
700 0.1475 0.1490 0.1850

25% 800 0.2100 0.2224 0.2526
900 0.3142 0.3759 0.3747
700 0.2016 0.2420 0.2603

50% 800 0.2918 0.3480 0.3622
900 0.4572 0.4711 0.5276
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TABLE 5.3: Average pressures during the AIMD simulations at the given degree of
Br−/S2− site-exchange x, temperature T, and lattice scaling factors f . pAIMD has been
obtained from the output of the AIMD simulations, whereas pBM-EOS is obtained via
the Birch-Murnaghan equation of state. All pressures are given in GPa.

x T [K]
f = 0.99 f = 1.00 f = 1.01

pAIMD pBM-EOS pAIMD pBM-EOS pAIMD pBM-EOS
700 0.18 −0.42 −0.36 −1.10 −0.81 −1.81

0% 800 0.31 −0.64 −0.24 −1.16 −0.68 −1.52
900 0.43 −0.53 −0.10 −1.19 −0.53 −1.85
700 0.08 −0.72 −0.43 −1.26 −0.83 −1.72

25% 800 0.22 −0.76 −0.29 −1.27 −0.70 −1.68
900 0.35 −0.74 −0.16 −1.25 −0.57 −1.67
700 0.05 −0.81 −0.45 −1.31 −0.84 −1.72

50% 800 0.19 −0.85 −0.31 −1.30 −0.71 −1.59
900 0.32 −0.82 −0.18 −1.26 −0.59 −1.51

5.3.5 Haven Ratio

Another aspect which is commonly neglected is the Haven ratio H that connects
the tracer diffusion coefficient D∗ with the conductivity diffusion coefficient
Dσ, as discussed in more detailed in Section 3.6.4. This is because Dσ can only
be reasonably calculated if good statistics are available, which requires the
calculation of long and/or many trajectories and the extended AIMD simulations,
mentioned in the previous section, qualify for the calculation of Dσ. Because the
conditions for the simulations with f = 0.99 have been found to be correspond to
the most reasonable pressure, we omit the analysis for the even more tensile
conditions at f = 1.00,1.01 in the following. Furthermore, the 0% structures
were disregarded because insufficient Li+ diffusion for a proper calculation of
Dσ was reached.

For improved statistics, the AIMD simulations of the 25% and 50% structures
were evaluated using a moving average approach: Each extended AIMD run
was first segmented into smaller intervals. The interval length was chosen to
be 75 ps and the starting points of the intervals were chosen to increment with
25 ps steps. Therefore, intervals according to [0:75], [25:100], [50:125], ... were
obtained. Next, the mean squared displacement of the center of mass of all Li+

ions, MSDCoM, was calculated for every interval, while taking into account the
relative shift of the center of mass of the anion matrix. Finally, the MSDCoM of
all corresponding intervals were averaged and are shown in Figure 5.17. The
slopes of linear regressions (dashed lines) were used to determine Dσ. They are
listed in Table 5.4 together with the resulting Haven ratios, which amount to
0.5−0.8. These are typical values observed for SEs.410,429
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FIGURE 5.17: Evolution of the Li+ MSDCoM in Li6PS5Br with (a) 25% and (b) 50%
Br−/S2− site-exchange. Every curve represents an average MSDCoM computed based on
several intervals of the AIMD simulation.

x T [K] Dσ [Å2/ps] H
700 0.1809 0.815

25% 800 0.4046 0.519
900 0.5401 0.582
700 0.3781 0.533

50% 800 0.5395 0.541
900 0.7066 0.647

TABLE 5.4: Charge diffusion co-
efficients Dσ obtained from the
extended AIMD simulations and
resulting Haven ratios H at 25%
and 50% Br−/S2− site-exchange
x and temperatures T. 1 Å2/ps
= 10−4 cm2/s.

Note that we omitted the depiction of the statistical deviations to keep
Figure 5.17 clear. Still, the MSDCoM for the individual intervals fluctuates
heavily: We estimate that our calculated values for MSDCoM and H might be
subjected to errors of up to 50%. Even more rigorous calculations, that could not
be afforded here, would be needed to lower the statistical uncertainties.

5.4 Diffusion Mechanism at Low Degrees of
Site-Exchange

Based on the previous sections we clearly see that improved Li+ transport
can be achieved solely by the introduction of Br−/S2− site-exchange. The exact
atomistic mechanism behind the improvement, however, remained unclear so
far. Therefore, we thoroughly analyzed the Li+ motion around the anion sites
where Br−/S2− have been exchanged by conducting AIMD simulations at 600 K.
More specifically, and to approach this issue step by step, the problem has been
divided into individual sub-problems first: (i) a S2− occupying a Br− site on
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4a (in Kröger-Vink notation: S′
Br); (ii) a Br− occupying a S2− site on 4d (BrS

•
);

(iii) both defects simultaneously. Charge compensation for the individual anion
defects was ensured by adjusting the Li+ content.

5.4.1 S′
Br – A Sink for Interstitials

To analyze the influence of a single S′
Br defect, we prepared a

p
2×

p
2×2 supercell,

removed one Br− from a 4a site and replaced it with S2−. In the following, we
will again refer to labels A1, A2, ..., D4 for the various 4d site as introduced
in Figure 5.9. According to this notation, the chosen 4a site that hosts the S′

Br
defect is located in the center of the tetrahedron spanned by its neighboring
4d sites on C3, C4, D2 and D4. To not deal with a charged system, a Lii

•
was

added in the vicinity of S′
Br. Strictly speaking, this changes the stoichiometry of

Li6PS5Br to Li6+xPS5+xBr1−x with x = 0.0625.
Next, AIMD simulations were executed and the movements of all Li+ ions

were inspected. To only focus on the long-range transport, intercage jumps have
exclusively been monitored for the following analysis and doublet and intracage
jumps have been disregarded. Nevertheless, doublet and intracage jumps are
observed throughout all simulations and occur simultaneously with intercage
jumps, permanently leading to a highly concerted Li+ motion.

The monitored intercage jumps for a simulation containing a S′
Br defect are

summarized in Figure 5.18. A second, independent simulation delivers similar
results. The labels framed in red indicated the 4d positions next to the S′

Br defect.
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The additional Li+, which was placed close to the S′
Br in the initial configuration

as charge compensation, can be considered as a Lii
•

and immediately jumps to C4
at the start of the simulation. Only in the early stages of the simulation, after
approximately 2 ps, the formation of an additional Frenkel pair is observed for
less than 1 ps.

In the rest of the simulation, all Li+ intercage jumps are governed by an
interstitial-mediated diffusion mechanism and a more detailed analysis reveals
the following conclusion: With one Lii

•
present, seven Li+ can be attributed to

the respective cage. One of these Li+ then jumps to a neighboring cage. This
is illustrated as jump A with a blue arrow in Figure 5.19 (a). As next the step,
different possibilities have then been observed in the simulations:

1. The jumping Li+ does not truly complete jump A. Instead, it immediately
performs a back-jump to its originating cage. Such a jump typically hap-
pens within fractions of ps. An example of such a jump can be seen at
approximately 19 ps in Figure 5.18 for the jump sequence C4→D2→C4.

2. The jumping Li+ manages to complete jump A to a new cage. The new cage
now comprises the Lii

•
and serves as origin for the following interstitial

jump. Such a jump is indicated as jump B in Figure 5.19 (a). Depending on
the time between jump A and B, the diffusion mechanism can be further
divided:

a) If the time between jump A and B is comparably long (more than
a few ps), both jumps can be considered as independent events. An
example of such a jump is the jump sequence C3→D4→C3 starting
at a simulation time of approximately 6 ps in Figure 5.18. In this
case, the Lii

•
remains for more than 4 ps on D4 before further jumps

are initiated. For such independent events, jump B can then also be
performed by the same Li+ that performed jump A.

b) If the time between following jumps is short (up to few ps) and jump
B is performed by a different Li+, this sequence resembles an inter-
stitialcy mechanism, where the arriving Li+ displaces another Li+ to
an interstitial site. The interstitialcy mechanism was reported as an
important diffusion mechanism in other SEs430–432 and examples of
such jumps are found especially in the early stages of the simulation
in Figure 5.18.

3. The jumping Li+ does not properly thermalize in the new cage and, instead
of performing a back-jump, directly travels to a further cage as illustrated
in Figure 5.19 (b). For such an event, the residence time in the interme-
diate cage is typically in the range of 1 ps. An example of such a jump is
observed for the jump sequence C1→C3→D4 starting at approximately
5 ps.



166 Chapter 5. Influence of Br/S Site-Exchange on the Properties of Li6PS5Br
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S′
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B

(b)

Li+

4d

4a

S2−

FIGURE 5.19: Illustration of the main jump sequences for successful intercage jumps.
(a) Interstitial jumps that, depending on the time between jump A and B, can be consid-
ered as individual interstitial jumps or an interstitialcy mechanism. (b) Consecutive
interstitial jumps (also back-jumps possible) of the same Li+. Note that the real configu-
ration of the structure, where the 4a site is actually tetrahedrally coordinated by the
4d sites, is strongly simplified in this two-dimensional representation.

Notably, the Lii
•

is predominantly present in the cages C3, C4, D2 and D4.
These are directly adjacent to the S′

Br defect and we conclude that the S′
Br defect

can be considered as a sink for Li+ interstitials. This can be easily understood, as
the S′

Br defect represents an additional negative charge on the 4a site compared
to its original Br−. The Lii

•
, on the contrary, contributes an additional positive

charge and will be attracted by the S′
Br defect, preferentially staying in its orbit.

Still, also intercage jumps involving cages not directly adjacent to the S′
Br defect

have been observed. For the simulation represented in Figure 5.18 this involved
C1.

Finally, we note that the tendency for a spontaneous Frenkel pair formation,
compared to the 0% structure at the same temperature, seems to be increased.
One such example can be seen in the very beginning of Figure 5.18. Also in a
second, independent simulation that confirms the aforementioned results, the
spontaneous formation of Li+ Frenkel pairs was observed occasionally. In most
cases, their lifetime is short and they are annihilated by a back-jump or another
traveling Lii

•
after few picoseconds. Still, this leads to the conclusion that the

formation of Li+ Frenkel pairs is slightly facilitated in the presence of a S′
Br

defect.

5.4.2 BrS
• – The Initiator of Li+ Frenkel Pairs

Let us now turn to BrS
•
, the counterpart of a S′

Br defect. A BrS
•

defect was created
by replacing one S2− on a 4d site with Br−. Specifically, we chose the C3 site for
the location of the BrS

•
defect. Charge compensation was ensured by removing

one Li+ from the C3 cage, i.e., by creating a V′
Li in the cage that belongs to

the BrS
•

defect. The same analysis as described for the S′
Br defect was then

performed and the obtained flowcharts of two independent simulations are
shown in Figure 5.20.
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FIGURE 5.20: (a) Flowchart illustrating all observed Li+ intercage jumps during a
simulation at 600 K containing a BrS

•
defect, compensated with a V′

Li. Arrows indicate
the jump of a Li+ ion from one cage to another. Arrows of the same (non-black) color
indicate subsequent jumps of the same Li+ ion. Colored bars indicate the presence and
number of Lii

•
and V′

Li in the respective cages. The cage label C3 is shown in green and
marks the location of the BrS

•
defect. (b) Flowchart of a second, independent run.

Interestingly, we find that the BrS
•

defect leads to the generation of a Li+

Frenkel pair. As examples, such processes are observed directly at the beginning
in both flowcharts: The C3 cage, belonging to BrS

•
defect, donates one of its Li+

to one of its 12 neighboring cages. This happens despite the fact that charge
compensation has already been ensured by the creation of one V′

Li in C3. As a
result, the cage around BrS

•
is left with only four Li+, i.e., it contains two V′

Li,
and a Lii

•
is formed in one of the neighboring cages. Once a Frenkel pair has

been generated, three different processes concerning the Lii
•

have been observed:
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1. As frequently observed, it can perform a back-jump and return to the cage
around BrS

•
to recombine with one of the two V′

Li. In the majority of cases,
the Li+ ion that performs the back-jump is not the same as the initially
generated Lii

•
. This is most likely due to the high mobility of Li+ within

the cages: The Li+ ions have rearranged their positions within the cage
before a back-jump happens.

2. It can jump to a different neighboring cage. Such jumps are mostly gov-
erned by an interstitialcy mechanisms. Examples are the jump sequences
C3→C4→B3→C3 and C3→D1→D2 at the beginning and at approximately
12 ps in Figure 5.20 (a), respectively. Similarly, also in Figure 5.20 (b) the
sequence C3→B1→A1→B1→C3 contains interstitialcy jumps. Because
the residence time of the Lii

•
on A1 is comparably long (> 3 ps) in this case,

the A1→B1 jump is considered as an independent event and assigned to
an interstitial mechanism.

3. It can fill a different cage than one around the Br−/S2− defect containing
a V′

Li. Such cages are formed if the two V′
Li around the BrS

•
defect are able

to attract a Li+ from a pristine, neighboring cage. This diffusion process
can also be considered as a vacancy-mediated mechanism. Cages with a
V′

Li other than the one around the BrS
•

defect, however, are hardly present
during the simulation, leading to the conclusion that V′

Li represents a
rather immobile defect compared to Lii

•
.

Figure 5.21 graphically summarizes the observed diffusion mechanisms. In
conclusion, the BrS

•
defect is able to frequently generate Li+ Frenkel pairs with a

rather mobile Lii
•

mainly jumping between the 12 nearest-neighbor cages, while
the V′

Li is rather immobile and mostly remains adjacent to the BrS
•

defect. The
S′

Br defect, for comparison, mainly only enabled Li+ transport among its four
surrounding cages, which was only possible via the addition of a Lii

•
. Therefore,

Li+ transport over an extended spatial area is enabled with the introduction of
only one BrS

•
defect.

These observations fit to reports of Wang et al.,214 who showed that improved
ionic conductivities are achieved when increasing x in Li6–xPS5–xBr1+x. Naturally,
these Br-rich argyrodites will comprise more BrS

•
defects with rising x. According

to our findings, this will lead to improved Li+ diffusion via the generation
of Frenkel pairs with mobile Lii

•
and is likely to explain the increased ionic

conductivities at least for small x. At larger x the increasing amount of structural
Li+ vacancies may change the dominating diffusion mechanism.

5.4.3 Combining S′
Br and BrS

•

In the previous sections, the individual effects of S′
Br and BrS

•
defects have been

studied. For reasons of charge neutrality, however, the Li content needed to be
adjusted, which could have influenced the diffusion mechanism. To eliminate
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this uncertainty, we combined one S′
Br and one BrS

•
defect in the same structural

model. This preserves the Li6PS5Br stoichiometry and does not require compen-
sation schemes. For the used supercell size, the combination of one S′

Br and one
BrS

•
defect corresponds to a Br−/S2− site-exchange of 6.25% and can be realized

in four symmetrically inequivalent defect configurations. All four of them have
been analyzed and consistent results have been obtained.

The flowchart of one representative simulation is shown in Figure 5.22. Here,
the BrS

•
defect was placed on A2 and S′

Br is located in the center of the tetrahe-
dron delimited by C3, C4, D1 and D3 sites. The initial Li+ distribution started
with six Li+ around every 4d site. Apparently, this distribution is unfavorable,
as after only 1.5 ps the BrS

•
defect initiates the formation of a Frenkel pair.

Remarkably, the cage associated to the BrS
•

defect retains at least one V′
Li over

the entire course of the remaining simulation.

The generated Lii
•

performs a few intercage jumps and reaches the neighbor-
hood of the S′

Br defect at a simulation time of approximately 14 ps. Form this
point on, the Lii

•
remains in the vicinity of the S′

Br defect and the intracage jumps
are restricted to the cages C3, C4, D1 and D3. Meanwhile, a second Frenkel
pair is occasionally initiated by the BrS

•
defect, but is annihilated only shortly

afterward. Similarly, also in the vicinity of the S′
Br defect additional Frenkel

pairs with short lifetimes are observed.

As indicated with arrows of the same color, several jump events are per-
formed by the same Li+ ion within a short timespan. In many cases, these

V′
Li

Li+

4d

4a

S2−

Br−

(rare)

FIGURE 5.21: Main diffusion mechanism of intercage jumps initiated by a BrS
•

defect
(center). The BrS

•
defect leads to the generation of Li+ Frenkel pairs. As a result, one Li+

(blue) is donated to the surrounding. This generated Lii
•

can either perform a back-jump
(not shown) or travels further to another cage. In this regard, mostly interstitialcy
jumps, but also interstitial jumps, have been observed (colored arrows and Li+). The
V′

Li left in the cage around the BrS
•

defect is rather immobile. Only when two V′
Li are

present around the BrS
•

defect, a Li+ from a pristine, neighboring cage is attracted and
fills one of the two V′

Li (gray arrow).
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FIGURE 5.22: (a) Flowchart illustrating all observed Li+ intercage jumps during a
simulation at 600 K containing both a S′

Br and a BrS
•

defect. Arrows indicate the jump
of a Li+ ion from one cage to another. Arrows of the same (non-black) color indicate
subsequent jumps of the same Li+ ion. Colored bars indicate the presence and number
of Lii

•
and V′

Li in the respective cages. The cage label A2 is shown in green and marks
the location of the BrS

•
defect. The labels framed in red indicate the neighboring cages

of the S′
Br defect. (b) Flowchart of a second, independent run.

are related to jumps followed by an immediate back-jump, indicating that the
diffusion of interstitials is considerably correlated.

In summary, the observations for the combined S′
Br and BrS

•
defects corrobo-

rate the conclusions that have been drawn when analyzing the individual anion
defects in the previous sections: The BrS

•
defect is the main source of Li+ Frenkel

pairs with mobile Lii
•
. Frequently, the BrS

•
defect even initiates a second, typically

short-lived, Li+ Frenkel pair. The S′
Br defects acts as sink for Lii

•
, confining the

intercage jumps mostly to its vicinity. Occasionally, the S′
Br defect also seems to

disturb its surrounding and leads to further, short-lived Li+ Frenkel pairs.
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There is one additional aspect that for clarity is not included in the flowcharts.
This concerns the allocation of jumping Li+ ions to our labeled cages: Occasion-
ally, when a Li+ jump was registered, we could not clearly assign the jumping
Li+ ion to one of the cages. Instead, the Li+ stopped halfway between two cages
on an interstitial position for a short but non-negligible time. Because such
jumps always occurred in the vicinity of the S′

Br defect, they mark the onset
of the cage shifting toward the 4a site. Therefore, our approach to follow the
movements of the Li+ defects from cage to cage is only meaningful at low degrees
of Br−/S2− site-exchange, where the cages are well defined and centered around
the 4d sites.

5.5 Changes in the Li+ Substructure

At the end of the previous section, we mentioned interstitial sites that were
observed to get occupied in the vicinity of S′

Br defects. Naturally, this raises the
question of how the Li+ substructure is influenced by Br−/S2− site-exchange.
Such an analysis can be done in several ways. Our approach, and the outline
of this section, is as follows: First, we analyzed how the occupancies of the
tetrahedral Li+ sites change for the structural models that contain the individual
and combined S′

Br and BrS
•

defects. Next, the analysis is extended to higher
degrees of Br−/S2− site-exchange. Finally, we discuss how the globally averaged
Li+ density, which is a suitable quantity for the comparison with the experiment,
changes as a function of the site-exchange.

5.5.1 Influence of S′
Br and BrS

• on Tetrahedral Occupancies

For the calculation of tetrahedral occupancies, OVITO was used to computed
time-averaged Li+ densities using the full course of every simulation. The Li+

density was then mapped to the tetrahedral sites to obtain their occupancies.
We furthermore selectively inspected the 4a and 4d sites: For every 4a and
4d site we tracked the average number of Li+ ions NLi on only their adjacent
tetrahedral sites. Additionally, we further distinguish the 4a and 4d sites based
on their occupying anion, Br− or S2−. This enables us to draw conclusion about
the local changes in the Li+ substructure.

There is, however, one complication in our approach that needs to be noted:
Both the T2 and the T5 tetrahedral sites are adjacent to both the 4a and 4d
sites (see Section 2.2.1 for a revision of the tetrahedral sites). As such, the
corresponding site occupancies are counted twice – once from the 4a perspective
and once from the 4d perspective.

The determined values of NLi for the defect-free system, the systems with
individual anion defects (and their compensating Li+ defects), and the combined
defects (corresponding to a site-exchange of 6.25%) are shown in Figure 5.23.
First, we find that the T1 and T3 sites do not play a role in the occupancy of
tetrahedral Li+ sites for the shown structure models at 600 K. Second, for the
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FIGURE 5.23: The average number of Li+ ions NLi present in the tetrahedral T2, T4
and T5 sites adjacent to the specified anion-site-combination at 600 K. Note that the
Kröger-Vink notation for the charge states in the labels directly below the bar plots has
been omitted for improved readability. The abbreviations are: S = S×S (regular S2− on
4d sites); Br = Br×Br (regular Br− on 4a sites); SBr = S′

Br ; BrS = BrS
•

.

0% structures there are exactly 6.0 Li+ around each regular S×S site (S2− on 4d,
labeled as S in Figure 5.23). This fits perfectly to the picture of well defined Li+

cages around 4d, composed of six Li+ as described in Section 5.3.1. The majority
of time, the Li+ ions reside in the T5-T5a-T5 triplets (NT5

Li ≈ 5.1). However, also
T2 sites become occupied (NT2

Li ≈ 0.9), which either happens due to extended
thermal displacement at 600 K or in the course of intracage jumps.

The tetrahedral occupancies, accounted to the regular Br×Br sites (Br− on
4a, labeled as Br in Section 5.3.1), deliver exactly the same results as for the
S×S sites. This is reasonable because the regular anion arrangement in the 0%
structure lead to well defined and uniform Li+ cages. Only with the introduction
of defects, the regular anion arrangement is disturbed and local changes in NLi
are induced.

Most notably, the introduction of a S′
Br defect leads to an increase of its NLi

to 7.3. This reflects its behavior as a sink for Lii
•
. Because the value is larger

than 7, S′
Br does not only attract the one Lii

•
that has been added to the system

to ensure charge neutrality: It is able to attract additional Li+ ions from the
surrounding. Furthermore, we see that T4 sites, which are only adjacent to the
4a sites, become slightly occupied (NT4

Li = 0.12) in the vicinity of the S′
Br defect.

Presumably, this is because the S′
Br defect is able to attract the Li+ ions more

closely to the 4a sites than the Br− can.
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The local changes to the Li+ substructure introduced by the S′
Br defect also

slightly affect the average NLi for the ordinary S×S and Br×Br sites. Notably, the
occupancy of T2 sites increase. There are two contributions to that. First, the
increased occupancies of T2 sites around the S′

Br defect, due to the attracted
Lii

•
which also leads to increased occupancies of T2 sites for the adjacent Li+

cages. Second, the increased number of intercage jumps that involve the T2
site.183,207,208

Similarly, generally increased T2 occupancies are also observed in the pres-
ence of a BrS

•
defect and its compensating V′

Li. The reasons are likely the same:
The BrS

•
initiates a Li+ Frenkel pair with a mobile Lii

•
and the presence of the

Lii
•

in the cages and the increased number of intercage jumps lead to an overall
increase of T2 occupancies. The generation of a Frenkel pair, despite the intro-
duction of a compensating V′

Li, is reflected in NLi ≈ 4.6 for the cage around the
BrS

•
defect.

Finally, the results for NLi from combining S′
Br + BrS

•
in one simulation cell

fit to the results of the individual defects. This fact again corroborates that
our conclusions, drawn from analyzing the individual defects, are applicable to
the combined system. Our approach proved that even rather complex relation-
ships between structure and Li+ transport can be understood if the problem is
separated into its individual sub-problems.

5.5.2 Tetrahedral Occupancies at Increased Site-Exchange

Let us now compare how higher degrees of Br−/S2− site-exchange influence
the occupancies of the tetrahedral site. These are shown in Figure 5.24 for all
four combinations of the anions and sites. The variation of the occupancies of
a certain anion-site combination can in all cases be explained based on the
previous knowledge and depends on the changing environment as a function of
the site-exchange.

In Figure 5.24 (a) the change of the occupancies adjacent to regular S×S
sites on 4d is shown. Despite decreasing occupancies of the T5 sites, the large
increase related to T2 sites leads to an overall increase of NLi with increasing
site-exchange. This is reasonable because increasing site-exchange leads to an
increasing number of S′

Br defects (accompanied by a high NLi) adjacent to the
S×S sites. Therefore, the S×S profits from the increased number of Li+ ions in its
surrounding.

In contrast, Figure 5.24 (b) shows a decreasing NLi around Br×Br. The ex-
planation is similar: With increasing site-exchange, the number of BrS

•
defects

(accompanied by a low NLi) increases in the vicinity of Br×Br, leading to an over-
all decrease in its NLi. Moreover, the neighboring BrS

•
defects on the 4d sites

are less competitive than S′
Br defects with respect to the attraction of Li+ ions.

Despite a decreased NLi, the Br×Br therefore manages to attract the surrounding
Li+ more closely, so that T4 sites become noticeably occupied.
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FIGURE 5.24: The average number of Li+ ions NLi present in the tetrahedral T2, T4
and T5 sites adjacent to the specified anion-site-combination at 600 K. Note that the
absolute number of S×S and Br×Br sites decreases with increasing site-exchange, whereas
the absolute number of BrS

•
and S′

Br defects increases with increasing site-exchange.

In Figure 5.24 (c) the occupancies in the vicinity of BrS
•

defects are shown.
The trend is comparable to S×S and the same reasoning as above applies. The
only difference is the generally lower extent of NLi. This is due to the −1 charge
of Br−, which leads to a weaker attraction of Li+ compared to the −2 charge of
S2−.

Likewise, the situation of the occupancies adjacent to S′
Br defects, shown in

Figure 5.24 (d), is comparable to Br×Br with the difference of an overall increased
NLi. At 100% site-exchange, NLi = 6 indicates that the cage shift toward the 4a
is complete and that the cages around 4a involve T4 sites.

Our calculated occupancies of the T2 and T5 sites at 12.5% are in good
agreement with measurements of Minafra et al. for Li6PS5Br at approximately
15% site-exchange. The trends of decreasing T5 and increasing T2 occupancies
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are in line with calculations for Li6PS5Cl and Li6PS5I.207 However, such clear
trends could not be confirmed with neutron diffraction experiments at room
temperature,10 which presumably might be due to the elevated temperature
of 600 K used for our analysis. Despite these small discrepancies, our results
clearly prove that it is indeed the Br−/S2− site-exchange that not only regulates
the transport properties of the Li6PS5Br but also has a profound influence on
the Li+ distribution.

5.5.3 Connection between Li+ Distribution and Lattice
Constants

At the beginning of this chapter, in Section 5.2.1, we have shown that the lattice
constant depends on the Br−/S2− site-exchange and that the lowest lattice
constant is obtained at 50% site-exchange. With the knowledge gathered in the
previous sections, it is plausible to assume that the changing Li+ distribution is
connected to the lattice constant. In this regard, however, no obvious relation
could be established during the analysis of the tetrahedral occupancies.

Experimentally, a change in the Li+ substructure was found as well: The
experimentally solved structures of Li6PS5Br, available with site-exchanges
between 9.8% and 39.4%, mainly hint at shifting positions of the Li+ sites
together with slight variations in the occupancies.9,10 To compare our data to
the experiments, time-averaged Li+ densities of all simulated supercell models
were computed. Our plain Li+ density, however, depends on the local structure
as explained in the previous section, whereas common diffraction experiments
are only able to solve structures in terms of the global average. Therefore, every
time-averaged Li+ density was used to calculate the spatial average by making
use of the nominal cubic symmetry of Li6PS5Br and a representative Li+ density
was finally obtained as the average of the spatially averaged Li+ densities of all
structures with the same degree of Br−/S2− site-exchange.

A structural model of the 0% structure and its Li+ density are shown in the
left part of Figure 5.25. Gray spheres mark the position of the T5a sites and
the T5-T5a-T5 triplets can be clearly identified. As indicated, the Li+ density
of the central slice is shown as a top view projection. The Li+ density at the
locations of the T2 sites is considerably lower than that of the T5 sites, which
fits to the observations made during the analysis of the tetrahedral occupancies.
This changes with increasing site-exchange: The occupancies of the T2 sites
increase and, as indicated with arrows in Figure 5.25, the gap between the Li+

densities of two neighboring 4d sites becomes smaller. This fits perfectly to the
experimental results that show a decreasing distance between the T2 sites of
neighboring cages.10

Moreover, the T5-T5a-T5 triplets, and with them also the cages around the
4d sites, start to dissolve with increasing site-exchange. Toward 100%, which
lies outside of the experimentally accessible Br−/S2− site-exchange, a connected
Li+ density is formed between the 4d sites. This Li+ density belongs to the
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FIGURE 5.25: Projected Li+ densities at different degrees of Br−/S2− site-exchange.

cages that are now formed around the 4a site. In analogy to the T5-T5a-T5
triplets, one could consider this as T2-T2a-T2 triplets or even extend the picture
to T5-T2-T2a-T2-T5 quintuplets.

Let us return to the question of how the lattice constant is connected to
the Li+ substructure. To this end, it is best to compare the Li+ density of the
0% structure to the 50% one. Whereas the Li+ density is strongly localized to
specific sites at 0%, it is more homogeneous at 50%. In other words, the Li+

ions are able to spread to previously unoccupied sites. The more homogeneous
distribution of Li+ then leads to a reduced lattice constant.10 Toward 100%, the
lattice constant increases again because a localized Li+ density is recovered.

There is, however, one apparent mismatch between the calculated Li+ den-
sity and our previous data: The obtained values for NLi during the analysis of
the occupancies of the tetrahedral sites showed that the number of Li+ ions
strongly varies on a local scale. NLi therefore depends on the type of the anion,
its site, and the surrounding anions. The latter are dictated by the extent of
the Br−/S2− site-exchange. During the spatial averaging of the Li+ densities,
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FIGURE 5.26: (a) Structural model of Li6PS5Br that indicated the coordination poly-
hedra around the 4a and 4d sites. (b) Average NLi inside the respective coordination
polyhedra. (c) Anion- and site-specific contributions to NLi.

however, such localized regions with increased or depleted Li+ densities cancel
each other out and a homogeneous Li+ density is obtained. What is the reason
for this mismatch and how can we connect these two views?

To answer these questions, we have tackled the Li+ distribution from another
perspective and compartmented the regions around the 4a and 4d sites as shown
in Figure 5.26 (a). The shown coordination polyhedra are spanned by the S2−

ions of the PS3−
4 units. We then counted the number of Li+ ions, NLi, within the

coordination polyhedra. This approach avoids the double counting of Li+ ions
located on the T2 and T5 sites as explained in Section 5.5.1.

Figure 5.26 (b) illustrates the averaged NLi around the 4a and 4d sites.
Clearly, a linear trend is observed. On the 4d sites the average NLi decreases
from 5.4 at 0% to 0.8 at 100%. In contrast, it increases from 0.6 at 0% to 5.2
at 100% for the 4a sites. The crossing point is located slightly above 50% site-
exchange. At a first glance, this data proves the more homogeneous distribution
of the Li+ ions toward 50% site-exchange: on average, half of the Li+ ions reside
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in the coordination polyhedra around the 4a sites, the other half around the 4d
site.

Still, the average NLi shown in Figure 5.26 (b) neglects the local inhomo-
geneities of the Li+ distribution. Therefore, we disentangled NLi further and
show the different contributions of the anions and sites in Figure 5.26 (c). Indeed,
the data reveals that the Li+ density is not as homogeneous as the average NLi
implies. This is because, due to the −2 charge state, the S2− ions will inherently
attract more Li+ ions than the Br− ions. Nevertheless, the site-exchange truly
leads to a more homogeneous distribution of the Li+ ions as NS4a

Li ≈ NS4d
Li ≈ 4.3

and NBr4a
Li ≈ NBr4d

Li ≈ 1.7 at 50% site-exchange. Based on these results we can
confidently connect a Br−/S2− site-exchange toward 50% to a more homogeneous
Li+ substructure among the 4a and 4d site, which leads to a shrinking lattice
constant of Li6PS5Br.

5.6 Influence of Grain Boundaries on Li+ Diffusion

In this last section, the influence of GBs on the Li+ transport properties of
Li6PS5Br is analyzed. We restrict the analysis to a small set of Σ5 twist and tilt
GBs that could be reasonably handled with DFT calculations and even allow for
the treatment of Br−/S2− site-exchange. We will first address stoichiometric twist
GBs with 0% and 50% site-exchange. Afterward, tilt GBs will be discussed. For
these models, site-exchanges of 0%, 25% and 50% site-exchange were realized
and off-stoichiometric GBs were treated. Finally, we present the attempts to
characterize the anisotropy

5.6.1 Σ5 Twist Grain Boundaries

Figure 5.27 shows the basic setup of the modeled Σ5 twist GBs. For clarity, the
figure only shows a model with 0% site-exchange, but also seven other structures
with 50% site-exchange have been treated. AIMD simulations were performed
to analyze the Li+ diffusion at different temperatures. Moreover, the atomic
positions after approximately 100 ps at 500 K were statically optimized to
determine the total energies based on a more reasonable Li+ distribution. These
energies have been used to calculate GB energies γGB in two different ways:
First, we used the ground state of the bulk material with 0% site-exchange and
obtain γ0%

GB = 262 mJ/m2 and γ50%
GB = 274 mJ/m2 for the 0% and 50% structures,

respectively. Interestingly, if γ50%
GB is calculated with respect to bulk Li6PS5Br at

50% site-exchange, a reduced value of 190 mJ/m2 results. This might indicate
that the formation of GBs is facilitated, if Br−/S2− site-exchange is present
in Li6PS5Br. For comparison, low-energy Σ3 and Σ5 tilt GBs in LLZO433 and
Li3OCl354 yield 520−730 mJ/m2 and 340−1040 mJ/m2, respectively, indicating
that GBs in sulfide SEs are energetically less costly than in oxides.
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FIGURE 5.27: Basic structure of the modeled Σ5 twist GBs at 0% site-exchange. Addi-
tionally, seven models with 50% site-exchange were considered. (a) Top view with the
underlying unit cells of the two slabs and their rotation angle. (b) Side view, where Li+

ions are not shown for clarity. (c) The same structure as in (b) but including the Li+ ions
on the T5a sites. Li+ ions that were close to each other have been merged prior to the
calculations. The composition remained stoichiometric Li6PS5Br in all cases.

In terms of transport properties, Li+ diffusion can be affected differently
along or across GBs, leading to anisotropic diffusion coefficients that differ from
the bulk. Such effects, however, are difficult to quantify for the present case as
will be discussed in Section 5.6.3. Still, insights can be obtained by analyzing
how the diffusion changes globally in the system and Figure 5.28 compares
the MSD evolutions of the GB models to the ones of bulk Li6PS5Br. In part (a)
and (b) the comparison of the 0% structures is shown. For temperatures of 500
and 600 K, the MSD appear to be rather similar. However, the MSD of the GB
does not converge to the intracage diffusion limit as the bulk does. Instead, it
constantly rises over the full simulated time span of approximately 100 ps (not
shown). Based on the 700 K structure, the same trend can be observed already
within 40 ps: the intracage diffusion limit is overcome in the presence of the GB.
Likewise, the diffusion of Li+ at 800 and 900 K is enhanced.

Contrary to the 0% structures, the comparison at 50% site-exchange in
Figure 5.28 (c) and (d) shows that the twist GB leads to a slightly reduced MSD
compared to the bulk. This trend does not change beyond the shown simulation
time and indicates that the Σ5 twist boundary represents a slight obstacle to
the Li+ diffusion at 50% site-exchange.

We conclude that the Σ5 twist GB has an ambivalent character that depends
on the extent of the Br−/S2− site-exchange: The twist GB improves the Li+

transport at low degrees of site-exchange and slightly hinders it at higher
values. Figure 5.29 indicates the reasons for the improved transport at 0%
site-exchange. The figure depicts the individual Li+ trajectories of only those
seven Li+ ions that were found to travel farther than 7 Å during the simulation
at 600 K. Six of these seven trajectories involve the GB regions. This leads
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FIGURE 5.28: Comparison of the MSD evolution of the tilt GB models (left plots) with
bulk Li6PS5Br (right plots). Plots in the same row exhibit the same degree of Br−/S2−

site-exchange as labeled in the upper left corners. Dashed arrows are used as a guide to
the eye to compare the reached MSD at a simulation time of 40 ps.

to the explanation that the GB locally disturbs the environment of Li+ cages.
These disturbances are likely to initiate Li+ jumps, presumably again due to a
facilitation of the formation of Li+ Frenkel pairs, close to the GB.

The explanation for the slightly decreased Li+ diffusion at 50% is less
straightforward. Possibly, the connection of Li+ pathways are less favorable
across the GB compared to the bulk material, as computationally shown for
LLZO.433 Most likely, this leads to higher migration barriers for the diffusion
across the GB as measured for different sulfide SEs.137,425,434
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FIGURE 5.29: (a) Struc-
tural model of the Σ5 twist
GB at 0% site-exchange.
The GB region is indicated
with a gray, transparent
overlay. (b) Individual Li+

trajectories of the seven
Li+ ions that have trav-
eled farther than 7 Å dur-
ing a simulation of approx-
imately 100 ps at 600 K.
All trajectories, except for
the one shown in yellow,
traverse the GB regions.

5.6.2 Σ5 Tilt Grain Boundaries

The basic structure of the Σ5 tilt GBs is illustrated in Figure 5.30. As can be
seen at the interface in the center of the simulation cell, the two grains do not fit
naturally in this setup. Instead, several ions are located close to each other and
especially the PS3−

4 units overlap at the interface of the two grains. A simple,
automated GB generation algorithm would certainly not be able to produce
reasonable GB models based on such a complicated structure as for Li6PS5Br.

TABLE 5.5: Composition of the four GB models shown in Table 5.5 (a)−(d). The last
column represents an alternative way of specifying the composition, motivated by the
specific GB structure of the individual models.

GB model Composition Stoichiometric? Alternative composition interpretation
(a) GB-1 Li144P24S120Br24 24 Li6PS5Br X 20 Li6PS5Br + 2 Li4P2S7 + 6 Li2S + 4 LiBr
(b) GB-2 Li140P24S118Br24 × 20 Li6PS5Br + 2 Li4P2S7 + 4 Li2S + 4 LiBr
(c) GB-3 Li164P20S122Br20 × 20 Li6PS5Br + 22 Li2S
(d) GB-4 Li160P24S120Br20 × 20 Li6PS5Br + 20 Li2S

We manually modified the basic GB structure to obtain a more reasonable
interfaces. The resulting four GB models are shown in Figure 5.31. GB-1 is
stoichiometric in the sense that the overall composition of the system matches
Li6PS5Br. Based on the local structure, however, an alternative way of specifying
the composition might also be meaningful and is listed in Table 5.5. This is
because the two PS3–

4 units that overlapped with one of their corners (blue box
in Figure 5.30) in the basic structure were combined to form a P2S4–

7 unit. As
such, the interface may seem to contain traces of Li4P2S7. Moreover, the two
completely overlapping PS3–

4 units (red box in Figure 5.30) were merged into
one single PS3–

4 unit at the interface. By removing one formula unit of Li2S at
each interface the structural model for GB-2 was generated. The structures of
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FIGURE 5.30: Basic structure
of the Σ5 tilt GBs. The un-
derlying tilted unit cells are
indicated. In this basic struc-
ture, several ions are very
close to each other. Moreover,
PS3–

4 units overlap at their cor-
ners (blue box) or overlap com-
pletely (red box). Note that the
interface is mirrored at the bor-
ders of the simulation box.

(a) GB-1: Li144P24S120Br24 (b) GB-2: Li140P24S118Br24

(c) GB-3: Li164P20S122Br20 (d) GB-4: Li160P20S120Br20

c

a

FIGURE 5.31: The four different Σ5 tilt GBs that have been modeled explicitly. The
individual interfaces have been modified in several ways. For a better comparison,
Li+ coordination polyhedra (gray) around S2− ions are visualized. More information
concerning the composition of the models can be found in Table 5.5. All four GBs were
treated with 0%, 25% and 50% Br−/S2− site-exchange.

GB-3 and GB-4, on the other hand, were prepared with additional Li2S at the
interface and without P2S4–

7 units.

In addition to the differently modified interfaces, all four models were con-
sidered with a Br−/S2− site-exchange of 0%, 25% and 50%. AIMD simulations
were performed on these structures at various temperatures to compute the Li+

MSD. Interestingly, when compared among the same extent of site-exchange,
the Li+ diffusion was found to barely depend on the specific interface modifica-
tion, At a first glance, this is somewhat surprising as GB-3 and GB-4 contain a
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(a) (b)

FIGURE 5.32: (a) Structure of the GB shown in Figure 5.31 with 25% site-exchange
after approximately 100 ps at 700 K. Only the PS3–

4 units (purple) and LixS polyhedra
(yellow) are shown. (b) Side view of the section that is marked with a dashed box in part
(a).

considerable amount of additional Li2S, which is known to be a rather poor ionic
conductor.435,436 Therefore, deteriorated transport properties are to be expected.

The fact that the presence of additional Li2S does not influence Li+ diffusion
in the present cases is ascribed to the fact that Li2S does not homogeneously
crystallize at the GB interface – at least not within the considered time and
length scales of our simulations. An example of this observation is shown in
Figure 5.32 for GB-3 with 25% site-exchange after approximately 100 ps at 700 K.
The interface comprises a thin, amorphous layer of Li2S, which still seems to be
permeable to Li+. This fits to the increased ionic conductivity observed for Li2S
nanoparticles or thin Li2S layers on Li metal.436,437

Because the Li+ diffusion was comparable in all four GB models, we com-
puted an average MSD. A comparison of this averaged MSD with the MSD
of bulk Li6PS5Br is shown in Figure 5.33. The results are similar to the ones
obtained for the twist GB: Also the tilt GB improves the Li+ transport at 0%
site-exchange, as can be seen in Figure 5.33 (a) and (b). The intracage diffusion
limit is again overcome at temperatures of 500 K and 600 K toward advanced
simulation times (not shown), but this circumstance can be seen for the data set
at 700 K within 40 ps.

Figure 5.33 (c) and (d) reveal that the Li+ diffusion in bulk Li6PS5Br sur-
passes the diffusion of the models containing a tilt GB already at 25% Br−/S2−

site-exchange. Similarly, also at 50% (Figure 5.33 (e) and (f)) the MSD increases
faster for bulk Li6PS5Br. This is the same trend as found for the twist GBs
in the previous section. Presumably, the explanations for these observations
are then similar: The slight worsening of Li+ transport properties compared
to the bulk Li6PS5Br in the presence of Br−/S2− site-exchange is attributed to
disturbed diffusion pathways as well as impurity phases.

At 0%, on the other hand, the GB enhances the Li+ transport properties.
This is clearly visible in Figure 5.34 that shows the Li+ trajectories in all four
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FIGURE 5.33: Comparison of the averaged MSD of the tilt GB models (left plots) with
bulk Li6PS5Br (right plots). Plots in the same row exhibit the same degree of Br−/S2−

site-exchange as labeled in the respective upper left corners. Dashed arrows are used as
a guide to the eye to compare the reached MSD at a simulation time of 40 ps.
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FIGURE 5.34: Observed Li+ trajectories (gray lines) in the four tilt GB models with 0%
site-exchange after approximately 120 ps at 600 K. Only the trajectories of the Li+ ions
that reached an atomic displacements of 5 Å or more at the end of the simulations have
been visualized.

GB models exhibiting 0% site-exchange at the end of a 120 ps simulation at
600 K. Trajectories of Li+ ions that did not reach a displacement of 5 Å at the end
of the simulation, however, are omitted in the visualization to highlight the Li+

pathways that are involved in enhanced diffusion. The remaining trajectories
indicate that long-range Li+ diffusion predominantly involves regions close to
the vicinity of the GB interfaces. Opposed to this, many regions inside the bulk
grains are not involved in long-range transport at all.

5.6.3 Anisotropic Diffusion due to Grain Boundaries

So far, we only considered the overall diffusion of Li+ assuming an isotropic
material when analyzing the effects of GBs in the transport properties in the
previous sections. As a two-dimensional defect, however, it is likely that a GB
transforms the isotropic diffusion of the cubic Li6PS5Br bulk material to an
anisotropic feature. This assumption is supported by a visual inspection of the
Li+ trajectories in Figure 5.34. For a more quantitative analysis, we split the
total MSD into its spatial contributions to see if anisotropic diffusion can be
identified. We did not consider the twist GBs because their structural models
are rather small and it is unclear if the thin regions between the GBs exhibit a
true Li6PS5Br bulk character. This seems to be less of a problem in the larger
models of the tilt GBs.

The evolution of the individual spatial components of the MSD, obtained as
the average over all tilt GBs, is shown in Figure 5.35 for a Br−/S2− site-exchange
of 0%, 25% and 50% at temperatures of 500, 700 and 900 K. The x, y and z
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FIGURE 5.35: Evolution of the three spatial components of the averaged MSD of the
tilt GB models. The x component corresponds to displacements along the a-axis of the
simulation cell (perpendicular to the GB).

components of the MSD correspond to the a-, b- and c-axis of the simulation
box, respectively (see coordinate axes in one of the previous structural models).
Hence, the the MSD along x characterizes displacements perpendicular to GB,
whereas the y and z components are parallel to the GB. Overall, the evolution
of the x, y and z components appears to be rather uniform and the deviations
from this trend seem to be consistent with the statistical fluctuations.

These results imply that the diffusion is still isotropic despite the presence
of the GBs. This is somewhat counter-intuitive for a two-dimensional defect that
was proven to affect the total MSD. At least for the models with 0% site-exchange
this discrepancy could be related to the comparably large region of influence of
the GB. This can be seen in Figure 5.34: Several of the long trajectories involve
Li+ cages located directly adjacent to the GBs. In relation to the dimensions
of the simulation cell, these cages extend far into the part of the model that
should represent the bulk Li6PS5Br where only local diffusion is expected to
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occur. Apparently, this is not the case and might only be realized by using larger
models, presumably exceeding the capabilities of DFT calculations. Hence, the
apparent isotropy of the diffusion could be an artifact from the small system
size.

Notably, however, there a selected cases in the MSD evolution where the
deviations of the three spatial components are relatively large. One such example
is encountered at 700 K with 25% Br−/S2− site-exchange, which exhibits a
slightly reduced MSD along z. As this tendency is not recognizable at the
remaining temperatures with 25% site-exchange, it is likely that it is still a
purely statistical effect. But another interesting deviation concerns the 0%
structures, whose x contribution is found to be the lowest at 700 as well as
at 900 K. This could indeed hint at an improved diffusion along the GB. To
confirm any of these hypotheses, longer simulations and/or larger system sizes
are needed to tighten the statistics and to identify real trends. Such involved
simulations need to be done elsewhere but could deliver interesting and detailed
insights for the GB properties of argyrodite-type materials.

5.7 Summary

In this chapter we analyzed the effect of Br−/S2− site-exchange on various
properties of the argyrodite-type solid electrolyte Li6PS5Br. The experimental
trend of decreasing lattice constants with increasing site-exchange is confirmed
and the smallest lattice constants are obtained at 50% site-exchange. Moreover,
static calculations with reasonable Li+ distributions prove that Li6PS5Br is
most stable in the absence of Br−/S2− site-exchange and least stable at 50%
site-exchange. Hence, entropic effects are likely to stabilize structures with
Br−/S2− site-exchange at finite temperature. The configurational entropy due
to the Br−/S2− site-exchange itself, however, does not suffice to explain the
achieved degrees of site-exchange of experimental quenching studies. Likewise,
also vibrational entropy contributions cannot explain this issue and we speculate
that the configurational entropy of the Li+ sublattice needs to be included to
predict the equilibrium site-exchange.

The Li+ transport properties are found to critically depend on the Br−/S2−

site-exchange. In the absence of site-exchange, diffusion is mainly confined to the
motion of Li+ ions within the Li+ cages around the S2− ions (4d sites) and a new
internal reorganization mechanism for the intracage diffusion is reported. Only
at high temperatures of 800 K or above, the intracage diffusion limit is overcome
and long-range Li+ transport is observed within feasible simulation times. The
mechanism involves the intercage jump of a Li+, which can be interpreted as the
spontaneous formation of a Li+ Frenkel pair. At lower temperatures, however,
such Frenkel pairs are likely to be annihilated shortly after their formation due
to immediate back-jumps.
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The introduction of Br−/S2− site-exchange greatly improves the Li+ trans-
port properties and enables the observation of long-range diffusion already at
500 K. The highest calculated D∗ are obtained at 50% site-exchange and the
corresponding extrapolated ionic conductivity at room temperature is two orders
of magnitude higher than the one for the 0% structure. The Haven ratio for
structures with 25% and 50% site-exchange are in the range of 0.5−0.8. For
degrees of site-exchange higher than 50%, D∗ decreases again and at 100% the
Li+ diffusion is again a local phenomena: The Li+ cages have followed the S2−

ions and are now centered around the 4a sites.

AIMD simulations at different volumes have been used to extract activation
volumes ∆‡V . These were found to be positive such that the bulk D∗ is expected
to decrease under compression. Notably, ∆‡V of the 0% structure is 2−3 times
larger than the ones of the 25% and 50% structures. The reason for this is
presumably related to the diffusion mechanism: In structures with Br−/S2−

site-exchange Li+ Frenkel pairs form naturally and at least one Frenkel pair
is constantly present in the simulation cell. At 0%, however, every Frenkel
pair needs to form spontaneously, which adds to ∆‡V form, the activation volume
related to the defect formation.

To grasp the exact effect of the Br−/S2− site-exchange on the atomic diffusion
mechanism, its individual underlying defects, namely a S2− ion on a Br− site
(S′

Br) and its counterpart BrS
•
, have been at first studied independently. The

analysis shows that BrS
•

defects are responsible for the facilitation of Li+ Frenkel
pairs with mobile Li+ interstitials (Lii

•
). Occasionally, even two Frenkel pairs

are initiated by one BrS
•

defect. The corresponding Li+ vacancy (V′
Li) of the

Frenkel pair mainly remains bound to the BrS
•

defect and is considered rather
immobile. The Lii

•
, on the other hand, is able to perform intercage jumps via an

interstitial or interstitialcy mechanism. In this regard, S′
Br defects act as a sink

for Lii
•
. Additionally, they strongly attract Li+ ions in their vicinity, so that local

disturbances in the Li+ distributions are induced that support the overall Li+

transport.

The local disturbances of the Li+ distributions are recognizable in changing
occupancies of the tetrahedral Li+ sites that are in line with the insights of the
diffusion mechanism analysis. Globally averaged, the Li+ density reproduces
the experimental trends of shifting positions and occupancies of Li+ sites. More-
over, our analysis shows that the Li+ density toward 50% site-exchange indeed
becomes more homogeneous, which in turns explains the observed dependence
of the lattice constants.

Finally, Σ5 twist and tilt grain boundaries (GBs) are found to have an
ambivalent character: At 0%, they enhance the Li+ diffusion because they
locally disturb the strict structure of the Li+ cages such that Li+ diffusion in the
vicinity of the GB is facilitated. At 25% and 50%, however, the Li+ transport is
slightly reduced compared to the bulk material, most likely because Li+ diffusion
pathways are less favorable along and across the GB. The fact that the diffusion
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seems to be isotropic in the presence of GBs is attributed to the rather small
model sizes and the limited statistics due to the feasible simulation times.

In conclusion, the generated knowledge of the intricate interplay between
Br−/S2− site-exchange and the properties of Li6PS5Br is certainly helpful for the
further development and optimization of argyrodite-type materials and other
SEs whose properties are influenced to a large degree by ionic disorder.
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Li7SiPS8 is a rather novel material and, as a matter of fact, not much about
its properties is known, yet.11,439 We have therefore analyzed this compound
and focused on several aspects which have been of interest in the scope of
the “FestBatt” project.440 We will first present how a material with such a
complicated structure as Li7SiPS8 can be treated within electronic structure
calculations. To this end, we will present in Section 6.1 how representative
structural models of its orthorhombic phase (ortho-Li7SiPS8) and its tetragonal
phase (tetra-Li7SiPS8) have been generated and analyzed with respect to their
relative stability. Afterwards, we will compare their Li+ transport properties
in Section 6.2 and see that tetra-Li7SiPS8 indeed shows high promise as SE.
Furthermore, we will consider how the bulk transport properties are influenced
by mechanical loading. The latter point is a bridge to Section 6.3 where we
will present the elastic properties of tetra-Li7SiPS8. Finally, the (in)stability of
tetra-Li7SiPS8 against Li metal is analyzed in Section 6.4 by means of explicit
interface models.

6.1 Structure and Stability

The ortho- and the tetra-phase of Li7SiPS8 exhibit a rather complicated atomic
structure due to partial disorder among the Si/P sites in combination with
various partially occupied Li+ sites (see Section 2.2.2 for a detailed description).
Therefore, the structure generation is not trivial and deserves a short mentioning
in the following. Afterwards, the generated structures are compared based on
their relative stabilities.
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TABLE 6.1: Experimental (Exp.) and approximated (Theo.) occupancies of the various
Li+ sites of ortho- and tetra-Li7SiPS8. The numbers in brackets indicate the actual
number of Li+ that needs to be distributed among the respective number of available
sites in the supercell models of Li7SiPS8.

ortho-Li7SiPS8 tetra-Li7SiPS8
Site Exp. Theo. Site Exp. Theo.
Li1 0.764 0.750 (24/32) Li1 0.50 0.500 (32/64)
Li2 0.433 0.438 (14/32) Li2 0.88 0.875 (14/16)
Li3 0.34 0.375 (6/16) Li3 0.86 0.875 (28/32)
Li4 0.24 0.250 (4/16) Li4 0.63 0.625 (10/16)
Li5 0.264 0.250 (8/32)

6.1.1 Structure generation

For all structures the shared Si/P sites have been populated first. To this end,
we relied on the supercell program to produce random Si/P distributions and
to sample structures according to their electrostatic energies.392 At this stage,
the partial occupancies of the Li+ sites were still retained and we obtained
several structural models with different Si/P distributions for both phases of
Li7SiPS8. Afterward, the supercell program was used to occupy the Li+ sites
for every model while keeping the respective Si/P distribution fixed. Note that
the experimental occupancies needed to be slightly adjusted to guarantee an
uncharged and stoichiometric supercell. The experimental and approximated
occupancies of the various Li+ sites are summarized in Table 6.1. It also shows
the number of Li+ that needed to be distributed among the available sites.
Based on these numbers it is clear that the vast combinatorics of this issue
cannot be handled in one single step. For example, only distributing 24 Li+ ions
among the 32 available Li1 sites results in approximately 107 configurations
without taking the symmetry of the system into account. We therefore split the
occupation of Li+ sites into various steps. After each step the structure with the
lowest electrostatic energy was used as basis for the next step until all Li+ sites
have been occupied.

Relying on this procedure will most certainly not result in the optimal Li+

distribution. That is, if such a thing exists at all for superionic conductors like
Li7SiPS8. The aim is rather to obtain a reasonable starting structure for our fur-
ther purposes. During AIMD simulations, for example, the Li+ distribution will
equilibrate eventually. In the following we will outline the detailed procedures
for generating initial structures for the ortho- and tetra-phase of Li7SiPS8.

Generation of Ortho-Li7SiPS8 Structure Models

The utilized 1×2×2 supercell of ortho-Li7SiPS8 contains 8 formula units. Because
all Si/P sites are occupied with either Si or P with the same probability, we need
to distribute 8 Si and 8 P on 16 sites. This alone results in 12870 possibilities
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FIGURE 6.1: (a) Base structure of the tetrahedra in ortho-Li7SiPS8 and the correspond-
ing axis system. Green tetrahedra indicate that the central sites are occupied either
with Si or P in a 50:50 ratio. (b)-(j) Explicit Si/P distributions that have been modeled in
this work. Blue tetrahedra indicate that they are occupied with Si and purple tetrahe-
dra are occupied with P. Planes have been added only as a guide to the eye where the
perspective allowed for it. Li and S ions are not shown for improved clarity.

which can be reduced to 482 due to the symmetry of the system. Out of these, we
have considered 9 structures with different Si/P distributions. These 9 structures
are shown in Figure 6.1. They comprise 6 ordered arrangements (b-g) that have
been produced manually and 3 random structures (h-j). The structures with the
lowest and highest electrostatic energies (still considering all partially occupied
Li+ sites for the Ewald summation) are structures (b) and (d), respectively. For
every structure, the Li+ ions then needed to be subsequently distributed.

Distributing Li+ in ortho-Li7SiPS8 is challenging because several sites occur
in pairs with short distances: Li3–Li4 (0.92 Å), Li2–Li2 (0.97 Å), and Li1–Li5
(0.14 Å). A purely random distribution could therefore result in ions that are un-
reasonably close to each other. We circumvented this issue as follows. First, Li3
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and Li4 sites were occupied simultaneously. By only taking the structure with
the lowest electrostatic energy we automatically exclude that any neighboring
Li3 and Li4 sites are occupied at the same time. This is repeated in the next step
for occupying Li2 sites. Unfortunately, Li1 and Li5 sites could not be distributed
simultaneously because it exceeded the capabilities of the supercell program.
We therefore first distributed the Li1 sites followed by the Li5 sites as last step.

Generation of Tetra-Li7SiPS8 Structure Models

For the tetra-phase of Li7SiPS8 we used a 2×2×1 supercell corresponding to
12 formula units. The supercell comprises 8 sites that are only occupied by P
and 16 sites that are occupied by Si/P with a 3:1 ratio, i.e., 12 Si and 4 P need
to be distributed among 16 sites. Accounting for symmetry operations, this can
be realized in 58 ways. Again, we have constructed various structures with
ordered and random arrangements of Si/P. The resulting 7 structures are shown
in Figure 6.2 and similarly to what was done for the ortho-phase, Li+ needed to
be distributed for every individual Si/P arrangement.

First, an approximation to the Li1 sites needed to be introduced because the
distribution of 32 Li+ among 64 sites results in approximately 1017 possibilities.
As Li1 sites are always arranged in pairs (distance below 1.5 Å), it is unlikely
that both sites are occupied at the same time. Therefore, we treated every
Li1–Li1 pair as a single site located in the midpoint in order to simplify the
configurational problem. Next, Li2 and Li4 sites were occupied simultaneously.
Finally, the remaining Li3 sites were populated.

6.1.2 Stability

As a first step, the atomic positions and the cell geometry of all generated
structures were statically optimized. This enables us to compare the energies
of the structures in order to evaluate if the Si/P ordering has a pronounced
influence on the relative stability. However, we need to keep in mind that our
initially chosen Li+ distribution is most probably not optimal and contributes to
energy differences as well.

The relative energies ∆E of all structures are shown in Figure 6.3 and their
averages E are indicated with dashed lines. The average energy of the ortho-
phase Eortho has been set as reference energy, i.e., E = 0. The decomposition
energy Edecomp. refers to the decomposition reaction,

Li7SiPS8 −→Li3PS4+Li4SiS4 , (6.1)

and amounts to −131 meV/f.u. (−7.7 meV/atom), indicating that both phases
of Li7SiPS8 are only meta-stable at 0 K. In contrast to this, the decomposition
reaction of Li10SiP2S12, a compound comparable to Li7SiPS8, into Li3PS4 and
Li4SiS4 has been reported to be unfavorable by DFT calculations.296 Further-
more, the same study mentions other decomposition reactions leading to more
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(g) (h)

FIGURE 6.2: (a) Base structure of the tetrahedra in tetra-Li7SiPS8. Green tetrahedra
indicate that their central sites are occupied either with Si or P in a 3:1 ratio. Purple
tetrahedra are fixed with P in their centers. (b)-(h) Explicit Si/P distributions that have
been modeled in this work. Blue tetrahedra indicate that they are occupied with Si
and purple tetrahedra are occupied with P. Planes have been added only as a guide to
the eye where the perspective allowed for it. Li and S ions are not shown for improved
clarity.

favorable Edecomp.. Therefore, it is possible that Reaction 6.1 does not include
the most favorable reaction products, which would lower the stability further. To
prove this, the calculation of the full phase diagram would be necessary and was
not attempted here. Assuming that the decomposition energy does not change
dramatically for other reactions, we find that relative energy differences are
small. Therefore, it is likely that Li7SiPS8 is stabilized by entropic contributions
or that a decomposition is kinetically hindered.

Let us now compare the energetic differences between ortho- and tetra-
Li7SiPS8. Clearly, the ortho-phase of Li7SiPS8 is more stable than the tetra-
phase and the energy difference ∆E between the average values of the two
phases corresponds to 200 meV/f.u. (11.8 meV/atom). This value agrees to
the energy difference between Li6PS5Br with 50% and 0% site-disorder (see
Section 5.2.1). Therefore, it is reasonable to assume that tetra-Li7SiPS8 can be
stabilized kinetically over ortho-Li7SiPS8. The fact that it can be synthesized
corroborates this assumption.
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FIGURE 6.3: Relative stabili-
ties of all optimized Li7SiPS8
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(g) for the ortho-phase refer
to the corresponding struc-
tures shown in Figure 6.1.
Edecomp. refers to the decom-
position energy according to
Reaction 6.1.

Based on the shown energy values in Figure 6.3 another fact becomes ap-
parent: The spread of the energy values for the ortho-phase around its average
(approximately ±130 meV/f.u.) is larger compared to that of the tetra-phase
(approximately ±25 meV/f.u.). Furthermore, among the structures of the ortho-
phase, structure (b) turns out to be the least stable despite the fact that it
exhibited the lowest electrostatic energy after having distributed the Si and P
ions. This highlights again that a mere electrostatic consideration for estimating
the stability of superionic conductors may lead to wrong conclusions because
local relaxations are neglected, as previously pointed out.163 Structure g) was
found to be the most stable structure and exhibits a (100) ordering of the Si/P
ions. Its relative stability of −125 meV/f.u., however, is not exceedingly large
and likely to be compensated by entropic contributions at ambient or elevated
temperatures. Therefore, a pronounced ordering of the SiS4−

4 and PS3−
4 units

is not expected. This fits to the experimental results that, on average, found a
random arrangement of the two tetrahedra types.11

The situation is similar for the tetra-phase. The comparably small spread
of the relative stabilities makes an ordering of the tetrahedral units even less
likely. As a result, also for tetra-Li7SiPS8 no distinct ordering among the shared
Si/P sites is expected, again fitting to the results of the experimental structural
characterization.11 Still, in order to get a better overview of whether the Si/P
order has an influence on the Li+ transport, we took all generated structures
into account for the following analyses of the transport properties.
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6.2 Transport Properties: Ortho- vs. Tetra-Li7SiPS8

There are several questions we will shed light on in this section:

Q1 Does the Si/P arrangement have a critical influence on the Li+ diffusion,
as for example recently observed in Na3Zr2Si2PO12?441

Q2 Do the orthorhombic and tetragonal symmetries of the two phases lead to
distinct anisotropy for the Li+ diffusion?

Q3 How does the bulk diffusion of the ortho- and the tetra-phase compare to
each other?

Q4 What is the influence of pressure on the diffusion within tetra-Li7SiPS8?
Does it explain the experimentally observed conductivity increase upon
compression?

Let us start with the first and second question and answer them separately for
ortho-Li7SiPS8 and tetra-Li7SiPS8.

6.2.1 Bulk Diffusion of Ortho-Li7SiPS8

The transport properties of ortho-Li7SiPS8 have been analyzed in a similar way
as reported for the other materials mentioned in this work. All 9 structural
models of Figure 6.1 have therefore been used to conduct AIMD simulations at
various temperatures and the corresponding MSD of Li+ has been computed
after allowing for 5 ps of equilibration. At every temperature the MSD of all
structures has been averaged and is shown in Figure 6.4. The transparent
area surrounding the average MSD indicates the resulting standard deviation
obtained from the averaging. It is apparent that the standard deviation is not
excessively large and falls within the expected statistical noise. This means
that the MSD evolution does not critically depend on the Si/P ordering for the
investigated structural models. As a result, also the derived diffusion coefficients
D∗ will have a negligible dependence on the Si/P arrangement (Q1X).

A linear regression was fitted to the average MSD over the interval starting
at 10 ps until the end of the available data. All regressions achieved high
coefficients of determination close to unity, as labeled in the figure. Based on
their slopes, the diffusion coefficients have been determined and are listed in
Table 6.2. Despite the good quality of the fit, the data at 500 K should only
be taken as a very crude approximation because of the limited mobility of Li+

at low temperature. At 500 K, the value of the MSD after 80 ps amounts to
approximately 6 Å2. Translating this into average particle displacements results
in

√
6 Å2 = 2.44 Å. Such a displacement can be seen as a typical estimate for

a common Li+ jump, neglecting the close neighboring pairs of Li+ sites that
show a separation of less than 1 Å, as explained above. Therefore, every Li+

has, on average, performed only one jump during the simulation. Hence, no true
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FIGURE 6.4: Evolution of
the Li+ MSD for ortho-
Li7SiPS8. The shown MSD
(thick line) is averaged
from all 9 structures with
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dicate one standard devi-
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TABLE 6.2: Total Li+ tracer diffusion coefficients D∗ of ortho-Li7SiPS8 and the diffusion
coefficients along the three crystallographic directions. All D∗ are given in Å2/ps, or
equivalently 10−4 cm2/s. Note that for 500 K no true long-range transport was observed
during the simulations, yet. Therefore, the extracted D∗ for 500 K should only be taken
as an approximate result.

T in K D∗ D∗
a D∗

b D∗
c

500 0.0106 0.0073 0.0114 0.0131
600 0.0365 0.0330 0.0325 0.0440
700 0.1082 0.0900 0.1105 0.1240
800 0.2046 0.1773 0.1773 0.2591
900 0.3292 0.2962 0.3290 0.3626

long-range transport has been observed at 500 K, yet. Much longer simulations,
which could not be afforded here, would be needed to extract a proper value
for D∗ at such low temperatures. At 600 K, the MSD reached approximately
20 Å2 after 80 ps and can be used as the first valid data to extract D∗. The
extracted values and estimated conductivities will be discussed in more detail
in Section 6.2.3 where they are also compared to tetra-Li7SiPS8.

Let us now inspect the degree of anisotropy in ortho-Li7SiPS8 with regard
to the Li+ diffusion. To this end the x, y and z contributions to the MSD have
been calculated and are plotted in Figure 6.5 for temperatures of 600 K and
above. Fortunately, the x, y and z contributions can be directly used to compute
diffusion coefficients along the crystallographic a, b and c directions, respectively.
The extracted D∗ are listed in Table 6.2. First, the MSD of all three contributions
increases constantly and the slopes for the x-, y-, and z-MSD fall within the
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FIGURE 6.5: Evolution of the x, y and z components of the MSD in ortho-Li7SiPS8 for
temperatures of 600-900 K.

same order of magnitude for the individual temperatures. Therefore, we can
deduce that ortho-Li7SiPS8 does not exhibit a blocking direction.

Second, no distinct correlations between the Li+ transport in the various
directions and the ordering of the Si/P ions was observed (Q1X). Naturally,
the MSD varies for the different simulations/structural models. The extent of
these deviations, however, can be attributed to the statistic nature of the MSD
evolution and is not sufficient to justify any other conclusions.

Third, the z component of the MSD seems to be generally faster compared to
the other two directions. Therefore, the diffusion along the c direction dominates
the Li+ transport. The hierarchy between the a and b direction is less distinct.
Whereas the corresponding MSD evolution is virtually identical at 600 and
800 K, diffusion along the b direction slightly exceeds the a direction at 700
and 900 K. Based on the present data we can therefore conclude that the
diffusion exhibits a slight anisotropy with D∗

c > D∗
b & D∗

a , which is in line with
an orthorhombic structure (Q2X). Improved statistics, however, are needed to
ascertain the exact hierarchy of the D∗ along the a and b direction.
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6.2.2 Bulk Diffusion of Tetra-Li7SiPS8

The evolution of the averaged MSD and its standard deviation for all treated
structures of tetra-Li7SiPS8 is shown in Figure 6.6. All fitted linear regressions
to the average MSD show high coefficients of determination and the extracted
D+ are listed in Table 6.3. Most notably, this time the MSD at 500 K can also be
used to extract valid diffusion coefficients for the tetra-phase. For example, with
approximately 40 Å2 the MSD corresponds to more than six times the one of the
ortho-phase after 80 ps. Likewise, also at 600 K the MSD reaches a value three
times larger than ortho-Li7SiPS8. We can therefore conclude that tetra-Li7SiPS8
clearly surpasses ortho-Li7SiPS8 in terms of transport properties especially at
lower temperatures. A detailed comparison with the ortho-phase follows in the
subsequent Section 6.2.3.

Again, no distinct correlation between the Si/P ordering and the transport
properties is found (Q1X). All observed deviations for the Li+ diffusion fall
within the expected range of statistical noise. Despite the lack of correlation
between transport properties and Si/P distribution, however, the diffusion is
more anisotropic for tetra-Li7SiPS8 when compared to the ortho-phase. This
can be seen based on Figure 6.7 which shows the spatial components of the
MSD for tetra-Li7SiPS8. At all temperatures, the z component dominates the
contributions to the total MSD. As a result, diffusion along the c direction is
three to four times higher compared to the a and b direction. The latter two are
approximately equal, as expected for a structure with tetragonal symmetry. The
exact values for D∗ and its spatial components can be read from Table 6.3.
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FIGURE 6.7: Evolution of the x, y and z components of the MSD in tetra-Li7SiPS8 for
temperatures of 600-900 K.

Based on these observations we can conclude that the hierarchy of the diffu-
sion for tetra-Li7SiPS8 is as follows: D∗

c À D∗
a ≈ D∗

b (Q2X). These observations
fit to results reported for Li10SiP2S12 which also crystallizes in a tetragonal
structure similar to LGPS and also contains Si.296 Because the c direction de-
livers the fastest pathway for the Li+ transport, it would be helpful to tune the
material towards improved transport along the a and b directions. Alternatively,
a texturing of the material when used as SE in batteries could be beneficial. If
possible, the c axis should be parallel to the line that virtually connects cathode
and anode. For a material with randomly distributed orientations of the grains,
however, the apparent macroscopic diffusion coefficients will amount to an aver-
age value of D∗

a, D∗
b and D∗

c . For simplicity, we will therefore use the average
D∗ and neglect its anisotropy for tetra-Li7SiPS8 for any further considerations.

6.2.3 Diffusion and Conductivity Comparison

For a better comparison, D∗ of the ortho- and tetra-Li7SiPS8 are plotted as an
Arrhenius representation in Figure 6.8. The value of 500 K for the ortho-phase
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TABLE 6.3: Total Li+ tracer diffusion coefficients of tetra-Li7SiPS8 and the diffusion
coefficients along the three crystallographic directions. All D∗ are given in Å2/ps, or
equivalently 10−4 cm2/s.

T in K D∗ D∗
a D∗

b D∗
c

500 0.0774 0.0384 0.0336 0.1603
600 0.1113 0.0481 0.0518 0.2338
700 0.1860 0.0840 0.0905 0.3836
800 0.2161 0.1178 0.1181 0.4124
900 0.3250 0.1681 0.1902 0.6169
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FIGURE 6.8: Arrhenius
plot for ortho- and tetra-
Li7SiPS8. The dashed and
dotted lines correspond
to Arrhenius fits based
on different sets of data
points. More details are
found in the main text and
Table 6.4.

has been discarded, as already mentioned. The Arrhenius plot highlights the
fact that tetra-Li7SiPS8 is a better Li+ conductor than ortho-Li7SiPS8 especially
at lower temperatures up to 700 K. At higher temperatures of 800 K and 900 K,
however, the two phases show approximately equal diffusion coefficients.

The data sets shown in the Arrhenius plot have been fitted to an Arrhenius
equation in order to extract the transport parameters Em and D0. To this end,
different data sets have been used to estimate how sensible the fitted parameters
are with regard to including or disregarding data points at low temperatures.
The characteristics of the shown fits are presented in Table 6.4 together with
further properties needed to calculate the ionic conductivity via the Nernst-
Einstein relation (Equation 3.44). The volume has simply been calculated as the
average volume of all statically optimized structural models.
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TABLE 6.4: Properties of the Arrhenius fits shown in Figure 6.8. The fits are based on
different data sets, i.e., temperature intervals spanned by the listed lowest temperature
Tl and the highest temperature Th. The resulting transport parameters (Em, D0) and
extrapolated ionic conductivity σ300 K at 300 K together with the remaining variables
(cell volume V , number of Li+ in the simulation cell NLi) needed for calculating the
conductivity are summarized.

Li7SiPS8 Fit illus- Data set V NLi Em D0 σ300 K
phase tration [Tl:Th] [Å3] [meV] [Å2/ps] [mS/cm]

ortho
dashed [600:900]

2657 56
329 28.1 0.718

dotted [700:900] 292 16.3 1.84

tetra
dashed [500:900]

3883 84
131 1.71 123

dotted [600:900] 151 2.33 75.9

Despite the deviations of the different fits depending on the data sets, it is
clear that the migration barrier of the ortho-phase is two to three times larger
than the one of the tetra-phase. This cannot be compensated by D0, which is
one order of magnitude higher for the ortho-phase. In terms of extrapolated
ionic conductivities at 300 K a value of 0.718 mS/cm is obtained for the ortho-
phase if the data point at 600 K is included for the interpolation. Without
this data point, a 2.5-fold increased conductivity of 1.84 mS/cm is obtained
theoretically. This observation emphasizes the strong influence of the fitting
procedure on the extrapolated values. We can furthermore deduce that also
a (statistical) deviation in the data will lead to some degree of uncertainty.
Similarly, also for tetra-Li7SiPS8 the extrapolated conductivity at 300 K was
calculated to be 75.9 or 123 mS/cm depending on the included data. As stressed
before, the calculated conductivities should therefore only be seen as a careful
estimate helpful for qualitative comparisons. They should not be mistaken for
quantitative predictions of the true conductivity. Keeping this in mind, our data
proves that tetra-Li7SiPS8 is the superior SE (Q3X). Therefore, the formation of
the ortho-phase should be avoided during synthesis when aiming for high ionic
conductivities.

6.2.4 Transport Properties of Tetra-Li7SiPS8 Under
Mechanical Loading

The elastic properties of SEs are important to understand how mechanical
constraints, as they occur in batteries, affect the battery materials. Here, we
focus on how the conductivity of tetra-Li7SiPS8 is influenced, because experi-
mental partners found increasing conductivities under applied pressure and
the reasons for this observation were not clear. The bulk transport properties
under mechanical loading were investigated by employing AIMD simulations.
Because pressure control requires the accurate computation of the stress tensor,
which becomes prohibitive for molecular dynamics simulations, we restrained
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ourselves to the NVT ensemble, where mechanical loading is applied through
an appropriate strain acting on the cell lattice parameters. For simplicity we
applied isotropic strain as illustrated in Figure 6.9 (a) by applying a uniform
lattice scaling factor f . If both the elastic properties of the material and the
applied pressure are known, f can be calculated according to

f = 3

√
1− ∆p

B
, (6.2)

under the approximation that a material exhibits an isotropic bulk modulus B
and neglecting any temperature dependence. Based on speed of sound measure-
ments, performed by experimental partners, the shear modulus G and Young’s
modulus Y were determined to be 3.22 and 6.93 GPa, respectively. They have
been used to calculate a bulk modulus B of 2.73 GPa via Equation 3.72. Aiming
for a pressure of approximately 0.4 GPa, as applied in the pressure experiments,
the Birch-Murnaghan equation of state yields f = 0.97. Both the elastic moduli
and f , however, appear to be too small as other sulfide SEs show bulk moduli in
the range of 20-30 GPa.428 We have therefore calculated the elastic properties
of tetra-Li7SiPS8, which will be discussed in the following section, and adapted
our scaling factors accordingly to f = 0.99,0.98. Furthermore, in order keep the
computational effort reasonable, we restricted the AIMD simulations to only
one Si/P arrangements (the one shown in Figure 6.2 (h)) and only considered
temperatures of 500, 700 and 900 K.

The obtained results of AIMD simulations are shown in Figure 6.9 (b)-(d). It
shows the MSD evolutions at different temperatures and for different values
of f . At all temperatures, the MSD after 80 ps is largest for the standard
cell with f = 1.00. The structures with f = 0.99,0.98 generally show a slower
increase of the MSD. We can therefore assume that the bulk transport properties
deteriorate upon the application of compressive mechanical loading. This is in
agreement with AIMD simulation on the structurally related material LGPS,
for which a reduction of the diffusion coefficients is mostly attributed to the
squeezed diffusion pathways.442

Here, the limited statistics do not allow for the calculation of activation
volumes, but the MSD indicates that the diffusion reduction under pressure
is only modest for tetra-Li7SiPS8. A reduced D∗ might be partly compensated
by the reduced volume of the cell that effectively leads to an increased number
density of Li+. Therefore, the effect of mechanical loading on the bulk ionic
conductivity is assumed to be of only secondary importance as long as the
pressure is not excessively high. In conclusion, these findings indicate that the
observed conductivity increase within the experimental pressure up to 0.4 GPa
cannot be attributed to the bulk properties of tetra-Li7SiPS8 (Q4X). Presumably,
pressure leads to improved contact between particles such that more diffusion
pathways are established, effectively increasing the ionic conductivity.
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FIGURE 6.9: (a) Schematic representation of the isotropic rescaling of a simulation
cell by a lattice scaling factor f . (b)-(d) MSD evolution at different temperatures and
lattice scaling factors for the structure shown in Figure 6.2 (h). For f = 1.00 the equilib-
rium structure as obtained at 0 K is utilized. For f = 0.99,0.98 the simulation cell is
compressed.

6.3 Elastic Properties

Because the above mentioned elastic properties determined via speed of sound
measurements were suspiciously low, we recalculated them based on static
calculations. According to our experimental partners, the individual particles
of the compressed powder samples are polycrystalline. Furthermore, there are
no signs of texturing or preferential crystal orientations of the grains inside
the particles. Therefore, the particles should possess isotropic elastic properties
even if the underlying crystal phase of Li7SiPS8 is actually anisotropic due to
its tetragonal symmetry. For the calculation of a reasonable, macroscopically
averaged Young’s modulus, however, the full elastic tensor needs to be calculated,
which is a rather demanding task. We therefore first computed the bulk modulus,
as explained in the following section, in order to verify if the elastic properties
obtained by the speed of sound measurements are actually erroneous.
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FIGURE 6.10: Energy-
volume curves of all gener-
ated structural models for
tetra-Li7SiPS8 and the cor-
responding fits according
to the Birch-Murnaghan
equation of state (Equa-
tion 3.57). The labels (b)-
(h) in the legend refer to
the structures shown in
Figure 6.2.

TABLE 6.5: Bulk modulus B and its derivative with respect to pressure as obtained
from the Birch-Murnaghan fits for all generated structural models of tetra-Li7SiPS8.
The labels (b)-(h) refer to the structures shown in Figure 6.2.

(b) (c) (d) (e) (f) (g) (h) average
B [GPa] 22.2 24.2 19.9 22.4 21.5 24.4 24.9 22.8
B′ 6.29 4.19 10.4 6.48 9.18 5.78 5.76 6.9

6.3.1 Bulk Modulus via Equation of State

As a first step to determine the elastic properties we statically optimized the
atomic positions and cell geometry of all generated structural models for tetra-
Li7SiPS8 at different volumes V . The resulting total energies as function of V
were then fitted to the Birch-Murnaghan equation of state (Equation 3.57) to
extract the bulk modulus B. The energy-volume curves and fits are shown in
Figure 6.10 and the extracted elastic properties are listed in Table 6.5.

Our data return an average bulk modulus of 22.8 GPa, which fits to the
bulk modulus of the structurally related LGPS of 20.4 GPa that was calculated
with comparable simulation settings.443 Hence, the calculated bulk modulus
is one order of magnitude higher than the bulk modulus of 2.73 GPa obtained
via the speed of sound measurements. The large mismatch and comparably
low experimental value presumably originates from insufficient densification
of the sample or other issues during the measurements. As a result, the speed
of sound measurements are likely to deliver decreased elastic moduli.444 For
comparison, by using the Birch-Murnaghan equation of state with our computed
values, the scaling factors of 0.99 and 0.98 result in pressures of 0.76 and
1.70 GPa, respectively, and a scaling factor of 0.9945 would be needed to reach
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the experimental pressure of 0.4 GPa. If also thermal expansion during the finite
temperature AIMD simulations is considered, the pressure might be even higher
in the simulations discussed above. Still, the bulk transport properties were
not found to change excessively, corroborating a weak correlation of the bulk
transport properties to compressive mechanical loading. Because our calculated
bulk moduli did not match the experimental results, we continued the analysis
and calculated the full elastic tensor.

6.3.2 Full Elastic Tensor

In order to obtain the full elastic tensor, needed to determine macroscopically
averaged elastic properties of polycrystalline material, we used the approach
outlined in Section 3.7.2. Because the calculation of the full elastic tensor is
computationally demanding, we only considered 5 of the 7 generated structures.
These are the structures shown in Figure 6.2 (b)-(f). For the structure shown
in part (e) of the figure, however, the calculation of the elastic constants was
not possible. This is because the straining of the cell occasionally led to local
rearrangements of individual Li+ ions. Such a Li+ rearrangement induces an
energy drop in the energy-strain curves. These discontinuous curves cannot be
fitted reasonably, preventing the calculation of the elastic constants. Comparable
Li+ rearrangements also occurred infrequently for the remaining structures due
to the imposed strain. For these structures, however, the Li+ rearrangements
fortunately only occurred at higher strains, such that the fitting could be re-
stricted to the data obtained at low strain values and the elastic constants could
be determined.

The calculated elastic constants ci j are listed in Table 6.6. For a system with
true tetragonal symmetry the only six unique elements are c11, c12, c13, c33, c44,
and c66. Furthermore, the following relations hold:

c11 = c22 , c13 = c23 , c44 = c55 . (6.3)

All remaining elements should vanish. Table 6.6 shows that the remaining
elements take values close to zero. There are two reasons why the values do
not exactly equal zero and may be even negative. First, both the accuracy of
the simulations and the fitting of the energy-strain data lead to small numeric
variations. Second, the base tetragonal symmetry of tetra-Li7SiPS8 is broken in
most cases as soon as the Si/P ions are explicitly distributed. Similarly, also the
occupation of the Li+ sites violates the tetragonal symmetry in the majority of
cases. Therefore, it is reasonable that also elements of the elastic tensor different
from the once mentioned above do not vanish. Because only small values are
obtained, however, this effect seems to be mostly negligible. The same reasons
also explain why the non-vanishing elements do not exactly comply with the
relations given in Equation 6.3. We find that our calculated elastic constants
are in line with those of other sulfide SEs.428,443 However, the choice of the
exchange-correlation functional has an influence and the PBEsol functional as
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well as including Van-der-Waals interactions seem to yield slightly increased
values.428,443

TABLE 6.6: Elastic constants of the investigated structures for tetra-Li7SiPS8. The
labels (b), (c), (d), and (f) refer to the structures shown in Figure 6.2.

Structures Structures
ci j (b) (c) (d) (f) ci j (b) (c) (d) (f)
c11 39.2 37.4 38.3 39.3 c13 17.0 11.1 12.1 13.9
c22 39.6 44.2 43.1 40.0 c24 −0.3 0.0 −0.2 0.0
c33 40.5 40.5 39.7 41.4 c35 0.1 0.5 −0.6 −0.3
c44 9.6 11.6 13.1 11.3 c46 0.7 0.0 −0.2 0.3
c55 10.6 8.5 9.0 10.4 c14 0.9 1.6 0.2 0.1
c66 16.8 17.8 18.0 18.4 c25 −0.8 0.3 −0.8 −0.2
c12 26.5 26.5 26.1 26.3 c36 −0.3 −1.0 0.0 0.5
c23 15.9 16.7 15.7 13.2 c15 −0.8 −0.3 −0.1 −0.3
c34 1.9 1.2 0.3 0.2 c26 −0.0 0.6 −0.1 0.7
c45 −0.5 0.9 0.1 0.5 c16 −0.9 −0.7 0.2 0.5
c56 1.1 0.9 0.0 0.6

6.3.3 Macroscopically Averaged Mechanical Properties

Based on the individual elastic tensors, the elastic moduli were then calculated
according to the Voigt, Reuss and Voigt-Reuss-Hill (VRH) approaches as intro-
duced in Section 3.7.3. The results are shown in Table 6.7 and an average VRH
bulk modulus of 25.3 GPa is obtained. It is slightly larger than the average
value of 22.8 GPa obtained from the fits to the Birch-Murnaghan equation of
state. Whereas the first value reflects the effective elastic properties of a poly-
crystalline material, the latter corresponds to a single crystal under hydrostatic
pressure. It is therefore expected that the values differ and the same trend is
also observed in other materials.445

The average Young’s modulus YVRH based on the VRH approach amounts
to 29.7 GPa. It is considerably larger than the measured Young’s moduli of
18-25 GPa of pure Li2S–P2S5 glasses and glasses containing halides.114,387,446.
Values comparable to our calculated moduli, however, are obtained for glasses
containing Ge or Si and for other crystalline sulfide SEs.192,428
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TABLE 6.7: Effective elastic moduli of the investigated tetra-Li7SiPS8 structures ac-
cording to the Voigt, Reuss, and Voigt-Reuss-Hill (VRH) approaches. The labels (b), (c),
(d), and (f) refer to the structures shown in Figure 6.2.

(b) Voigt Reuss VRH (c) Voigt Reuss VRH
Y [GPa] 29.9 26.9 28.4 Y [GPa] 31.4 27.5 29.4
G [GPa] 11.4 10.1 10.8 G [GPa] 12.1 10.5 11.3

v 0.31 0.33 0.32 v 0.30 0.31 0.30
B [GPa] 26.5 26.1 26.2 B [GPa] 25.6 24.5 25.0

(d) Voigt Reuss VRH (f) Voigt Reuss VRH
Y [GPa] 32.2 29.0 30.6 Y [GPa] 32.2 28.8 30.5
G [GPa] 12.5 11.1 11.8 G [GPa] 12.5 11.0 11.8

v 0.29 0.30 0.30 v 0.29 0.31 0.30
B [GPa] 25.4 24.7 25.0 B [GPa] 25.2 25.0 25.1

6.4 Interfacial Instability of Tetra-Li7SiPS8 Against
Li Metal

The stability of tetra-Li7SiPS8 against Li metal is of general interest with regard
to the utilization of Li metal anodes. We first estimated the stability based on
the following reaction,

Li7SiPS8+12Li−→ 8Li2S+Li3P+Si . (6.4)

Indeed, this is an exothermic reaction with a reaction energy of −17.34 eV,
corresponding to −1672 kJ/mol or −597 meV/atom. For an exact prediction of the
equilibrium phases and the corresponding reaction energy the full calculation
of the Li−Si−P−S phase diagram would be necessary. This has been done for
similar compounds such as Li4SiS4 and Li10SiP2S12.111,296,322 The calculated
equilibrium phases strongly vary with the Li chemical potential and comprise
various LixSiy phases. Because we did not determine the full phase diagram,
Reaction 6.4 and the corresponding reaction energy need to be considered only
as an approximation. Regardless of the true equilibrium phases, the highly
negative reaction energy of our assumed reaction already indicates that tetra-
Li7SiPS8 is thermodynamically unstable against Li metal. For a deeper analysis
of the stability, explicit interface calculations, as outlined in the following, were
conducted.

6.4.1 Setup of Explicit Interface Simulations and Reactivity
during Static Calculations

For the construction of tetra-Li7SiPS8|Li interfaces the individual materials
were first prepared as slabs. These are shown in Figure 6.11 (a).
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FIGURE 6.11: (a) Individual slabs of Li7SiPS8 (left) and Li metal (center) and the
resulting interface model (right). Additionally, a second interface model (not shown)
with a slightly increased slab distance was created. During static calculations the first
and second interface model relaxed into the structures shown in (b) and (c), respectively.
The labels (black sphere, colored squares) correspond to those shown in Figure 6.12.

In order to keep the computational effort manageable we only took into
account 1 of the 7 generated Si/P ordering. Therefore, we arbitrarily chose the
structure shown in Figure 6.2 (g). The slab of tetra-Li7SiPS8 was cut along the
(001) plane in such a way that all SiS4−

4 or PS3−
4 units stayed intact and that

the composition with 12 formula units remained stoichiometric. In fact, the slab
exhibits a SiS4−

4 -rich surface at the bottom and a PS3−
4 -rich surface at the top.

The slab was then statically optimized, which only resulted in negligible atomic
rearrangements.

The dimensions of a 5×5×3 Li slab (150 Li atoms, body-centered cubic)
were then adopted to the optimized tetra-Li7SiPS8 slab. To this end the lattice
constants of the Li slab needed to be increased by 1.14% and 2.82% in the basal
plane. The Li slab was statically optimized keeping the new dimensions in the
basal plane fixed in order to allow for a relaxation in the remaining direction.
Next, the two slabs were merged as shown in the right part of Figure 6.11 (a).
Similarly, also a second interface model with a slightly increased initial slab
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distance between the Li slab and the PS3−
4 -rich surface of the tetra-Li7SiPS8

slab was constructed. We note that the total composition of the interface model
fits very well to the assumed Reaction 6.4. If the interface reacted according to
this reaction, only a slight Li excess would remain,

12Li7SiPS8+150Li−→ 96Li2S+12Li3P+12Si+6Li . (6.5)

The atomic positions and cell geometry of both interface models were then
statically optimized and the resulting structures are shown in Figure 6.11 (b)
and (c). Interestingly, a reaction at the interface is observed. Similar inter-
face reactions between Li metal and sulfide SEs have been observed in the
past.316,318,447 Such an extensive reaction as observed here, however, is rather
unexpected because the static nature of the calculations is not able to overcome
energy barriers. For the reaction between amorphous LiPON and Li metal,
however, also a substantial atomic rearrangement during static calculations
was observed.196

Despite allowing for more than 500 ionic optimization steps both interface
models did not result in a well-converged structure. This indicates the existence
of an extended, barrierless reaction path. Because the static calculations seemed
to not reach a local energy minima we stopped them at this point and analyzed
the resulting structures.

Most notably, we find that the reaction mainly takes place on the PS3−
4 -

rich interface and leads to the dissociation of the PS3−
4 units. Similar reactions

have been observed for interface simulations of other sulfide SEs against Li
metal.318,448 Correspondingly, the structure of the Li metal is disturbed at the
interface but the overall body-centered cubic can still be identified. In contrast to
the PS3−

4 units, all SiS4−
4 tetrahedra remain intact, hinting at their preferential

stability. In order to exclude that the reaction is an artifact of the initial distance
between the two slabs, the second interface model with increased slab distance
was generated. The resulting optimized models shown in Figure 6.11 (b) and (c),
however, are virtually identical. Therefore, the initial interslab distance seems
to only have a negligible influence on the resulting structure and the reaction
will proceed regardless. We note that also other studies hint at the instability of
PS3−

4 units. Based on explicit interface reactions between LGPS and Li metal
conducted by Chen et al. a similar case can be identified.449 In their interface
structure, the PS3−

4 termination of the LGPS slab is more reactive than the
GeS4−

4 -termination.
The reactive nature of the interface does not allow for the definition of a

proper interface energy. Nevertheless, in order to estimate an approximate
reaction energy we referenced the energy of the reacted interface against the
summed energies of the individual tetra-Li7SiPS8 and Li slabs. According to
this both interfaces gained approximately −110 meV/atom during the static
optimizations. Incited by the high reactivity we deceided to perform AIMD
simulations to study the further evolution of the interface.
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FIGURE 6.12: Reaction energies of the tetra-Li7SiPS8|Li slab at the respective stages of
computation. Left, the reference energy (black) is indicated. It is obtained as sum of the
individual tetra-Li7SiPS8 and Li slabs in vacuum and has is been set to zero. Next, the
energies after static relaxation of the initial slab models is shown. In the right part of
the diagram the energy change during the AIMD simulations is monitored. The shown
energies are obtained by taking snapshot structures of the AIMD and performing a full
static optimization. The two color sets indicate that the data sets correspond to the first
interface setup (deep, full colors) and the second setup with an initially increased slab
distance (whitish, pale colors). Exemplary structures, as marked with different symbols
in the diagram, are shown in Figure 6.11, 6.13, and 6.14.

6.4.2 Interface Evolution During AIMD Simulations

The statically relaxed interface models shown in Figure 6.11 (b) and (c) were
used as initial structures to conduct AIMD simulations at 300, 500 and 700 K
for approximately 60 ps. In order to monitor the ongoing reaction we extracted
snapshot structures every 1 ps from the AIMD runs. These snapshots were then
statically optimized. The static optimizations allow us to remove any thermal
contributions to the total energy. Therefore, the energies between simulations of
different temperatures can be compared. The only drawback of this approach
is that the reaction may proceed even during the static optimizations, thereby
misrepresenting the chronological order of the MD snapshots. Still, it allows an
approximate monitoring of the energetic evolution of the interface.

Together with the reaction energies obtained at the end of the static opti-
mization described in the previous section, the evolution of the interface energies
during the AIMD simulation is shown in Figure 6.12. The overall trends are
clear: First, over the simulated time span the reaction obviously proceeds con-
tinuously as the reaction energy decreases in the course of the simulation.
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Especially in the very beginning the reaction energy quickly drops. Second,
the higher the temperature is set during the AIMD simulations, the faster the
reaction proceeds. Moreover, it can be speculated that the reaction energy, es-
pecially for the simulations at higher temperatures, is gradually converging as
the curves seem to flatten during the end of the simulations. Indeed, a reaction
energy of approximately −480 meV/atom was reached at 700 K after 55 ps, close
to the calculated reaction energy of −597 meV/atom of Reaction 6.4. Let us
now inspect the structural evolution of the interface. To this end, three relaxed
snapshots for every temperature, as marked in Figure 6.12 with empty triangles,
circles, and squares, are exemplarily shown in Figure 6.13.

At 300 K three structures belonging to the data set indicated with a deep
blue line and marked with blue empty triangles in Figure 6.12 are shown in
Figure 6.13 (a). The other data set at 300 K delivered comparable results and
is therefore not explicitly shown. Remarkably, we find that no single PS3−

4 unit
stayed intact after only 10 ps. They have all released at least one S2−, the
majority even two or more. This even holds true for the PS3−

4 units originally
located in the central part of the tetra-Li7SiPS8 slab not directly adjacent to Li
metal. Most likely, the dissociation of PS3−

4 units within the tetra-Li7SiPS8 slab
is initiated by diffusion of Li from the Li metal slab into the tetra-Li7SiPS8 slab
leading to a reduction of the PS3−

4 units.
With its melting point slightly above 450 K, Li metal should still be in

its solid phase at 300 K. Nevertheless, the extent of the interface reaction
annihilates the body-centered cubic structure of the Li metal and leads to an
amorphization of the remaining Li slab. Not only the Li slab is affected by
the reaction. Also the tetra-Li7SiPS8 slab is heavily disturbed and left with an
amorphous structure. This is probably due to the dissociated PS3−

4 units and the
additional Li that diffused into the SE making the formerly crystalline structure
of tetra-Li7SiPS8 unrecognizable. At 10 ps also one SiS4−

4 unit has already fully
dissociated whereas the remaining units are still intact. After 30 ps a second
SiS4−

4 unit has fully dissociated, the remaining PSx units decomposed further
and the reaction has consumed more Li of the Li slab.

Until the end of the simulation at 60 ps no further SiS4−
4 unit has dissociated,

several residual PSx units with x ≤ 3 are present in the simulation cell and an
overall amorphous structure of the interphase remains. The reaction energy has
reached approximately −300 meV/atom. At this stage of the reaction all S2− that
remain without bonds to P or Si are surrounded by 6 to 8 Li+. For comparison,
in Li2S the S2− ions are surrounded by exactly 8 Li+ arranged as cube. The LixS
coordination polyhedra in the amorphous interphase, however, are considerably
distorted, so that only the formation of an amorphous Li2S can be speculated.
Similarly, also the fully disconnected P ions are surrounded by 8 or 9 Li+ and
have therefore undergone a severe coordination change alongside a reduction
during the reaction. As described previously for the reaction of other sulfide SEs
with Li metal this might be assigned to an early stage of Li3P formation.448 In
crystalline Li3P, however, the P ions are surrounded by 11 Li+.
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FIGURE 6.13: Relaxed snapshot structures of the tetra-Li7SiPS8|Li interface at differ-
ent temperatures and simulation times as labeled above the structures. The various
symbols (triangle, circle, square) refer to the points marked in Figure 6.12. The orange
object in the rightmost structure in (c) is a void with a volume of approximately 400 Å3.
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Similar observations as made for the simulations at 300 K can be made for
one of the two data sets obtained at 500 K. The corresponding structures shown
in Figure 6.13 (b) belong to the data set plotted with a pale green line and marked
with pale green circles in Figure 6.12. The main difference to the simulations at
300 K is that the increased temperature of 500 K has accelerated the reaction.
All PS3−

4 units are again dissociated after only 10 ps to PSx units with x ≤ 3
whereas the majority of SiS4−

4 units stays intact. At the end of the simulation
after 60 ps hardly any P−S bonds remain, but 10 of the former 12 SiS4−

4 units
survived and one P−P unit is observed. The structure of the interphase is again
amorphous and only a thin layer of Li metal remains. For the shown structure in
Figure 6.13 (b) the reaction energy amounts to approximately −400 meV/atom
after 60 ps. The other data set at 500 K (deep green curve, structures indicated
with diamond markers) even reached approximately −460 meV/atom within
the same time. This will be discussed separately in the following sections in
more detail because, differently from all other simulations, the formation of
an ordered interphase has been observed. Let us first consider the remaining
results obtained at 700 K.

As it is expected, at 700 K (Figure 6.13 (c)) the reaction is even faster
compared to 500 K. Just as observed for 300 K the two data sets at 700 K
qualitatively deliver similar results: After 10 ps the Li metal layer is almost
depleted already. Furthermore, several SiS4−

4 units are already dissociated, no
P−S bonds remain and an amorphous interphase has formed. After 50 ps the
structure is left with only 4 intact SiS4−

4 units and one P−P and Si−P bond is
observed. An extended network of LixS coordination polyhedra (x equal to 7
or 8, rarely also 6) is found and corroborates the formation of an amorphous
Li2S phase. Fully dissociated P ions are coordinated by 7 to 10 Li+. Likewise,
also fully dissociated Si is surrounded by 9 to 10 Li+. This observation confirms
that the assumed Reaction 6.5 is only an approximation with regard to the
formation of a pure Si phase. Instead it would be more reasonable to include one
or multiple of the many LixSiy phases. Because (i) the inclusion of such phases
complicates the reaction considerably and (ii) the amount of Si is low, we will
keep referring to Reaction 6.5 for the following considerations, keeping in mind
that it only represents an approximation to the true reaction.

Interestingly, an extended pore close to the initial position of the Li slab
has formed during the reaction. The pore is shown as an orange object that is
delimited by its surrounding atoms. Its volume is approximately 400 Å3. The
volume reduction of the material during the reaction is not surprising. If the
computed equilibrium volumes of all optimized compounds are considered and
applied to Reaction 6.5, a volume reduction of approximately 20% is expected.
This is summarized in Table 6.8. Because the AIMD simulations were performed
at constant volume the reacted interphase only has two options to compensate
for the volume mismatch. First, the material counteracts the volume reduction
by building up strain. This might be possible for the initial phase of the reaction.
At an advanced stage, however, the volume mismatch certainly becomes too
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large to be only compensated by the inclusion of strain. Therefore, the second
option is the formation of free volume, i.e., pores, to reduce the strain.

TABLE 6.8: Volumes V per formula unit of all crystalline phases that take part in
Reaction 6.5 and expected total volumes Vtot for the entire educts and products of the
reaction.

12 Li7SiPS8 + 150 Li −→ 96 Li2S + 12 Li3P + 12 Si + 6 Li

V [Å3/f.u.] 323.50 20.04 46.33 58.22 20.44 20.04

Vtot [Å3] 6888.00 −→ 5511.84

It is unclear how the strain and pore formation influence the reaction. At the
finite temperatures of the simulations the thermal expansion is likely to reduce
the effect. Furthermore, the interphase turned out to be amorphous for the cases
analyzed in this section. It is therefore likely that the amorphous structure is
less dense compared to the crystalline phases. Lastly, the assumed reaction is
only an approximation. For example, not even the onset of a Si phase has been
observed. Instead, the Si either still belongs to SiS4−

4 units or its remnants, or is
fully dissociated and surrounded by Li+. Therefore, the volume considerations
of Table 6.8 are also only an approximation. Due to these reasons the interface
reaction is like to be influenced only to a low extent by the evolved strain and
pore formation.

In conclusion, the tetra-Li7SiPS8|Li interface is highly reactive, similarly to
other sulfide SEs. Especially the PS3−

4 units are prone to the reaction with Li
metal whereas the SiS4−

4 units exhibit a more pronounced stability. Therefore,
Si-containing SEs might show improved stability against Li metal compared to
pure LiPS materials. The extensive reaction is likely to result in an amorphous
interphase consisting of an defective, amorphous Li2S matrix that embeds the
remaining reaction products such as SiS4−

4 and its remnants, remnants of PS3−
4

units and fully dissociated P and Si ions. As we will see in the following, however,
the formation of an amorphous phase is not inevitable.

6.4.3 Formation of an Ordered Interphase

Due to the random velocity initialization of the atoms at the start of every
AIMD simulation, the system may evolve independently even when started
from exactly the same initial structure. The AIMD simulations of the tetra-
Li7SiPS8|Li interface were furthermore started from two slightly different
initial interface models (Figure 6.11 (b) and (c)). Therefore, it is reasonable that
the simulations may evolve differently. Nevertheless, the two AIMD simulations
at 300 K led to a very similar evolution of the interface and the obtained results
are in line with the simulation at 500 K presented above and the two simulations
conducted at 700 K. All these simulations led to an amorphous interphase. The
second simulation at 500 K, however, progressed distinctly differently and the
formation of an ordered interphase is observed. The corresponding structures
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(10 ps) (30 ps) (60 ps)

FIGURE 6.14: Relaxed snapshot structures of the tetra-Li7SiPS8|Li interface at 500 K.
The structures belong to the data set illustrated with a deep green line and marked
with green diamonds in Figure 6.12. Ordered regions in the structures are indicated
with dashed boxes.

can be viewed in Figure 6.14 and belong to the deep green line marked with
diamonds in Figure 6.12.

After 10 ps, all PS3−
4 have dissociated while the majority of the SiS4−

4 units
stayed intact and several Li of the Li metal slab have diffused into the tetra-
Li7SiPS8 slab. This is very similar to the observations described above for all
other simulations. However, unlike the other simulations, in this case an ordered
phase has formed at the former PS3−

4 -rich side of the tetra-Li7SiPS8 slab. The
ordered part of the interface layer is indicated with a dashed box in Figure 6.14
and mainly consists of S2−, Li+ and embedded SiS4−

4 units. The remaining
interphase is again amorphous. Until a simulation time of 30 ps the interface
model does not change much upon visual inspection. Towards the end of the
simulation, at 60 ps, however, the ordered interphase has clearly grown at the
expense of the amorphous interphase and almost reaches the bottom of the
simulation cell. Remarkably, the interphase now also accommodates P ions and
several of the embedded SiS4−

4 units have released one of their S and are left as
SiS3 units. As a next step we analyzed the electronic structure of the system
with two questions in mind. First, how does the ordered interphase changes
the electronic structure of the system compared to an amorphous interphase?
Second, is it possible to identify what crystalline phases have formed in the
ordered interphase based on the eDOS?
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6.4.4 Influence of the Interphase Formation on the Electronic
Structure

To be able to answer the question of how the electronic structure of the ordered
and amorphous interphases differ and whether crystalline phases can be identi-
fied based on the eDOS, it is helpful to also consider the eDOS of the pristine
bulk tetra-Li7SiPS8. It is shown in Figure 6.15 together with the eDOS of the
reacted interface model where the ordered interphase has formed, of the reacted
interface model where the interphase remained amorphous, and of the reference
materials Li2S and Li3P.

According to the convention adopted in VASP, the VMB coincides with the
Fermi level and is set at an energy of 0 eV. We left this convention unaltered
for the two reacted interface models shown in Figure 6.15 (a) and (b). However,
aligning materials with different compositions to their VMB is not physically
meaningful: that is why all eDOS are aligned with respect to the energy of the
Li(1s) core levels. Fortunately, the weighted average position of the Li(1s) levels
of both interface models were found to be located at −47.03 eV, highlighted with
a red dashed line spanning over all eDOS plots, and the bulk materials have
been aligned accordingly. When comparing the eDOS several observations are
apparent:

1. It is somewhat surprising that the eDOS of the interface models with the
ordered and the amorphous interphase are virtually identical. Certainly,
there are subtle differences in the shape, width and height of several
peaks in the eDOS. These differences, however, lie within the accuracy of
the DFT calculations. Therefore, a distinction between the ordered and
amorphous interphase in their current states is not possible based only on
the eDOS.

2. The eDOS of both interface models at their VMB (E = 0) is small but
does not vanish completely. This indicates that the reacted interfaces still
exhibit a slightly metallic character. For comparison, bulk tetra-Li7SiPS8
exhibits a band gap of 2.12 eV according to our DFT calculations. The
metallic character is therefore attributed to the thin remaining Li metal
layer and/or intermediate reaction products. We expect that the metallic
contributions will vanish eventually in the course of a proceeding reaction
because this observation is made for the interface at 700 K: For the
interface model where the formation of a pore has been observed, the Li
metal slab fully reacted with the SE (see Figure 6.13 (c) on the right).
Correspondingly, the reacted interface model exhibits a true band gap (not
shown).

3. Both reacted interface models are missing shared S−P contributions that
are found in the eDOS of bulk tetra-Li7SiPS8. This is reasonable because
all PS3−

4 tetrahedra have been fully dissolved during the interface reaction
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FIGURE 6.15: Total electronic density of states (eDOS) and its contributions from
the individual atom types of (a) the tetra-Li7SiPS8|Li interface where the ordered
interphase has formed, (b) where the interphase remained amorphous, (c) bulk tetra-
Li7SiPS8, (d) Li2S, and (e) Li3P. The VMB of bulk tetra-Li7SiPS8, Li2S and Li3p are not
located at 0 eV because their eDOS have been shifted such that their Li(1s) core levels
are aligned to those of the interface models (red, dashed line).
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after 60 ps at 500 K. Several shared S−Si contributions, however, remain
because SiS4−

4 and SiS3 units are still present and embedded in both the
ordered and the amorphous interphase.

4. From approximately -5 to -2 eV the eDOS is dominated by S contributions
that are a result of the lone electron pairs of the S2−. Exactly the same
contributions have been observed for LiPS SEs.

5. Some features in the eDOS of both interfaces resemble those of Li2S and
Li3P as exemplarily indicated in Figure 6.15. This suggests that at least
on a local scale the atomic arrangements in both the ordered and the
amorphous interphase are similar to those found in Li2S and Li3P. The
fact that the peaks of Li2S and Li3P are not perfectly aligned to those in
the interface models is most likely due to the disturbed local structure in
both interphase. Furthermore, Li2S and Li3P (even if defect-free) would fit
into the simulation cell of the interface models only if they were subjected
to small strains that may lead to shifts of the energy levels. Additionally,
also the positions of the Li(1s) core levels are certainly influenced by
the chemical surrounding which also affects the relative positions of the
remaining energy levels.

The insights gained from analyzing the eDOS are rather unsatisfactory and
we have visually inspected the ordered interphase more closely to compare its
structure to the crystalline phases.

6.4.5 Identification of the Ordered Phase via Visual Inspection

A side view of the ordered structure after 60 ps is shown in Figure 6.16 (a). In
this illustration Li and Si are used to generate coordination polyhedra (yellow)
around S. Purple coordination polyhedra depict Li around P. The side view
clearly confirms that an ordered phase is present. For comparison, Figure 6.16
(b) shows the structure of Li2S, in which all S2− are surrounded by 8 Li+

arranged as cube. Exactly these cubic Li8S coordination polyhedra are found
frequently in the interphase. This can be seen in Figure 6.16 (c)-(g) where slices
of the interface model are shown.

In the upper slices (c) and (d) the ordered structure is still disturbed consid-
erably and the majority of LixS polyhedra is Li-deficient. This can mainly be
ascribed to the embedded SiS4−

4 units and partly dissociated SiS3 units. As a
result, coordination polyhedra such as (SiLi6)S are formed. Such configurations
can also be understood as Li2S where Li has been partly substituted with Si
resulting in a large number of structural Li+ vacancies. The latter might be
beneficial for the ionic transport properties of the interphase layer.

Slice (c) furthermore contains various LixP coordination polyhedra that
seem to disturb the structure of the slice. Nevertheless, the onset of an ordered
arrangement of S2− can be speculated. The interactions of the LixP polyhedra
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FIGURE 6.16: (a) Side view of the interface model after 60 ps at 500 K (same structure
as shown in Figure 6.14 on the right). The dashed lines indicate the approximate slices
of the interface model shown in part (c) to (h) of the figure. b) Structural model of Li2S
and its Li8S coordination polyhedra shown in yellow. LixP coordination polyhedra are
colored purple in the slices. The intact SiS4−

4 tetrahedra are not displayed to improve
the clarity of the figure. Arrows connecting part (f) and (g) have been added as a guide
to the eye to indicate two common ions of the two slices.
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extend to slice (d) and together with SiS4−
4 and SiS3 units they prevent the

formation of an undisturbed Li2S structure. Still, the S2− are able to arrange
in a regular pattern in slice (d). In contrast to that, no ordering of S2− occurs
in the bottom slice (h) which also comprises SiS4−

4 as well as SiS3 units and is
adjacent to a slice comprising LixP coordination polyhedra. Due to the observed
growth of the ordered phase during the AIMD simulations, however, an ordering
of slice (h) will presumably set in at a later point in time if the calculations are
continued.

The structure within the slices (e), (f) and (g) strongly resembles that of Li2S
and various regions can be unambiguously assigned to Li2S. Interestingly, slice
(f) shows that also P ions partly arrange in the Li2S structure. Some of them
are also coordinated by 8 Li+ that form cubic polyhedra, whereas others exhibit
more distorted polyhedra. Additionally, several Li9P coordination polyhedra are
found. The larger number of Li+ around P fits to the structure of Li3P in which
every P is coordinated by 11 Li+ at three different distances. In our optimized
models of bulk Li3P, 3 Li+ are found at a distance of 2.44 Å, 2 at 2.52 Å and 6
at 2.74 Å. These values are comparable to the majority of P−Li bonds observed
in the interface model. Due to the strong distortions of some Li8P and Li9P
polyhedra, however, also a few bonds with a considerably larger bond distance
up to 3 Å are observed. Furthermore, slice (f) gives the impression that the LixP
polyhedra have clustered. This might indicate the onset of the formation of Li3P.

The presence of P as well as SiS4−
4 and SiS3 units obviously does not hinder

the formation of a defect-rich but crystalline Li2S phase. However, such an
ordered phase was not observed in the remaining simulations. This suggests that
the formation of the ordered phase strongly depends on the applied temperatures
and the covered simulation time. Presumably, the interphase only starts to grow
once a crystallization seed has reached a critical size. For the simulations at
300 K the kinetics might have been simply too slow to observe the formation of
such a seed and the subsequent growth within reasonable simulation times. At
700 K, on the other hand, the temperature might have been too high leading
to an unstable seed that dissolves prior to its growth. Apparently, 500 K is a
reasonable temperature to observe the formation of an ordered interphase within
affordable simulation times. The kinetics and statistics, however, seem to play
an important role, which explains why the growth of the Li2S-like interphase is
only observed in one of the two simulations.

A thin Li2S layer, for example, has already been suggested as a protective
coating for Li3PS4 against Li metal and improved the cycling performance of
Li metal anodes in cells employing Li4Ti5O12.174,437 Therefore, the formation
of Li2S might indeed be beneficial for the stabilization of the interface. The
drawback of Li2S, however, is its rather low ionic conductivity of the order of
10−10 mS/cm.436 In this regard the observed interphase might exhibit beneficial
properties because it contains a large number of defects. These might lead to
improved Li+ diffusion compared to pure Li2S and result in comparably low in-
terface resistances. This, however, only holds true if the growth of the interphase
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stops at rather thin thicknesses. If the formed Li2S is too defective and also
enables the diffusion of other species, its growth might continue. Under these
circumstances a thick interphase will form and eventually lead to increased
interface resistances making the material unsuitable as SE against Li metal
anodes without any further protection schemes. Our models are limited in size
and time and do not allow for an entire clarification of this issue. Experiments
conducted by our experimental partners, however, indeed suggest that a thick
interphase forms over time. Therefore, plain Li7SiPS8 seems to be unsuitable for
the direct utilization against Li metal anodes. Nevertheless, the insights gained
from our interface simulations improve the general understanding of interface
reactions between Li metal and sulfide SEs, especially for other Si-containing
compounds such as Li10SiP2S12 or Li4SiS4. The generated knowledge might
additionally support the tuning of interfaces and the development of protective
coatings.

6.5 Summary

Li7SiPS8 crystallizes in two different phases that both exhibit structural disor-
der among the Si/P sites as well as a complicated Li substructure. We therefore
first showed comprehensively how the two phases can be approached via elec-
tronic structure calculations despite exhibiting such complicated structures. The
generated structural models were then analyzed with respect to their stability,
Li+ transport properties, elastic properties and interface stability against Li
metal.

We could show that the orthorhombic phase of Li7SiPS8 (ortho-Li7SiPS8) is
more stable than its tetragonal variant (tetra-Li7SiPS8). The average energy
difference of 11.8 meV/atom between the two phases, however, is small and it is
likely that entropic contributions can outweigh them at finite temperatures. The
Si/P arrangement seems to have a negligible influence on the relative energy,
suggesting no preferential ordering as confirmed by experiments.

An analysis of the Li+ transport properties shows that the Si/P arrangement
also has an insignificant impact on the diffusion. For ortho-Li7SiPS8 nearly
isotropic diffusion is observed and only a slightly faster diffusion can be expected
along the c direction. Unfortunately, its migration barrier with approximately
290-330 meV is comparably high. In contrast to that, the migration barrier
of tetra-Li7SiPS8 with approximately 130-150 meV is found to be much lower
than that of ortho-Li7SiPS8, making tetra-Li7SiPS8 the superior Li+ conductor,
particularly at lower temperatures. Tetra-Li7SiPS8, however, exhibits highly
anisotropic transport properties with a high diffusion coefficient along the
crystallographic c direction but comparably low diffusion coefficients along a
and b. Therefore, the material might only be able to unfold its true potential by
enabling faster diffusion along the a and b direction or by texturing.
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The transport properties of tetra-Li7SiPS8 were further examined under
mechanical loading. Our simulations indicate that the bulk transport properties
deteriorate slightly upon compressive loading. These results corroborate the
assumption that the improved ionic conductivity observed after compressing
compacted powder sample of tetra-Li7SiPS8 does not originate from bulk effects.
Instead, the compression is likely to lead to a further densification of the sample
with improved particle-particle contacts such that more conduction pathways
are established.

Because elastic moduli from speed-of-sound measurements appeared to be
suspiciously low, we computed the elastic properties of tetra-Li7SiPS8 by making
use of two different approaches. First, calculated energy-volume curves of the
material were fitted to the Birch-Murnaghan equation of states to determine
the bulk modulus. Second, the full elastic tensor was calculated and used to
compute macroscopically averaged elastic moduli. The first approach delivers
a bulk modulus of 22.8 GPa. With the latter approach a slightly larger bulk
modulus of 25.3 GPa and a Young’s modulus of 29.7 GPa are obtained. These
values are comparable to other sulfide SEs and indicate that issues were faced
during the speed-of-sound measurements.

Finally, the interface stability of tetra-Li7SiPS8 against Li metal was ana-
lyzed. A thermodynamic estimation predicted an instability against Li metal
and explicit interface simulations were then conducted to verify this prediction.
Indeed, an interface reaction is already observed during static optimizations
of the initial interface models. Most notably, mainly the PS3−

4 units dissociate
while all SiS4−

4 units stay intact during this initial reaction phase. The evolution
of the interface/interphase was then monitored by conducting AIMD simulations
at different temperatures. In all simulations the reaction proceeded and the Li
metal layer reacted with the SE.

Already after 10 ps at 300 K all PS3−
4 units have dissociated while several

SiS4−
4 are able to remain intact even after 55 ps at 700 K, indicating their

superior stability. Furthermore, the formation of a pore is observed, which is
attributed to an overall volume reduction in the course of the reaction, poten-
tially promoted by the constant volume conditions of the simulations. In the
majority of cases, the formed interphase is found to be amorphous and can be
described as a defective, amorphous Li2S matrix that embeds the remaining
reaction products. Only for one calculation at 500 K the formation of an ordered
interphase is observed. Remarkably, the eDOS of ordered and amorphous in-
terphase are virtually identical and both show features of Li2S and Li3P. Via
visual inspection of the ordered interphase, we undoubtedly identify a Li2S-like
structure. However, the structure is highly defective and locally distorted be-
cause other species such as SiS4−

4 units, their partially dissociated remnants
or P ions are embedded in it. Moreover, clustering of LixP units indicates the
onset of Li3P formation and we assume that the high defect density of the Li2S
matrix leads to improved transport properties for Li+ ions and therefore lower
interface resistance compared to pure Li2S. On the other hand, the high defect



6.5. Summary 225

density might also enable the diffusion of other species, possibly leading to a
further growth of the interphase resulting in an increased interface resistance.
This assumption is corroborated by experiments that observe a growing inter-
phase with time if tetra-Li7SiPS8 is contacted to Li metal.438 The results of our
interface simulations might therefore be helpful to develop protection schemes
for tetra-Li7SiPS8 or similar SEs.

In conclusion, the tetragonal phase of Li7SiPS8 is a promising SE in terms of
Li+ transport properties with elastic properties that are comparable to other sul-
fide SEs. Two main obstacles, however, have been identified that could prevent
its employment. First, the distinct anisotropy of the Li+ diffusion might require
a texturing or further tuning of the material to deliver optimal performance.
Second, when employed with Li metal anodes a protective scheme seems to be
inevitable to avoid excessive interface reactions. The last point, however, is not
exclusive to Li7SiPS8 and seems to apply to all sulfide SEs. Therefore, more re-
search concerning interface issues is needed to enable an effective breakthrough
of sulfide SEs.





7 Conclusion and Outlook

Electronic structure calculations in the framework of DFT have been applied
to analyze various sulfide SEs. Let us refer to the initial research questions
that were stated in Section 2.3 to summarize the most important achievements
and findings (see the summary sections at the end of every chapter for more
details). Afterward, the similarities and difference between the materials are
contrasted in an overarching context. Finally, open questions are addressed and
next possible steps are outlined.

7.1 Pure Lithium Thiophospates

In Chapter 4, we dealt with ternary LiPS phases that comprise crystalline
and glassy phases as well as glass-ceramics. Various glass models at differ-
ent compositions within the compositional triangle Li3PS4 Li4P2S7 Li4P2S6
have successfully been generated using simulated melt-quenching schemes and
their structure was validated with available experimental data. All glasses
are metastable and exhibit relative stabilities of to 18.8-40.0 meV/atom with
respect to the crystalline boundary phases at 0 K. By including entropic effects,
the glasses become 3-10 meV more stable but remain metastable. The relative
stability follows certain trends: more stable glasses tend to contain P2S4–

7 units,
whereas less stable glasses comprise P2S4–

6 units.

Structurally, all glasses exhibit three common peaks in RDFs at low dis-
tances that are attributed to P−S and S−S bonds as well as Li−S correlations.
Several other features could be attributed to certain intramolecular correlations
within the structural units. Intra- and intermolecular S−S contributions to the
RDFs were disentangled, which will be helpful future structural analyses of
LiPS materials. Interestingly, the RDFs of all glasses are very similar despite
the fact that they comprise different ratios of the underlying structural units
PS3–

4 , P2S4–
6 and P2S4–

6 . By applying a “brute-force” melt-quenching scheme, the
formation of a variety of “unusual” structural units, partly with low excess
energies, is observed. Furthermore, structural units are able to cross-link via
S−S bonds under Li-deficient conditions, which could be an important mecha-
nism near the interface with the electrodes or at GBs. Unusual units as well as

227
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cross-linking S−S bonds lower the band gap, potentially turning the materials
into mixed electronic-ionic conductors under extreme conditions.

The best Li+ transport properties are found for c-Li7P3S11; other crystalline
phases can exhibit Li+ diffusion coefficients that are orders of magnitudes lower.
All LiPS glasses showed very similar transport properties despite their different
structural units. In particular, their Li+ diffusion coefficients surpass c-Li3PS4,
are similar to the hypothetical phase c-Li4P2S7, but cannot reach the values
found for c-Li7P3S11. Highly concerted and correlated Li+ jumps were observed
in AIMD simulations, which cannot be captured properly with NEB methods.
For poor ionic conductors such as c-Li4P2S6, however, the treatment of defects
in combination with NEB simulations have proven to be the methods of choice,
and it was found that external defect equilibria have negligible influence on
the transport properties of c-Li4P2S6. Moreover, defect formation energies of
neutral defects were successfully used to predict unstable SE|Li interfaces and
stable SE|SE interfaces of LiPS glass-ceramics. Explicit interface simulation
revealed the formation of a Li layer at the glass-ceramic interface, which might
be indicative of the formation of a space charge layer.

7.2 Influence of Br−/S2− Site-Exchange on the
Properties of Li6PS5Br

How Br−/S2− site-exchange affects the properties of Li6PS5Br was analyzed
in Chapter 5. In agreement with experiments, decreasing lattice constants
with a minimum at 50% site-exchange are found. In terms of stability, the
ordered phase with 0% site-exchange is the most stable phase at 0 K, whereas
50% yields the least stable structures. The inclusion of vibrational entropy and
configurational entropy due to the Br−/S2− site-exchange is not able to reproduce
the experimentally observed site-exchange from quenching experiments, and we
believe that configurational entropy of the Li+ sublattice needs to be accounted
for, too.

The Li+ transport properties are found to critically depend on the Br−/S2−

site-exchange. At 0% site-exchange, Li+ diffusion is mainly confined to the Li+

cages around the S2− ions (4d sites) and we reported a new internal reorgani-
zation mechanism for the intracage diffusion. Without site-exchange, effective
intercage diffusion is only possible at high temperatures and is initiated by
formation of a Li+ Frenkel pair. At lower temperatures, such Frenkel pairs are
likely to be annihilated by back-jumps immediately after their formation.

The introduction of Br−/S2− site-exchange dissolves the strict cage arrange-
ment and long-range diffusion is observed at much lower temperatures. The
highest D∗ are obtained at 50% site-exchange and the extrapolated ionic con-
ductivity at room temperature is two orders of magnitude higher than the one
for the 0% structure. The Haven ratios for structures with 25% and 50% site-
exchange are in the range of 0.5-0.8. A site-exchange higher than 50% leads to
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decreasing D∗ and at 100% the Li+ diffusion is again localized in cages around
the S2− ions that are now centered around the 4a sites.

Calculated activation volumes ∆‡V are positive, indicating that D∗ decreases
under compressive conditions. Notably, ∆‡V of the 0% structure is 2-3 times
larger than the ones of the 25% and 50% structures, which seems to be related
to the diffusion mechanism: At 0% site-exchange, Frenkel pairs form and vanish
repeatedly, which adds to the activation volume related to the defect formation,
whereas at least one Frenkel pair is constantly present in structures with site-
exchange. This was rationalized by analyzing the diffusion mechanism. We
find that BrS

•
defects are responsible for the facilitation of Li+ Frenkel pairs

with mobile Lii
•
, jumping between the cages via interstitial or interstitialcy

mechanisms. The compensating V′
Li is mostly immobile and strongly bound to

BrS
•
. S′

Br defects act as a sink for Lii
•
, but may induce local disturbances in the

Li+ substructure that supports the overall transport. To quantify the effect of
Br−/S2− site-exchange on the dynamic Li+ substructure, tetrahedral occupancies
have been determined. The changes indicate that 50% site-exchange yields the
most homogeneous Li+ distribution, which explains the observed dependence of
the lattice constants.

Finally, Σ5 twist and tilt GBs are found to have an ambivalent character: At
0%, they locally disturb the strict structure of the Li+ cages and enhance the local
Li+ diffusion. At 25% and 50%, however, the Li+ transport is slightly reduced
compared to the bulk material, most likely because Li+ diffusion pathways are
less favorable along and across the GB.

7.3 Properties of Li7SiPS8

The recently developed Li7SiPS8 was analyzed in Chapter 6. We find that ortho-
Li7SiPS8 is more stable than tetra-Li7SiPS8 at 0 K. The small energy difference
of 11.8 meV/atom, however, is likely to be outweighed by entropic contributions
at finite temperatures. The Si/P arrangement has a negligible influence on the
relative energy, suggesting no preferential ordering as confirmed by experiments.
Likewise, it also has a negligible influence on the Li+ diffusion. Ortho-Li7SiPS8
exhibits nearly isotropic diffusion with only a slightly faster diffusion along
the c direction, but comparably high activation barriers of 290-330 meV. Tetra-
Li7SiPS8 exhibits better transport properties with average migration barriers of
130-150 meV, but shows anisotropy with faster diffusion along c.

The bulk transport properties deteriorate under compression and we reason
that the experimentally observed conductivity increase under compression of
Li7SiPS8 samples needs to originate from improved particle-particle contacts.
In this regard, the elastic properties are of interest and were calculated in two
different ways. Bulk moduli in the range of 22.8-25.3 GPa, consistent with other
sulfide SEs, are obtained.
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Finally, the interface stability of tetra-Li7SiPS8 against Li metal was ana-
lyzed. A thermodynamic estimation predicted instability against Li metal, which
was verified in explicit interface simulations. AIMD simulations show that the
interface continues to react and PS3−

4 units are found to dissociate quickly while
SiS4−

4 units remain stable for a longer time, indicating their superior stability.
Moreover, pore formation is attributed to an overall volume decrease during the
reaction, but might be artificially promoted by the constant volume conditions
of the simulations.

In the majority of cases, the formed interphase resembles an amorphous
Li2S matrix that embeds the remaining reaction products. For one calculation at
500 K, however, an ordered interphase is observed and undoubtedly assigned to
Li2S. Its structure is highly defective because other species such as SiS4−

4 units,
their partially dissociated remnants, and P ions are embedded in it. Moreover,
clustering of LixP units indicates the onset of Li3P formation and we assume
that the high defect density of the Li2S matrix leads to improved transport of
Li+ ions. Possibly, even other species are mobile, which might be the reason for
a growing interphase layer that leads to an increased interface resistance.

7.4 Similarities, Differences and General Issues

Our analyses show that the three considered material systems can achieve Li+

transport properties that qualify them as SEs for ASSBs. However, the transport
properties are not necessarily sufficient and require a careful synthesis or other
strategies to be optimized. One issue concerns glass phases that seem to be
commonly observed in all sulfide SEs. In the case of LiPS glass-ceramics, phases
other than c-Li7P3S11 seem to negatively affect the bulk transport properties of
the material. Therefore, synthesis should aim at maximizing the phase fraction
of c-Li7P3S11 and avoid any of the crystalline materials with lower conductivity,
such as c-Li3PS4 or c-Li4P2S6. Apparently, residual glass phases can never be
avoided completely and the question arises whether the glassy part of the glass-
ceramics can be further optimized. The calculations indicate that this is not the
case without changing the composition: All LiPS glasses with the considered
compositions exhibit comparable transport properties.

Structural disorder is another prominent feature of many sulfide SEs and we
showed that a control of the Br−/S2− site-exchange via temperature treatments
is necessary to optimize Li6PS5Br. Interestingly, we find that disorder among
PS3–

4 /SiS4–
4 units in Li7SiPS8 has a negligible influence on the Li+ transport

properties. Similar to the LiPS system, however, we need to avoid unwanted
phases such as ortho-Li7SiPS8 or residual glasses during syntehsis. Moreover,
the anisotropy of tetra-Li7SiPS8 with fast diffusion along its c axis might demand
texturing or other modifications to access the full potential of the material.

Another common feature of sulfide SEs seems to be the presence of metastable
phases, and we speculate that this is related to flat potential energy landscapes.
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The calculations show that neither LiPS glasses, nor site-exchange in Li6PS5Br,
nor the tetragonal phase of Li7SiPS8 are thermodynamically stable at 0 K.
Obviously, entropic contributions need to be taken into account to assess the
stability at finite temperatures, and we included them for the analysis of LiPS
glasses and Li6PS5Br. Still, our calculations and also the quenching experiments
of Li6PS5Br indicate that not all sulfide SEs are actually thermodynamically
stable at operation temperatures. Instead, it is likely that they are kinetically
stabilized: At room temperature, LiPS glasses will not rapidly crystallize and
even a high degree of Br−/S2− site-exchange is not able to reorder. The actual
time scales of these processes, however, are not well understood and it is unclear
whether the materials can endure the lifetime of a ASSB.

As seen for Li6PS5Br and Li7SiPS8, Li+ diffusion is reduced upon compres-
sion of the materials. Therefore, an excessive compression should be avoided to
facilitate the full performance of these sulfide SEs. However, other issues need
to be considered as well: compression is needed to enable good contact between
the materials during the operation of the battery, especially if volume changes in
the electrodes are large. Hence, the optimal parameters for assembling batteries
need to be evaluated keeping both these issues in mind. In this regard, electronic
structure calculations can be used to determine elastic properties, as shown for
Li7SiPS8, to facilitate an assessment of pressure-related issues.

This point brings us to interfaces, which presumably remain the biggest chal-
lenge for achieving durable ASSBs. The interface simulations confirm that sul-
fide SEs exhibit a low electrochemical stability and require protection schemes if
they are used with Li metal anodes. But also GBs as well as internal interfaces
(e.g., phase boundaries in LiPS glass-ceramics or composite SEs) need to be
better understood to derive further, system-specific optimization strategies. At
this point, atomistic simulations are able to provide insights that are difficult
to obtain experimentally, and we were able to show this for several interfaces
involving all three investigated materials.

7.5 Open Questions and Next Steps

Throughout this thesis, we have seen that sulfide SEs are complex materials
with system-specific issues that could not all be addressed within the scope
of this work. Concerning the LiPS system, it would be of great importance if
experimental studies could characterize the structural units of LiPS glasses in
more detail. This could either prove the actual presence of unusual units, as
observed in our glasses, or reveal that they are only artifacts of our simulated
melt-quenching schemes. Also, the presence of S−S bonds and its relation to
local Li-deficiency could be investigated. In terms of Li+ transport properties, we
saw that not all Li+ ions contribute to diffusion because they may be trapped at
certain sites in LiPS glasses. For a further improvement of the Li+ diffusion in
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LiPS glass-ceramics, it would therefore be helpful to understand the character
of such trapping sites and to develop schemes to avoid them.

Another point of interest concerns the general effect of (dis)order in the ma-
terial: Why does disorder help the transport properties of certain materials (e.g.,
Br−/S2− site-exchange in Li6PS5Br), whereas it hardly shows any effect in others
(e.g., PS3–

4 /SiS4–
4 disorder in Li7SiPS8)? How does this compare to other sulfide or

oxide SEs (e.g., NASICON)? Are there specific factors, properties or topologies
that favor certain types of (dis)order for improved transport properties? Such
knowledge would be of high value for the development of SEs in general.

Furthermore, internal interfaces deserve a more thorough analysis as they
have not been fully understood in sulfide SEs. This includes GBs, whose effects
are unclear for a multitude of SEs. Similar investigations as we performed for
twist- and tilt-GBs in Li6PS5Br might be insightful to develop optimization
schemes for syntheses or post-treatments of SEs. Additionally, internal inter-
faces in glass-ceramic need to be better understood because many sulfide SEs
exhibit residual glass phases.

The same applies to interfaces against the electrodes and all results indicate
that sulfide SEs require protective layers. Therefore, protective coating materials
need to be developed that are stable against the specific combination of SE and
electrode. In this regard, it would be helpful to more thoroughly benchmark
the applicability of using defect formation energies with Frenkel pairs “across
material boundaries”. This method, possibly combined with other approaches,
could then be used to screen for promising material combinations.
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