
a
1

a
2

b
2

b
1

Electrical Engineering and
Information Technology
Department
Institute for Microwave
Engineering and Photonics
Terahertz Devices and
Systems

Waveguide Architecture and
Components for Photonic
Vector Network Analysers
Wellenleiterarchitektur und Komponenten für photonische Vektornetzwerkanalysatoren
Zur Erlangung des akademischen Grades Doktor-Ingenieur (Dr.-Ing.)
Genehmigte Dissertation von Amlan kusum Mukherjee aus Bankura, WB, Indien
Tag der Einreichung: 13.10.2022, Tag der Prüfung: 20.01.2023

1. Gutachten: Prof. Dr. rer. nat. Sascha Preu
2. Gutachten: Univ. Prof. Mag. rer. nat. Dr. rer. nat. Karl Unterrainer
Darmstadt – D 17



Waveguide Architecture and Components for Photonic Vector Network Analysers
Wellenleiterarchitektur und Komponenten für photonische Vektornetzwerkanalysatoren

Accepted doctoral thesis by Amlan kusum Mukherjee

1. Review: Prof. Dr. rer. nat. Sascha Preu
2. Review: Univ. Prof. Mag. rer. nat. Dr. rer. nat. Karl Unterrainer

Date of submission: 13.10.2022
Date of thesis defense: 20.01.2023

Darmstadt – D 17

Bitte zitieren Sie dieses Dokument als:
URN: urn:nbn:de:tuda-tuprints-233645
URL: http://tuprints.ulb.tu-darmstadt.de/id/eprint/23364

Dieses Dokument wird bereitgestellt von tuprints,
E-Publishing-Service der TU Darmstadt
http://tuprints.ulb.tu-darmstadt.de
tuprints@ulb.tu-darmstadt.de

Die Veröffentlichung steht unter folgender Creative Commons Lizenz:
Namensnennung – Weitergabe unter gleichen Bedingungen 4.0 International
https://creativecommons.org/licenses/by-sa/4.0/
This work is licensed under a Creative Commons License:
Attribution–ShareAlike 4.0 International
https://creativecommons.org/licenses/by-sa/4.0/

http://tuprints.ulb.tu-darmstadt.de/id/eprint/23364
http://tuprints.ulb.tu-darmstadt.de
tuprints@ulb.tu-darmstadt.de
https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/




“Where the mind is without fear and the head is held high;
Where knowledge is free;

Where the world has not been broken up into fragments by narrow domestic walls;
Where words come out from the depth of truth;

Where tireless striving stretches its arms towards perfection;
Where the clear stream of reason has not lost its way into the dreary desert sand of dead habit;

Where the mind is led forward by thee into ever-widening thought and action -
Into that heaven of freedom, my Father, let my country awake.”

- Rabindranath Tagore, “Gitanjali”, 1912 (Orig. version: 1910, Bengali)

iv



Abstract

In the past few decades, the Terahertz range (0.1−10 THz) has gained interest for its many applications
in astronomy, non-destructive testing, imaging, security and many other fields. With the current
availability of non-cryogenic, table-top Terahertz (THz) sources and receivers, THz systems with peak
dynamic ranges between 120 − 140 dB have become commonplace due to their broad frequency
coverages over a few octaves. However, there is a severe lack of affordable, broadband characterisation
tools, like vector network analysers. Electronic systems in a hollowmetallic waveguide configuration yet
offer the largest dynamic range, however, they are comparatively narrowband. At least five different
waveguide rectangular (WR)-configurations (WR-1.5 to WR-0.65) are necessary for a frequency
coverage between 0.5− 1.5 THz, along with the corresponding frequency-extender modules, which
become exponentially expensive with increasing operational frequency. A particularly costly component
of an electronic system with on-chip measurement capability is the ground-signal-ground (G-S-G) probes
that wear off and have to be regularly replaced. Therefore, free-space setups are implemented where
possible. Traditionally employed optical components in free-space setups, such as lenses and parabolic
mirrors, make THz systems bulky and create hurdles for miniaturisation and integration. For instance, a
10×10 µm2 large active device needs an antenna and a silicon lens to operate in free-space configuration,
which enlarges it by at least 6 orders of magnitude. In order to circumvent both the limitations of
a hollow metal waveguide and the unhandiness of a free-space setup, we propose in this thesis a
dielectric waveguide architecture and an integrated photoconductive receiver topology to manufacture
a (semi-) integrated, broadband, continuous-wave vector network analyser driven by standard 1550 nm
telecom lasers. Enhanced by digital post-processing techniques, the photonic vector network analyser
(PVNA) features an operational bandwidth between 0.5− 1.5 THz without the need of exchanging any
bands.

The thesis first explores the applicability of free-space PVNAs in material characterisation and imaging
at THz frequencies that will later serve as a benchmark for the integrated PVNA. For homogeneous,
plane-parallel dielectric devices under test (DUTs), the measured scattering parameters (S-parameters)
feature Fabry-Pérot oscillations. Fitting these oscillatory features allows the extraction of the physical
thickness of the DUT with a precision of λ/15, 000 and proves such high precision by visualising
a Siemens star as thin as 50 nm using a bandwidth between 0.6 − 0.8 THz. For characterising
multilayered samples, where calculation of analytical Fabry-Pérot functions is cumbersome, we propose
scattering transfer parameter (T-parameter)-based modelling and vectorial optimisation algorithms
and apply them in estimating the thickness and refractive index of each layer of a 5-layered distributed
Bragg reflector (DBR) structure with ∼ 0.6% error margin. The digital signal processing techniques
demonstrably improve the operational bandwidth and dynamic range (DNR) of continuous-wave (CW)
THz systems, such as the free-space PVNA, by ∼ 30% and 20 dB, respectively, without any significant
increase in the measurement time.
The waveguide architecture miniaturises the free-space PVNA by transforming the free-space THz

beam to a guided one. The waveguides are highly-resistive float-zone silicon (HRFZ-Si)-based rect-
angular, dielectric structures with a 200× 50 µm2 cross-section. High density polyethelene (HDPE)
or crystalline quartz (Qz) substrates provide mechanical stability to the waveguide and ease their
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further integration with active devices, especially with Vivaldi antenna (VA)-coupled THz receivers
manufactured in-house from erbium arsenide/indium (aluminium) galium arsenide (ErAs:In(Al)GaAs)
photoconductors. The single-mode bandwidths of the waveguides are between 0.45 − 0.7 THz and
0.5− 0.75 THz when supported by HDPE and Qz substrates, respectively. We operate the waveguides
in the overmoded regime, but suppress the generation of undesired higher-order modes (HOMs) at
bends by using ≳ 4 mm bend radii for circular bends or ≳ 2.3 mm for sine-squared bends. The
tapered structures for free-space in-coupling and quasi near-field out-coupling using VA-coupled active
devices further suppress the excitation of HOMs. The coupling efficiency to VA-coupled receivers is
5− 14 dB higher than free-space coupling between 0.4− 1.05 THz. The operational bandwidth of the
waveguides in their fundamental mode with free-space in-coupling and direct out-coupling is between
0.45 − 1.5 THz, where the upper boundary is solely given by the decreasing dynamic range (DNR)
with increasing frequency. The VA-coupled THz receivers are only 0.23× 0.9× 0.03 mm3 large and do
not require silicon lenses to operate, easing integration to planar system-on-chip (SOC) architectures.

Finally, the thesis presents a (semi-) integrated 1.5-port PVNA using the waveguide architecture and
VA-coupled, ErAs:In(Al)GaAs-based receivers. A commercial P-I-N diode-based THz source is used in
the free-space configuration due to the unavailability of appropriate materials to fabricate powerful
VA-coupled THz sources. Despite of the 10− 13 dB in-coupling losses, the operational bandwidth of the
PVNA extends between 0.5−1.5 THz, demonstrated by a characterised whispering gallery mode (WGM)
resonator, where the entire HRFZ-Si structure is fabricated together. We successfully characterise a
THz fibre Bragg grating and two cavity resonators using the PVNA setup between 0.45 − 1.2 THz,
where the measured S-parameters match excellently with simulated models in CST® microwave studio.
Furthermore, we demonstrate a coupling mechanism to rectangular hollow metallic (RHM) waveguides
that enable on-chip measurements of integrated electronic circuits using commercially available wafer
probes in G-S-G configuration between 0.45− 1.1 THz, without changing any setup components. In
closing, the thesis briefly discusses the current pitfalls of the 1.5-port architectures and the modifications
necessary to assemble a 2-port PVNA.
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Zusammenfassung

Aufgrund zahlreicher Anwendungsfelder, beispielsweise in der Astronomie, der Bildgebung bei zerstö-
rungsfreien Testverfahren oder Sicherheitsanwendungen, nahm das Interesse am Terahertzbereich
(0, 1− 10 THz) in den letzten Jahrzehnten stark zu. Mit der Verfügbarkeit von nicht-kryogenen kom-
pakten Terahertz-(THz)-Quellen und -Empfängern sind THz-Systeme mit Spitzen-Dynamikbereichen
zwischen 120− 140 dB in vielen Laboren und ersten industriellen Umgebungen im Einsatz. Die Ent-
wicklung der Terahertz-Technologie wird erschwert durch den Mangel an Breitband-Messgeräten,
wie beispielsweise Netzwerkanalysatoren. Elektronischen Systeme verfügen derzeit über den größten
Dynamikbereich. Diese Systeme sind allerdings vergleichsweise schmalbandig. Für eine Frequenzabde-
ckung zwischen 0, 5− 1, 5 THz sind mindestens funf verschiedene WR-Wellenleiterkonfigurationen
(WR-1,5 bis WR-0,65) und die entsprechenden Frequenz-Extender erforderlich, die mit steigender
Betriebsfrequenz exponentiell teurer werden. Insbesondere die für On-Chip-Anwendungen notwendi-
gen Erde-Signal-Erde Messspitzen sind verschleißanfällig und damit sehr kostenintensiv. Aus diesem
Grund werden häufig Freistrahlaufbauten verwendet. Die dort üblicherweise in Freistrahlaufbauten
verwendeten sperrigen optischen Komponenten, wie Linsen und Parabolspiegel, verhindern deren
Miniaturisierung und Integration. So benötigt ein 10 µm ×10 µm großes aktives Bauteil eine Antenne
und eine Siliziumlinse um in einer Freistrahlkonfiguration eingesetzt werden zu können. Im Vergleich
zum aktiven Bauteil steigt der Platzbedarf um mindestens sechs Größenordnungen. Um die Schmalban-
digkeit WR-gekoppelter elektronischer Systeme so wie die nachteilige Größe von Freiraumaufbauten
zu umgehen, befasst sich diese Arbeit mit einer dielektrischen Wellenleiterarchitektur und einer inte-
grierten photoleitenden Empfängertopologie. Auf deren Basis wird anschließend ein (halb-)integrierter
breitbandiger Dauerstrich (CW)- Vektornetzwerkanalysator demostriert, der mit Standard-1550 nm-
Telekommunikationslasern betrieben wird. Durch digitale Nachbearbeitungstechniken verbessert, weist
der photonische Vektornetzwerkanalysator (PVNA) eine Betriebsbandbreite zwischen 0, 5− 1, 5 THz
auf.

Zunächst wird die Anwendbarkeit der Freistrahl-PVNAs bei der Materialcharakterisierung und Bildge-
bung bei THz-Frequenzen untersucht, um Vergleichswerte der Performanzparameter für das integrierte
System zu erhalten. Bei homogenen, planparallelen dielektrischen Messobjekten (DUTs) weisen die ge-
messenen Steuerparameter Fabry-Pérot-Oszillationen auf. Durch Fitten an Fabry-Pérot-Transmissions-
und Reflexionsverläufen erhalten wir die physikalische Dicke des DUTs mit einer Genauigkeit von
λ/15 000. Diese hohe Präzision verifizieren wir durch die Visualisierung eines „Siemens“-sterns von
nur 50 nm Dicke unter Verwendung einer Bandbreite von 0, 6− 0, 8 THz. Zur Charakterisierung mehr-
schichtiger Proben, bei denen die Berechnung analytischer Fabry-Pérot-Funktionen umständlich ist,
stellen wir Transferparameter-basierte Modellierungs- und vektorielle Optimierungsalgorithmen vor
und wenden sie anschließend bei der Schätzung der Dicke und des Brechungsindex der Schichten
einer 5-schichtigen Bragg-Spiegel (DBR)-Struktur mit ∼ 0, 6% Fehlertoleranz an. Digitale Signalverar-
beitungstechniken verbessern nachweislich die Betriebsbandbreite und den Dynamikbereich (DNR)
von CW THz-Systemen, wie beispielsweise der Freistrahl-PVNA, um ∼ 30% bzw. 20 dB, ohne dass sich
die Messzeit wesentlich verlängert.

Anschließend wird eine rechteckige, dielektrische Wellenleiter-struktur auf Basis von hochohmigem
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Silizium (HRFZ-Si) mit einem Querschnitt von 200×50 µm2 zur Miniaturisierung des Freistrahl-PVNAs
entwickelt. Polyethylen hoher Dichte (HDPE)- oder Quarzkristall (Qz)-Substrate verleihen dem Wellen-
leiter mechanische Stabilität und erleichtern die weitere Integration mit aktiven Bauteilen, insbesondere
mit Vivaldiantennen (VA)-gekoppelten THz-Empfängern, die aus ErAs:In(Al)GaAs-Photoleitern im Hau-
se hergestellt werden. Die Single-Mode-Bandbreiten der Wellenleiter liegen zwischen 0, 45− 0, 7 THz
und 0, 5 − 0, 75 THz, wenn sie von HDPE- bzw. Qz-Substraten getragen werden. Wir betreiben die
Wellenleiter in übermodiger Konfiguration, unterdrücken aber die Erzeugung der höheren Moden
an Biegungen, indem wir ≳ 4 mm Biegeradien für kreisförmige Biegungen oder ≳ 2.3 mm für si-
nusförmige Biegungen verwenden. Die sich verjüngenden Strukturen für die Einkopplung in den
freien Raum und die Quasi-Nahfeld-Auskopplung unter Verwendung von VA-gekoppelten aktiven
Bauelementen unterdrücken die Anregung von höheren Wellentypen ebenfalls. Die Kopplungseffizienz
zu VA-gekoppelten Empfängern ist im Frequenzbereich zwischen 0, 4 und 1, 05 THz 5−14 dB höher als
die Ankopplung mit einem Freistrahl. Die Betriebsbandbreite der Wellenleiter in ihrem Grundmodus
mit Freiraumeinkopplung und direkter Auskopplung liegt zwischen 0, 45− 1, 5 THz. Die obere Betriebs-
frequenz ist lediglich um mit der Frequenz sinkenden Dynamikbereich geschuldet. Die VA-gekoppelten
THz-Empfänger sind nur 0, 23× 0, 9× 0, 03 mm3 groß und benötigen keine Siliziumlinsen, was die
Integration in planare On-Chip-System (SOC)-Architekturen erleichtert.

Zum Schluss wird in dieser Arbeit ein (halb-)integrierter 1, 5-Port PVNA vorgestellt, der die Wellen-
leiterarchitektur und VA-gekoppelte, ErAs:In(Al)GaAs-basierte Empfänger nutzt. Eine handelsübliche
P-I-N-Dioden-basierte THz-Quelle wird in der Freistrahlkonfiguration verwendet, da keine geeigneten
Materialien zur Herstellung leistungsfähiger THz-Quellen mit einer Vivaldi-Antenne zur Verfügung
standen. Trotz der 10− 13 dB Einkopplungsverluste liegt die Betriebsbandbreite des PVNA zwischen
0, 5 − 1, 5 THz, was durch die Charakterisierung eines Flüstergalleriemode (WGM)-Resonators, bei
der die gesamte HRFZ-Si-Struktur in einem Schritt hergestellt wird, gezeigt wird. Wir haben ferner
erfolgreich ein THz-Faser-Bragg-Gitter und zwei Hohlraumresonatoren unter Verwendung des mo-
dularen PVNA-Aufbaus zwischen 0, 45− 1, 2 THz charakterisiert, wobei die gemessenen S-Parameter
hervorragend mit simulierten Modellen in CST® microwave studio übereinstimmen. Darüber hinaus
demonstrieren wir einen Kopplungsmechanismus mit metallischen rechteckigen Hohlleitern, der On-
Chip-Messungen integrierter elektronischer Schaltungen mit handelsüblichen Wafer-Proben zwischen
0, 45 − 1, 1 THz ermöglicht, ohne dass eine Änderung der Setup-Komponenten erforderlich ist. Ab-
schließend werden in dieser Arbeit kurz die derzeitigen Nachteile der 1, 5-Port-Architekturen sowie
die notwendigen Modifikationen für den Aufbau eines 2-Port-PVNA diskutiert.
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1. Introduction

The frequency range between 0.1− 10 THz is generally referred to as the THz range. Over the past
five decades, a plethora of applications in the fields of astronomy [1], [2], spectroscopy [3], [4],
imaging[5], [6], non-destructive testing[7], [8] etc. has been demonstrated using THz radiation.
However, lack of powerful sources and low-noise receivers has impeded the commercial omnipresence
of THz technologies and popularised the term “Terahertz-gap” in the scientific circles. This scarcity of
active devices in the THz range stems primarily from two issues [9]: firstly, the mobility of the electrons
at room temperature in conventional electronic active devices, such as transistors, are too low for the
THz frequencies and secondly, the required photon energies are too small to engineer a band-gap for
THz generation/detection in traditional photoconductive materials, such as silicon, germanium or
indium galium arsenide (InGaAs). Thus, sources and detectors in THz range are usually manufactured
by up-converting radio frequency (RF) using electronic multiplier chains, down-converting optical
frequencies by mixing lasers in a photoconductor or by engineering purely optical components such
as quantum cascade lasers, molecular gas lasers etc. Extensive lists of THz active devices can be
found elsewhere [10], [11]. A decade or two back, bulky, cryogenic THz devices and systems were
commonplace. Nowadays, commercially available THz systems are equipped with powerful electronic
and optoelectronic sources with up to milliwatts of emitted power [12]–[14]. Furthermore, sensitive
table-top, non-cryogenic THz receivers have paved the way for THz systems featuring dynamic ranges
(DNRs) between 120− 140 dB [15], [16], albeit at the lower THz frequencies. Owing to the increased
portability and modularity in recent years, THz systems are gaining commercial popularity in industrial
and bio-medical imaging [17], [18], time-domain spectroscopy (TDS)-based breath-gas analysis [19],
near-field microscopy and nanoscopy [20], [21], telecommunications [22], [23] etc. Nonetheless, most
of the photonic THz systems are operated in free-space due to the lack of photonic integration platforms
and characterisation equipments such as vector network analysers (VNAs), spectrum analysers, etc.,
whereas the electronic counterparts are only tunable by ∼ 50% of its centre frequency compared to the
few octaves of tunability of THz devices [24], [25] and are extremely expensive for frequencies above
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Figure 1.1.: The Terahertz (THz) range is located between the microwaves and the optical frequencies.
The wavelength of THz radiation is between 0.03− 3 mm and hence, it interacts with polar
gas molecules, which leave spectroscopic signatures in the THz spectrum. Low photon
energies (0.41− 41 meV) make the THz radiation non-ionizing and, thus, less harmful for
living tissues. The star represents the frequency range of interest for this thesis.
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1 THz. The thesis aims to bridge this gap by demonstrating a broadband, (semi-)integrated photonic
VNA, operational between 0.5− 1.5 THz, using combination of optical and electrical components.

1.1. Motivation

Commonly used non-cryogenic, table-top THz systems are configured in homodyne or heterodyne
fashion using either pulsed or continuous-wave (CW) lasers. On the one hand, commercially available
pulsed systems are highly broadband featuring up to 6 THz bandwidths [26], however, they lack
in spectral resolution. The CW systems, on the other hand, feature a frequency resolution on the
order of 1 MHz [24], however, the frequency coverage is lower and systems are significantly slower
compared to the pulsed variant. Nevertheless, Liebermeister et al. have recently demonstrated a
photomixing based CW system with ∼ 4 THz bandwidth with a scanning rate of ∼ 68 Hz (also, 1.5 THz
at 200 Hz) [27], with comparatively simple laser systems. Encouraged by these developments and
future prospects, we work towards manufacturing a CW VNA operating in the THz range. In this
thesis, we restrict ourselves only to homodyne CW measurement setups. A comprehensive list of
alternative applications of terahertz CW systems can be found elsewhere [28]. Photomixing-based THz
active devices, especially P-I-N diode based sources and erbium arsenide/indium (aluminium) galium
arsenide (ErAs:In(Al)GaAs)-based photoconductive receivers, constitute the demonstrated VNA system.
Here, we introduce the homodyne photomixing CW setup in order to motivate the integrated CW
photonic vector network analyser (PVNA) and we describe the active devices in detail in the following
chapters.

1.1.1. Homodyne continuous-wave Terahertz systems

Traditionally CW photonic terahertz systems are set up in free-space configuration, i.e. the terahertz
radiation emitted from the sources is collimated, focused and transmitted using optical mirrors and
lenses in free-space before being detected by a receiver. Figure 1.2 shows the schematic of a typical
CW free space setup we use in our experiments, consisting of a silicon lens-coupled, P-I-N diode-based
THz source (Tx) developed by Toptica photonics/Fraunhofer Heinrich Hertz institute (HHI) and either
a silicon lens coupled ErAs:In(Al)GaAs photoconductor-based THz receiver (Rx) fabricated in house
[25] or a commercially available THz receiver from Toptica Photonics/Fraunhofer HHI. Both the THz
source and receiver are excited using the same pair of 1550 nm distributed feedback (DFB) lasers, with
a difference frequency in THz range (fTHz). The divergent emitted terahertz beam from Tx is first
collimated using a 90◦ off-axis parabolic mirror (PM1). Two Polymethylpentene (TPX) lenses (L1 and
L2) create an intermediate focal point F before collimating the beam again onto another 90◦ off-axis
parabolic mirror (PM2), which finally converges the beam onto the Rx. In free-space setups, the Tx,
PM1 and L1 constitute the transmitter module and similarly, L2, PM2 and Rx make up the receiver
module. The detector current iTHz is proportional to the electric field of the incident terahertz radiation
ETHz, reads [11]

iTHz(fTHz) ∝ ETHz · cos
(︃
2πfTHz

∆dopt
c0

+ φ0

)︃
, (1.1)

where c0 is the speed of light in vacuum, φ0 is a phase constant and ∆dopt is the optical path difference
between the laser excitation and the incident THz beam on the receiver. Usually, the detector current
varies between tens of picoamperes to ∼ 100 nA. A low-noise transimpedence amplifier (TIA) amplifies
detector current by an amplification factor of 106 and finally sends it to a lock-in amplifier (LIA) for
lock-in detection.
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Figure 1.2.: Traditional free-space terahertz photonic setup using optical components, such as lenses
and parabolic mirrors. The black lines show electrical connections. The violet and red
lines are optical paths to the Tx and Rx respectively. ∆dopt is the optical path length
difference between the red line and the free-space THz path along with the violet line. The
LIA is located inside the source control unit.

The Toptica source control biases the Tx at a modulation frequency of either 12.2 kHz or 38.1 kHz
for lock-in detection. The mathematical formulation of lock-in detection mechanism can be found in
Appendix A.1. Since the same pair of DFB lasers drives both Tx and Rx, the detection mechanism is
homodyne. This setup features an operational tuning range between 0− 3.5 THz, with dynamic ranges
> 100 dB at 0.1 THz and between 50− 60 dB at 1 THz [24], [25]. The Hilbert transform of eqn. (1.1)
results in the complex form of the detector current with a magnitude and a relative phase. If we now
place any object in the free-space THz path, it will induce changes in the ETHz and ∆dopt, i.e., both the
magnitude and phase of the detector current. These changes can be accurately measured and mapped
back the the device properties such as refractive index (RI), thickness, material absorption or likewise,
the scattering parameters (S-parameters), that we will introduce in the next subsection. Hence, such
homodyne CW systems can be used to create a laser-driven material characterisation tool or a VNA,
operating at THz frequencies.

1.1.2. Vector network analysers

At the higher end of the RF-band (20 kHz to 0.1 THz) and beyond, the size of the elements in electrical
circuitry becomes comparable to the wavelength of operation. Here, the lumped element-assumption of
constant voltages, currents and impedances across the entirety of an electrical component is inaccurate
and circuit analyses at such frequencies require the consideration of the wave features through the
electrical elements. This is also referred to as the analysis using the distributed element model. The
traditional methods of circuit analysis using Z, Y, H and ABCD parameters are unusable at RF frequencies.
S-parameters provide an alternative way to characterise the distributed element model of electrical
components. The S-parameters derive their name from the optical scattering phenomenon, where
an electro-magnetic (EM) wave is partially transmitted and partially reflected when it experiences a
change of wave-impedance in the propagating medium, usually induced by a change in RI.
Figure 1.3 shows the S-parameter-based characterisation scheme of a device under test (DUT) at
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Figure 1.3.: Schematic of the 2-port architecture showing incident power wave, ai, and reflected power
wave, bi, at port i = 1, 2.

frequencies where the lumped element model is inaccurate. The two-port DUT is connected to a RF
source with known source impedance (ZS) at one port and a known load (ZL) at the other. The waves
ai and bi are referred to as power waves [29], where the former is travelling towards the port i (i = 1, 2),
whereas the latter travels away from the same port. Kurokawa explains the physical meaning of these
power waves in greater detail in [30], where he defines them as

ai =
1

2

Vi + ZiIi√︁
|ℜ(Zi)|

(1.2)

bi =
1

2

Vi − Z∗
i Ii√︁

|ℜ(Zi)|
, (1.3)

where Vi, Ii and Zi are the voltage, current and impedance across port i, respectively, and [∗] signifies
the complex conjugate. Thus, these wave quantities are not a measure of electrical power, rather
electric fields and have a unit of W1/2. The S-parameters (S11, S12, S21 and S22) define the relationship
between the power waves at the two ports as[︃

b1
b2

]︃
=

[︃
S11 S12
S21 S22

]︃ [︃
a1
a2

]︃
(1.4)

Thus, each of the S-parameters reads

S11 =
b1
a1

⃓⃓⃓⃓
a2=0

S21 =
b2
a1

⃓⃓⃓⃓
a2=0

S12 =
b1
a2

⃓⃓⃓⃓
a1=0

S22 =
b2
a2

⃓⃓⃓⃓
a1=0

. (1.5)

A perfectly conjugate-matched load at port i ensures a null ai. S11 and S22 refer to the reflection
coefficients at ports 1 and 2 respectively, whereas the parameters S12 and S21 refer to the transmission
coefficient between ports 1→ 2 and 2→ 1, respectively. All the defined S-parameters are complex,
i.e., they have an amplitude and an associated phase. Thus, the Sii parameters give a measure of the
input impedance/admittance of the DUT at either ports, return loss and voltage standing wave ratio
(VSWR). The Sij parameters measure gain or losses associated with the DUT, its insertion phase at
either ports and the group delay induced by the DUT.

A VNA measures these complex S-parameters at RF frequencies for linear DUTs. Traditional VNAs are
calibrated to a standardised non-reactive 50 Ω impedance and can characterise one or multi-port DUTs
between a few hertz and up to 53 GHz [31], featuring between 140− 160 dB DNR. The bandwidth of
the said systems can be extended up to 1 THz by employing multiple VNA extenders driven by several
frequency multiplier units [14], [32]. The VNA extenders lower the DNR to ∼ 80 dB at 1 THz.
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Figure 1.4.: A simplistic schematic of measurement in a VNA using a signal generator, a splitter, a
directional coupler and an oscilloscope. The S-parameter-measurements of a linear DUT
assumes it to be a black-box and give a measure of its input and output impedances.
The calibration of a VNA ensures the extraction of amplitude and phase information very
precisely.

Figure 1.4 shows a simplistic schematic of a VNA. The signal from a signal generator is split in two.
The first part is fed to a oscilloscope and acts as a reference signal for the measurements. The second
part is fed to the DUT via a directional coupler with ports A, B and C. Ideally, the coupling in direction
A→ B, B → C and C → A is loss-less, whereas the coupling directions C → B, B → A and A→ C
are isolated. Consequently, the reflected wave from input port of the DUT at port B is fully coupled to
port C and then passed on to the oscilloscope. The oscilloscope also measures the output transmitted
wave from the DUT. Once the phase change induced by the varying propagation path of the input
signals at the scope is calibrated out, the ratio of reflected signal (green) to the reference signal (blue)
measures the Sii parameters, whereas the Sji parameters (i, j = 1, 2) are given by the ratio between
the transmitted (red) and the reference signal. The signal generator is swept over a frequency range of
interest and the oscilloscope measures the complex S-parameters as a function of frequency. Another
set of signal generator, splitter and directional coupler feeding the DUT from the out port enables the
measurement of the other two S-parameters (Sjj and Sij) and hence, the full set of four S-parameters
fully describe the resistive and reactive features of the DUT. Here, we note that in electrically (or
geometrically) symmetric DUTs S11 = S22 and S21 = S12 and hence, only the knowledge of S11 and
S21 obtained by an uni-directional S-parameter measurement, as shown in Fig. 1.4, is sufficient for
its full characterisation. Henceforth, we refer to the measurement schematic in Fig. 1.4 as 1.5-port
measurements.

Photonic vector network analysers

Traditionally VNAs are driven by electrical sources and at higher RF, frequency extenders using
rectangular hollow metallic (RHM) waveguides are employed. The RHM waveguides are only used
in their fundamental modes and hence, at least five frequency extenders (WR-1.5 to WR-0.65) are
necessary for a frequency coverage between 0.5− 1.5 THz [33]. This increases the system complexity
and the associated costs for each VNA-extender increase exponentially with frequency. A promising
solution to the bandwidth problems of electronic VNAs is replacing the electrical components by
photonic counterparts and hence, the conception of photonic VNAs (PVNAs). Both CW and pulsed
variants of THz systems are capable of acquiring both amplitude and phase information of the THz
waves reaching the receiver. Faridi et al. has already demonstrated pulsed PVNA with a bandwidth
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between 0.2− 2 THz and a frequency resolution of 7.14 GHz [34], whereas the Fernandez Olvera et
al. put forward a CW variant with a measurement bandwidth between 0.1− 1 THz and a frequency
resolution as low as 2 MHz [35].
Both the demonstrated PVNAs operate in free-space, i.e., a planar DUT is placed at the collimated

part of the free-space THz beam, which usually has a Gaussian profile. The free-space wave propagates
in the transverse electro-magnetic (TEM) mode. The directional coupler in Fig. 1.4 is implemented
using two polarisers. The splitter is not used, rather the reference measurement is taken in an empty
(DUT-less) setup. A pair of DFB lasers drives the two sets of THz sources and receivers. The two sources
are modulated at two different intermediate frequency (IF) frequencies, and the receiver at port i
receives the reflected signals at port i and transmitted signals from port j, separated temporally and in
the IF. The post-detection mechanism uses two LIAs to segregate these two signals ([a1, b2]/[a2, b1])
at each of the receivers. Thus, the free-space PVNA setups are able to record the full set of S-parameters
from the measured electric fields incident on the receivers. Only the CW variant of the free-space PVNA
is in the scope of this thesis and we describe its architecture and applications in detail in chapter 3.

1.1.3. Photonic integrated circuits

The main motivation behind the work done in this thesis is to demonstrate the applicability of a
CW PVNA as a broadband characterisation tool and to miniaturise and integrate the CW PVNA
towards the development of a scalable, chip-based THz-photonic integrated circuit (THz-PIC)
[36]. Integrated THz systems already exist, like their counterparts in the RF and microwave domains
[37], [38] or in the near-infrared regime at the telecom bands. Integrated electronic systems use
fundamental oscillators as sources at the lower end of the THz spectrum [39] and reach frequencies
up to 1.5 THz [16] employing frequency multiplier-chains to generate higher harmonics. Both RHM
waveguides with microstrip transitions and dielectric waveguide-based architectures [40]–[42] are
utilised in these systems. Regardless of the high bandwidths offered by the waveguides, the lack of
broadband transition to and from the active devices and lack of appropriate characterisation tools
restrict the operability of such integrated systems within 10− 50% of its centre frequency.
Electronic systems based on RHM waveguides feature the highest DNR (∼ 80 dB or more) [32]

amongst all the available THz systems working below 1 THz. Low-loss coplanar waveguides, along with
their efficient transitions from microstrip lines (≤ 1 dB losses [43]) make such high DNR feasible. These
transitions are necessary as Schottky diode-based frequency multipliers are typically fabricated with
microstrip-based outputs [44]. Though highly efficient, these transitions are quite narrowband as they
rely on wavelength-dependent field (mode) matching techniques, such as employing a quarter-wave
stub to match impedances, using resonant filters and interference-based couplers or by simply placing
the transition at a local field maximum. Beyond 1 THz, surface roughness of the metals introduce
high scattering losses. Skin effect and alignment errors further reduce the transition efficiencies to the
metallic waveguides. Additionally, probing mechanisms also decrease in size with reduced wavelengths
and need additional support using rigid ceramics to prohibit mechanical failure and to prevent wear-off.
Still, electronic VNAs are the state-of-the-art characterisation tool in the (lower) THz range.
Photonics-based THz systems are the most common alternatives to the electronic systems and

are usually set up in a free-space configuration using optical components, such as lenses, mirrors,
etc. These table-top, modular setups are ubiquitous in present-day THz research laboratories and
extensively used in spectroscopy and material characterisation. However, these setups are huge due to
the employed free-space optical components. The photoactive area of photoconductor used in [25]
is only ≈ 10× 10 µm2, however, the broadband logarithmic-periodic antenna attached to it enabling
its free-space operation increases the device size to ≈ 1 mm2. Additionally, a hyper-hemispherical
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silicon lens radius ≈ 6 mm is further attached to the antenna-coupled photoconductor to enhance the
radiation efficiency [45]. In this instance, an active area of 100 µm2 increases by 6 orders of magnitude
to facilitate its free-space operation. Fully packaged devices are much larger in size and the employed
optical components in the setup (see Fig. 1.2) are even larger. The performance of free-space systems
deteriorates due to the absorption by the humidity in air and often, nitrogen purging is necessary to
maintain the purity of the measured spectra. A waveguide-based transmission architecture will reduce
these external effects and will help in reducing the size of the THz sources and receivers significantly,
as the propagating mode inside a dielectric waveguide is much smaller than in free-space. Additionally,
the THz active devices are typically manufactured on high-permittivity dielectric materials, such as
indium phosphide (InP) or InGaAs and the transitions to waveguides manufactured from low-loss,
high-permittivity dielectric materials, such as highly-resistive float-zone silicon (HRFZ-Si), are easier
to engineer. These reasons make dielectric waveguides apt and very lucrative for this use-case.
Despite featuring negligible conductive losses, a dielectric waveguide architecture has its own

challenges. In theory, dielectric waveguides feature infinite bandwidth, however, their overmoded
nature leads to mode conversion and radiation at the waveguide bends and abrupt discontinuities, very
similar to their metallic counterparts. Additionally, the mode-field distribution and the wave-impedance
are frequency dependent. Nonetheless, several research groups have demonstrated various dielectric
waveguide-based THz systems and monolithic microwave integrated circuits (MMICs) in the past few
years. Table 1.1 shows a non-extensive list.

Table 1.1.: List of demonstrated waveguide architectures and systems at THz frequencies from
literature.

Systems Bandwidth Losses References
Polymer-based Waveguides > 1 THz 3− 4 dB/cm [46], [47]
Silicon-Germanium MMIC 0.11− 0.17 THz – [48]
Integrated THz system (HRFZ-Si) 0.26− 0.39 THz – [49]
Silicon-on-insulator (SoI) architecture – ∼ 1.6 dB/cm [50]
Terahertz resonators (HRFZ-Si) – – [51], [52]
Suspended HRFZ-Si waveguides 0.1− 0.25 THz 0.4− 1 dB/cm [53]–[55]
Photonic-crystal-based waveguides 0.08− 0.15 THz 0.05− 1 dB/cm [56]–[59]
Effective-medium-based waveguides < 0.3 THz 0.05− 1 dB/cm [60]

Additionally, Amarloo et al. demonstrated an alternative HRFZ-Si-Cyclotene™Advanced Electronic
Resin (BCB)-crystalline quartz (Qz) platform [42] for lower THz frequencies. In comparison, RHM
waveguides feature similar bandwidths and losses of around 1.3− 1.9 dB/cm near 1 THz [33]. It is
evident that most of the listed waveguide architectures are narrowband as they are usually associated
with the electronic systems. Contrastingly, photonic THz systems feature bandwidth coverages over
several octaves [61]–[64] and have comparable, or better DNR over 1 THz. These large frequency
coverages are engineered either by pulsed femtosecond-lasers or by mixing of two 800 nm or 1550 nm
CW lasers, differing by a desired THz frequency. The tuning happens in the optical domain, where the
individual laser signals are narrowband (∼ 5− 6% tunability). However, generation of a 1 THz signal
requires only 0.5% tunability for the 1550 nm lasers. Additionally, free-space optical components, such
as lenses and mirrors, are generally broadband, making transition and transport losses insignificant.
However, photonics-based measurement and characterisation systems are yet to outperform their
electronic counterparts in terms of the available DNR over the entire operational bandwidth.
This thesis proposes a waveguide-based platform to miniaturise the photonics-based THz systems

to create photonic integrated circuits (PICs) at THz frequencies [36], with much larger bandwidths
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than previously demonstrated. We demonstrate a mechanically rigid SoI architecture and characterise
its key components like tapers, bends and splitters. The waveguides are manufactured from HRFZ-Si
(ϵr,Si = 11.678±0.001 [34], σsi < 0.01 S/m) and are supported by Qz (ϵr,qz = 4.52 [65]) or high density
polyethelene (HDPE) (ϵr,PE = 2.4) substrates for rigidity and stability. The substrate also provides
a platform for integration with active devices or incorporating DUTs. These materials, along with
Teflon or Cyclo-Olefin Copolymer have the lowest known material losses in the THz range and feature
comparatively low permittivity. We further put forward low-loss transitions between ErAs:In(Al)GaAs-
based photoconductive receivers and the said waveguide architecture, facilitating integration of the
active devices with the transmission medium. Finally, we demonstrate a (semi-) integrated PVNA with
the waveguides and photoconductive receivers as a proof of concept, operational between 0.5−1.5 THz
and characterise multiple dielectric THz circuit components like whispering gallery mode (WGM)
resonators, cavity resonators and THz fibre Bragg grating structures to demonstrate its applicability as
a broadband characterisation tool at THz frequencies.

1.2. Outline of the thesis

This thesis builds upon the already demonstrated free-space PVNA by Fernandez Olvera et al. [35] oper-
ational between 0.1− 1 THz. Helped by digital signal processing, the proposed waveguide architecture
and the directly-coupled active devices extend the operational bandwidth of the semi-integrated PVNA
up to 1.5 THz, significantly beyond its free-space counterpart. The employed digital post-processing
techniques suppress the measured out-of-band noise, extending the operational bandwidth of the
PVNA by 30− 50%.

Chapter 2 briefly describes the theoretical basics of dielectric waveguides, the photomixing technique
and the antennas. The chapter helps to better understand the demonstrated waveguide architecture
and antenna designs in integrated THz systems.
In chapter 3, we briefly introduce the free-space PVNA system and its calibration routines. We

further show a few relevant applications of the free-space systems, namely:

• Thickness and RI estimation of single-layered, dielectric, low-loss materials in the THz range
from the measured S-parameters.

• Material characterisation of multi-layered structures, wherein we introduce a modelling technique
for multilayered structures using scattering transfer parameters (T-parameters) and a multi-
parameter optimisation algorithm using a vectorial approach.

• Imaging of nanometric structures as small as 50 nm with a frequency scan ranging between
0.6− 0.8 THz (375 µm ≤ λ ≤ 500 µm). The imaging algorithm fits the phase of the Fabry-Pérot
oscillations recorded in the S21 parameter to estimate an optical thickness of the DUT. Another
simpler, but less precise, imaging technique uses zero-padding to emulate a high-frequency scan
and can resolve thicknesses up to 350 nm using as low as 10 GHz frequency scans.

This chapter also provides detailed descriptions of all the data-processing algorithms relevant for the
PVNA applications and beyond. The imaging techniques are already published in [66], [67]. The
data-processing techniques are submitted for publication [68] at the time of writing this thesis and a
patent has been submitted to the German Patent Office (DPMA) [69].
Chapter 4 introduces the waveguide architecture, which transforms the free-space THz beam in

[35] to a guided one. We demonstrate overmoded HRFZ-Si waveguides, featuring a 200 × 50 µm2

cross-section and supported by either Qz or HDPE substrates. The single-mode bandwidth of the
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waveguides with Qz substrate spans between 0.5− 0.75 THz. The waveguide substrate is necessary for
the robustness of the waveguide architecture, which enables further integration with active devices
and improves the durability of the otherwise brittle silicon strips. Despite of the overmoded nature,
we simulate waveguide bends, tapers and splitter structures that suppresses excitation of the higher
order modes up to 1.5 THz. In this chapter, we also detail the fabrication process of the waveguides
and characterise them using a modified version of the free-space THz system of Fig. 1.2. The contents
of this chapter are published in [70], [71] and some of the chapter’s plots are adapted from the
aforementioned publications.
Chapter 5 shows a quasi-nearfield coupling scheme to the waveguides using an end-fire Vivaldi

antenna (VA) attached to the ErAs:In(Al)GaAs-based photoconductive receivers. This direct-coupling
mechanism reduces the coupling losses to the waveguides from 10− 13 dB in free-space configuration
to < 4 dB between 0.6− 0.9 THz. The chapter details the designing, fabrication and characterisation
processes of two different VA types which are extensively used in this thesis. The antenna designs
and characterisations presented in this chapter are published in [72], whereas the direct coupling
mechanism is reported in our publication [70].

In chapter 6, we show a prototypical architecture of a semi-integrated 1.5-port PVNA with a single
THz transmitter (free-space) and two VA-coupled receivers to the HRFZ-Si waveguides. The 1.5-port
PVNA suffices for a full characterisation of symmetric DUTs. Using the semi-integrated PVNA, we
calculate the complex S-parameters of various dielectric DUTs, e.g., WGM resonators, waveguide-based
filters and cavity resonators. Furthermore, we utilize the data-processing techniques from chapter 3 to
reduce the measurement noise and extend the operational bandwidth of the PVNA till ∼ 1.5 THz. We
also look at the equivalent time-domain data to find sources of stray reflections in the DUTs or the
waveguide setup. Additionally, the chapter demonstrates a coupling scheme between the RHM and the
active device-coupled dielectric waveguides for characterising traditional metallic electronic integrated
circuits using commercially available wafer probes. Finally, we propose the design of a fully integrated
2-port PVNA working between 0.5− 1.5 THz.

Chapter 7 summarises the results of this thesis and suggests some improvements and/or alterations
to enhance the robustness, accuracy and repeatability of the 1.5-port or 2-port PVNA architectures.
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2. Theory

The two important components for an integrated PVNA architecture are the waveguides and antenna-
coupled active devices driving the THz system. In this chapter, we present the basic theoretical
background necessary to develop the device- and design-specific theories, presented in the latter
chapters. First, we describe the basics of wave propagation through dielectric waveguides, the result-
ing mode characteristics and associated losses. In the latter half, we discuss the principles of THz
generation using photomixing in ErAs:In(Al)GaAs photoconductors, which are used as receivers in
the demonstrated PVNAs. We end the chapter delving into the basics of antenna theory and briefly
introducing frequency-independent antennas.

2.1. Dielectric waveguides

The guided fields in a purely dielectric waveguide can extend to infinity and hence, are regarded as
open surface-wave structures. The rectangular HRFZ-Si waveguides investigated in this thesis are no
exception. We place the dielectric guides on insulating HDPE or Qz substrates for mechanical stability
and integrability. The whole structure is anisotropic in the plane transverse to EM wave-propagation,
i.e., the silicon waveguides have a dielectric medium at the bottom and are surrounded by air on all
other sides. The propagation through these waveguides is of field-penetrable kind [73], where the EM
fields at the design-frequencies reside considerably inside the silicon core. To better understand the
behaviour of the EM waves inside the waveguide, we take a look at the set of conditions that the wave
must fulfil whilst travelling through the guiding structure.
Propagation of EM waves in any medium is governed by the Maxwell’s equations [74]

∇⃗ × E⃗(r⃗, t) =
−∂B⃗(r⃗, t)

∂t
(2.1)

∇⃗ × H⃗(r⃗, t) = J⃗(r⃗, t) +
∂D⃗(r⃗, t)

∂t
(2.2)

∇⃗ · B⃗(r⃗, t) = 0 (2.3)

∇⃗ · D⃗(r⃗, t) = ρ(r⃗, t), (2.4)

where r⃗ and t are the displacement and time variables, respectively, ∇⃗ = êx∂/∂x+ êy∂/∂y + êz∂/∂z
is the vector differential operator defined for the Cartesian coordinate system and êx, êy and êz are
the unit vectors along x, y and z directions, respectively. E⃗ and H⃗ are the electric and magnetic field
intensity vectors, D⃗ = ϵE⃗ and B⃗ = µH⃗ are the electric displacement and magnetic induction vectors,
respectively, wherein ϵ stands for electrical permittivity and µ is the magnetic permeability of the
medium. ρ is the electric charge density, which is null for any source-free dielectric media. J⃗ = σE⃗ is
the current density in the medium, where σ is its electrical conductance. The time-averaged power
transmitted by an EM wave through a surface area A is defined from the Poynting’s vector as [75]

P =

⟨︃
1

2
Re

[︃ ∫︂
A

{︃
(E⃗ × H⃗∗

) · ên
}︃
dA

]︃⟩︃
T

, (2.5)
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where ên is unit vector normal to the area A, [∗] symbolises the complex conjugate and ⟨·⟩T signifies
time-averaging.
The parameters ϵ and µ represents macroscopic electric and magnetic properties of a medium and

are functions of position for the non-isotropic media experienced by the guided wave. In vacuum, these
parameters read as ϵ0 = 8.854× 10−12 F/m and µ0 = 4π × 10−7 H/m. The aforementioned Maxwell’s
equations hold true for EM waves irrespective of spatial or temporal conditions. This, subsequently,
engenders a set of boundary conditions that must be satisfied at source free (ρ = 0) and non-conducting
(σ = 0, =⇒ J⃗ = 0) media boundaries. The boundary conditions for dielectric waveguides can be
summarised as follows:

1. The tangential components of E⃗ and H⃗ to the media boundaries must be continuous.

2. The normal components of B⃗ and D⃗ to the media boundaries must be continuous.

Detailed derivations can be found elsewhere [76]. The former condition is both necessary and sufficient,
whereas second condition does not guarantee that all boundary conditions are satisfied [77].

Two further conditions must also be fulfilled for these rectangular dielectric waveguides. Firstly, the
radiation condition, which states that the electric and magnetic field intensities must vanish at great
distances from the waveguides, i.e. at |r⃗| → ∞. Additionally, at greater distances, the EM wave must
behave as a radially divergent travelling wave [78]. Secondly, the edge condition states that E⃗ and H⃗
field intensities may become infinitely large at sharp edges, however, the integrated energy density
over a finite region in space must always be finite [79]. Considering these prerequisites, we bring forth
an approximate analytical solution for the wave equations in the rectangular dielectric waveguides.

2.1.1. Marcatili’s approximate solution

The primary assumption for Marcatili’s approximate solution [80] is that the majority of the power
flows through the core of the waveguide, i.e., through the silicon structures. Thus, boundary conditions
are satisfied for most of the field distribution carrying majority of the power. Figure 2.1 shows the
cross-section of the rectangular waveguide transverse to the direction of wave propagation, which we
assume to be along z-axis. The core waveguide structure has permittivity and permeability of ϵ1 and
µ1, respectively, whereas the corresponding values for supporting substrate underneath are ϵ2 and
µ2. All other sides are surrounded by air and feature the vacuum permittivity and permeability. The
total power flowing in the shaded corner region should be finite to satisfy the edge conditions. Only
a miniscule fraction of power flows in this region [81] and hence, the approximate solution ignores
the fields in these shaded areas. Further, the fields outside the waveguide structure are evanescent in
nature, satisfying the aforementioned radiation condition.

The modes propagating through the dielectric waveguide are hybrid, i.e., the components of both E
and H fields are present along z direction. Two different mode families can exist in such structures
[82]: the one, where most the electric field is polarised along the x-direction, henceforth referred to as
Ex

nm modes and the other, where the electric field predominantly points in y-direction, referred to as
Ey

nm modes. Mode subscripts n and m refer to the number of field extrema in the corresponding mode
field distribution along the x and y axes, respectively. Practically, Ey can be approximated to be 0 for
all Ex

nm modes and similarly, Hy ≈ 0 for all Ey
nm modes [80], where, the field component Rk refers to

the component of R field along k-direction. Additionally, both electric and magnetic modal fields form
closed loops [81], and consequently, Ey and Hx can be neglected for all the Ex

nm family. Similarly, Hy

and Ex are negligible for all Ey
nm modes.

To derive the mode field distribution for individual components of Ey
nm modes, we consider all the

propagating mode fields to be of the form f(u, v) · exp{j(ωt−βz)} [73], where u and v are orthogonal
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Figure 2.1.: Schematic of the cross-section of a rectangular dielectric waveguide of dimension a× b
shows 5 regions of interest marked by the numbers in parenthesis. The shaded corner
regions are excluded from the derivation of the analytical solution. The graphs (red) on
top and to the right show the electric field distribution along x and y axis respectively.

coordinates, ω = 2πf is the angular frequency, wherein f denotes actual frequency and β is the phase
constant of the travelling wave in z-direction. The individual field components are time-harmonic.
Accordingly, the Maxwell’s equations (2.1 − 2.4) can be reformulated in their time-harmonic form for
a source-free, non-conducting medium (ρ = 0 and σ = 0) as

∇⃗ × E⃗(r⃗, t) = −jωB⃗ (2.6)

∇⃗ × H⃗(r⃗, t) = jωD⃗ (2.7)

∇⃗ · B⃗(r⃗, t) = 0 (2.8)

∇⃗ · D⃗(r⃗, t) = 0. (2.9)

Substituting Hy = 0 in the time-harmonic Maxwell’s equations for a homogeneous medium with
permittivity ϵ and permeability µ, the amplitudes of all the field components of the Ey

nm mode read
[80]

Hx = − 1

jωµ

[︃
∂Ez

∂y
+ jβEy

]︃
(2.10)

Hy = − 1

jωµ

[︃
− ∂Ez

∂x
− jβEx

]︃
= 0 (2.11)

Hz = −
1

jωµ

[︃
− ∂Ey

∂x
− ∂Ex

∂y

]︃
(2.12)

Ex =
1

jωϵ

∂Hz

∂y
(2.13)

Ey = − 1

jωϵ

∂Hz

∂x
+

β

ωϵ
Hx (2.14)

Ez =
1

jωϵ

∂Hx

∂y
. (2.15)

The spatio-temporal phase variation for all of the above components along the direction of propagation
is exp{j(ωt−βz)}. The individual field components of Ey

nm modes must also satisfy the wave equation
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c2∇2Ψ = −∂2Ψ/∂t2, and hence,

∇2Ex,y,z + k2Ex,y,z = 0 (2.16)
∇2Hx,y,z + k2Hx,y,z = 0, (2.17)

where k = ω
√
µϵ is the wavenumber of the guided mode. Manipulating equations (2.10 − 2.15)

and assuming the y-dependence of all fields to be exp(±jkyy), i.e., the components have a sinusoidal
spatial dependence in y-direction, we can write all the field components in terms of the dominant Ey

component as [80],

Hx = −
(︃

k2

k2 − k2y

)︃
β

ωµ
Ey (2.18)

Hy = 0 (2.19)

Hz = −
(︃

k2

k2 − k2y

)︃
1

jωµ

∂Ey

∂x
(2.20)

Ex =

(︃
1

k2 − k2y

)︃
∂2Ey

∂x∂y
(2.21)

Ez = −
(︃

j

k2 − k2y

)︃
β
∂Ey

∂y
. (2.22)

The solutions for all the field components for Ex
nm modes are obtained from equations (2.18 − 2.21)

by interchanging magnetic field and electric field components and replacing ϵ by −µ [81].

2.1.2. Waveguide modes

Prior to calculating waveguide modes, we consider Marcatili’s approximation, which results in n1/n2−
1 ≪ 1 and n1/n0 − 1 ≪ 1, where ni =

√
ϵi is the RI of the medium. This also means both kx and

ky are≪ kz. The predominant component Ey for Ey
nm modes can be obtained by solving equations

(2.16). For media 1, 2 and air (designated as medium 0), the values of Ey read [81]

E(1)
y = C1 cos(kx1[x+ x0]) cos(ky1y + y0) (2.23)

E(2)
y = C2 cos(kx2[x+ x0]) exp(−jky2y) (2.24)

E(3)
y = C3 cos(ky0[y + y0]) exp(−jkx0x)) (2.25)

E(4)
y = C4 cos(kx0[y + x0]) exp(−jky0y)) (2.26)

E(5)
y = C5 cos(ky0[y + y0]) exp(−jkx0x)), (2.27)

where the field superscripts (1)− (5) correspond to the transverse sections labelled in Fig. 2.1 and

k2xq + k2yq + β2 = k2 = ω2µqϵq, (2.28)

where, subscript q = 0, 1, 2 identifies the medium. All Ci are arbitrary constants and x0 and y0 are
coordinates of the field maxima/minima in medium 1, i.e., the silicon waveguide. We note that eqn.
(2.28) can be reformulated for medium 1 as

β =
√︂
(ω2µ1ϵ1)− k2x1 − k2y1. (2.29)
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The phase constant β must be real for all propagating modes. An imaginary β leads to an exponential
damping of all the field components as a function of z and the wave does not propagate.
Recalling the boundary conditions for the horizontal air-silicon interface above the waveguide at

y = b/2, the tangential electric and magnetic field components should be continuous, ergoH(1)
x = H

(3)
x

and E(1)
z = E

(3)
z . Satisfying these conditions results in

kx1 = kx0 = kx (2.30)

and consequently,

C1 cos
(︃
ky1

[︃
b

2
+ y0

]︃)︃
=
k23
k21
C2 exp(−jky0b/2) (2.31)

C1 sin
(︃
ky1

[︃
b

2
+ y0

]︃)︃
=
k2y3
k2y1

C2 exp(−jky0b/2) (2.32)

The non-trivial solution of equations (2.31) and (2.32) leads to [81]

tan
(︃
ky1

[︃
b

2
+ y0

]︃)︃
= j

ϵ1
ϵ0

ky0
ky1

. (2.33)

Similarly for matching boundary conditions at y = −b/2, we get

tan
(︃
ky1

[︃
b

2
− y0

]︃)︃
= j

ϵ1
ϵ2

ky2
ky1

, (2.34)

where kx1 = kx2 = kx. Pursuing similar strategy for vertical interfaces at x = ±a/2, two more
dispersion relations are obtained as follows:

tan
(︃
kx

[︃
a

2
± x0

]︃)︃
= j

kx0
kx

, (2.35)

and similarly ky1 = ky0 = ky. Equations (2.33 − 2.35) can rewritten as [81]

tan
(︃
ky

[︃
b

2
± y0

]︃
− mπ

2

)︃
= −j ϵ2,4

ϵ1

ky
|ky2,y0|

(2.36)

tan
(︃
kx

[︃
a

2
± x0

]︃
− nπ

2

)︃
=

kx
|kx0|

. (2.37)

Equation (2.37) implies x0 = 0, i.e., the maxima and minima are symmetrically placed within the
guiding structure since the media to the left and right of the waveguide are identical. Simplifying
equations (2.36) and (2.37) results in two transcendental propagating mode equations

kyb = mπ − tan−1

(︃
ϵ2
ϵ1

ky√︂
k21 − k22 − k2y

)︃
− tan−1

(︃
ϵ0
ϵ1

ky√︂
k21 − k20 − k2y

)︃
(2.38)

kxa = nπ − tan−1

(︃
kx√︁

k21 − k20 − k2x

)︃
− tan−1

(︃
ky√︁

k21 − k20 − k2x

)︃
, (2.39)

where n and m are arbitrary integers signifying the mode number of the propagating waves through
the waveguide. The values for kx and ky are obtained by solving the above transcendental equations.
The phase constant of the travelling waveguide reads as [80]

β =
1

a

[︃
(k1a)

2 − (kxa)
2 −

(︃
kyb ·

a

b

)︃2]︃1/2
, (2.40)
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where k1 = ω
√
ϵ1µ1. Likewise, the transcendental equations for Ex

nm modes read as

k′xa = nπ − tan−1

(︃
ϵ0
ϵ1

k′x√︁
k21 − k22 − k

′2
x

)︃
− tan−1

(︃
ϵ0
ϵ1

k′x√︁
k21 − k20 − k

′2
x

)︃
(2.41)

k′yb = mπ − tan−1

(︃
k′y√︂

k21 − k20 − k
′2
y

)︃
− tan−1

(︃
k′x√︂

k21 − k20 − k
′2
y

)︃
, (2.42)

where the prime represents the dispersion relations for Ex
nm modes. The corresponding phase constant

is given by

β′ =
1

a

[︃
(k1a)

2 − (k′xa)
2 −

(︃
k′yb ·

a

b

)︃2]︃1/2
. (2.43)

Furthermore, the phase velocity of the propagating mode is defined as vp = ω/β and the corresponding
group velocity by vg = ∂ω/∂β.
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Figure 2.2.: Simulated port modes in CST® microwave studio show the distribution of the electric
field intensity of the propagating wave in the transverse plane. The black rectangular
enclosure is the cross-section of the waveguide, supported by a substrate underneath
(here, HDPE). The “1” in the image shows the port number at which these simulation
snap-shots are taken. These simulated frequency is 1 THz.

Figure 2.2 shows the simulated absolute values of the electric field intensities for the first twoEy
nm and

Ex
nm respectively. The black rectangle outlines the waveguide cross-section. The field discontinuities

for Ey
nm at the top and bottom boundaries are clearly visible, likewise at the vertical boundaries in the

case of Ex
nm modes. The plots also clearly show the asymmetric location of the field maxima along the

vertical axis due to the difference of permittivity of the media atop and beneath the guiding structure.
The maxima is symmetrically located along x-direction. We demonstrate the dispersion relations of
these waveguide modes in chapter 4, where we characterise these waveguides relevant to this thesis.

Marcatili’s solution provides approximate estimations of two important propagation characteristics
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[80]. Firstly, the 1/e field penetration depth along the x-direction in media 0 and 2 reads

dx→0,(2) =
1

|kx0,(x2)|
=

1

([π/Qx→
0,(2)]

2 − k2x)1/2
, (2.44)

and similarly for y-direction is calculated as,

dy→0 =
1

|ky0|
=

1

([π/Qy→
0 ]2 − k2y)1/2

, (2.45)

where λ is free-space wavelength of the propagating wave and Q for both axes reads

Q0,(2) =
λ√︁

ϵ1 − ϵ0,(2)
. (2.46)

The parameter Q defines the maximum dimension of the waveguide, along either axes, which can only
support the fundamental mode [80]. If a > Q0, the waveguide will be overmoded along x-direction
and similarly b < min(Q0, Q2) would ensure only one mode along the vertical direction. In chapter 4,
we use these criteria to determine preliminary dimensions of the HRFZ-Si waveguides. Generally, the
transverse electric field of the propagating wave in an open wave structure can be expressed as the
sum of all guided and radiating orthogonal modes, which therefore means that the modal power for
each guided and radiating mode are independent and additive [83].
The waveguide modes can also be calculated analytically or quasi-analytically employing other

methods, such as beam propagation method [84], circular harmonics method [85] etc., which are more
accurate but also tedious. Alternatively, improved semi-analytical methods for high-index contrast
waveguides, such as ours, can be found in the works of Westerveld et al.[86]. Here, Marcatili’s
approximation, i.e., n1 is minimally larger than n0 and n2, is no longer a necessary assumption for the
solution. Nevertheless, the Marcatili’s approximate method provides a basic understanding of the wave
propagation in the dielectric waveguides and hence, is a good starting point for further numerical
analysis. In this thesis, we conduct numerical simulations using CST Microwave Studio® to design and
analyse the waveguide structures.

2.1.3. Mode excitation, mode conversion and radiation

Arguably, the easiest and an efficient way to excite guided modes in a waveguide is to illuminate it
with an incident wave or a beam at one of its longitudinal end-facets [87]. The most efficient way to
calculate the excited mode (or sum of modes) in the guide is by using Green’s functions [75]. However,
we describe a more intuitive approach presented by C. Yeh and F. I. Shimabukuro [73]. Fulfilling
the orthogonality relations between the waveguide modes (only valid for lossless or slightly lossy
propagation), the transverse electric field of the guided wave, designated by the subscript t, can be
expressed as [73]

Et(x, y) =
∑︂
p

ApE
(g)
tp (x, y), (2.47)

i.e., as the sum of the transverse electric fields of orthogonal guided modes E(g)
tp , multiplied by a

coefficient Ap. Assuming a normal incidence on the waveguide facet for simplicity, the power coupled
to the pth guided mode Pp is calculated as the mode-overlap between the field distribution of the
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incident beam E
(inc)
t and the field distribution of the respective mode. Hence,

Pp = (1− ηref )
1

2
|Ap|2

= (1− ηref )
ϵ1
2µ0

Re
[︃ ∫︂∫︂

E⃗
(inc)

t · E⃗(g)

tp dxdy

]︃
, (2.48)

where, ηref is the fraction of power reflected from the waveguide facet due to the mismatch of wave
impedances, the transverse mode field E⃗

(g)

tp is normalised for unit incident power, such that√︃
ϵ0
µ0

∫︂∫︂ ⃓⃓⃓⃓
E⃗

(g)

tp

⃓⃓⃓⃓2
dxdy = 1 W.

We excite the waveguides demonstrated in this thesis by a free-space circularly symmetrical Gaussian
beam, where the electric field distribution can be expressed as

E⃗
(inc)

= E0 exp
[︃
−
(︃
x2 + y2

2w2

)︃]︃
êx, (2.49)

wherew is beam radius andE0 is the normalised amplitude. Hence, substitutingE(inc) from eqn. (2.49)
in (2.48), total coupled power to the guided mode can be estimated. However, due the discontinuities
in the transverse electric fields of the guided mode, the coupled power can only be numerically
evaluated. Other efficient ways of exciting waveguides using efficient transitions from rectangular
metallic waveguides are out of the scope of this thesis and can be found elsewhere [88]–[90].

Coupled mode theory [89] states that any waveguide cross-section supports finite guided modes and
a continuous spectrum of radiating modes [73]. Any lack of uniformity in the wave-propagation path
can lead to inter-modal coupling, resulting in multimodal propagation in the waveguides. Examples of
non-uniformity can be bends and corners in waveguide structures, scattering centres due to surface
irregularities, dimensional variation or interface roughness. In practice, power in the radiating modes
can be considered lost and hence, power coupling from a guided mode to radiating modes is always
undesired. Obvious exceptions are the waveguide-based leaky-wave antennas, which are designed
to radiate. On the contrary, intermodal coupling between guided modes can be beneficial to reduce
dispersion in the waveguides [73]. The guided higher frequencies propagate at a slower speed than
the lower frequency components and can be transported in higher-order modes (HOMs) until the
propagation delays between the frequency components are appropriately compensated. The inter-
modal coupling coefficient can be calculated using the spatial overlap integral among the two modes
at the location of the non-uniformity. The power coupling coefficient is defined as

Cp←→q =

⃓⃓ ∫︁∫︁
E⃗p(x, y) · E⃗

∗
q(x, y)dxdy

⃓⃓2∫︁∫︁ ⃓⃓
E⃗p(x, y)

⃓⃓2
dxdy ·

∫︁∫︁ ⃓⃓
E⃗q(x, y)

⃓⃓2
dxdy

, (2.50)

where E⃗p and E⃗q are the electric field distribution of the two inter-coupled modes. Note that, in
straight lossless or slightly lossy waveguide sections, the modes are orthogonal and consequently, the
numerator of eqn. (2.50) is 0. Cp←→q is only be non-zero when the modes are spatially shifted along the
x−y-plane, usually induced by the aforementioned waveguide perturbations. Equation (2.50) is a more
generalised form of eqn. (2.48). This relation is extremely handy while designing waveguide bends,
especially for offset circular bends [91] or bends with non-constant radius of curvature [92], where
the expected Cp←→q can be minimised by changing the waveguide offset or the curvature functional.
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2.1.4. Attenuation

Up until now, we derived the mode characteristics for lossless wave propagation in perfect dielectrics.
The relevant boundary conditions and orthogonality relations can also be extended for slightly lossy
media. The propagating waves undergo power dissipation as Joules heat in media with a finite electrical
conductivity [76]. This time averaged heat dissipation Pd within a volume Vd can be calculated from
the Poynting’s vector as,

Pd =

⟨︃
1

2
Re

[︃ ∫︂
Vd

σE⃗ · E⃗∗
dV

]︃⟩︃
T

. (2.51)

The permittivity of imperfect dielectrics is complex and usually described as ϵ = ϵ′ − jϵ′′, where ϵ′ is
its real part and ϵ′′ = σ/ω is the imaginary component. Consequently, the propagation constant is
represented in complex form as

γp = αp + jβp, (2.52)

where αp is the field attenuation constant for the p-th mode and βp is the corresponding phase constant
defined in equations (2.40) and (2.43). The spatio-temporal variation of the field components along
the direction of propagation changes to exp(jωt− γpz).
For slightly lossy media, such as the ones used in this thesis, the power loss in the waveguides and

corresponding attenuation constant can be calculated using perturbation techniques [93]. It essentially
considers an exponential power decrement as function of the propagation distance, which is later
multiplied to a loss-less transmission scenario to obtain the solutions for the lossy case. For single
mode propagation through the waveguides, this translates to,

P̄
(p)

(z) = P̄
(p)
0 e−2αpz, (2.53)

where P̄ (p)
0 is the time-averaged input power coupled to the pth mode, P̄ (p)

(z) is the time-averaged
power after a propagation distance of z. Assuming that no intermodal power exchange occurs, i.e.,
the cross-sectional area of the mode remains identical over z, the average power dissipation per unit
length in eqn. (2.51) must be equal to

P̄
(p)
d = −∂P̄

(p)
(z)

∂z
= 2αpP̄

(p)
. (2.54)

Thus, using equations (2.5) and (2.54), the attenuation constant for pth mode can be calculated to,

αp =
P̄

(p)
d

2P̄
(p)

=
σ/2

∫︁ ∫︁
E⃗

(p)
(x, y)) · E⃗(p)∗

(x, y)dxdy

Re[
∫︁ ∫︁

(E⃗
(p)

t (x, y))× H⃗(p)∗
t (x, y)] · eẑdxdy

, (2.55)

We note that the αp for unidirectional single mode propagation is a constant. Derivations pertaining
to attenuation constant for multimode propagation can be found in the works of Imbriale et al. [94].

2.1.5. Dispersion

Dispersion in the dielectric waveguides is critical for their use in communication systems or in pulsed
operations [34]. Equations (2.44) and (2.45) show that the penetration depth of the propagating
transverse fields into surrounding media is inversely proportional to frequency. Hence, as the frequency
increases, the modal power tends to concentrate in the high refractive index region (e.g. silicon).
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Consequently effective permittivity of the mode increases non-linearly with frequency, which results in
the dispersive behaviour of the waveguides. The modal dispersion factor for mode p is quantified as
[95],

D(p) =
2πc0
λ2

∂2β(p)

∂ω2
=

f2

2πc0

∂2β(p)

∂f2
, (2.56)

where β(p) is the corresponding modal phase constant and ∂2β(p)/∂ω2 is the derivative of group
velocity of the propagating mode. D is also called the pulse broadening factor. The effect of waveguide
dispersion for CW operation is insignificant and hence, dispersion compensation techniques are not
investigated in the scope of this thesis.

2.2. Photomixing and photoconductors

Any THz system requires active devices, namely THz sources and receivers, to drive the system. A
photoconductor is a highly resistive piece of semiconductor, whose conductivity can be modulated by
an applied laser signal. Photomixing is an effective way of THz generation using these photoconductive
switches, wherein the optical signals of two lasers are mixed and subsequently down-converted to
generate currents oscillating at THz frequencies. Two lasers with electric fields E1

⃗ (t) and E2
⃗ (t) and

having a frequency separation of fTHz are mixed inside a photoconductor. For simplicity, we consider
that the lasers are polarised in the same direction and their corresponding electric field amplitudes are
equal. Their time-harmonic scalar electric fields read

E1(t) = E0 · exp(−j2πfLt) (2.57)
E2(t) = E0 · exp(−j2π[fL + fTHz]t+ φ), (2.58)

where, E0 is the amplitude of the electric field, φ is the relative phase difference between the lasers
and fL ≫ fTHz. A more generalised consideration can be found elsewhere [96], however, under
the aforementioned proposition, maximum THz photocurrent is generated [11]. The charge carrier
concentration in the photoconductive material is proportional to the intensity of the incident laser
signal IL, where

IL(t) ∝ |Etotal(t)|2 = |E1(t) + E2(t)|2

= |E0 · {exp(−j2πfLt) + exp(−j2π[fL + fTHz]t+ φ)}|2

= 2E2
0 · {1 + cos(2πfTHzt+ φ)}

With I0 as its amplitude, the time varying intensity of the incident laser signal reads

IL(t) = I0 · {1 + cos(2πfTHzt+ φ)}. (2.59)

IL(t) is proportional to the time-varying laser power PL(t). When a voltage is applied across the
electrodes attached to the photoconductors, the extracted photocurrent oscillates depending on the
changing charge carrier density in the photoconductor. Assuming all the laser power is absorbed and
all electron-hole pairs efficiently separated by the applied bias, the total photocurrent generated in the
ideal photoconductor is calculated as [11]

iTHz(t) =
ePL(t)

hfL
=
eP0

hfL
· {1 + cos(2πfTHzt+ φ)}, (2.60)
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Figure 2.3.: Plots show the mathematical representation of the photomixing process of two lasers
signals.

where, P0 ∝ I0, h is the Planck’s constant and e is the charge of an electron. The generated photocurrent
has a frequency-independent direct current (DC) component and a frequency-dependent alternating
current (AC) component, which constitute the THz current. In real photoconductors, in addition to
the roll-offs discussed in the following section, the applied bias is not sufficient to separate all the
generated electron-hole pairs. Hence, the generated THz photocurrent is lower than the ideal case
described by eqn. (2.60). The DC component in real photoconductors usually depend on frequency, as
the absorption coefficient of the photoconductors varies with frequency. Figure 2.3 shows a schematic
of the photomixing process. The time-averaged envelope of the intensity, responsible for the generation
of the electron-hole pairs in the photoconductor, varies at THz frequencies.
The photoconductors are usually attached to antennas to radiate the THz photocurrent into free-

space or other passive components such as waveguides, lenses, etc. When used as receivers, the
photoconductors are not externally biased but the incident THz field on the attached antenna induces
a bias voltage across the electrodes of the photoconductors. The resulting ideal current density j in
the device reads

j(t) = Ne,h(t)eµe,hE(t), (2.61)

where µe,h is the average mobility of the charge-carriers, Ne,h(t) ∝ cos(2πfTHz) is the charge carrier
density in the photoconductor and E is the scalar electric field in the device, which is proportional
to the THz bias voltage across the electrodes. Thus, the product of the two varying THz components
leads to an ideal receiver current of

irx(t) =

∫︂
j(t)∂A ∝ eI0

hfL
cos(2πfTHzt+ φ) · ETHz cos(2πfTHzt+ φ+ ψ)

= i0[cos(ψ) + cos(4πfTHzt+ 2φ+ ψ)], (2.62)

where A is cross-sectional area through which the charge-carriers flow, i0 ∝ ETHz is the amplitude
of the generated photocurrent, wherein ETHz is the received THz electric field at the antenna. ψ =
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2πfTHz · ∆dopt/c0 is the phase difference between the two mixed THz components at the receiver
resulting from an optical path length difference of ∆dopt in the setup and c0 is the speed of light in
vacuum. Subsequently, the high frequency component of the photoconductor is filtered out and the
low frequency component is measured as the receiver response, which contains both the amplitude
and phase information of the detected THz waves.

In the scope of this thesis, we used ErAs:In(Al)GaAs-based photoconductors as they are engineered
specifically for 1550 nm operation, i.e., compatible with widely available and cost-effective telecom
lasers. We primarily used them as receivers in the PVNA architecture, both in the free-space and
integrated versions. A broad-side log-periodic antenna is coupled to the photoconductor for free-space
operation. Detailed description of the such devices can be found in the works of Fernandez Olvera
et al.[25], [97]. In this thesis, we fabricated and used end-fire VA-coupled photoconductors in the
integrated PVNA, to couple in THz power from waveguides, which is described in further details in
chapter 5.

2.2.1. Frequency-dependent roll-off

Figure 2.4 shows the equivalent circuit diagram of an antenna-coupled photoconductor with a DC
resistance Rpc ≥ 10 kΩ under illumination. Like any other semiconductor-based electrical component,
photoconductors too have associated parasitic capacitances, primarily stemming from the metal
electrodes required to extract the generated photocurrent. For a distance of delec between two
electrodes and an effective permittivity of ϵeff , the device capacitance Cpc reads [11]

Cpc =
ϵeffAelec

delec
, (2.63)

where Aelec is the cross-sectional area of the electrodes. For planar metallic capacitors atop a semicon-
ductor, the field lines between the electrodes are non-linear and hence, ϵeff is a function of absolute
material permittivity, width of the electrodes and the gap between them. The electrode structure of
the photoconductive receivers specific to this thesis is detailed in the next section, where eqn. (2.69)
gives the exact value of ϵeff . Along with the device capacitance, the attached antenna adds additional
resistance (Rpc ≫ RA ∼ 100 Ω) to the photoconductor circuitry and thus, the photocurrent undergoes
a frequency dependent RC roll-off, where the roll-off coefficient can be expressed as [11]

ηRC =
1

1 + (2πRACpcfTHz)2
. (2.64)

At very high frequencies, i.e., when 2πRACpcfTHz ≫ 1, the photocurrent extracted from the photocon-
ductive receiver decreases by a factor of f2THz, thus limiting the high frequency performance of such
devices. A larger gap between the electrodes (delec) reduces the parasitic capacitance of the photocon-
ductor and consequently, improves the RC roll-off. However, the transit time τtr of the charge-carriers
between the electrodes increases, which adversely affects the THz photocurrent. Simply put, individual
charge-carriers contributing to the current are generated at different locations on the photoconductor
and travel non-identical distances to reach the electrodes. Ergo, their current contributions have
different phases. If these phase differences exceed π/2, then the current contribution does not add up
constructively, resulting in a reduced net THz photocurrent in the photoconductor. This phenomenon
is called transit time roll-off. In order to prevent destructive interference, photoconductive materials
used in CW operation are engineered to have very short carrier lifetime [98], [99], ideally shorter than
the inverse of the target frequency. The carrier lifetime is typically shortened by the introduction of
trap-states [99], which act as recombination centres for the electron-hole pairs.
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irx(t) ZARpc Cpc

Figure 2.4.: Equivalent circuit of an antenna-coupled photoconductor. Rpc and Cpc are the resistance
and the capacitance of the photoconductor, respectively and ZA = RA + jXA is the
antenna impedance, whereXA is the reactance of the antenna.

In real photoconductors, only a fraction of all photo-generated electron-hole pairs contribute towards
the photocurrent, the rest recombine before reaching the electrodes. The number of available charge-
carriers decreases exponentially with time due to recombination. With τrec as the recombination time
of the photoconductive material, the average photocurrent over the transit time τtr can be calculated
from eqn. (2.60) as [100]

iTHz(t) =
1

τtr

∫︂ ∞

0
iideal0 · {1 + cos(2πfTHzt+ φ)} exp(−t/τrec)dt

= iideal0

τrec
τtr

[︃
1 +

sin(2πfTHzt+ φ)√︁
1 + (2πfTHzτrec)2

]︃
, (2.65)

where iideal0 = eP0/hfL is the ideal photocurrent. The factor τrec/τtr ≪ 1 is called photoconductive
gain g, which affects both the DC and the THz photocurrent identically. This brings forth the lifetime
roll off factor of the THz photocurrent as [100]

ηLT =
1

1 + (2πτrecfTHz)2
. (2.66)

It is evident from eqn. (2.66) that a smaller τrec improves the lifetime roll-off, however, it negatively
affects the carrier mobility of the photoconductor, and subsequently the generated photocurrent. Thus,
engineering photoconductors for CW operation is an optimisation between the advantages of short
carrier lifetime and the resulting reduced carrier mobility. ErAs:In(Al)GaAs material show excellent
results in this regard. The periodic stacking of InGaAs and InAlAs helps to maintain a higher carrier
mobility and the localised semi-metallic ErAs depositions creates recombination centres to maintain a
low carrier lifetime.

2.2.2. ErAs:In(Al)GaAs photoconductors

Apart from desired high carrier mobility and low carrier lifetime, there are two further requirements
for a good photoconductive mixer working as a detector at THz frequencies [25]. Firstly, the material
should be highly absorptive at the laser wavelengths, i.e., the conversion efficiency of the laser intensity
to charge carrier density should be high. This mostly requires materials which undergo inter-band
absorption for the employed telecom laser wavelengths, and thus a bandgap smaller than 0.8 eV
[101]–[103]. Secondly, the device resistance RPC must be high, even under illumination, to reduce
the noise floor of the device. The noise current in photoconductors are predominantly thermal in origin
[25] and reads

IN =
√︁

4kBT∆f/RPC , (2.67)
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where kB is the Boltzmann constant, T is the absolute temperature and ∆f is the equivalent noise
bandwidth of the measurement system (e.g., LIA). Noise equivalent power (NEP) is a measure of
the lowest detectable power by the photoconductive receiver over an unit measurement bandwidth
(∆f = 1 Hz) and is expressed as [104]

NEP (f) =
8kBT

ηeffTHzηLT (f)ηRC(f)

RPC

RA(f)
, (2.68)

where RA is the resistance of the attached antenna, ηRC and ηLT are the frequency-dependent RC and
lifetime roll-offs, respectively and ηeffTHz incorporates all other non-idealities of the photoconductor, such
as laser-alignment errors, different DC and THz mobility of the charge-carriers, etc. Additionally, high
device resistances reduce the current flowing in the photoconductor, therefore reducing the heating
related performance depreciations (e.g. reduced mobility due to phonon scattering, faster device
ageing, etc.) [11] of the receiver. Typical values of desired dark resistance and resistance under laser
illumination are ∼ 1MΩ and ∼ 10 kΩ, respectively. The ErAs:In(Al)GaAs material system is engineered
to suffice the four aforementioned requirements.
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Figure 2.5.: Schematic shows a photomixing device with detailed layer structure of an exemplary
photoactive region. The (internal) material label is 160229A.

Figure 2.5 shows a schematic of an exemplary ErAs:In(Al)GaAs photoconductor used in this thesis
as THz receivers for CW operation. The gold electrodes deposited atop the photoconductor resemble
interlocked fingers and the motivation behind is discussed later. The photoactive area (orange) is a
periodic crystalline stack of alternating nanometric InGaAs and ErAs:InAlAs layers, also referred to as
super-lattice structure and is grown on InP substrate. The charge carries are generated and transported
in the absorbing InGaAs layers, which feature a high electron mobility along with high laser absorption
at 1550 nm. The ErAs trapping centres are deposited inside or next to thin InAlAs layers, so that the
tunnelling probability of the charge carries travelling in InGaAs layer to the recombination sites is
elevated. 90 repetitions of the layers, in order, form the super-lattice structure. The engineered super-
lattice structure physically decouples the carrier mobility from the carrier recombination time as the
carriers recombine in a different layer than the layer they traverse. However, the necessary tunnelling
for recombination increases the carrier lifetime compared to structures where ErAs is deposited in bulk
InGaAs. The super-lattice structure also results in slightly lowered absorption coefficient, compared to
bulk InGaAs. Regardless, the ErAs:In(Al)GaAs supper-lattice provides a good compromise between
short carrier lifetime, high dark resistance and high carrier mobility [11]. A deeper dive into the
material specifications, the recombination phenomenon and the relevant analytical formulations can be
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found elsewhere [11], [98], [99]. For the photoconductor used in this thesis, the dark and illuminated
resistances are ∼ 0.4 MΩ and ∼ 15 kΩ, respectively. Furthermore, the photoconductors feature a
recombination time τrec = 2.27± 0.15 ps [105] and carrier mobility of 800± 70 cm2/V-s [106].
A smaller carrier lifetime reduces the distance travelled by the photo-generated charge carriers.

To compensate this, the collection area electrodes of the electrodes is enlarged, i.e., transit path of
the charge carrier is shortened, resulting in the apparent finger-like structures. The corresponding
capacitance of the photoconductor can be calculated using eqn. (2.63), where the effective permittivity
of the structures becomes [11]

ϵeff =
K(k)

K(k′)
(ϵ0 + ϵpc), (2.69)

where, ϵpc is the absolute permittivity of the photoconductive material, k = tan2(πwE/{4[wE + wG]}),
k′ =

√
1− k2 and K(k) =

∫︁ π/2
0 (1− k2 sin2 θ)−1/2dθ and wE and wG are width of the individual finger

electrodes and gap between two consecutive ones, respectively. The effective gap between electrodes
is delec = wE + wG. In essence, finger structures increase the device capacitance as the gap between
the electrodes decreases, and consequently worsens the RC roll-off, however, the charge collection
efficiency, i.e., the photoconductive gain, significantly increases. We note that, the fingers structures,
due to their proximity, have a very high electric field density between them and can only be used for CW
operation, where the laser power is roughly constant over time and is in the order of a few milliwatts.
For pulsed operation the laser energy is temporally concentrated. These devices saturate and even,
undergoes electrical and thermal breakdown, as the significantly powerful laser pulse generates a
surge of photocurrent which, in turn, generates excessive heat in the device. Hence, unstructured
photoconductive gaps are typically used in pulsed operation [102].
Besides, these finger structures affect the incoming laser signal in two further ways. Firstly, the

metallic fingers acts as a polarisation filter for the incident laser, and thus maximum optical power is
transmitted to the photoactive material when the laser is polarised perpendicular to the direction of
the fingers, i.e. along y-axis for the finger electrodes shown in Fig. 2.6(a). The finger electrodes of the
photoconductive active devices shown here are 1.5 µm wide (wE) and are separated by 2 µm (wG).
This results in the total photoactive area of 12× 10 µm2.

Secondly, these electrodes cast a shadow on the photoactive area and therefore, the laser spot needs
to be positioned appropriately on the active area for maximum carrier generation. Two Gaussian
laser spots with diameters of 4.34 µm and 7.26 µm, respectively, are considered to find the optimal
incidence position on the photoactive area. Considering an electron drift velocity ve−d ≈ 105 m/s
and the recombination time of τrec = 2.27 × 10−12 s, the distance travelled by an electron before
recombination is ve−d × τrec ≈ 227 nm. In other words, only the electrons generated 223 nm around the
finger electrodes are absorbed and contributes to the total photocurrent. The phase difference between
these collected charge carriers are insignificant as τrec ≪ τtr and an additive contribution is assumed.
Figures in 2.6(b) and (c) show the fraction of generated photoelectrons contributing to photocurrent
for different positions of the center of the Gaussian laser spot incident on x − y plane. The figures
show for a tighter laser spot in 2.6(b), the fluctuations of photocurrent due to the incidence-position of
the laser is higher than a larger laser spot in 2.6(c), however the maximum photocurrent is ≈ 25%
more for a tighter laser focus.
The log-periodic antenna-coupled, ErAs:In(Al)GaAs-based photoconductive receivers, developed

in-house, are comparable to commercially available table-top non-cryogenic THz receivers [107]. The
photoconductors feature a NEP = 1.8 fW/Hz at 0.188 THz. A THz system constituting ErAs:In(Al)GaAs-
based photoconductive source and receiver has an operational bandwidth up to 3.65 THz and DNRs
of 52 dB and 31.7 dB at 1 and 2 THz, respectively [25], despite the fact that the active devices only
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Figure 2.6.: Micrograph in (a) shows the finger electrodes atop the active region of the ErAs:In(Al)GaAs
photoconductor. Graphs in (b) and (c) show the analytically calculated THz photocurrent
as a function of the incidence position of the Gaussian beam atop the active area. The
laser spot-sizes for (b) and (c) are 4.34 µm and 7.26 µm, respectively. The dotted lines in
the plots show the boundaries of the finger electrodes. Due to the small carrier lifetime,
high photocurrents are generated when the laser is incident very close to or on top of a
finger-electrode. The plots assume that the photoactive area is not optically saturated.

absorb ∼ 50% available laser power [11], with additionally reduced carrier collection due to the low
lifetime of the charge carriers. An increment in the super-lattice stack depth improves laser absorption,
however, only logarithmically. Theoretically, more a smaller gap between the finger-electrodes will
improve charge carrier collection, however, photolithographic limitations and increase of parasitic
capacitances [11] make such configurations impractical. However, we note that, Turan et al. have very
recently demonstrated plasmonics-enhanced THz detector performance for nanometric gaps between
finger structures [108].

2.2.3. P-I-N Diodes

In photoconductors, the generated electron-hole pairs under illumination need an external bias to
be separated and constructively contribute to the photocurrent. This technique is inefficient as many
charge carriers recombine before reaching the electrodes. An alternative photomixing device is a
P-I-N diode, which has a built-in potential gradient between the positively and the negatively doped
sides. Due to the internal potential gradient, the electrons and holes readily start moving right after
generation towards the p-side and the n-side, respectively, and a photocurrent is generated in the
diode without necessitating any additional external bias. However, the P-I-N diodes usually operate in
reverse-biased condition generate higher photocurrents. The photoconductive gain of P-I-N diodes
is close to unity due to minimal recombination losses and hence, they make excellent THz sources.
Like photoconductors, P-I-N diodes also suffer from RC and transit time roll-offs. Since we only used
a commercially available P-I-N diode from Toptica photonics/Fraunhofer HHI as source, its working
principle and characteristics are beyond the scope of this thesis and can be found elsewhere [11],
[100], [109].

2.2.4. Photoconductors in PVNA

Photoconductive receivers are well-suited to be used in PVNA architectures because they measure THz
electric field, rather that its power. We only detect the DC component of the receiver photocurrent
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given in eqn. (2.62). Considering the roll-offs from section 2.2.1, the detected receiver current reads

iRx = iideal0 g
√
ηRCηLT cos(ψ) = i0(fTHz), (2.70)

where iideal0 is the photocurrent in an ideal photoconductor, g is the photoconductive gain, ηRC and
ηLT are the RC and lifetime roll-offs, respectively. Thus, the DC detector current is a function of THz
frequency owing to the roll-off factors. The homodyne setup in Fig. 1.2 acts as an interferometer with
unbalanced arms, where the receiver current ihomo can be written from eqn. (2.62) as [96]

ihomo(fTHz) = i0(fTHz) · cos(k0∆dopt), (2.71)

where k0 = 2πfTHz/c0 is the wavenumber at fTHz for free-space propagation and i0 is proportional to
the incident THz field on the receiver. The Hilbert transform of ihomo calculates the complex receiver
current [110] as

ihomo(fTHz) = i0(fTHz) · exp(jk0∆dopt). (2.72)

When a dielectric DUT of complex RI ns and thickness ds is introduced in the THz path, an identical
thickness of the free-space THz path is shortened, along with the absorption-induced losses, reflections
and scattering, which change the incident THz field on the receiver. Consequently, the receiver current
changes to

i′homo(fTHz) = i′0(fTHz) · exp(jk0[∆dopt − ds]) · exp(jk0nsds), (2.73)

where i′0(fTHz) = i0(fTHz) × HDUT (fTHz) and HDUT is the frequency-dependent complex transfer
function of the dielectric DUT, which incorporates all the changes induced on the transmitted electric
field by the DUT, owing to its material and geometric properties. The transfer function can be quantified
in complex form by dividing eqn. (2.73) by (2.72) as

Tmeas(fTHz) =
i′Rx(fTHz)

iRx(fTHz)

=
i′0(fTHz)

i0(fTHz)
· exp(jk0nsds) exp(−jk0d) (2.74)

= HDUT (fTHz) · e−jk0d. (2.75)

The reflection coefficient of the substrate can also be calculated using similar tactics. A system
comprised of these photoconductive mixers is capable of measuring complex transmission and reflection
coefficients, and therefore, can be essentially utilised as a VNA working at THz frequencies powered
by photonic components. In chapter 3, we take a look at the free-space PVNA architecture in greater
details. In the following chapters, we elaborate on miniaturisation and integration strategies and
techniques of the free-space PVNA architecture using these antenna-coupled photoconductors and
HRFZ-Si waveguides to create integrated PVNA as system-on-chips (SOCs).

2.3. Antenna theory

Antennas are an essential and ubiquitous component for optoelectronic THz devices, used to transfer
the generated current in THz sources to the transmission media and conversely, to couple in THz power
from the transmission media into receivers [45]. From Maxwell’s equations, we can derive that the
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radiated field from an antenna can be uniquely determined by the electric field vector tangent to any
surface enclosing the antenna [111]. The radiated field from an antenna can be approximated in polar
coordinates as the Taylor-series

E⃗rad(r, θ, φ, f, t) ≈ E0
⃗ (θ, φ)

[︃
a1(θ, φ, f, t)

r
+
a2(r, θ, φ, f, t)

r2
+
a3(r, θ, φ, f, t)

r3
+ . . .

]︃
, (2.76)

where E⃗0 is the electric field tangential to a surface enclosing the antenna at r → 0 and ai are the
spatio-temporally varying normalised field coefficients. The time-harmonic phase of the electric field
varies as exp[j(ωt− k⃗.r⃗)], where ω = 2πf is the angular frequency and k⃗ is the wave-vector pointing
towards the direction of propagation of the wave. |k⃗| = (ω|

√︁
ϵ/ϵ0|)/c0, where c0 is the vacuum speed

of light and ϵ is the complex permittivity of the propagating medium.
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Figure 2.7.: Schematic shows the reactive nearfield, the radiative nearfield and the farfield regions
surrounding an antenna placed at the origin O, assumed as a point source for simplicity.
The point P is located in the farfield region of the antenna.

Equation (2.76) divides the space around the radiating antenna into three approximate regions.
Firstly, the reactive nearfield, where the reactive components field dominate and rapidly decay with
distance (∝ 1/r3 or higher). Generally, the boundary of the reactive nearfield extends up to λ/2π
[112], where λ is the effective operating wavelength. Beyond this, the radiating field dominates. The
region where the radiating fields dominate can be further divided into two and hence, the second
region of interest is called the radiative nearfield. In this region, the angular distribution of the radiated
energy is a function of the distance from the antenna. Finally, in the farfield region, the angular
distribution of the radiated field becomes independent of the distance from the antenna [113] and
can be expressed as a function of only θ and φ, where 0 ≤ θ ≤ π and −π ≤ φ ≤ π. The boundary
between the radiating nearfield and the farfield is at r = 2D2/λ, where D is the largest dimension of
the antenna aperture [114]. The schematic in Fig. 2.7 shows the various regions around an antenna,
located at the origin O. Here, we will primarily restrict ourselves to the farfield of the antenna denoted
by the point P , where the antenna can be approximated as a point source with a specific normalised
angular field distribution C(θ, φ). The farfield radiation pattern is approximated as,

Eff (r, θ, φ) ≈
E0

r
C(θ, φ) · sin θ exp(j[ωt− kr]). (2.77)

The power in the farfield decays proportional to 1/r2. Here, we note two important results. Firstly,
eqn. (2.77) shows a bijective relation between Eff (r, θ, φ) and C(θ, φ). Any electric field distribution
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in the antenna farfield would generate the corresponding unique normalised field distribution around
the origin and correspondingly, the unique current distribution in the antenna element. This is known
as the reciprocity theorem, i.e., the relation between the current distribution in the antenna element
and its farfield radiation pattern is reciprocal. Secondly, antennas satisfy the radiation condition, i.e.,
the EM field intensities vanish at greater distances.
The term C(θ, φ) in eqn. 2.77 for antennas with large apertures is calculated as the integral of the

field distribution over the entire aperture. D. Paris showed that the farfield pattern is a function of the
aperture field distribution as [115]

E⃗(r, θ, φ) =
−jk
4π

∫︂
A
êr ×

[︃
{ên × E⃗

′
(θ, φ)} −

√︃
µ

ϵ
{êr × ên × H⃗

′
(θ, φ)}

]︃
e−jkr

r
da (2.78)

H⃗(r, θ, φ) =
−jk
4π

∫︂
A
êr ×

[︃
{ên × H⃗

′
(θ, φ)} −

√︃
ϵ

µ
{êr × ên × E⃗

′
(θ, φ)}

]︃
e−jkr

r
da, (2.79)

where, E⃗ (H⃗) is the farfield electric (magnetic) field vector, êr is the unit vector towards the farfield
point (r, θ, φ), ên is the normal vector to the antenna aperture A and E⃗

′
(H⃗

′
) is the electric (magnetic)

field distribution at the antenna aperture. Equations (2.78) and (2.79) only hold under the following
assumptions:

1. The field intensities have harmonic time variations.

2. The medium surrounding the antenna is linear, homogeneous, isotropic and source-free.

3. There are no tangential field intensities over the surface area outside the aperture.

4. The point (r, θ, φ) is in the farfield of the antenna, i.e., r ≫ λ/2π.

Additionally, considering the planar antenna aperture situated on the z = 0 plane, the operational
wavelength is of the same order of magnitude as the aperture and the EM field confined within
the antenna aperture [116], a scalar formulation for field intensities at farfield can be derived from
equations (2.78) and (2.79) as [115],

E(r, θ, φ) =
j

λr
e−jkr

∫︂∫︂
E(x, y) exp

[︃
jk sin θ(x cosφ+ y sinφ)

]︃
dxdy, (2.80)

where E(x, y) is the complex nearfield electric field distribution at the aperture, represented in the
Cartesian coordinate system. The farfield field intensities are in spherical coordinates. The two-
dimensional Fourier transform relationship between the nearfield distribution and the farfield pattern
is apparent from eqn. (2.80) [114], [116]. Thus, many farfield characteristics can be intuitively
estimated from the shape of the antenna aperture and its corresponding EM field distribution. For
example, the farfield distribution of a square antenna aperture with uniformly intense EM fields is
a sinc function of θ and φ, with the main lobe being normal to the aperture in the direction of the
wave propagation. The angular main lobe width decreases as the size of the uniformly illuminated
aperture increases but the side lobes also increase. Signal processing techniques, especially the relations
between various window functions and their corresponding frequency responses, can be used to shape
the antenna farfield by varying the EM field distribution at the aperture. We note here that an
extremely narrow antenna main lobe (pencil-beam) is indeed possible with huge apertures respective
to the radiating wavelength, e.g. in parabolic reflector antennas, nevertheless generating a uniform
illumination over an aperture larger than ∼ λ/10 is cumbersome. Tapered aperture illumination, phase
differences of the field intensities between the centre and the outskirts of the aperture etc., limit the
main-lobe width as the aperture size increases [117].
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2.3.1. Antenna characteristics

A few important farfield characteristic parameters of an antenna are as follows [112]:

• Radiation efficiency ηrad is the ratio of radiated power by the antenna Prad to the power accepted
by the antenna.

• Directivity D(θ, φ) is defined as the potential of an antenna to concentrate power in a partic-
ular angular direction (θ, φ). It reads as the ratio of the radiation intensity in any particular
angular direction to the average radiation intensity given by Prad/4π, i.e., an isotropic radiator.
Unless otherwise specified, the antenna directivity, expressed in decibels, refers to its maximum
directivity. Alternatively, the directivity is expressed as [117]

Dmax ≈ 4π
(180/π)2

θE · θH
, (2.81)

where θE and θH are the angular 3-dB bandwidth of the main lobe in degrees. Hence, the
narrower the main-lobe width, the larger the antenna directivity.

• Antenna gain is the product of its directivity and radiation efficiency, i.e., G(θ, φ) = ηradD(θ, φ).
For loss-less antennas where ηrad = 1, antenna gain and directivity are identical.

• Effective aperture Aeff (θ, φ) of an antenna is its equivalent absorption area, when used a receiver.
The effective antenna aperture is related to the antenna gain as Aeff = G(θ, φ)× λ2/4π.

• Aperture efficiency ηa is the ratio of the effective aperture to the physical aperture Aphy of
the antenna. It is usually a product of multiple factors such as spillover efficiency, effective
illumination of the aperture, phase errors, polarisation efficiency etc. [117]. Analytically, the
maximum antenna gain and directivity can be related to its physical aperture as

G =
4π

λ2
Aeff =

4π

λ2
ηaAphy (2.82)

D =
4π

λ2
ηa
ηrad

Aphy. (2.83)

Detailed derivations of these antenna parameters can be found elsewhere [112], [117]. Equations
(2.82) and (2.83) show that antenna gain is proportional to physical aperture. However, Aphy cannot
be indefinitely increased to increase the antenna gain as large phase errors significantly reduce the
aperture efficiency. Lowering the operating wavelength of the antenna also has the same effect.
However, ηa remains unaltered if the ratio Aphy/λ

2 is kept unchanged [111]. In other words, the
characteristic antenna parameters are unchanged if the antenna dimensions are altered proportionally
to the operating wavelength (inversely to the operating frequency). This idea forms the basis for
designing frequency-independent antennas.

2.3.2. Frequency-independent antennas

Unlike the narrow-band resonant antennas, which are only operable over a small bandwidth around
their resonance frequency, frequency-independent antennas are well suited for broadband operation.
One way to design frequency-independent antennas is to determine the antenna shape by the angles
[111], rather than by absolute lengths. This ensures an unchanged shape of the antenna with respect
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to the scaling of its dimensions. Thus, the antenna retains its radiation characteristics over a large
bandwidth. This is called the angle principle. Mathematically, the angle principle reads

Kr(ϕ) = r(ϕ+ C), (2.84)

where r(ϕ) is the radius of the antenna and scales as a function of the polar angle ϕ.
The second principle condition for frequency-independent operation, namely, the truncation principle,

states that the total current in the antenna must approach zero with increasing distance from the
antenna-feed and that the pattern of the finite antenna structure reaches a limiting form with increasing
frequency [111]. Thus, a frequency-independent antenna is a truncated version of an infinitely large
antenna designed following the angle principle. A significant consequence of the truncation principle
is that, if designed appropriately, the field pattern of a frequency-independent antenna is zero in all
directions that the infinite-structure would occupy.

r

φ

O

W

dgap

Figure 2.8.: Representation of a frequency-independent log-spiral antenna. The width of the antenna
bladesW also increases with the distance from the centre r. The distance between the
antenna electrodes changes as dgap = 2× r.

Figure 2.8 shows an example of a frequency-independent log-spiral antenna. Here, the distance of
structure from centre O increases as r(ϕ) = r0 exp(aϕ), where r0 is a constant and a = 1/K · dK/dC
(see eqn. (2.84)), i.e., independent of ϕ [111]. The antenna thus satisfies the angle principle. As
frequencies increase, r decreases eventually converging to the origin O, hence, satisfying the truncation
principle and consequently, the farfield of the log-spiral antennas along the antenna plane is null. We
extensively use frequency-independent antennas in this thesis. The ErAs:In(Al)GaAs photoconductors
are coupled to log-periodic antennas for free space operation and VAs are employed in the integrated
PVNA architecture [70], both of which show frequency-independence within their designed operational
frequency range. Detailed free-space operation of the log-periodic antenna-coupled photoconductors
can be found in [45]. We discuss the design and analysis of VAs in detail, along with waveguide
coupling mechanisms, in chapter 5.
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3. Free-Space Photonic Vector Network Analysers

A free-space PVNA utilises a THz beam, usually guided by optical components (lenses, mirrors, etc.), to
measure the complex S-parameters of any DUT placed in its free-space THz path. The first broadband
two-port free-space VNA functioning in the THz range, demonstrated by Faridi et al. [34], was based
on a pulsed THz system and it features an operational bandwidth of > 3 THz. The first CW variant was
demonstrated by Fernandez et al. [35] functioning between 0.1− 1 THz. Despite its large frequency
coverage, the pulsed PVNA featured a comparatively low frequency resolution of 7−8 GHz. In contrast,
the frequency resolution of the CW PVNA is in the order of a few megahertz, which is usually limited
by the tuning capabilities and the stability of the employed DFB lasers. This enables the CW variant to
precisely characterise narrowband features, which otherwise could not be resolved in the pulsed PVNA.
Additionally, CW PVNAs are better suited for the characterisation of non-linear DUTs like transistors,
mixers, etc. as only a single frequency component is used at a time for measurement [35]. In this
chapter, we describe a free-space CW PVNA and its applications in details. Firstly, we briefly discuss its
architecture, define S-parameters for such a system and its calibration mechanism. We then discuss
some data processing techniques to reduce noise in the measured data, which have the potential to
further increase the operational bandwidth of the PVNA, or alternatively, any homodyne CW system.
Finally, we demonstrate multiple applications of PVNA in material characterisation using Fabry-Pérot
oscillations generated in the single and multilayered DUTs. We subsequently develop two algorithms
for RI and thickness estimation from the Fabry-Pérot features. We further image nanometric structures
using complex S-parameters.

3.1. Architecture and calibration

Figure 3.1 shows the schematic of a free-space PVNA, which is essentially an extension of the free-space
THz setup shown in Fig. 1.2. Two PIN-diode-based transmitters (Tx1, Tx2) are used as sources at
the two ports of the VNA and two ErAs:In(Al)GaAs-based antenna-coupled receivers (Rx1, Rx2) [25]

~ ~

Tx1

Rx1 Rx2

Tx2

D
U

T

WGP1 WGP2 WGP3 WGP4

f
mod1 f

mod2

TIA TIA
to LIA1i

to LIA2i

Port 1 Port 2

Figure 3.1.: Schematic of a free-space 2-port PVNA. The receivers Rx1 and Rx2 simultaneously receive
the signals from both the transmitter, however are later demodulated at different modula-
tion frequencies.
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are used for measuring transmitted and reflected fields through and from the DUT, originating from
the individual sources. The THz beam is collimated using lenses and parabolic mirrors which are not
explicitly shown here. The DUT is placed in the collimated part of the beam and thus, the estimated
S-parameters are a spatial average over the whole sample area. Two sets of two polarisers are set
up such that they behave as broadband beam-splitters and steer a part of the THz beam towards the
receivers. Each receiver output is amplified via a TIA before being sent to a LIA for lock-in detection.
All the active devices at the PVNA ports are driven simultaneously using the same set of DFB lasers. An
Erbium-doped fibre amplifier (EDFA) is also employed to increase the optical power before it is split
4 : 1 to power the aforementioned active devices.

As discussed in section 2.2, the detected current at the photoconductive receivers is proportional
to the incident THz field. Thus, the S-parameters of a free-space VNA can be written in terms of
transmission and reflection measurements of the DUT as

S11 =
I1

Î1,Rx

⃓⃓⃓⃓
Tx2=off

(3.1)

S21 =
I2

Î1,Tx

⃓⃓⃓⃓
Tx2=off

(3.2)

S12 =
I1

Î2,Tx

⃓⃓⃓⃓
Tx1=off

(3.3)

S22 =
I2

Î2,Rx

⃓⃓⃓⃓
Tx1=off

, (3.4)

where Ii is the frequency-dependentTHz current at receiver Rx(i) and Îi,Tx and Îi,Rx are the reference
currents in transmission and reflection, respectively, measured in Rx(i) during system calibration. i
denotes the port number of the VNA. A standard TTN-calibration routine [118], which is well-suited
for free-space systems, is employed. This calibration technique determines the reference phase change
of the VNA with very high precision, whereas the reference amplitude is considered trivial. For
transmission measurements, a DUT-less straight signal path between the transmitter and the receiver
is established, and the detected THz field is considered as reference. For reflection measurements, a
gold mirror is placed at the position of the DUT to mimic an electrical short at the calibration plane and
the resulting reflection in the setup is measured. It is extremely critical to place the gold mirror very
precisely at the position of the DUT. Notably, the measured phase of the S-parameters are relative to the
measured phase difference during the PVNA calibration, rather than its absolute value. This difference
between the relative and absolute phase is, ideally, a constant value over the measurement frequencies.
A detailed description of the calibration kit for this free-space PVNA can be found elsewhere [35].

Unlike traditional electronic VNAs, the free-space PVNA can perform simultaneous measurements of
the two ports by using different modulation IFs at the transmitters. Each receiver receives signals from
both transmitters, however, separated in the frequency domain by the difference in the modulation
frequencies and in the time-domain, by the corresponding distances from each transmitter. In LIAs,
the received signals are demodulated at the individual modulation frequencies to segregate the signals
received from Tx1 and Tx2. The cross-talk between the two modulation frequencies is minimized
using appropriate frequency spacing and bandpass filtering [34], [35]. However, the non-trivial
reflections between the polarisers and other optical components of the VNA architecture cannot be
completely calibrated out and behave as coloured noise in the measured data. In general, the coloured
noise components can be removed from the transmission measurements (S12, S21), as all the noise
components arrive at the receiver with a greater delay than the main signal. However, in reflection
measurements, the noise components can temporally overlap the non-trivial reflected signal from the
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DUT and thus, the measured S11 and S22 parameters usually feature a lower signal-to-noise ratio (SNR).
In the next section, we introduce data post-processing techniques using digital filters to significantly
suppress the said setup-related white and coloured noise components, thereby improving the overall
DNR and operational bandwidth of the free-space PVNA.

3.2. Data post-processing

Typically, DNR of all CW systems suffer from roll-offs obeying a power law of frequency (e.g. f4) [96],
[119]. Consequently, the detected signal at the receiver becomes indistinguishable from the noise
floor at higher terahertz frequencies. The detection mechanism and the post-detection electronics
contribute to this noise, thus, limiting the maximum operational frequency of any THz system. To
reduce the noise, LIAs are typically employed which averages the measured signal over an integration
time period, τ . This results in proportional increment of the measurement time in homodyne systems
and a quadratic increment in case where direct detectors are employed. For instance, meaningful data
can be extracted from a scan over 1 THz in the commercial homodyne CW system [24], with a 50 MHz
frequency step, using 3 ms integration time within a minute for frequencies below 2 THz. To conduct
scans above 2 THz, τ must be ≥ 300 ms and a scan of similar frequency coverage will take nearly 2
hours. The frequency of the DFB lasers drifts significantly on such long time-scales. Alternatively, this
noise can be reduced during post-processing with digital filters. The data quality of the post-processed
data is similar to that of unfiltered measurements taken 100 times longer τ . Applications of digital
post-processing in CW terahertz spectroscopy, conducted around water vapour absorption resonances
between 1.6− 2.4 THz and the free-space PVNA are demonstrated in this section.

The receiver current IRx is typically of the order of a few nano-amperes down to a few pico-amperes.
The noisy demodulated detector current Idet can be written from eqn. (2.62) as

Idet(f) = IRx(f) cos
[︃
2πf∆dopt

c0

]︃
+ IN (f, fIF ), (3.5)

where c0 is the vacuum speed of light, ∆dopt is the optical path length difference between the laser
and the incident THz signal at the receiver and IN (f, fIF ) is the noise current constituting IF noise
sources and clutters originating in the THz path. The former can be approximated as white noise
generated primarily from the electrical device resistances of the receiver, the TIA and the LIA. This
Johnson-Nyquist noise power reads

N = σ2N · ENBW = kB · T · ENBW, (3.6)

where σ2N is the noise power density, T is the absolute temperature, kB the Boltzmann constant and
ENBW is the equivalent noise bandwidth (ENBW). The ENBW of a lock-in amplifier is b/τ , wherein τ
is the aforementioned integration time and b depends on the transition band roll-off of the equivalent
low pass operation of the lock-in and usually in the order of 1/2. Thus, the noise power scales inversely
with τ . An increment of the lock-in integration time by an order of magnitude consequently improves
the DNR by 10 dB (c.f. Fig. 3.3(a)). However, this also results in an order of magnitude increase of
the total measurement time. For integrated terahertz applications which require high system DNR
but fast measurements, like PVNA [35], [62], noise reduction by increasing τ is unrealistic. Moreover,
the clutters in the setup, stemming from the reflections and stray radiations, are coloured and remain
unaffected by the lock-in integration time. Both these noise sources can be reduced by digital filters in
post processing, with miniscule increment of data-processing time.
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Figure 3.2.: Measured DNR of a commercial CW system with integration times 3, 30 and 300 ms
between 1.5− 2.7 THz. A 10-fold increment in integration time increases the system DNR
by 10 dB. The CW system can be operated up to 1.8 and up to 2.4 THz with τ = 3 ms and
300 ms, respectively. Adapted from [68].

3.2.1. Implementation of digital filtering

The filtfilt function in Matlab™[120] implements an anti-causal zero-phase filtering technique,
i.e., the phase is not distorted in the filtering process [121]. Hence, implementation of both finite
impulse response (FIR) and infinite impulse response (IIR) filters preserves the phase information of
the signal. The filter is implemented using design and fdesign functions of Matlab™. The centre
frequency is dynamically calculated from the measured signal and a bandwidth is chosen to maximise
noise reduction with minimal loss of information content of the signal, along with a 60 dB stop-band
attenuation and 0.01 dB of pass band ripple. For any such filter with a 3-dB bandwidth ∆f normalised
to the sampling frequency fs as ∆fnorm = ∆f/fs, the residual white noise power after filtering is
Nfilt ≈ N ×∆fnorm. This results in an estimated DNR improvement due to filtering, in dB, of

∆DNR ≈ 10 log10
(︃

N

Nfilt

)︃
= −10 log10(∆fnorm). (3.7)

Frequency scans having band-limited spectroscopic features, for e.g., absorption lines, undergo
spectral broadening and smoothing due to filtering, as a part of their infinite temporal response is cut
short. Numerical investigations reveal that the band-limited features are only minimally broadened
if the 3-dB bandwidth of the spectral features is thrice as large as the 3-dB width of the envelope of
the filter impulse response. For simplicity, assuming the pass-band of the filter to be a rect function, a
lower limit of ∆fnorm to avoid spectral broadening can be calculated to

∆fnorm ≥ 2.67
freso
∆fspec

, (3.8)
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where freso is the resolution of the frequency scan, which is usually in the range of a few MHz to
a few 10 MHz and ∆fspec is the 3-dB line-width of the spectral resonance. For example, the 3-dB
line-width of waterline in ambient conditions at 1.671 THz is ≈ 5.90 GHz [122]. Thus a maximum DNR
improvement without noteworthy broadening of this particular spectral feature can be calculated from
eqn. (3.7) and (3.8) to be 16.45 dB for a 50 MHz scan resolution. However, for freso = 10 MHz, the
corresponding DNR improvement increases to ≈ 23 dB. For finitely-long temporal signals (e.g., inverse
Fourier transform (IFT) of a frequency-domain measurement with no band-limited features such as
absorption lines), no spectral broadening occurs if the equivalent time-window is larger than the
maximum pulse delay in the time-domain signal. Furthermore, the filter function is purely analytical.
Theoretically, this spectral broadening can be compensated by deconvolution of the filtered data by
the filter impulse response.
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Figure 3.3.: (a) The windowing operation on the measured time-domain removes temporally delayed
noise and clutter from the raw data shown in yellow. The designed time-window depicted
in the inset is centred at a delay of 0.9 ns and spans over 0.1 ns. (b) Increased operational
bandwidth of the measured data with τ = 3 ms by filtering to ∼ 2.5 THz, comparable to
the scan with τ = 300 ms shown in Fig. 3.2. Adapted from [68].

In Fig. 3.3, we filter the data-set measured with τ = 3 ms of Fig. 3.2 using an IIR filter of order 10
with ∆fnorm = 0.01. The envelope of the detected signal, expressed by eqn. (3.5), carries the spectral
information, which is modulated by the phase difference in homodyne setup. The detected signal in
the time-domain translates to a pulse occurring at a delay ∆dopt/c0, shown in 3.3(a). Reflections in
the setup, that give rise to the clutter, occur at different path lengths and can be simply filtered out by
windowing in the time-domain, corresponding to band-pass filtering of the frequency scan. Figure
3.3(b) shows the corresponding filtered signal (red), where the spectral features of the atmospheric
moisture become prominent till ≈ 2.5 THz, which are otherwise undecipherable above ≈ 1.9 THz in
the unfiltered data (yellow). Waterlines from the HITRAN database [122] are also added for reference.
The noise floor data-set reduces by an order of magnitude due to filtering and consequently, its DNR
improves by 20 dB.
The additional post-processing times including filter implementation and filtering of a data set of
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≈ 41, 600 samples is in the order of tenths of a second with Matlab™ running on a 64-bit windows
10 PC with 8 gigabytes of RAM and a 4-Core Intel© Core™ i7-7700 CPU. Implementing the filtering
algorithms in “C” or “Python” should be faster. Field programmable gate arrays (FPGAs) can further
improve performance, however, with reduced adaptability.

3.2.2. Application in Spectroscopy

Spectroscopic fingerprints at ambient conditions are band-limited and typically have resonance peaks
with∆fspec on the order of a few GHz. We investigate waterlines as a representative spectroscopic data-
set to compare resonances in the raw data-set measured with τ = 300 ms (UF300) to a filtered data-set
measured with τ = 3 ms (FILT3). An 10th order IIR filter is employed as before with ∆fnorm ≈ 0.01.
Figures 3.4(a)-(d) show four different waterlines at 1.671, 1.797, 2.042 and 2.345 THz, respectively.
FILT3 nicely replicate the resonance features of UF300 till at least ∼ 2 THz. Even above that, in Fig
3.4(d), the filtering technique allows to visualize resonances which are indiscernible in UF300. An
ideal envelope spectrum estimated using the HITRAN database [122] for a temperature of 291 K and a
≈ 30% relative humidity at 1 atm pressure is added to the plots for reference. The Lorentzian shape
and peak-position of FILT3 match excellently with the absorption spectrum calculated from HITRAN
database.
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Figure 3.4.: (a)-(d) shows a comparison between raw data measured with τ = 300 ms and filtered
data acquired with τ = 3 ms for four water absorption lines at frequencies 1.671, 1.869,
2.169 and 2.366 THz respectively. The dashed black curve shows a fit for the raw data
obtained with τ = 300 ms. Water absorption lines from the HITRAN database are added
in blue. The humidity level of 30% is estimated from the average height of the peaks.
Adapted from [68].

Table 3.1 tabulates the quality factors (Q-factors) for unfiltered and filtered data measured with
τ = 3, 30 and 300 ms. The noisy raw data is fit to a Lorentzian function to accurately estimate their
Q-factors [123]. The resulting Q-factors of the filtered data-set with τ = 3 ms is comparable or
higher than the unfiltered data-set measured with τ = 300 ms. Filter data show Q-factors close to
those calculated from the HITRAN database, particularly, in cases, where the raw data peaks are not
distinctly resolvable because of their vicinity to the noise floor. The systematic lag between set and
actual frequency in the CW system has been calibrated out.
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Table 3.1.: Comparison of measured Q-factors of resonances caused by water vapour between
1.6 − 2.4 THz for both raw (unfiltered) and filtered (IIR) data-sets measured with τ =
3, 30, and 300 ms. Q-factors estimated from the HITRAN data [122] are also added for
reference. Adapted from [68].

Integration Data type Frequency (THz)
time (ms) 1.671 1.797 2.042 2.345 2.367

3 raw 119.47 263.44 – – –
30 raw 163.38 302.86 428.48 – –
300 raw 143.68 263.64 336.07 169.09 93.64
3 IIR 228.17 266.41 232.44 428.60 718.96
30 IIR 223.30 260.21 323.41 428.40 424.34
300 IIR 240.39 275.83 322.64 457.31 401.12
– HITRAN 263.87 287.83 407.26 491.66 430.23

We calculate the absorption coefficients for water vapour αH2O(f) from the HITRAN dataset for
aforementioned experimental conditions. Using the Lambert-Beer law and assuming a Lorentzian
line-shape of the absorption lines, the expected detector current IHT (f) reads

IHT (f) = I0(f) · exp[−αH2O(f)d] (3.9)

where d = 28 cm is the total free-space path of the THz beam in the setup and I0(f) is the frequency-
dependent envelope estimated from the roll-off of the filtered detector current measured with τ =
300 ms. Figure 3.5 shows a comparison between expected detector current featuring waterlines
calculated and a filtered dataset measured with τ = 300 ms. The filtered data-set matches excellently
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Figure 3.5.: Comparison between the filtered data set measured with τ = 300 ms and waterlines
analytically calculated from the HITRAN database. Insets show frequency bands 1.65−
1.75 THz and 2.3− 2.5 THz in greater details. Adapted from [68].
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with the THz spectrum calculated from the HITRAN database after correcting the frequency-offset.
The waterlines become visible up to the maximum measurable frequency of the Terascan system [24]
of 2.75 THz. The noise floor of the filtered data is at ≈ 0.4 pA, which is approximately an order
of magnitude lower the thermal noise floor of the photoconductor. An additional advantage of the
spectroscopic measurements is that the resonances are usually characterised from the amplitude data,
whereas, the phase information is usually ignored. Thus, even non-zero-phase filtering using IIR filters
can produce accurate results.

3.2.3. Application in PVNA

As a PVNA measures complex S-parameters, it requires strict preservation of the phase information.
Here, IIR filters implemented without the zero-phase filtering technique which will produce erroneous
results. In contrast, FIR filters have a linear-phase response and are better for preserving phase
information. We use a 220 µm thick Qz wafer as an exemplary DUT in the free-space PVNA. Plots in
Fig. 3.6(a) show the measured |S21| and |S11| parameters of the quartz wafer. The filtered coefficients
match the theoretical value nicely and thus, increase the fitting accuracy of the employed estimation
algorithm. Figure 3.6(b) shows the time-domain pulse of the unfiltered reflected current at the PVNA
port. Two distinct peaks in stray reflections R1 originate from the two polarisers in the setup (c.f. Fig.
3.1) and appear prior to the reflected signal from DUT. R2 are the remnants of multiple reflections
occurring between the DUT and the polarisers, which appear after the reflected signal from the DUT.
These stray reflections are usually correlated to the signal components and constitute the coloured
noise component in the measured data. Filtering removes these unwanted, systematic sources of
clutter, which cannot be suppressed by increasing the integration time. Thus the band-pass filter (BPF)
is crucial for measuring S-parameters in PVNAs.

3.2.4. Advantages and limitations of post-processing

Equation (3.7) states that narrower ∆fnorm increases the system DNR. However, the appropriate filter
bandwidth depends on the type of application, frequency resolution and scanning bandwidth. In
contrast to small ∆fnorm utilised in spectroscopic measurements, too narrow bandwidth can attenuate
the multiple Fabry-Pérot reflections occurring in planar dielectric DUTs (e.g. quartz plate, distributed
Bragg reflectors). Since phase information is essential, FIR filters are well suited from PVNA applications,
whereas IIR filters can be used in spectroscopy for their lower order in general. Additionally, broader
pass bands increase the filter order of IIR filters significantly. We note that the phase-zero filtering
technique is important to remove phase distortion and delays induced by the filtering processing. For
hardware implementation, however, the standard filtering architectures (direct form I and II) are
simpler and in such cases, IIR filters should only be utilised where phase information is unnecessary.
Noise reduction by averaging over N samples is equivalent to a low-pass FIR filter, where all of its

filter coefficients are the same. Thus, the resulting impulse response is a sinc function, which features
with high pass-band ripple and a high main side-lobe ( 4% of the main peak, i.e.,≈ 26.5 dB suppression).
A low-pass filter (LPF) with different filter coefficients of the same order can be implemented to have a
much lower pass-band ripple and a side-band suppression up to 60 dB. Hence, an appropriately designed
LPFs performs much better than the commonly employed averaging filters [124]. BPFs attenuate the
out-of-band noise even further. Down-sampling after using an anti-aliasing filter also significantly
reduces measured noise power, however spectral resolution is also reduced by the downsampling factor.
Alternatively, wavelet-based filtering techniques notably improve the system DNR but spectral features
are attenuated at higher THz frequencies, where the DNR of the measured data is already too low.
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Figure 3.6.: (a) Comparison between the measured raw data, its filtered form and theoretically ex-
pected values of transmission and reflection coefficients of a 220± 5 µm thick crystalline
quartz plate. The filtered spectra excellently match the theoretical prediction. (b) The raw
detector current is filtered using the equivalent window function generated by the IIR filter.
Unwanted correlated reflections from the components in the measurement setup come
both before and after the main signal. Adapted from [68].

In summary, digital BPFs in post-processing significantly improves the system performance for homo-
dyne CW THz systems by reducing the measurement time and increasing the operational bandwidth
[69] of the THz system. Noise can be further suppressed, even adaptively, with Wiener filters [125].
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Auto-regressive-moving-average (ARMA) modelling, prediction filtering can further improve the system
performance, however at the cost of implementation complexity. These post-processing techniques,
in combination with faster hardware [27], can enable high speed THz systems suitable for industrial
needs. We have submitted a patent application to the German Patent Office (DPMA) pertaining to the
Bandwidth extension of homodyne CW system using digital signal processing [69]. Throughout this
thesis, we extensively utilise digital post-processing techniques to improve operational bandwidth of
the PVNAs by reducing the measured noise and by rejecting stray reflections from the setup.

3.3. Applications of free-space PVNA

Free-space VNAs find their application in material characterisation, imaging and non-destructive testing
of mostly planar DUTs [34], [35]. The PVNAs can also be employed for device characterisation in an
antenna-coupled measurement scheme, where the power is delivered to the DUT via transmission lines
[126], [127]. In the following section, we demonstrate a few applications of the CW PVNA primarily
involving single-layered and multi-layered planar DUTs, placed transversely in the free-space THz path.
The DUTs are geometrically symmetric and hence, the S-parameter symmetry holds, i.e., S12 = S21
and S11 = S22.

3.3.1. Characterisation of single-layered samples

Material characterisation involves the accurate estimation of thickness and complex RI of any DUT.
Traditionally, broadband time-domain systems are used to perform time-of-flight measurements to
estimate these material parameters, where the measurement precision usually improves with increasing
bandwidth. Contrastingly, Fabry-Pérot oscillations inside a planar, homogeneous, dielectric cavity
provide a more precise way to find these characteristic sample parameters. The planar DUT is placed
in the collimated part of the free-space THz beam as shown in Fig. 3.1. Both the transmitted and
reflected THz waves through and from the DUT contain Fabry-Pérot oscillatory features. The complex
transmission (TFP ) and reflection (RFP ) coefficients obtained from the Fabry-Pérot oscillations are
expressed as [128]

TFP =
(1−R) · exp(−jk0ndphy)
1−R · exp(−2jk0ndphy)

=
1−R√︁

1 +R2 − 2R cos(2k0ndphy)
exp

[︃
j tan−1

(︃
− 1 +R

1−R
tan(k0ndphy)

)︃]︃
(3.10)

RFP = −
√
R+

√
R(1−R) · exp(2jk0ndphy)
1−R · exp(2jk0ndphy)

=
2
√
R sin(k0ndphy)√︁

1 +R2 − 2R cos(2k0ndphy)
exp

[︃
j tan−1

(︃
1−R
1 +R

1

tan(k0ndphy)

)︃]︃
, (3.11)

where k0 = 2πf/c0 is the wavenumber of the travelling THz wave in free-space, wherein f is the THz
frequency, c0 is the speed of light in vacuum, n = n + jκ is the complex RI of the DUT, where n is
the real part of the RI and κ is the extinction coefficient and dphy is its average physical thickness.
R is the power reflection coefficient calculated as the ratio |(n − 1)/(n + 1)|2. Thus, the material
characteristics of the DUT can be extracted from its S-parameters, where S11 and S21 corresponds
to RFP and TFP · e−jk0dphy , respectively (c.f. eqn. (2.75)). For low-loss dielectrics, i.e., n ≫ κ, the
finesse of the Fabry-Pérot oscillations depends only on the real part of the RI of the sample, whereas
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the periodicity of oscillations depend on its optical thickness (dphy × n). In principle, both n and dphy
can be estimated from any one of the measured complex S-parameter, however, both S11 and S21
parameters are used to improve the estimation accuracy by reducing the effect of the coloured noise
occurring in the setup.

Estimation using S-parameter amplitudes

In free-space VNAs, the accuracy of the measured S-parameter phases highly depends on the quality of
calibration employed prior to the measurement. In comparison, the magnitudes of the S-parameters
are less affected by the calibration errors. Hence, we use only the magnitudes of S11 and S21 to develop
the first material characterisation algorithm.
Dividing the magnitude of S11 (RFP ) by S21 (TFP ) from equations (3.11) and (3.10), we get⃓⃓⃓⃓

S11
S21

⃓⃓⃓⃓
=

⃓⃓⃓⃓
RFP

TFP

⃓⃓⃓⃓
=

2
√
R

1−R
· sin(k0ndphy). (3.12)

We then fit eqn. (3.12) to a function Ffit(f) = A sin(mf + φ) in order to estimate the reflection
coefficient

R̂ =

√
A2 + 1− 1√
A2 + 1 + 1

(3.13)

Similarly, the optical thickness of the sample d̂opt is estimated as

d̂opt = n̂× d̂phy =
mc0
2π

. (3.14)

The estimate of RI is first calculated from the value of R̂ in eqn. (3.13) as n̂ = (1 +
√︁
R̂)/(1−

√︁
R̂)

and inserted into eqn. (3.14) to calculate the value of d̂phy from the estimated optical thickness.
Noise in measured S-parameter-amplitudes mainly stems from the thermal white noise of the receiver

and coloured noise generated from the stray reflections in the setup, while contributions of the post-
detection electronics are usually negligible. The division in eqn. (3.12) results in the addition of the
noise power in the reference and the DUT measurements. This eventually results in increased fitting
errors. The following error minimisation steps are iteratively employed to reduce the overall effect of
additive noise on the fitting:

1. First, we filter the ratio |S11/S21| using a BPF to remove temporally out-of-band noise component
(c.f. section 3.2). Since S21 is less prone to noise than S11, a frequency-dependent offset is
subtracted from |S11| such that |S11|2 + |S21|2 = 1.

2. The filtered and adjusted |S11/S21| is then fit to eqn. (3.12) using a non-linear least square
algorithm to obtain initial estimates of RI n̂, and geometrical thickness d̂phy. Norm-2 distance
between the estimated and measured S-parameters quantifies the error. We note here that a very
narrow pass-band of the employed BPF in the previous step will result in an increased fitting
error, as a small variance in fitting data can lead to statistical underfitting [129].

3. Then, we iteratively minimise the error using the following steps until the error minima is found
or we complete a pre-defined maximum number of iterations.
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a) The optical thickness of the DUT (dopt) is recalculated using autocorrelation function of
|S11/S21|, and new estimates for RI and geometrical thickness are calculated as:

nnew = dopt/d̂phy,

dnew = dopt/n̂.

We use autocorrelation here to reduce the remaining in-band additive zero-mean white
noise components after filtering. The new estimates replace the current estimates, i.e.,
n̂ = nnew and d̂phy = dnew only if they feature a lower error than the current value.

b) Subsequently, we probe errors in four equidistant neighbouring points from (n̂, d̂phy) on
n-d plane and update current thickness and RI estimates to avoid getting stuck in a local
error minima, until current set of estimates has the lowest error among its neighbours. The
distance between these neighbouring points is 10 times the desired measurement accuracy.

c) Finally, a 1-D steepest gradient descent algorithm finds the minimum error for n̂ and d̂phy,
individually and the current estimates are updated.
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Figure 3.7.: Plots (a) and (b) show the measured, filtered and fitted S-parameters for ports 1 and 2
respectively between 0.1−1 THz. Plots in (c) and (d) are measured between 0.9−1.5 THz,
where the fitting algorithm is inaccurate due to the presence of many waterlines.

The plots in Fig. 3.7 show the measured complex S-parameters of a nominally 220 ± 5 µm thick
crystalline quartz plate (nqz ≈ 2.093 [130]) for different frequency ranges at both the VNA ports.
The estimated thickness and RI values for the corresponding plots are tabulated in Table 3.2. The
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Table 3.2.: RI and thickness estimates of a 220± 5 µm thick z-cut Qz wafer (nqz = 2.093 [130]) from
measured S-parameters shown in plots of Fig. 3.7. The port number signifies the active
transmitter during measurements.

Fig. Port Frequency
n̂

Thickness (µm) Relative errors
(THz) d̂phy d̂opt n̂ d̂phy d̂opt

(a) 1 0.10− 1.0 1.928 232.57 448.40 0.077 0.057 0.025
(b) 2 0.10− 1.0 2.005 225.51 452.15 0.041 0.025 0.017
(c) 1 0.95− 1.5 2.220 201.97 448.37 0.062 0.082 0.025
(d) 2 0.95− 1.5 2.031 220.96 448.77 0.028 0.004 0.024

relative estimation errors for RIs, optical and physical thicknesses are also mentioned therein. The
estimation errors are high for Fig. 3.7(a), where the measured S11 parameter is significantly noisy
and has standing waves despite of data-filtering. Additionally, the measurements conducted between
frequencies 0.9− 1.5 THz have higher estimation errors due the presence of many water absorption
lines. These can be suppressed by conducting the measurements in a nitrogen-flooded chamber and
thus, the operational bandwidth of the PVNA can be extended further. Between 0.1 − 1 THz, we
estimate the DUT thickness as 232.57 and 225.51 µm at ports 1 and 2, respectively, compared to the
220 µm nominal thickness. The precision of thickness measurements is 13.1 µm. The estimated RIs at
the respective ports are 1.928 and 2.005 at ports 1 and 2, respectively, compared to the literature value
of 2.09. The precision of the estimated RI is 0.12. We note that the error in measured optical thickness
is always < 3% for all the measurements. This hints to the fact that the error in the estimation of the
reflection coefficient, and subsequently, RI, makes the estimation of physical thickness significantly
erroneous as they are not mutually independent. Direct estimations of RI and dphy can decouple the
errors, however, the fitting algorithm becomes inaccurate as their product dictates the fundamental
feature of the Fabry-Pérot oscillations.

Characterisation using S-parameter phases

The phase of the measured S-parameters also oscillates with a periodicity proportional to ∆dopt and
can be similarly fitted to the analytical Fabry-Pérot phase to extract the material characteristics of the
DUT. The phase of the measured reflection S-parameters has discontinuities (c.f. eqn. (3.11)), which
makes it significantly difficult to fit. The phase of the transmission S-parameters is continuous and is
utilised for determination of RI and thickness of the dielectric sample. The phase can be reformulated
from (3.10) as [66]

∠S21 = ∠TFP − k0dphy = tan−1

[︃
R sin(2k0ndphy)

1−R cos(2k0ndphy)

]︃
+ k0ndphy

= tan−1

[︃
R sin(2πfndphy/c0)

1−R cos(2πfndphy/c0)

]︃
+

2πndphy
c0

f. (3.15)

For low loss dielectrics, where n→ n, the slope of the linear component is proportional to the optical
thickness of the DUT, and the free spectral range (FSR) of the sinusoidal component, c0/2ndphy, is
also inversely proportional to the optical thickness. The finesse of the phase oscillation increases with
increasing RI. In this case, we take optical thickness (d̂opt = n× dphy) and reflection coefficient (R̂) as
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parameters to determine the fitting function Pfit(f), which reads as

Pfit(f) = tan−1

[︃
R̂ sin(2πd̂opt/c0 · f)

1− R̂ cos(2πd̂opt/c0 · f)

]︃
+

2πd̂opt
c0

f + a0, (3.16)

where, a0 is a constant required to counteract the phase-offset in the measured S21, as it contains the
relative, rather than absolute, phase information. Here too, the material RI n is first calculated from R̂

as (1−
√︁
R̂)/(1 +

√︁
(R̂)) and then is divided from estimated optical thickness to get an estimate of

the physical thickness of the DUT.
The phase-noise in the measured S-parameters stems from the random frequency drifts of the DFB

lasers used to drive the active devices in the PVNA. The drift-induced noise can be reduced by increasing
the coherence between the THz signal reaching the receiver and the THz beat-node generated by
the lasers. An added additional optical path of the laser-signal to the receiver becomes necessary to
compensate for the total optical path-length of the THz signal between the transmitter and the receiver.

The optical thickness estimation error from the phase of the transmission S-parameters, in general,
reads as [66]

d̂err = ∆dopt
∂fL
fscan

, (3.17)

where, ∆dopt is the optical path length difference between the laser signal and the received THz signal
at the receiver, ∂fL is the frequency drift of the DFB lasers and fscan is frequency scan range of the
PVNA measurements. Plots in Fig. 3.8 show the variation of standard deviations in the estimated
optical thicknesses, physical thicknesses and RIs of a 520± 5 µm thick HRFZ-Si wafer as a function
of ∆dopt. As expected, the standard deviation of phase-based estimates increases with ∆dopt as the
signals at the receiver become more incoherent. Additionally, the standard deviation of the estimates
from the S-parameter amplitudes also shows reduction in estimation errors with increased coherence.
This indicates that the measured noise is not purely thermal for S-parameter amplitudes. The optical
thickness precision, i.e., its standard deviation, reduces to 70 nm with a ∆dopt = 2.4 cm for a scan
range of 0.6 − 0.8 THz, which is as small as λ/6000 at the centre frequency. The reduction in the
measured standard deviation saturates for very small ∆dopt as fitness inaccuracies become non-trivial.

Figure 3.8(a) shows that the measured deviation in optical thickness calculated from the S-parameter-
phases is significantly lower than when estimated from their amplitudes. However, plots in Fig. 3.8(c)
show that the estimated RI is comparable for both the cases. Hence, the physical thickness is more
precisely estimated from the phase information. Furthermore, the frequency drift of the DFB lasers is
calculated from the data points in Fig. 3.8(a) and eqn. (3.17) to be 209± 50 kHz, which is in good
agreement with the technical specifications of the lasers.

The estimation precision of the RI and dphy in phase-based estimation are in the order of 0.14% and
0.07% respectively, whereas for amplitude-based estimation they are around 6%. Thus, phase-based
material characterisation is significantly more precise than the amplitude-based method. Besides,
both the implemented algorithms lack extraction of complex RI as a function of frequency. Such
features are already available for a pulsed PVNA [34] and can be easily implemented for the CW case
too. An obvious drawback of material characterisation using Fabry-Pérot features is that the fitting
accuracy depends on the fscan with respect to the optical thickness of the DUT, i.e, precisely on the
ratio r = 2doptfscan/c0. Fitting accuracy significantly decreases if the ratio becomes r < 2. Simply put,
very thin samples must feature a high RI or vice versa. In such cases, zero-padded time-of-flight-based
estimates can be more precise. An example imaging application using this technique is demonstrated
later in this chapter.
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Figure 3.8.: Plots in (a), (b) and (c) show the measured standard deviation as a function of the total
optical path-length difference at the receiver for optical thickness, physical thickness and
refractive index, respectively. The standard deviation is measured over 25 measurements
of the same pixel on the DUT. The dashed lines act as a guide for the eye. Standard
deviations decrease with decreasing ∆dopt for all the estimates from the Fabry-Pérot
magnitude and phases. Adapted from [66].

3.3.2. Modelling of multilayered structures

We demonstrate that the estimation of the material characteristics of single-layered dielectric DUTs
from the Fabry-Pérot oscillations is very precise. However, for multilayered structures, the correspond-
ing analytical Fabry-Pérot equations become increasingly complex with the number of layers and
consequently, extremely tedious to evaluate, even with the aid of the well known optical transfer
matrix method [131]. Alternatively, an estimate of the S-parameters of multilayered DUTs can be
numerically obtained using T-parameters [132] calculated from the S-parameters of individual layers.
In this section, the modelling methodology of multilayered structures is briefly discussed.
The S-parameter matrix of a single layered DUT, Sl1, can be written as

Sl1 =

[︃
RFP TFP · e−jk0dphy

TFP · e−jk0dphy RFP

]︃
, (3.18)

where TFP and RFP are the complex field transmission and reflection coefficients calculated from
(3.10) and (3.11) from the estimated RI and thickness of the individual layer. Figure 3.9 shows a
multilayered DUT, which can be alternatively considered as a cascaded structure of multiple single
layered structures. Subsequently, the overall S-parameters of the multilayered DUT can be calculated
by multiplying T-parameters of individual layers obtained from their scattering matrices and finally,
reevaluating the overall S-parameters back from the T-parameter-product. The scattering matrix relates
the reflected power wave at each port to the transmitted power waves into each port (c.f. eqn. (1.4)).
However, in cascaded models shown in Fig. 3.9, the output power waves of an individual layer acts as
the input power waves of the consecutive layer, thus expressing the power waves in terms of input and
output is beneficial in this scenario. The transfer matrix (T-matrix) relates the power waves as
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Figure 3.9.: Schematic of a multilayered DUT. The multilayered structure can be considered as a
cascade of multiple single layer structures.

[︃
b1
a1

]︃
=

[︃
T11 T12
T21 T22

]︃
×
[︃
a2
b2

]︃
, (3.19)

where the subscripts of the power waves a and b represent the two ports when each layer is individually
characterised using the VNA. Individual parameters of T-matrix can be defined in conjunction with the
S-parameters as

T11 =
−det([S])

S21
T12 =

S11
S21

T21 =
1

−S22
T22 =

1

S21
, (3.20)

where det(·) calculates the determinant of a matrix. For multilayered DUT, the T-martices of individual
layers ([Ti]) are multiplied to find the total T-matrix for the multilayered structure, [Ttotal]

[Ttotal] =

N∏︂
i=1

[Ti]. (3.21)

The S-parameters of DUT are finally calculated back from [Ttotal] using the following relations:

S11 =
T12
T22

S12 =
det([Ttotal])

T22
S21 =

1

T22
S22 =

−T21
T22

. (3.22)

This analytical modelling technique fails for multilayered structures with perfectly reflecting layers,
i.e., with perfect electric conductors, as S21 for the said layer is null and all the parameters of the
T-matrix become undefined. To circumvent this issue, a very small value for S21 can be assumed to get
an approximate analytical model. We also note that it is not necessary to assume individual layers
to be symmetric, i.e., S11 = S22 and S12 = S21, to generate this multilayered model. If the full set of
S-parameters for any individual layer is available, the corresponding T-matrix can be calculated using
equations in (3.20) and cascaded with other layers using equation (3.21).
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3.3.3. Vectorial optimisation of multilayered models

Multilayer modelling, in conjunction with a multidimensional parameter optimisation, can be used
for the estimation of individual layer characteristics from the measured S-parameters of multilayered
planar structures. This is done by finding the best fit between the measured data and an assumed
multilayered model. A vectorial implementation similar to Nelder-Mead simplex algorithm (NMA) for
minima finding [133] is developed in the course of this thesis to optimise characteristic parameters of
individual layers in a multilayered DUT. A simplistic explanation using two optimisation parameters, x
and y is visualised in Fig. 3.10(a). In a three-dimensional space, x and y axes indicate the parameters to
be optimised and the vertical z-axis indicates the error between measured and estimated S-parameters.
For a specific set of S-parameters, a single error minima is assumed at (xmin, ymin). A triangular ABC
plane is created by any three points on this imaginary error plane, where point C is calculated to have
the minimum error. The area vector is then calculated at C as the cross-product between

−→
AC and

−−→
BC,

which is normal to the plane of the triangle. The orientation of the area vector represents the tilt of
ABC on the error plane and its projection on the x− y plane indicates the direction of lower error.
A new point is calculated from C by adding a predetermined displacement factor to the unit vector
in the direction of projection, which replaces the previous point of maximum error to create a new
triangular plane. This process is iteratively followed using adaptive displacement vectors to reach the
minimum of the error plane. The movement of the triangular plane is analogous to s ball rolling in the
gravitational plane, represented here by the error plane.
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Figure 3.10.: (a) The minima-seeker point is modelled as a ball placed on a gravitational plane repre-
sented by the error plane. The minima-seeker point always moves towards the projection
of vector V⃗ on x− y plane. (b) The traced movement of the simulated seeker-point over
a simulated error plane. The red cross represents the starting point and the green cross
marks where the seeker point reaches at the end of the minimisation process, which is
the error minimum.

Fig. 3.10(b) shows an optimisation trace of a minima seeker point which adaptively moves from a
random location of the red cross to the position of minimum error indicated by the green cross. The
movement of the seeker point is completely heuristic, i.e., the point has no a-priori information about
the entire error plane. The direction of movement is determined only by the errors of three points of the
△ABC. This, at times, can result in parameters being optimised to a local minimum. In such cases, the

49



optimisation must be restarted from another starting point. The two-parameter optimisation is further
generalised for N parameters, where the calculation of area vector using cross-product is substituted
by wedge product [134], commonly employed in Grassmann algebra [135]. The displacement vectors
are adaptively updated following an additive increase and multiplicative decrease algorithm [136],
used for congestion control in Transfer control protocol (TCP) networks.

The optimisation algorithm

The vectorial optimisation algorithm optimises a model withN degrees of freedom, henceforth referred
to as parameters, by minimising its Norm-2 distance from the measured data. Figure 3.11 shows the
flow-diagram for two parameter optimisation process. For the more generalised case, we list the steps
for optimising N parameters simultaneously. The algorithm takes three N × 1 arrays as inputs for an
N -parameter optimisation, namely upper and lower limits of the N optimisation parameters and their
resolution accuracy of estimates, in order.

1. In the initialisation step, the algorithm computes three parameters:
a) an initial displacement value D,
b) a running displacement threshold, Dth = D/2 and
c) the minimum threshold displacement Dmin.

2. We choseN+1 points on theN -dimensional plane created by the input bounds of the optimisation
parameters. For example, assuming two optimisation parameters x and y, the three initial point
vectors are set to (xmax, ymax), (xmax, ymax − ∆ylim/4) and (xmax − ∆xlim/4), where ∆xlim
and ∆ylim are the optimisation span for parameters x and y respectively. Each point represents
a set of parameters describing the analytical model. We set the N + 1th dimension of each point
as the error between the measured data and the analytical model. Pset is a matrix of order
(N + 1)× (N + 1) containing the N + 1 points.

3. Iterative optimisation continues until either Dth becomes less than Dmin, i.e. expected optimisa-
tion accuracy for the parameters is attained or maximum number of iterations is reached.

a) We determine
−→
P min as the point with minimum error in Pset.

b) N line vectors (
−→
V1,
−→
V2, ...,

−→
VN) join other N points to the

−→
P min.

c) The wedge product
−→
Vp of all N vectors at

−→
P min is calculated as

−→
Vp =

⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓
e1̂ e2̂ ... êN+1

V1,1 V1,2 ... V1,N+1

V2,1 V2,2 ... V2,N+1

...
VN,1 VN,2 ... VN,N+1

⃓⃓⃓⃓
⃓⃓⃓⃓
⃓⃓ , (3.23)

where êi is the unit vector in i-th dimension, |M | is denotes the determinant of the matrix
M , Vj,k is the component in k-th dimension for j-th vector. For N = 2, eqn. (3.23) is the
cross-product of

−→
V1 and

−→
V2.

d) The projection of
−→
V p on the N -dimensional plane formed by the optimisation parameters

(
−→
V p,N ) indicates the direction of lower Norm-2 error. A new point vector P⃗new is estimated
as P⃗min +D · V̂ p,N , where V̂ p,N is the unit vector along

−→
V p,N .
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modelled and the measured values, where the deeper the blue, the lower is the error.
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e) If
−→
P new exceeds the limits along any dimensions, it is reflected inside the limiting bounds

along those dimensions. This keeps the optimisation algorithm within its limits.

f)
−→
P new then replaces the point vector with maximum error in Pset.

g) D and Dth are additively increased in each iteration. However, when |
−→
P new−

−→
P min| < Dth

or the distance of current
−→
P new from a previously calculated

−→
P new is less than Dth, they

are multiplicatively decreased. The multiplicative decrease helps in accurately finding the
error minimum, whereas, the additive increase maintains an optimal displacement rate to
reach the minimum faster.

4. The final Pnew is returned as the optimal point with minimum error when the iteration ends.

The optimisation time depends on the complexity of the error calculating function and expected
accuracy of the fitting parameters, and hence, number of iterations. Additionally, better optimisation
results are obtained when individual parameter limits are either normalised or are scaled to the same
order of magnitude, such that optimisation of one parameter does not outweigh the others. Next, we
use this vectorial optimisation technique to accurately model individual layers of a planar 5-layered
distributed Bragg reflector (DBR).

Characterisation of a DBR

The DBR is constructed using 3 layers of HRFZ-Si, each 525± 5 µm thick, separated by air-gaps created
by ≈ 120 µm thick glass spacers glued using a cyanoacrylate-based adhesive (e.g. SuperGLUE™).
The measured magnitude and phase of the transmission and reflection coefficients obtained from
S-parameters are plotted in Fig. 3.12. The dotted black lines show the numerically obtained values for
the same using multilayer modelling, in conjunction with the vectorial optimisation algorithm. The
thicknesses of individual layers are optimised, with an estimation accuracy of 200 nm, assuming the
refractive indices of air and HRFZ-Si to be 1 and 3.416, respectively.

Table 3.3.: Estimated individual layer thicknesses of the DBR. The layer thicknesses are in microns.
Data set Si Air Si Air Si Residual Error
Only |S11| 528.10 131.88 526.65 140.72 523.52 16.89
Only |S21| 527.04 124.37 528.20 129.60 526.29 10.20
|S11| + |S21| 527.93 136.18 526.66 146.57 522.68 8.50 + 16.60

The estimated thicknesses of individual layer are tabulated in Table 3.3. Three cases are considered,
where in the first two, the thicknesses are estimated just from the |S11| and |S21| parameters respectively,
and the third one estimates from both the S-parameters simultaneously. The estimated thicknesses
of HRFZ-Si are well within the error range of their physical measurements. The air-gaps are larger
than 120 µm, as a 5− 10 µm thick layer of cyanoacrylate glue is expected at each facet of glass spacers.
Also unsurprisingly, the residual error of the third estimation is much lower than that of the former
two, as both the S-parameters offer more information than any of them individually.

A caveat of estimating symmetric multilayered structures using the vectorial optimisation technique
is that the order of the layers can be reversed depending on the starting point of the optimisation.
This occurs simply because |S21| = |S12| and |S11| = |S22|, i.e., there is no distinction in S-parameter-
magnitudes between N layers stacked in order 1 → N or N → 1 in the numerically estimated
S-parameters from the model. Consequently, there are always two positions where the Norm-2 error
between the simulated and measured S-parameters are minimal and both solutions are valid. If
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Figure 3.12.: Plots show themeasured S-parameters of aDBRbetween 550−765GHz. The black dotted
line shows the best-fit multilayered model to the measured data obtained using vectorial
optimisation. The optimisation limits for individual silicon layers are between 500 −
550 µm and for the air-gaps between 100−150 µm. The free-space VNAmeasures relative
phase of the DUT and hence, there is a offset between the estimated and measured
phases in the second and fourth graph.

S-parameter-phases are also considered in calculating the Norm-2 error, this ambiguity can be resolved,
however, the phase-offset between themodelled and themeasured phases must be corrected beforehand,
along with potential phase alterations arising due to misalignment of the DUT. Appendix A.2 contains
further performance comparisons between the vectorial optimisation and the Matlab™implementation
of Nelder-Mead algorithms and more examples of the thickness estimation of multilayered thin films.

3.3.4. Terahertz imaging

The amplitude and phase information of the S-parameters can be further utilized for surface imaging
of nanometric structures using THz waves. Multiple HRFZ-Si samples with varying surface structure
heights between 50 nm to 10 µm are demonstrably imaged in this thesis using the free-space PVNA.
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The images of the structured DUT surface are reconstructed utilising only the S21 parameter in two
distinct ways, namely from estimated time-of-flight data and evaluating the Fabry-Pérot phase changes.
The frequency range of measurement is set to 0.6 − 0.8 THz to have a considerable system DNR of
∼ 30 dB.

Sample

TPX lens

TPX lens

Parabolic mirror

Parabolic mirror

Transmitter

ReceiverOptical connections

Electrical connections

THz path

2D stage

Raster scan

Figure 3.13.: Measurements setup for 2-D imaging in transmission geometry. Adapted from [67]
©2022 IEEE.

Fig. 3.13 shows a schematic of the CW imaging setup, which is a modification of the PVNA schematic
depicted in Fig. 3.1. The polarisers are removed here as only S21 is the parameter of interest. The DUT
is mounted on a two-dimensional motorised stage for conducting single-pixel raster-scan and is placed
between two TPX lenses which focuses the THz beam on to the sample. The radius of the THz beam
spot on the sample is ≈ 550 µm at 0.8 THz. Frequency sweeps are carried out between 0.6− 0.8 THz
for each position of the raster scan, referred henceforth as pixels, with a frequency resolution of 50
MHz. A total area of 25× 25 mm2 is scanned. The pixels are separated from each other by a distance
of 0.5 mm, thus resulting in a total of 2, 601 pixels.

Imaging from time-of-flight estimates

Using Nyquist criterion, a frequency scan of 200 GHz allows for a temporal resolution of 5 ps, cor-
responding to an optical thickness resolution of 1.5 mm. To record smaller thickness changes, a
frequency scan over a larger bandwidth is necessary, which is constrained by the operational bandwidth
of the PVNA and the measurement time. However, if smaller frequency scans are first windowed

54



and then, zero-padded before calculating the IFT, its measurement bandwidth increases artificially,
and consequently, the temporal resolution of equivalent time-domain pulse. Thus, more accurate
thickness estimates can be obtained. Figure 3.14 shows an example image of a 10 µm Siemens star
(dopt ≈ 34 µm) etched on a 520 µm thick HRFZ-Si wafer. Figure 3.14(a) has the usual optical thickness
resolution of 1.5 mm and hence, the Siemens star is not visible. In Fig. 3.14(d), as the frequency scan
is elongated by a factor of 50 using zero-padding, the resolution of the corresponding IFT reduces
to 30 µm and the relative thickness differences of the HRFZ-Si wafer becomes decipherable and the
Siemens star becomes visible.
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Figure 3.14.: The series of images show measurements of a 10 µm deep Siemens star etched on a
525 µm thick HRFZ-Si wafer. Figures (a - d) show the image enhancement by enhancing
the delay resolution by a factor of 1, 10, 20 and 50, respectively, by zero-padding of the
scan data. Adapted from [67] ©2022 IEEE.

Surprisingly, the image of the star can also be reproduced using order 10 and 20 zero-padding (c.f.
Fig. 3.14(b) and (c)), where the thickness resolutions are 150 µm and 75 µm respectively, i.e., 2− 5
times higher than the optical thickness of the star. This happens coincidentally as the two peaks of the
equivalent pulses arising from 520 µm silicon and its ≈ 486 µm etched area resides in separate Fourier
transform bins. In other words, due to the discrete nature of the data, the two peaks approximate
to two different thickness values separated by the aforementioned resolutions. This phenomenon
indicates that if the zero-padding order is changed incrementally, surface images can be reconstructed
for structures much smaller than the thickness resolution defined by the Fourier limit.
To test the limits of this zero-padding enhanced thickness resolution technique, we further image

a HRFZ-Si sample with silicon nitride (SiN) of thicknesses of 350 nm (corresponding to an optical
thickness of 714 nm [66] respectively) deposited atop using chemical vapour deposition. A zero-
padding order of 2000 is used to reconstruct the image. Additional image extraction and enhancement
steps are necessary to evaluate these nanometric structures for two reasons. Primarily, the thickness of
a polished wafer is not uniform throughout and has a surface warping of about 4− 5 µm [66]. This
overshadows the Siemens star, which is thinner by a factor of 10. Secondarily, the frequency of the DFB
lasers drift (∂fL) during the lengthy raster scan altering the measured ∆dopt over a set of consecutive
pixels. The error induced by the surface warping for the host wafer is significantly larger than the one
induced by the latter and hence, is corrected from the estimated sample thicknesses before correcting
for the errors induced by the laser drifts.
Fig. 3.15 shows the detailed image extraction process for such nanometric structures. The height

estimations of the 350 nm DUT using zero-padding followed by peak-finding of the equivalent time-
domain pulse are plotted as functions of the scanning distances in horizontal (x) and vertical (z) axes
in Fig. 3.15(a). The star is not visible here. We then calculate the warping plane of the silicon wafer by
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Figure 3.15.: (a)-(e) show the image processing steps of the measured 350 nm SiN deposition into
520±5 µm thick HRFZ-Si wafer. (f) shows the corresponding opticalmicrograph. Adapted
from [67] ©2022 IEEE.

fitting a fifth order plane representing the localised 2-D mean of 3.15(a) as functions of x and z, shown
in Fig. 3.15(b). The warping plane is subsequently subtracted from Fig. 3.15(a) to obtain Fig. 3.15(c),
in which the 350 nm high structure is discernible but is still affected by the apparent horizontal lines of
localised noise. These horizontal artefacts are the laser drifts. These artefacts are considerably, but
not completely, reduced by calculating the mean for each horizontal line scan (c.f. Fig. 3.15(d)) and
subtracting it from Fig. 3.15(c) to obtain Fig. 3.15(e). With additional contrast enhancement, the
star-structure becomes clearly visible. For comparison, a microscopic image of the DUT is added in Fig.
3.15(f). Therefore, an important limiting factor for imaging is the stochastic phase drifts of the DFB
lasers which add noise to the image.

An exemplary 2000-order zero-padding, in this case, increases the number of sample to be processed
to ∼ 8 × 106. This significantly increases the computation effort for such nanometric structures.
However, since the only significant data-point of the equivalent time-domain pulse is the position of
its maxima, down-sampling of the frequency scan can carried out before its IFT, which decreases the
computational load. A 10-fold down-sampling of the frequency sweep reduces the evaluation time by
an order of magnitude, without any significant loss of image quality [67]. We note that, an additional
low-pass filter is essential before down-sampling to remove aliasing effects.
Figure 3.16(a) shows the THz image of a 10± 5 µm thick Cling wrap (dopt ≈ 16 µm) attached to a

metal reflector with a 40± 5 µm thick adhesive tape (dopt ≈ 64 µm). Both the wrap and the adhesive
tape are manufactured from Polyvinyl Chloride (PVC) (npvc = 1.63, absorption ≈ 86 dB/cm [34]). We
scanned the DUT in reflection geometry between 0.6− 0.8 THz and used a 100-order zero-padding to
generate the THz image. The optical image is added for comparison in Fig. 3.16(b). The adhesive
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Figure 3.16.: The THz (a) and optical (b) images of 10 ± 5 µm thick Cling warp stuck on a metallic
plate with a 40± 5 µm thick adhesive tape. Adapted from [67]. ©2022 IEEE.

tape is clearly visible in the THz image, along with two dust-specks stuck underneath at a distance
of 12.7 mm apart. On a closer inspection, we also see the edge of the Cling wrap at the top-right
corner of the THz image and below the adhesive tape. This demonstrates an absolute optical thickness
resolution of ∼ λ/15, which can be further enhanced using higher order zero-padding. In contrast to
the Fabry-Pérot-based thickness estimations, the time-of-flight measurements with enhanced resolution
can visualize thin-films of low RI, absorptive materials, without any necessary thick, high RI substrate.

Zero-padding does not add additional information in the equivalent time domain signal. As a result,
zero-padded IFT cannot distinguish between the reflections from the multiple interfaces between very
thin layers in a multi-layered samples, if they are not already distinguishable in the non-zero-padded
IFT. Thus, the estimated optical thickness of thin structures such as 350 nm SiN layer is the mean
thickness of the HRFZ-Si substrate with and without SiN depositions. An approximate deposition
thickness can be estimated from accurate knowledge of the host-wafer thickness and RI of the deposited
layer. This can be easily estimated using the phase information of the S21 parameter at a reference
location on the host wafer where no other structures are present.

Imaging from Fabry-Pérot phase fitting

The DUT is a 510± 5 µm thick HRFZ-Si wafer with a 240 nm thick of SiN deposited using chemical
vapour deposition (CVD) in form of a similar 25× 25 mm2 large Siemens star. The optical-thickness of
the DUT at each of these measurement points is evaluated from the phase of the S21 parameter, as it is
less erroneous compared to thickness evaluation based on amplitude of the Fabry-Pérot oscillations.
Since the deposited SiN layer is very thin with respect to the silicon substrate, the measurement error
induced by assuming the DUT to be only surface-structured silicon is negligible. Fitting the phase of the
measured S21 parameters to eqn. (3.16), an optical thickness map of the DUT is obtained. The physical
thickness of the DUT is estimated considering a constant RI of silicon, i.e., nsi = 3.416, obtained from
the single layer characterisation by Fabry-Pérot phase-fitting described in section 3.3.1.
Figure 3.17(a) shows the estimated 2-D height profile of the DUT, i.e., HRFZ-Si with 240 nm of

deposited SiN on top. The seemingly planar silicon surface has a warping of ≈ 4 µm and hence, the
240 nm high Siemens star is invisible in the image. As demonstrated earlier, the mean surface warping
is calculated by fitting the entire height-map to a fifth order plane function, shown in Fig. 3.17(b), and
is subtracted from the raw height-profile of Fig. 3.17(a). The Siemens star is revealed in Fig. 3.17(c).
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Figure 3.17(d) shows the geometrical height measured as function of displacement along y-axis at
x = 8 mm, indicated by the white arrow in Fig. 3.17(c). The height profile follows the expected values
for the Siemens star shown by the dashed black line. Furthermore, the average optical thickness of the
star is calculated to 490± 160 nm, corresponding to a RI of 2.04± 0.19 [66]. The evaluated RI of SiN
is lower than the literature value of 2.75 [137] of its crystalline variant at infra-red frequencies, which
is expected as the SiN deposited using CVD is usually amorphous.
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Figure 3.17.: Measurements of nanometric SiN Siemens stars deposited on a silicon wafer. (a)
Recorded Terahertz image. (b) Warping of the silicon wafer. (c) THz image of the 240
nm thick SiN Siemens star after subtracting the warping of the silicon wafer and image
enhancement. (d) Actual height profile of the column indicated by the white arrow in (b).
Adapted from [66].

The THz-imaging system utilizing the Fabry-Pérot pattern in the phase of the S21 parameter can be
similarly employed to image an extreme range of thickness differences, from as small as λ/7500 to
λ/10000 to as high as 10λ [66]. However, the scan window should be at least larger than a complete
Fabry-Pérot oscillation period to attain good fitting accuracy during thickness estimation. Therefore,
the presence of the HRFZ-Si substrate is important in case of measuring thin films to increase the
absolute cavity length and proportionally decrease the oscillation period of the induced Fabry-Pérot
resonator. Each individual scanned point is evaluated independently and the random drifts of the DFB
lasers occur at a slower rate than the total scanning time per point, rather than the total scanning
time of the sample (∼ 22 s). The slow phase drifts of the DFB lasers do not affect the measurement
noise considerably. With all aforementioned conditions fulfilled, the theoretical minimum thickness
resolution achievable in such a free-space VNA is given by [66],

∆hFP =
1

ηfit
· nsidsi
nobj

· δfL
fscan

, (3.24)

where, dsi is the physical thickness of the host silicon wafer, ηfit is a measure of the fitting efficiency,
nobj is the RI of the deposited thin-film material, δfL is the frequency stability of the DFB lasers during
one frequency sweep, which in this case is previously calculated to 209 ± 50 kHz and fscan is the
scanning bandwidth. The height resolution of this system is ≈ 22 nm [66], which is comparable to the
minimum reported thickness resolution obtained by far-field thickness measurement systems, generally
employing pulsed-lasers featuring at least 10− 20 times higher bandwidths [27], [138]. We prove this
by imaging a 50 nm thick silicon carbide (SiC) star deposited on 510 µm thick HRFZ-Si substrate in
Fig. 3.18(a). The star-pattern is clearly visible in the THz image, however, the image is noisier than
Fig. 3.17(c), which indicates that we are close to the measurement limit. Figure 3.18(b) shows the
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estimated height profile of the line marked by the green arrow in Fig. 3.18(a). A optical micrograph is
presented in Fig. 3.18(c).
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Figure 3.18.: Measurements of nanometric SiC Siemens stars deposited on a silicon wafer. (a) Ter-
ahertz image of the 50 nm thick SiC Siemens star after subtracting the warping of the
silicon wafer and image enhancement. (d) Actual height profile of the line indicated by
the green arrow in (a). (c) shows an optical micrograph of the DUT with the Siemens
star. Adapted from [66].

To summarise, we demonstrated two imaging techniques, namely, by measuring the time-of-flight
data and fitting Fabry-Pérot phase to the measured S21 parameter acquired from a 200 GHz frequency
scan with the PVNA. Nanometric depositions on HRFZ-Si wafer are successfully imaged using a band-
width of mere 200 GHz between 0.6−0.8 THz. The clarity of Fabry-Pérot based images are significantly
higher than that of the zero-padding based technique. However, the zero-padded-imaging technique
circumvents three hurdles of Fabry-Pérot-based imaging. Firstly, the image quality is independent of
the sample thickness as it does not necessitate full Fabry-Pérot oscillation periods for the data-fitting.
Secondly, since IFT is significantly faster than fitting, the data evaluation for thicknesses higher than
a few microns is considerably faster, and comparable for nanometric structures if additional down-
sampling is employed. And lastly, the maxima-locator technique is not influenced by the measurement
noise, given the homodyne fringes are discernible in the frequency sweeps. This happens because the
overall measurement noise is redistributed over a hugely increased number of samples and it does not
induce a location shift of the peak-maxima.
The zero-padded-imaging technique is limited to single layered samples and has a worse depth

resolution of dopt ≈ 500 nm compared to Fabry-Pérot based estimations, which is about an order of
magnitude worse. Furthermore, unlike Fabry-Pérot based imaging, the individual pixel estimates are
not independent of the overall frequency drift of the DFB lasers. A single pixel scan takes about 20 s,
thus a total raster scan runs over ∼ 12 hours. These laser drifts are significant in this time scale and
add additional noise to the image. The deterministic part of the noise, i.e., the gradual changes in the
laser frequency, can be calibrated out but the stochastic components cannot be easily removed.
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4. Passive Waveguide Components

The miniaturisation of the free-space PVNA requires a waveguide architecture to transform the free-
space THz beam into a guided one. The transmission media in Fig. 3.1 is redesigned using dielectric
waveguides, which do not necessitate bulky optical components, such as TPX lenses, parabolic mirrors
or polarisers. Even the silicon lenses of the active devices, necessary for their free-space operation, can
be discarded. We note here that due to the unavailability of suitable material to manufacture THz
transmitters in-house, we use a commercial, free-space P-I-N diode-based transmitter from Fraunhofer
Heinrich Hertz Institute/Toptica photonics AG. Hence, the miniaturised PVNAs are not yet fully integrated
and waveguides are thus designed to incorporate free-space in-coupling of THz power. The THz
receivers in the semi-integrated PVNA are based on ErAs:In(Al)GaAs photoconductors (see section
2.2.2) and are elaborately discussed in chapter 5. In this chapter, we focus on the passive waveguide
components. The contents of this chapter are published in [70], [71] and some of the chapter’s plots
are adapted from the aforementioned publications.

4.1. Silicon-on-insulator waveguide architecture

The rectangular waveguides are fabricated using HRFZ-Si (ϵr,Si = 11.67 [34], resistivity > 10 kΩ-
cm [139]), chosen due to their extremely low material losses at THz frequencies and considerably
high permittivity, and consequently, high mode-confinement inside the guiding silicon. Figure 4.1(a)
illustrates a rectangular HRFZ-Si waveguide mounted on a low-loss, lower RI substrate. We use Qz and
HDPE as substrates in this work as they are known to have lowest losses in the THz regime and feature
considerable low RIs. As the guided wave in open-waveguide structures extends into the surrounding
media with its evanescent field components, an effective RI of the guided mode is calculated as integral
of the local power across the mode profile weighted by the local RIs. Even though the dielectric guiding
structure theoretically offers an infinite single-mode bandwidth, the propagation constant of the guided
mode (see eqn. (2.43)) becomes imaginary at lower frequencies for inhomogeneous surrounding
media. This introduces a lower cut-off frequency for the waveguide modes. Put in other words, if the
effective RI of the guided mode ng becomes lower that the RI of the substrate, the propagating wave
leaks into the higher-RI substrate and is not guided further. This usually happens at lower frequencies
when the sufficiently large evanescent field in air reduces the effective RIs of the waveguide modes
below the RI of the substrate.

Simulation snapshots in Fig. 4.2 show the electric field propagation through the designed waveguides,
supported by a Qz substrate (nqz =

√
ϵr,qz ≈ 2.12 [34]). At f ≤ 0.5 THz, the ng of the fundamental

Ex
11 mode is lower than nqz, which causes a part of the propagating wave to leak towards the substrate

and this sets a lower cut-off for the fundamental mode. The HDPE substrate (nPE ≈ 1.55) reduces
this lower cut-off frequency to ≈ 0.451 THz. With increasing frequency, as the guided mode gets more
strongly confined within the HRFZ-Si structure, the substrate leakage becomes negligible and the
transmission losses depend only on the material properties.

The modes supported by the waveguides are based on the number of possible maxima/minima along
the cross-section of the travelling wave. Since the wave outside the guiding silicon is evanescent, the
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Figure 4.1.: (a) Schematic representation of the planar waveguide architecture where the HRFZ-Si
guiding structure is supported by either a Qz or a HDPE substrate. (b) A scanning electron
microscope (SEM) image of the etched silicon waveguide with some residual photoresist
atop. The etched walls of the waveguides have a longitudinal roughness in the order
of ∼ 100 nm, whereas the vertical periodic undulations caused by the deep reactive-ion
etching (DRIE) process are between 7− 10 nm. Adapted from [70].
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Propagation Direction

Figure 4.2.: Simulations of the guided fundamental mode at frequencies 0.5, 0.6 and 0.7 THz. The
black rectangular structure represents the waveguide. At 0.5 THz, the wave significantly
leaks into the Qz substrate. At 0.7 THz, the substrate leakage becomes negligible and the
guided fundamental mode is strongly confined within the HRFZ-Si guide. Adapted from
[70].

extrema are only feasible in the cross-section of the guiding dielectric hwg × wwg. Additionally, eqn.
(2.46) gives an estimate of the largest waveguide dimensions to support only fundamental mode as

Qx,(y) =
λ√︁

ϵ1 − ϵ0,(2)

=
c0

fTHz
√
ϵr,Si − ϵr,eff

, (4.1)

where c0 is the speed of light in vacuum and ϵr,eff is the effective relative permittivity of waveguide
surroundings. We aim for a waveguide architecture which is operable over several octaves (0.5−2 THz)
to complement broad bandwidth of the THz active devices. This inevitably leads to overmoded
waveguides. We design the HRFZ-Si waveguides such that they support only a single maximum along
its height for the entire frequency range 0.5− 2 THz. This is necessary to prevent mode conversion
along the vertical dimension of waveguide as it cannot be later rectified owing to the planar waveguide
architecture. Thus, we need to ensure that the height of the waveguide hwg is smaller than Qy. Using
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fTHz = 2 THz and ϵr,sur = (ϵr,air + ϵr,Qz)/2 ≈ 2.76 in eqn. (4.1), we get Qy = 50.23 µm. Subsequently,
setting the waveguide height hwg = 50 µm in CST® microwave studio, we optimise the width wwg of
the silicon waveguide such that the lower 3-dB cut-off frequency of the waveguide is 0.5 THz. The final
waveguide dimensions obtained from the numerical simulations are 200× 50 µm2. We note that the
HDPE substrate reduces Qy to 47.5 µm. In this case, the 200× 50 µm2 waveguides support only one
vertical mode till ≈ 1.90 THz.

As closed-form analytical solutions are not available for open waveguide structures, numerical simu-
lations are necessary to estimate the propagation characteristics of the guided wave through dielectric
waveguides. However, to have an intuitive understanding of the wave guidance and, subsequently, the
reasonableness of the simulation results, we must reflect back on the orthogonality of the propagating
modes in a waveguide and the corresponding coupled-mode theory (see section 2.1.3). In essence,
inter-modal power coupling between the guided and radiating modes are triggered by waveguide
perturbations, like curvature, tapers, etc. Power coupled to the radiating modes is lost, whereas,
the guided modes carry power through the waveguide length. Since, the waveguide architecture is
planar with (ideally) no perturbations along the vertical axis (y-axis), mode conversions, neither to
guided-modes nor to the radiating modes, are expected during propagation. Assuming the wave inside
the waveguide is propagating in the positive z-direction and a higher mode-confinement in the guiding
HRFZ-Si, we can approximate the electric field distribution for the modes along the lateral x-axis as
[140]

Ep(x) = cos(kx,px) ∀p = 2n and
Ep(x) = sin(kx,px) ∀p = 2n+ 1, (4.2)

where, kx = (p+1)π/wwg and n is an integer. This approximation is true at higher operating frequencies
at which the evanescent fields along the lateral axis can be neglected. At lower guided frequencies, the
effective waveguide width to calculate kx must be slightly larger than wwg. Furthermore, the electric
field of even modes follows Ep(x) = Ep(−x) and hence, are called symmetric modes, whereas the
electric field of the odd modes are anti-symmetric as Ep(x) = −Ep(−x). The electric field intensity of
any pqth propagating mode from equations (2.23 - 2.27) and (4.2) approximates as

Ex
pq(x, y, z, t) = CpqEp(x)Eq(y) exp(γz − jωt), (4.3)

where γ is the complex propagation constant (cf. eqn. (2.52)) and Cpq is the coupling coefficient
signifying the fraction of power coupled to pqth mode. Eq(y) stays invariant throughout the whole
waveguide. The lateral perturbations in the guide essentially alter the coupling coefficients Cpq of the
guided as well as radiating modes as inter-modal coupling occurs.

4.2. Free-space measurement setup

Figure 4.3(a) shows the schematic of the modified free-space THz setup to characterise the waveguides.
All waveguides feature a 90◦ bend to minimise the line-of-sight coupling between the THz source
and the receiver. The end-facets of the waveguides are placed at the foci of the TPX lenses (L1 and
L2). Similar to the free-space PVNA, the transmission coefficient is calculated by referencing to a
measurement without waveguide, where the transmitter and receiver modules face each other (cf. Fig.
1.2). Since, the detector current is proportional to the incident THz field, the total transmission loss in
the system Ltot (in decibels) equates to

Ltot,dB = 20 log10
(︃⃓⃓⃓⃓
Iwg

Iref

⃓⃓⃓⃓)︃
, (4.4)
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where, Iwg is the measured detector current with a waveguide in the setup and Iref is reference
detector current. The total measured loss is an accumulation of the coupling losses to the waveguides,
guiding losses through the waveguides and material losses in the waveguides. We will elaborate upon
each of these losses as we progress through this chapter.
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Figure 4.3.: (a) Free space measurement setup for the waveguides. The waveguides are supported
by either Qz or HDPE substrate. (b) Measured beam radius of the free-space Gaussian
THz beam at F and F’. Adapted from [70].

The free-space THz beam in the setup approximately has a Gaussian profile [45]. The 1/e2-diameter
of the beam at its focus dictates the extent of mode-matching at waveguide end-facets and consequently,
the amount of power coupled to the waveguides. The knife-edge technique is commonly employed to
measure Gaussian beam profiles [141], however, we took advantage of an iris diaphragm (circular
aperture with adjustable radius) to estimate the same. Assuming the beam is propagating in positive
z-direction, the fraction of total power transmitted through the iris aperture reads as [142]

Tiris(z) = 1− exp
[︃
− 2ρ2iris
ρ2g(z)

]︃
, (4.5)

where ρiris is the radius of the circular iris-aperture and ρg(z) = ρg0
√︁
1 + (z/zR) is the radius of the

Gaussian beam profile at a distance z from its focus, where its radius is ρg0 and zR = πρg0/λ is the
Rayleigh length of the Gaussian beam. Keeping the diameter of the aperture unchanged, we place
the iris longitudinally at three different locations along the z-axis between L1 and F and measure
the transmitted power. Using eqn. (4.5) and the corresponding relative displacements of the iris,
we calculate the frequency-dependent estimates of the beam diameter at the focus F in Fig. 4.3(b).
Detailed calculations are in Appendix A.3. The estimated beam radius fits excellently to the expected
frequency-dependent Gaussian spot-size reduction for the given set of optical components, such as
parabolic mirrors and TPX lenses, in the setup.
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4.3. Simulations

We use CST® microwave studio to simulate the waveguide characteristics throughout this chapter. In
simulations, a Gaussian beam excites the waveguides, mimicking the measurement setup of Fig. 4.3(a).
The beam radius is ρg0 ≈ 660 µm at 0.5 THz and ≈ 500 µm at 1 THz (see Fig. 4.3(b)). Figure 4.4
shows the complete simulation schematic. The horizontally polarised electric field of the THz beam
excites only Ex

pq modes in the waveguide, Ex
11 being the fundamental mode, with Ex

21 and Ex
31 are the

principle higher order modes. The coupling coefficient to Ex
21 mode, C21, is significantly lower than

C11 and C31 as the mode requires a null along the x = 0 plane. The simulated waveguide structure is
divided into four regions, demarcated by the locations A, B, C and D. Four transparent (non-absorbing)
waveguide ports are placed at the aforementioned locations to monitor the guided EM fields. We use
the transient solver with lowered mesh-count in the simulations for a significantly shorter simulation
time compared to the frequency-domain solver. However, the latter is more accurate, especially the
edges of the simulated bandwidth.

Gaussian
excitation

PVC

HDPE/Qz

HRFZ-Si
Waveguide

D

B
A

C

Figure 4.4.: Simulation schematic for the entire waveguide structure excited by a free-space Gaussian
beam with horizontally polarised electric field and a beam radius ρg ≈ 660 µm at 0.5 THz.
Waveguide ports at locations A, B, C and D are non-absorbing ports, used to monitor the
EM fields at their corresponding positions. The simulation structure has open boundaries
such that no reflections occur at the edges of the simulated structure. The HRFZ-Si
waveguide is placed atop either a HDPE or a Qz substrate and is supported by a PVC layer
underneath.

The waveguide section between the Gaussian beam and A is tapered, which mimics a horn antenna
and is necessary to couple power into the waveguide. The sections AB and CD are straight guiding
structures and give an estimate for the transmission loss in waveguide. A 90◦ bend between BC is
essential to prevent line-of-sight coupling from the free-space beam to the active devices and is an
integral part of designing passive waveguides structures as splitters, 3-dB couplers, etc. The waveguide
port located at D is orthogonal to the Gaussian excitation and estimates the total travelling power in the
waveguide. Next, we simulate and optimise the waveguide tapers and bends, to obtain their complete

65



set of S-parameters. The transmission characteristics of any substantially complex waveguide structure
can be evaluated by cascading these primary structures, by multiplying their individual T-parameters
to obtain the overall S-parameters.

4.3.1. Bandwidth and multimode operation

The 200 µm width of the waveguides are much larger than Qx calculated from eqn. (4.1) at higher
design frequencies and hence, the HRFZ-Si waveguides support multiple modes along its width.
Simulations also concur this behaviour. Figure 4.5 shows the dispersion diagram of the designed
waveguides. The dashed black line shows the propagation constant of the wave in free-space and the
red-line shows the same in bulk Qz. A mode is only guided if its propagation constant is larger than
that of a plane wave travelling in the bulk substrate. In other words, the lower cut-off frequency of
the guided modes is the frequency at which the dispersion line of the waveguide mode crosses the
same of the substrate. Below this frequency, the power propagating in the modes readily couples to
the radiating modes and is lost.
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Figure 4.5.: Simulated dispersion diagram of the designed HRFZ-Si waveguides supported by Qz
shows the propagation constant of the first three Ex

pq modes. The corresponding trans-
verse electric field distribution is shown in the inset. The propagation constants ofEx

21 and
Ex

31 modes crosses the dispersion line of the Qz substrate at points A and B, respectively.
The propagation constants ofEx

21 andEx
31 modes are smaller than the fundamental mode

and they propagate at higher velocities through the waveguide. Adapted from [70].

We define the bandwidth of waveguides as the frequency band between the lower cut-off frequency
of the fundamental mode and that of the first higher order mode. However, for open-waveguide
structures with inhomogeneous surrounding media, such as the one presented in this thesis, the
travelling power couples from the guided mode to the radiating mode throughout the whole frequency
range of operation. This can be intuitively understood by the higher phase velocity of the propagating
mode in air than in the substrate, which results in a forward-inclined wavefront of the propagating
mode, resulting in radiation into the substrate. With increasing frequency, the mode becomes more
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confined within the high-permittivity HRFZ-Si structure and this leakage loss significantly decreases.
Therefore, in addition to material losses, the fundamental mode loses power due to substrate leakage
even above its lower cut-off frequency.

The single-mode bandwidth of the designed waveguides is the frequency range within which only the
fundamental mode (Ex

11) is guided. The dispersion characteristics of the guided modes in Fig. 4.5
shows that the single-mode bandwidth of the waveguides with Qz substrate is 0.5− 0.75 THz [70].
Using a HDPE substrate changes the single-mode bandwidth to ∼ 0.45−0.7 THz. This is comparable to
the state-of-the-art RHM WR-1.5 waveguides designed for the same bandwidth [33]. Above 0.75 THz,
the waveguide structures support multimode propagation. The coupled mode theory states that, when
multiple modes propagate simultaneously in a waveguide, the modes exchange the total guided power
among themselves as a sinusoidal function of [140]

1. the propagation-distance normalised to the guided wavelength, and

2. the phase-mismatch between the propagating modes.

This results in standing-wave-like oscillatory patterns in the detected signal of field-detectors (sensitive
to the mode-field distribution), such as the ErAs:In(Al)GaAs-based photoconductors. However, with
appropriate excitation and transition structures, such as waveguide bends, splitters, etc., the excitation
of HOMs can be significantly suppressed and these waveguides can be essentially operated in their
fundamental mode over a much larger bandwidth, which we will henceforth refer to as their operational
bandwidth. In practical electronic systems, it is extremely difficult to employ the RHM waveguides
in their overmoded regime as selective mode excitation from electronic sources, like commonly used
Schottky-diode based multipliers, is almost impossible. Thus, at least five different RHM waveguides
(WR-1.5 to WR-0.65) are necessary to measure the bandwidth 0.5 − 1.5 THz. This is expensive
and impractical in designing broadband PVNAs. We note that Mitrofanov et al. have demonstrated
broadband, overmoded operation of dielectric-lined circular metallic waveguides in THz range [143],
[144], however, a free-space pulsed THz transmitter was used to excite the waveguides, in a setup
similar to Fig. 4.3. We will see later in this chapter that the designed HRFZ-Si waveguides have an
operational bandwidth of at least 0.5− 1.5 THz and therefore, are suitable for designing integrated
broadband THz systems.

4.3.2. Waveguide tapers

Waveguide tapers are smooth transitions between two different widths or heights [140]. In this
thesis, we will restrict ourselves only to lateral tapers as the vertical tapers are cumbersome or highly
expensive to fabricate with fabrication techniques used in this thesis. Coupled mode theory says that
such structural perturbations will lead to power inter-coupling between various guided and radiated
modes in the waveguide dictated by the cross-coupling coefficients formulated in eqn. (2.50), also
known as the overlap integral of two modal distributions. For slowly varying structures, where the
waveguide width only adiabatically changes for a∆z change in longitudinal distance, the mode profiles
before and after the ∆z section is almost identical and hence, the overlap integral is ≈ 1. Thus, gentle
tapers suppress mode coupling to the radiating modes and are called non-radiating tapers. Alternatively,
drastic change in waveguide width leads to mode conversion, where propagating modes before the
taper loses its power to another guided or radiating mode. Thus, these are tapers of radiating kind.
Dielectric rod waveguides (DRWs) are an example of the radiating taper, which significantly couples
the guided power from the waveguide to the radiating modes, thus, acting as a radiating element
similar to leaky-wave antennas. In general, non-radiating tapers are better for designing waveguide
transitions, whereas, radiating ones are good as antennas or mode-convertors.
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Out-coupling to free-space Gaussian beam

In the measurement setup, the 1/e2-diameter of the free-space Gaussian beam is orders of magnitude
larger than the waveguide cross-section and hence, some transition structures are necessary to increase
the in-coupling efficiency. Figure 4.6 shows two possible solutions to the coupling problem. A narrowing
taper in Fig. 4.6(a) is radiating and acts as an unidimensional DRW antenna to couple-in THz power
into the waveguides. Similar to the leaky-wave antennas, the taper radiates different frequencies at
different points on the taper and thus, a good mode-overlap with the Gaussian beam is difficult to
achieve over a large bandwidth. In this work, we use the broadening, non-radiating tapers depicted
in Fig. 4.6(b). The idea behind is to excite the fundamental mode in the 1 mm-wide end-facet of
the taper and adiabatically transform the mode to the fundamental mode inside the waveguide. The
broadened taper acts a horn antenna and its gain increases proportionally to the aperture size when
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Figure 4.6.: (a) Narrowing, radiating (rad.) waveguide taper excited by a free-space Gaussian beam
with a beam radius ρg. The width at the end of the 1 mm-long taper is 20 µm. (b) A
broadened, non-radiating (n.r.) waveguide taper used extensively with the designed
waveguides to in-couple power. The final width of the taper is 1 mm and it is 4 mm long.
(c) Comparison of the simulated power coupled to the first three horizontal modes for
the tapers in (a) and (b).
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the aperture efficiency is assumed unchanged (see eqn. (2.82)). The adiabatic taper helps to maintain
an uniform phase-front at the radiating waveguide aperture and consequently, increases the aperture
efficiency.
Figure 4.6(c) shows the power coupled to the first three horizontal modes for both the radiating

(rad.) and non-radiating (n.r.) tapers. The radiating tapers show 1− 2 dB higher coupling efficiency to
the fundamental mode over the whole frequency range. Additionally, it suppresses power coupled to
the Ex

31 mode by ≈ 6− 8 dB above 1 THz. Without any loss of generality, we can treat the waveguide
tapers as transmitting structures due to the antenna reciprocity theorem (see section 2.3). The effective
permittivity of the radiating tapers in Fig. 4.6(a) is much lower than that of the propagating mode.
At the point of radiation, the permittivity lowers so much that the guiding structure cannot sustain
the mode any more and the power is radiated. This significantly reduces reflection at the point of
radiation. Whereas, the non-radiating tapers, due to their broadened HRFZ-Si structure, have a larger
permittivity mismatch at the radiating facet. This causes a reflection, and consequently, a reduced
coupling efficiency to the free-space Gaussian beam. However, broadened end-tapers are easier to
fabricate and to handle than waveguides with narrowed tips and hence, are used as the coupling
structures of choice. Additional cylindrical lenses can be employed to turn the circular Gaussian beam
to a cylindrical one for a better mode-matching at the tapered waveguide aperture. Alternatively,
silicon lenses can be used at the waveguide end-facet to improve the coupling efficiency, however,
both the approaches are counterproductive to the final goal of miniaturisation and integration of the
free-space PVNA components.

4.3.3. Waveguide bends

An analytical solution to the waveguide bends requires solving the wave equations of section 2.1 in
cylindrical coordinates (r, y, φ). The solution involves numerical calculations of Bessel functions with
large and complex indices [145]. Instead, we will use conformal transformation [146] and maintain
the same shape of the Helmholtz equations of the guided modes in the transformed coordinate system
(u, y, φ) as it is in the Cartesian coordinates (x, y, z). Simply speaking, the lateral field distributions
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waveguide section. The transformed RI is an exponential function of the transformed
lateral distance. (b) The smaller the radius of curvature (ROC), the more the mode maxi-
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of eqn. (4.2) after transformation will vary sinusoidally with u, however, the term ku,p increases
exponentially with u. Figure 4.7(a) shows the transform of a circular waveguide bend to an equivalent
straight waveguide schematically. After transformation, the RI profile n(x) of the bend with local ROC
ρwg becomes

nt(u) = n(r) exp
(︃

u

ρwg

)︃
, (4.6)

where u = ρwg ln(r/ρwg) is the transformed radial distance r. We can make two important inferences
about the propagating mode in a bend from the conformal transformation technique:

• Firstly, at certain radial distance ρlim, the transformed RI nt(u) becomes larger than the effective
RI of the guided mode. All the guided power carried by the evanescent fields beyond this point
gradually leaks into the radiation modes in the high-nt region [147]. In other words, the guided
power in the bent section of the waveguide gradually radiates away from the centre of the bend.
This makes the waveguide bends inherently lossy. With higher mode confinement or lower ROCs,
this radiation loss can be substantially suppressed.

• Secondly, the mode is most strongly guided at the position of highest transformed RI. This shifts
the mode profile towards the outer rim of the waveguide bend [140]. Figure 4.7(b) illustrates
such a shift of electric field intensity (E(u)) of the Ex

11 mode along the waveguide cross-section for
three different ROCs R1 ≫ R2 > R3. The simulated field distribution in the insets corroborates
this phenomenon.

The outward-shifted mode profile introduces two further losses in the bends, namely mode-mismatch
between the straight and the bent sections leading to inter-modal coupling losses and increased surface
scattering losses at the outer rim of the waveguide bend. The losses due to mode-mismatch is
proportional to ρ−2

wg [148]. The waveguides are fabricated using DRIE and the waveguide walls feature
an average surface roughness in the order of ∼ 100 nm. These perturbations lead to increased surface
scattering, proportional to the fraction of the propagating power which interacts with the waveguide
walls and roughness variance of the walls [149]. We simulate in CST® microwave studio to optimise
these waveguide bends to have a small ROC, yet minimal radiation and mode-conversion losses.

Circular bends

Circular bends are the simplest to design. Bends with different ROCs simulated in CST® microwave
studio reveal that 2 mm bend radius suppresses mode conversion by 20 dB till ≈ 1.2 THz, where as
a 4 mm radius suppresses it further till ≈ 1.6 THz. The radiation losses mostly occur at the lower
frequencies where evanescent field associated with the guided wave is significant. Simulations in Fig.
4.8 show the wave propagation in fundamental mode through a bend with ROC of 2mm. The substrate
is Qz. We see significant power leakage at 0.6 THz away from the centre of the bend, but also into the
substrate due to its higher permittivity. As the frequency increases to 1 THz, these radiation losses
become negligible.
Since, the mode maxima shifts towards the outer rim of the waveguide as frequency increases,

the propensity of power coupling to the higher order modes is larger at higher frequencies. Unlike
waveguide tapers, this power interchange happens between two successive Ex

pq and Ex
(p+1)q modes.

Thus, using the coupled mode theory and assuming only fundamental mode propagating before the
waveguide bend, the mode at the bend can be expressed as a linear combination of the first two straight
waveguide modes [148], [150]. An outward offset of the straight waveguide section to compensate
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Figure 4.8.: Simulated transverse mode profile of the guided fundamental mode at 0.6, 0.8 and 1 THz.
Adapted from [70].

the outward-shifted mode-profile of the bend increases the mode overlap between the bend and the
straight waveguide modes, thus decreasing inter-modal coupling [91]. However, an offset is only
useful for narrowband waveguides with bandwidths a fraction of their centre frequency. An alternative
broadband solution is to design bends with non-constant ROC.

Non-circular bends

Gradual and slow perturbations suppresses mode conversions. So instead of transforming a straight
waveguide (ROC→∞) abruptly into a bent structure with finite ROC, the local bend radius can be
gradually decreased and later increased to design the waveguide bends. In this thesis we use a sine-
squared function to model the 90◦ bend (see Fig. 4.9(d)). The curvature, in cylindrical coordinates,
reads

r(φ) = A× sin2
(︃
φ

A

)︃
, (4.7)

where φ = A× [−π/4, π/4] and A = 2
√
2ρ̃wg/π is a scaling parameter to adjust the effective radius of

the non-circular 90◦ bend ρ̃wg = Lc/
√
2, wherein Lc is the length of a line connecting the two ends of

the bend. The local curvature κ of the bend reads [151]

κ(φ) =
1

ρwg(φ)
=

|d2r/dφ2|
[1 + (dr/dφ)2]3/2

(4.8)

which for the sine-squared bend in eqn. (4.7) reads

κ(φ) =
2

A

| cos(2φ/A)|√︂
[1 + sin2(2φ/A)]3

. (4.9)
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Here κ is a non-linear function of φ. Numerical analysis of constant, linear, non-linear, trapezoidal,
and offset-circular dependence of κ on φ shows minimum mode-conversion losses for the non-linear
κ− φ dependence [92] and hence, the sine-squared curvature is apt to design the waveguide bends.
The length of the curvature is numerically calculated as [152]

lsin2 =

∫︂ Aπ/4

−Aπ/4

√︂
1 + sin2(2φ/A)dφ. (4.10)
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Figure 4.9.: (a) and (d) show the simulated electric field propagation through a circular and sine-
squared bend, respectively, with ρg̃ = 1 mm. (b) and (e) show the conformal transformed
refractive index distribution for circular and sine-squared bends, respectively. The dashed
black line depicts ρlim, beyond which the transformed RI is greater than the RI of the
propagating mode. The power travelling on the right of the ρlim line is radiated. (c) and
(f) show the simulated |S21| parameters for the Ex

11 and Ex
21 modes for the circular and

sine-squared bends. Ex
21 mode carries equal power as the fundamental mode in the

circular bend above 1.4 THz, whereas it is suppressed by > 10 dB for the sine-squared
bend.

Simulations in Fig. 4.9(a) and (d) show the mode propagation in circular and sine-squared waveguide
bends with an effective bend radius of 1 mm. Unlike the circular bend, the mode in sine-squared bend
depicted in 4.9(d) uniformly deforms to an outward-shifted bend mode, before gradually reverting to
the fundamental mode of the straight section. We note that the radiation losses (and surface scattering
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losses) near the position of maximum curvature in the sine-squared bend is higher than the circular
bend, however, the losses are incurred over a smaller propagation distance. Heat-maps in Fig. 4.9(b)
and (e) show the conformal transformed RI distribution encountered by a guided wave while moving
from a straight section to a bent one. On the one hand, the severe RI jump at the beginning and the
end of the curvature for the circular bends leads to significant mode-conversions. Furthermore, the
propagating power beyond the ρlim line is constantly radiated out of the guided mode. On the other
hand, the sine-squared bend shows gradual and subtle changes in RI over the whole curvature and
hence, both mode conversion and radiation losses are significantly smaller. Transmission coefficients
in plots 4.9(c) and (f) show significantly lower mode conversion for the sine-squared bend. If the
effective bend radius of the sine-squared bend is increased to ≈ 2.3 mm, the power coupled to Ex

21

mode stay below −20 dB over the frequency range of 0.4− 2 THz.

4.3.4. Propagation characteristics

We now stitch together all the simulation results, and their corresponding inferences, to have a
behavioural overview of the propagating wave in the HRFZ-Si waveguides. Plots in Fig. 4.10 show
the evolution of the first three guided Ex

pq modes through the transparent ports at A, B, C and D. The
waveguide curvature between BC is a circular bend with ROC= 2 mm. First, we use a Qz substrate
for the simulations. The straight waveguide sections AB and CD are 1 mm long. The in-coupling
tapered structure is 4 mm long and its end-facet is 1 mm wide. The transient solver is inaccurate at the
band-edges as it simulates over a finite time-window, resulting in large side-lobes of the equivalent BPF
(see section 3.2). Thus, we only limit ourselves to the frequency characteristics between 0.5− 1.5 THz
of the simulations.
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Figure 4.10.: Simulated transmission coefficient (|S21|) of first three horizontal modes Ex
11, Ex

21 and
Ex

31 with respect to the total power of the Gaussian beam at locations A, B, C and D. The
simulated waveguides has Qz as substrate.

At the base of the waveguide taper A, we observe ∼ −15 dB coupling efficiency of the Gaussian beam
to the fundamental mode over the entire bandwidth under examination. Significant power is also
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Figure 4.11.: Comparison of the simulated transmission coefficients of the Ex
11 mode between sub-

strates HDPE and Qz.

coupled to Ex
31 mode at frequencies > 1.2 THz. As expected, the power coupled to the anti-symmetric

Ex
21 mode is at least 40 dB smaller than the fundamental mode. The straight section AB attenuates the

Ex
11 mode significantly below the cut-off frequency of 0.5 THz. The port at C shows significant increase

in power coupled to Ex
21 mode throughout the whole frequency range, whereas Ex

31 mode significantly
loses power. Above frequency 1.4 THz, a significant fraction of power from Ex

11 mode is also coupled
into the Ex

21 mode due to the circular curvature at the bend. All modes undergo some attenuation in
the straight section CD. Thus, the simulated waveguides are essentially operational in fundamental
mode between 0.5− 1.2 THz.
Plots in Fig. 4.11 shows a comparative transmission characteristics of the guided wave when the

waveguides are supported by HDPE and Qz substrates. The port at A shows a higher coupling efficiency
to Ex

11 mode at lower frequencies due to the reduced effective permittivity of the propagating mode. At
higher frequencies, the mode is fully confined within the 1000× 50 µm2 waveguide aperture and thus,
the in-coupling efficiency does not significantly change. Modes at location B show lower attenuation
in the case of HDPE substrate, as the lower cut-off frequency of Ex

11 is ≈ 50 GHz lower than with Qz
substrate. The bent-section BC remains practically unchanged irrespective of the waveguide substrate.
The overall attenuation of the fundamental mode at D is lower for HDPE substrate than Qz, especially
between 0.5− 0.6 THz.

Figure 4.12(a) shows the power transmission between the Gaussian excitation and Ex
11 mode at the

end of the in-coupling taper, additionally through the sections AB, BC and CD for fundamental mode
in the waveguides supported by HDPE substrate. The most significant losses (10 − 15 dB) occur at
the in-coupling position. The other waveguide sections show negligible losses between 0.5− 1.5 THz,
with an exception of the circular bend above 1.2 THz, which leads to mode conversion to Ex

21. Figure
4.12(b) shows a comparison of the transmission efficiencies of the fundamental mode for Qz and HDPE
substrates. Here too, the waveguide bend shows significantly higher losses for Qz substrate at lower
frequencies, same for the attenuation in the straight sections.
Finally, to mitigate the inter-mode coupling at the waveguide bends, we employ a non-uniform,
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Figure 4.12.: (a) Simulated transmission coefficient through the individual waveguide sections shown
in Fig. 4.4. The waveguides are supported by HDPE substrate and have circular bends.
(b) Comparison of simulated losses between HDPE and Qz substrates. The ordinate
shows the ratio of the simulated |S21| parameters between waveguides supported by Qz
and HDPE substrates for each individual waveguide sections. HDPE substrate shows
lower losses over the entire simulation frequency, especially at the lower end of the
spectrum. Above 1.4 THz, the inaccuracies of the simulated band edges are amplified
due the division of the S-parameters. The legend corresponds to both the plots (a) and
(b).
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Figure 4.13.: (a) Comparison of the simulated transmission coefficient of Ex
11 mode through circular

and sine-squared 90◦ bends in segment BC. The bend radius for both the curvatures is
2 mm. HDPE substrate supports the waveguides. (b) Simulated Ex

11 and Ex
21 modes at

location D. Sine-square bends suppress higher order mode generation significantly, thus
extending the operational bandwidth of the waveguides to 0.5− 1.5 THz.

sine-squared bend with identical effective bend radius as the circular bend. HDPE is used a substrate.
Plot in Fig. 4.13(a) shows the transmission coefficient of Ex

11 mode through BC. The power is not lost
anymore above > 1.2 THz and the mode-conversion at the bend is suppressed until ≈ 1.5 THz. Figure
4.13(b) plots the simulated Ex

11 and Ex
21 modes for both the bend types at location D. For sine-squared
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bend, the Ex
21 mode is ≈ 20 dB smaller that the fundamental mode over the whole frequency range of

0.5−1.5 THz. Power coupled to higher order modes are even smaller. Thus, the operational bandwidth
of the simulated waveguides is extended till 1.5 THz, albeit using an HDPE substrate and a non-uniform
waveguide bend.

4.3.5. Splitters and couplers

Splitter/coupler structures are essential components in the 2-port PVNA architecture. The polariser
based splitters in the free-space PVNA (see Fig. 3.1) are replaced by waveguide splitters in the
integrated version. For narrowband systems, a multitude of splitter and coupler structures, like
multimode interference (MMI) coupler, rat-race coupler, etc., are available in the literature, which
use the interference of the propagating wave to split the power. However broadband solutions for
bandwidths spanning over multiple octaves are hard to come by as interference-based methods cannot
be applied. A wavelength-independent MMI coupler was reported by Maese-Novo et al.[153] based on
sub-wavelength grating structures, but the bandwidth coverage is much lower than a complete octave.
Only symmetric geometrical Y -shaped splitters feature an uniform broadband splitting ratio. Ideally,
the designed splitters must have a 3-dB power splitting ratio into their two outputs. The output arms
of the splitter should also feature very high isolation between them, ideally higher than 30 dB.
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Figure 4.14.: (a) Simulated electric field propagation through a splitter structure at 1 THz. Mode
mismatch is apparent at the junction of the circular and sine-squared bends. (b) Plot
shows the simulated transmission between the input port and both the output arms. The
isolation between Arm1 and Arm2 is minimum at 0.5 THz (≈ −30 dB). Adapted from [70].

Figure 4.14(a) shows one of the few simulated splitter designs. The designed structure uses an
non-radiating taper to widen the HRFZ-Si waveguide from 200 µm to 400 µm to accommodate two
symmetric S-shaped bends. These bends carry power to the two splitter outputs Arm1 and Arm2. The
bent section attached to the taper has a circular curvature so that the mode shift in the bend better
matches the centrally located mode maxima of the taper. The second part of the bend is sine-squared to
prevent further mode-conversions at higher frequencies. In contrast, an S-section with two sine-squared
bends will have severe mode-mismatch at the splitting point, whereas two circular bends will result in
mode-mismatch when the radius of the curvature flips from ρwg to −ρwg in the middle of the S-section.
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Nevertheless, the plot in Fig. 4.14(b) shows the simulated the insertion loss is ≈ 4 dB for both the
output arms and the isolation is > 30 dB between them. At frequencies < 0.7 THz, significant power
is lost due to radiation, predominantly at the junction between the taper and splitter arms. Also,
the modal characteristics are distorted at the transition between the circular and the sine-squared
bends. In hindsight, an offset attachment between the circular and the sine-squared curvature could
have improved the mode overlap, however, offset-junctions always excites undesired reflected modes,
especially at lower frequencies. Due to the structural symmetry and the reciprocity theorem, the
splitter can also be used as a 3-dB coupler.

4.4. Fabrication

We fabricate the simulated waveguide structures out of 50 µm-thick double-side-polished HRFZ-Si
wafers using either DRIE or laser ablation using a femtosecond laser. Even though HDPE is the preferable
substrate for the waveguides, it is neither well-suited for the DRIE nor for laser ablation owing to
its bad thermal conductivity and a relatively low melting point of ≈ 80 ◦C. Figure 4.15(a) shows a
burnt HDPE substrate after the DRIE process. A 525 µm-thick Qz is instead used as the substrate
during fabrication and the HRFZ-Si wafer is glued on the substrate wafer with a 5− 9 µm thick layer
of ethylcyanoacrylate adhesive, also commonly known as SuperGLUE™. Post fabrication, the adhesive
layer is removed using Acetone, detaching the waveguide structures from the Qz underneath. These
waveguides are subsequently manually transferred atop a HDPE substrate.

HDPE substrate

Quartz
substrate

Residual Si

(a) (b) (c)

Figure 4.15.: Snapshots of the DRIE process. (a) A burnt HDPE substrate after etching. (b) A set of
fabricated waveguides on Qz substrate. (c) Areas of residual silicon as a result of bad
thermal contact with the substrate, most likely due to a bubble in the adhesive layer
between HRFZ-Si and Qz.

The silicon wafers are etched at the Max Planck Institute for the Science of Light (MPL) in Erlangen
Germany. First, a lithographically defined hard mask (∼ 4 µm-thick hard-baked AZ® nLof 2035) is
created on top of the sample (HRFZ-Si wafer atop Qz substrate). The sample is then mounted on a
larger 4-inch Alumina (AlOx) wafer using Fomblin® oil as the wafer clamp of the etching chamber is
only suited for 4-inch wafers. The DRIE processes of silicon, also referred to as Bosch Process, involves
repetitive deposition and etching cycles using inductively coupled plasmas (ICPs) of C4F8 and SF6.
The chamber temperature whilst processing is maintained at −10 ◦C, wherein the cooling is done
using a stream of liquefied nitrogen underneath the AlOx wafer. Figure 4.15(b) shows a set of etched
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waveguides fabricated using this process. The etching selectivity of silicon is substantially higher than
the hard-baked AZ® nLof 2035, such that a 2.9 µm layer of photoresist is sufficient for a 50 µm deep
etch (≈ 4.5 µm photoresist for 180 µm thick silicon wafers). The etching rate is significantly slower if
the silicon wafer is not cooled. Figure 4.15(c) shows an incompletely etched area of silicon resulting
from bad heat dissipation, probably caused by a residual air bubble in the adhesive layer between the
silicon and Qz substrate. Figure 4.15(c) also shows some of the fabricated structures, such as a splitter
with a tapered arm for free-space in-coupling, waveguide bends, etc., that we later assemble to make
the integrated PVNA. Detailed processing steps, along with process parameters are in Appendix A.5.

3-D Micromac UG, based in Chemnitz, Germany carried out the Laser ablation process. The difference
between the two processes is the roughness of the waveguide side-walls. The side-wall roughness of
the etched samples along the longitudinal direction (z-direction) is determined by the edge-roughness
of the photolithographic hard-mask, which is a few hundreds of nanometres (see Fig. 4.1(b)). The
vertical undulations resulting from repetitive etching and deposition cycles are in the order of a few
tens of nanometres and are dependent on the duration of the etching and deposition steps. In contrast,
side-wall roughness in all directions can be as low as tens of nanometres for laser ablation. Decreasing
the ablating laser’s power results in relatively smooth side-walls. Additionally, maintaining the stability
of ablation process is easier than long DRIE runs (for e.g. etching ∼ 200 µm thick silicon wafers).
Apart from being inexpensive, etching a 50 µm HRFZ-Si wafer takes about half an hour, compared to
≈ 7 hours needed for laser ablation. Thus, we use DRIE as the preferred method of fabrication.

4.5. Characterisation

The fabricated waveguide structures are characterised using the homodyne CW setup depicted in Fig.
4.3(a). We calculate the transmission characteristics with respect to a reference measurement in the
standard free-space CW setup (c.f. Fig. 1.2), where we assume that no transmission losses occur
between the source and the receiver above 0.2 THz. Dividing by reference measurement also subdues
setup related artefacts, such as standing waves at the silicon lenses or stray reflections arising from
slightly misaligned optical components. The waveguides are only characterised between 0.4−1.05 THz
due to the lack of DNR in the setup of Fig. 4.3(a) beyond these frequencies. We assumed a perfect
alignment of the Gaussian beam to the in-coupling port of the waveguide during simulations, it is
however extremely difficult to realise in practical setups. Additionally, we did not consider the losses
caused by the cyanoacrylate adhesive layer between the waveguides and the substrate or the surface
roughness of the waveguide walls in the simulated model. We therefore expect some deviation of the
measured waveguide characteristics from the simulated values.

All the characterised waveguides in this section feature a 90◦ bend with various ROCs, have different
lengths, but feature two non-radiating tapers of length 4 mm and an end-facet broadened to 1 mm.
Figure 4.15(b) shows an exemplary set of waveguides supported by Qz substrate. Total losses measured
in the setup using eqn. (4.4) have three principle components, namely coupling losses, radiation and
mode-conversion losses at the bends and material losses throughout the guiding structure. Thus, eqn.
(4.4) can be reformulated as

Ltot,dB = 20 log10(|Iwg/Iref |)
= 20 log10(|η2cηtxη90◦Iref/Iref |)
= 40 log10(ηc) + 20 log10(η90◦)− αElwg · 20 log10(e), (4.11)

where ηtx = exp(−αlwg) is the total material loss coefficient in a waveguide of length lwg, αE is the
field attenuation constant, η90◦ is loss coefficient of the 90◦ bends and ηc is the coupling efficiency at
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individual waveguide end-facets. To segregate individual losses, we calculate the material losses in
transmission first, then the bend losses and finally get an estimate of the in-coupling losses. Note that
the parameters, η2c , αE and η90◦ are frequency-dependent. Additionally, we ignore the scattering losses
induced by surface roughness of the waveguides (< 0.01λTHz digs/sleeks) as they are insignificant
compared to the three aforementioned propagation losses.

4.5.1. Transmission losses

As the mode confinement increases with increasing frequency, the attenuation constant of the guided
mode approximates to a plane wave travelling through a purely dielectric, homogenous HRFZ-Si
medium with a conductance of σsi. Despite of having low material losses, at low design frequencies
the propagating mode readily couples to the radiative modes with similar spatial field distribution and
propagation constants at waveguide perturbations and power is lost. We measure the transmission
losses using multiple waveguides with varying lengths but identical ROC, similar to the cut-back
technique used for optical fibres [154]. The power absorption coefficient (αpow = 2×αE) is calculated
using two waveguides with same ROC and coupling tapers but of lengths l1 and l2 as:

αpow = − 2

l1 − l2
ln

(︃
I1
I2

)︃
, (4.12)

where I1 and I2 are the measured current at the receiver passing through the respective waveguides in
the setup.
Six waveguides supported by Qz substrates, with ROC= 2 mm and lengths lwg varying between

15 − 35 mm are characterized. Figure 4.16 shows an excellent agreement between the measured
αpow and the simulated values from sections AB and CD in Fig. 4.4. The discrepancies arise only
below 0.47 THz, i.e., below the lower cut-off frequency of the fundamental mode. αpow decreases
from ≈ 8 dB/cm to 0.4 dB/cm between 0.5 − 0.65 THz. The oscillatory features above 0.9 THz can
be attributed to standing waves in the waveguide cavity and the mode beating between the Ex

11 and
Ex

21 modes [148] at the waveguide bend. Later in this chapter, we try to differentiate between these
two phenomena, however, a clear distinction from just the transmission characteristics is impossible.
The ethyl-cyanoacrylate adhesive (ϵr = 2.72, tan δ = 0.067 at 1 THz [155], αpow ≈ 23 cm−1) increases
the measured absorption coefficient, especially at lower THz frequencies, where a significant amount
of the guided power travels in the evanescent fields below the guiding structures. Using alternative,
low-loss adhesives, for e.g., BCB or UV-Glue, instead of SuperGLUE™can reduce this undesired, excess
loss [42].

4.5.2. Bend losses

First, we characterize waveguides of length lwg = 19.14 mm with circular curvatures to confirm the
minimum bend radius required for broadband operation. The propagation through waveguides with
bend radii of 1 (Q1), 2 (Q2), and 4 mm (Q4), placed on quartz, are compared. Since the waveguides
are equally long, the total transmission losses only differ due to their bend radii. Figure 4.17 shows
the total measured transmission losses for these waveguides. Total losses in a waveguide with larger
ROC= 5 mm (Q5, lwg = 22.71 mm) are also plotted for comparison.

The waveguide Q1 with ROC = 1 mm has 3− 5 dB higher losses over the measured frequency range
than the rest. This is expected as both the radiation and mode conversion losses are higher for a smaller
bend radius. Q2, Q4 and Q5 have similar losses between 0.55− 0.9 THz, indicating negligible power is
lost1 due to radiation. At frequencies > 0.9 THz, we start seeing the onset of mode/conversion losses
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Figure 4.16.: Measured power absorption coefficient in cm−1 for the HRFZ-Si waveguides on Qz
substrate. The weighted average data shows good agreement with the simulated data
between 0.6− 0.9 THz. At higher frequencies, possible mode conversions and standing
waves deteriorate the data quality, however, the simulated absorption coefficient is within
the 2× σ error margin of the measured values. Adapted from [70].

in Q2 (ROC= 2 mm) as the total losses increase with respect to waveguides with larger bend radii.
Compared to the simulations, the measured total losses in Q2 are higher and the onset of coupling
losses in Q2 occur at a lower frequency. The increased surface scattering due to the sidewall roughness
can explain these losses, however, a more significant contributor is the adhesive between HRFZ-Si
waveguide and Qz. Measured losses in waveguides with ROC between 6− 10 mm show similar losses
as Q4 and Q5. Thus, a 4 mm bend-radius is sufficient to have minimal radiation and mode-coupling
losses at the circular bends.
We now place Q1 atop a HDPE substrate, measure the transmission losses and plot it in Fig. 4.17.

Two interesting observations are as follows:

1. The lower cut-off frequency decreases to ≈ 0.45 THz due to the lower permittivity of HDPE. This
is also evident in the simulations (see Fig. 4.11).

2. The total transmission losses are reduced by 5− 7 dB compared to the waveguides on Qz over the
whole frequency range. This is unexpected as the simulations predict only ∼ 1 dB improvement.
The SuperGLUE™between the waveguides and the Qz substrate is 5− 9 µm thick, whereas the
waveguides are fixed on HDPE substrate using minimal SuperGLUE™. It emphasises that the
excess loss in Qz-supported waveguides stems from the ethylcyanoacrylate adhesive, which is
highly absorptive at THz frequencies.

We leap-frog here a bit and characterise the waveguides featuring sine-squared bends using a
different receiver configuration, discussed later in chapter 5. The total losses of this new configuration
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Figure 4.17.: Measured total transmission losses in waveguides with various bend radii between
1− 5 mm supported by Qz substrate. A 19.14 mm long waveguide with ROC= 1 mm on
HDPE substrate (dashed-dotted line) show significantly lower transmission losses than
the waveguides on Qz.

is significantly lower than the free-space coupling case and the transmission characteristics look
different than in Fig. 4.17. Figure 4.18 shows total transmission of three waveguides with sine-squared
bends H1 (A = 0.78mm, lwg = 16.63mm), H2 (A = 1.54mm, lwg = 24.69mm) and H3 (A = 2.35mm,
lwg = 31.26 mm) placed on HDPE substrate. Higher transmission losses for larger waveguide lengths
is especially emphasised at lower frequencies. Above 0.9 THz, H1 starts showing ≈ 5− 10 dB mode
coupling losses.

The purple plot compares the total losses in H2 and a waveguide with circular bend C1, but the same
effective bend radius and waveguide length and in-coupling taper, measured with the directly coupled
receiver. The excess losses in circular bend are ≈ 4 dB compared to the sine-squared curvature at
0.6 THz and become similar at ≈ 1 THz. The oscillatory artefacts above 0.9 THz likely stem from mode-
conversions in the circular waveguide curvature. However, the visible but unexpected oscillations in the
transmission characteristics of H2 are due to the antenna characteristics of the directly-coupled receiver
(elaborated in the next chapter). To compare the suppressed mode-conversion in a sine-squared bend
compared to a circular curvature, we need significant measurement DNR above 1.2 THz, which is
unavailable in the measurement setup shown in Fig. 4.3(a). Additionally, explicit calculation of bend
losses per 90◦ turn (η90◦) requires a comparison of waveguides with a single bend and multiple bends.
In chapter 6, we assemble a semi-integrated PVNA using the demonstrated waveguide architecture
with operational range up to ≈ 1.5 THz and conduct these two characterisations. The results are
available in appendix A.4.

Although the waveguidesH1, H2, H3 and C1 have different ROCs, comparing their transmission losses
gives an estimate of the power absorption coefficient of the waveguides with HDPE substrate. Between
0.45 − 0.6 THz, the losses in HDPE-supported waveguides significantly reduces to 0.6 − 1.7 dB/cm
compared to the 4− 20 dB/cm losses for the Qz substrate. At higher frequencies, the power absorption
coefficient in waveguides featuring both the substrates are similar, as the guided power travelling in
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Figure 4.18.: The measured total loss in waveguides with sine-squared bends with scaling factors
A = π/4, π/2 and 3π/4 mm, where the waveguides are 16.63, 24.69, 31.26 mm long,
respectively, supported by HDPE substrate. The purple plot shows the gain of sine-
squared bends over a circular bend of identical effective radii ρ̃wg = 1.71mm. The peaks
in the plots occur at the locations of the waterlines and are normalisation artefacts.

the evanescent fields decreases from ≈ 50% at 0.5 THz to ≈ 8% at 1 THz and is minimally affected by
the losses induced by the substrates and adhesives.

4.5.3. Coupling losses

The transmission and bend losses in the waveguide architecture are negligible within the operational
bandwidth with respect to the total losses measured in the setup. The mode-mismatch at the two in-
and out-coupling end-facets between the guided mode and the free-space Gaussian beam contribute
almost entirely to the measured losses. Figure 4.19 shows a comparison of the total expected coupling
losses from the simulations with the measured total loss of 19.14 mm long waveguide with 2 mm bend
radius (Q2). The total coupling loss at two positions is between 28 − 30 dB over the entire range
of 0.4 − 1.05 THz! Using HDPE substrate reduces the coupling losses to 18 − 26 dB (see Fig. 4.17)
due to better mode-matching with the Gaussian beam, however, such losses are unacceptable in high
DNR systems and significantly limits their operational range. As already mentioned, we show a direct
coupling technique using an end-fire VA in the next chapter, which reduces the coupling losses to just
≈ 2 dB at its best operating point.

4.5.4. Dispersion

As discussed in section 2.1.5, the dispersion factor D in eqn. (2.56) reads as

D =
f2THz

2πc0
· d

2βg
df2THz

, (4.13)

where βg is the propagation constant of the guided mode, ω is the angular frequency and c0 is the
speed of light in vacuum. The dispersion induced by the HRFZ-Si waveguide of length lwg in the
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Figure 4.19.: Comparison of the total measured losses in a 19.14 mm long waveguide with the simu-
lated coupling losses between the free-space Gaussian beam to Ex
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two coupling positions. Almost all of the propagation losses stem from inefficient in-
and out-coupling in the waveguides.

measurement setup can be calculated from the phase of the detected THz field Φ at the receiver. The
total accumulated phase shift in the setup equates to

Φ = βglwg + β0lfs + βfibrelfibre + φant(fTHz) + φ0, (4.14)

where β0 = 2πfTHz/c0 is the free-space propagation constant and lfs is free-space distance travelled
by the THz wave, φant is an additional phase change induced by the emitting and receiving antennas
[97] and φ0 is an arbitrary constant. The phase of the reference signal (Φref ) without the waveguide
reads

Φref = β0l
′
fs ++βfibrelfibre + φant(fTHz) + φ′0, (4.15)

where φ′0 is another constant and l′fs is the free space propagation length of the reference measurement.
Second order derivatives of Φref and Φ with respect to frequency fTHz read as,

d2Φref

df2THz

=
d2φant
df2THz

and (4.16)

d2Φ

df2THz

=
d2βg
df2THz

lwg +
d2φant
df2THz

. (4.17)

Subtracting eqn. (4.16) from (4.17) removes the dispersion caused by the antennas and subsequently,
the dispersion factor in eqn. (4.13) modifies to

D =
f2THz

2πc0
· 1

lwg

∂2

∂f2THz

(︃
Φ− Φref

)︃
. (4.18)
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Figure 4.20.: (a) and (b) show measured dispersion in waveguides of different lengths as indicated in
the legend but same radius of curvature, placed on Qz and HDPE substrate, respectively.
The bends radius ofmeasured and simulatedwaveguides in (a) is 2mm. Thewaveguides
in (b) have a bend radius of 1 mm. Adapted from [70].

The measured dispersion factor for waveguides on Qz and HDPE substrates are shown in fig. 4.20(a)
and (b), respectively. The dispersion factors are in the same order of magnitude as the expected values
from simulation and show the same frequency-dependent trend. The source of the oscillatory pattern
in the measured data, present over the whole investigated frequency range, cannot be ascertained.
Likely causes can be the standing waves in the waveguides or the temperature-controlled frequency
tuning of the DFB lasers, where the offset between the set (read) and the actual frequency is non-
uniform throughout the scan. The chromatic dispersion in the presented dielectric waveguides results
in undesired pulse broadening when used in pulsed-THz systems. However, dispersion compensation
by controlled mode-conversion among the guided modes [73], adding slits into the waveguide (slotted
waveguides) [156] or utilising photonic-crystal structures [157], can extend their applicability in
pulsed-THz systems. Dispersion effects can be compensated in CW systems by normalizing it to a
reference measurement in post-processing.

4.5.5. The splitter/coupler structure

Figure 4.21 shows the measured transmission through the 3-dB coupler/splitter simulated in Fig. 4.14.
The effective bend radii of both the circular and the sine-squared bends are 1 mm. The measured
splitter is supported by a Qz substrate. The measured data is normalised to those with a waveguide of
same length and bend radius to compensate for the transmission and coupling losses. The two arms of
the splitter feature similar insertion losses of 4.8− 6 dB above 0.6 THz, which is in excellent agreement
with the simulated transmission losses.

The measured losses below 0.6 THz are lower than the simulated values due to the normalisation
methodology. Unlike the simulated data, which is not normalised, the normalising factor of the
measured data already incorporates a waveguide bend which cancels out the excess losses at the
splitter bends. The undulating transmission characteristics above 0.85 THz is a result of mode-conversion
between first two Ex

pq modes, enforced by the small ROC of 1mm. A larger bend radius would suppress
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Figure 4.21.: Measured transmission through both the splitter output-arms shows good agreement
with the simulated data. The mismatch at the lower frequencies is a normalisation
artefact. The oscillatory features at frequencies > 0.85 THz are due to mode-conversion
losses, occurring at the waveguide bend because of lower than optimal ROC. Adapted
from [70].

such mode conversions. The verification of the simulated isolation is not possible as the system DNR is
smaller than the expected isolation between the two arms. We only measure noise in one arm when
the other arm is excited by the Gaussian beam, pointing to sufficient isolation between the output
arms of the splitter within the available DNR.

4.5.6. Higher order modes and standing waves

We have already established in section 1.1.1 that in a homodyne system, the optical path travelled by a
THz signal can be evaluated from the phase of the receiver current. For the waveguide measurement
setup in Fig. 4.3(a), the delay at the receiver is only influenced by the velocity of guided modes in the
waveguide as the physical path length is constant. This delay t0 is the sum of the free-space delay tFS

and the waveguide delay twg components and reads

t0 = tFS + twg = tFS +
lwg

c0/
√
ϵpq

, (4.19)

where the waveguide is lwg long and ϵpq is the effective relative permittivity of the pqth propagating
mode. The fundamental mode has the largest permittivity amongst all guided modes (see Fig. 4.5).
Thus, the power coupled to HOMs will reach the receiver at a smaller delay than the fundamental mode.
In contrast, standing waves (SW) are generated due to the repetitive reflections at the waveguide
end-facets and these reflected signals reach the receiver after the fundamental mode. Such time delays
can be appropriately visualized by transforming the recorded signals into the time-domain.

The plot in Fig. 4.22(a) shows the time-domain plot of the reference signal. Only a clear main peak
is visible. Plots 4.22(b-f) correspond to the time-domain signal of waveguides tabulated in Table 4.1,
showing much feature-richer traces. We first note that the dispersion of the signal in waveguide is
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Table 4.1.: Parameters corresponding to waveguides plotted in Fig. 4.22. The equivalent time-domain
THz pulse in Fig. 4.22(a) corresponds to a frequency scan between 0.3− 1.2 THz.

Notation W1 W2 W3 W4
Length (mm) 19.14± 0.5 19.14± 0.5 22.71± 0.5 19.14± 0.5

ROC (mm) 1.0 2.0 3.0 4.0

t0,FM (ns) 2.435 2.426 2.464 2.426

evident by the broadening of the time-domain pulses compared to the reference pulse in Fig. 4.22(a).
Figures 4.22(b) and (d) show first set of measurements using W1 and W2 respectively. The peaks
before the main peak, at a delay < 2.43 ns, indicate the presence of HOMs in the received signal. All
characterised waveguides with ROC = 1 mm show this feature, indicating that mode conversion occurs
at the bent section. A repeated measurement of W2 with better alignment to the Gaussian beam shows
an insignificant HOM excitation (cf. Fig 4.22(c)). In waveguides with larger ROC in plots of 4.22(e-f),
the power propagating in HOM is significantly smaller than the fundamental mode. However, copies
of the signal arrive at the receiver after the main peak. This indicates the presence of standing waves
in the waveguide structure.
The optical path length difference ∆dtotal of 11.4 mm is calculated from the excess delay between

the main peaks of W3 and W2, whereas the physical length difference is 3.57 mm. Considering the
measurement inaccuracies of the physical waveguide lengths, the ∆dtotal corresponds to an effective RI
of the Ex

11 mode of √ϵ11 = 3.19± 0.4, averaged over the measurement frequency range. This is slightly
higher than the simulated average refractive index of the Ex

11 mode and most likely caused by the layer
of SuperGLUE™. We note that the undesired HOMs or standing waves can be highly attenuated with
adequate data-processing demonstrated in section 3.2, however, the power coupled to these artefacts
will also be lost, lowering the DNR of the measurement system.

In summary, we designed, simulated and measured the broadband characteristics of the HRFZ-Si-
based dielectric waveguide architecture between 0.4 − 1.05 THz in a free-space CW setup. When
supported by a Qz substrate, the HRFZ-Si waveguides show very low attenuation constant < 0.4 dB/cm
between 0.65 − 0.9 THz. At higher frequencies, HOMs and standing waves reduce the accuracy of
measurements, however, a very pessimistic upper limit of 1.7 dB/cm can be ascertained. In comparison,
RHM waveguides have losses between 1.35 − 1.92 dB/cm bewteen 0.75 − 1.1 THz [33], dielectric
ribbon structures feature 0.087 dB/cm losses between 0.1−0.14 THz [53], losses in suspended HRFZ-Si
waveguides are 0.04− 0.1 dB/cm between 0.55− 0.75 THz [54], [55], waveguides based on photonic
crystal structures lose < 0.1 dB/cm between 0.324− 0.361 THz [158] and 0.05− 1 dB/cm between
0.08 − 0.15 THz [56], [58], [59] and polymer fibres feature the lowest losses < 0.01 dB/cm over
0.32−0.35 THz [159]. A comprehensive review of the other state-of-the-art waveguide architecture for
THz operations can be found elsewhere [160]. To my knowledge, most of the waveguide architectures
in the literature operate in their single-mode regime, over a bandwidth of 0.2 THz or smaller. In
contrast, we have demonstrated the unimpeded functionality of the HRFZ-Si-based waveguides over a
frequency range between 0.5− 1.05 THz here, and upto 1.5 THz in later chapters, albeit in overmoded
configuration and with slightly higher propagation losses. The ROC for circular bends must be larger
than ≈ 2 mm to fully suppress radiation losses and significantly reduce the mode-conversion losses.
Bend radii of 4mm and above show negligible bend-related loss (η90◦ → 0). The simulated non-circular,
sine-squared bends preserve the mode features better than the circular bends with similar bend radius.
HDPE substrates and less SuperGLUE™reduce the losses significantly compared to the Qz-supported
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Figure 4.22.: Plot in (a) shows the measured equivalent reference signal in time-domain, plots (b)-(f)
show measured time-domain plots of the transmitted signal trough the waveguides as
described in the text. Measurements shown in Fig. (a)-(b) and (d)-(f) are from the same
setup, whereas (c) is measured with an altered optical fibre of the receiver and hence
the main peak delay is smaller than the other plots. Adapted from [70].

waveguides and decrease the lower cut-off frequency of Ex
11 mode to ≈ 0.45 THz and even, significantly

lower the attenuation constant to 0.6− 1.7 dB/cm between 0.45− 0.6 THz. The total free-space in-
and out-coupling losses are very high (∼ 25 dBs). In the next chapter, we tackle the coupling problem
by using an end-fire Vivaldi antenna directly at the end of the waveguide.

87





5. Active Devices

The realization of low loss transitions between sources, receivers and other electronic integrated circuits
and the waveguides presents a significant challenge. In narrow band systems (bandwidths < 50%
of the centre frequency), where insignificant changes in waveguide parameters allow for an almost
perfect impedance and mode field diameter matching with losses < 1 dB [161], a plethora of resonant
coupling structures are available in the literature. However, a broadband transition/matching structure
with bandwidths over several frequency octaves is difficult to achieve. For instance, the guided modes in
HRFZ-Si waveguides have frequency-dependent permittivity (see Fig. 4.5), consequently, a frequency-
dependent phase velocity. Hence, any broadband topology cannot use low-loss resonant elements. A
compromise between acceptable losses and achievable bandwidth is made while designing broadband
transitions. DRW antennas, essentially a rectangular waveguide with a sharpened tip (ideally tapered
on both axes) [162]–[164], present a broadband solution to the coupling problem. Figure 5.1(a) shows
a planar DRW antenna-coupled dielectric waveguide. Although being compatible with the dielectric
waveguide topology and possessing a radially symmetric radiated mode, the optimum coupling position
is strongly frequency-dependent, i.e., the higher frequencies are emitted at the tip, whereas lower
frequencies are radiated rather close to the base of the taper. This complicates in-coupling with fixed
lenses as the focus of the free-space Gaussian beam is approximately static and its Rayleigh length
is much smaller than taper. On a side note, Axicons can generate Gaussian beams with significantly
larger Rayleigh length than typical TPX lenses [165] but these are beyond the scope of this thesis.

Waveguide

Substrate

DRW antenna

Substrate

Waveguide VA-coupled
THz receiver

Free-space
THz beam

(a) (b)

Guided wave

InP

Figure 5.1.: (a) The dielectric waveguide is attached to a DRW antenna for free-space out-coupling to
a silicon lens-coupled THz receiver. The DRW antenna is realised by tapering down the
waveguide along its horizontal dimension [162]. (b) An endfire Vivaldi antenna-coupled THz
receiver is placed directly at the end of the dielectric waveguide for direct out-coupling
of the guided power into the active device. The receiver acts as an extension of the
waveguide, as the refractive index of its indium phosphide substrate is similar to HRFZ-Si.

In this chapter, we implement a pseudo-near-field coupling scheme at the receiver using planar,
endfire VAs. Since the InP substrate of the receivers has similar permittivity (ϵr,InP ≈ 12) as the
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silicon waveguides (ϵr,Si ≈ 11.7) in the THz range, we attempt to create an extension of the waveguide
using InP with the antenna placed centrally within a high-dielectric material. Figure 5.1(b) shows
the coupling scheme using such VAs. Simply put, the antenna is situated within the waveguide and is
designed to couple maximum power to the fundamental guided mode of the waveguide. Additionally,
this scheme does not necessitate bulky optical components such as lenses, parabolic mirrors and silicon-
lenses, typically used in table-top THz sources and receivers. This eases integration and miniaturisation
of THz setups, facilitating the assembly of a broadband PVNA. VAs are frequency-independent within
the operation range [111], i.e., their beam pattern and impedance theoretically does not alter with
frequency and hence, are suitable for broadband operation. The operating frequency range of the
VA is altered simply by scaling the antenna dimensions. The ErAs:In(Al)GaAs photoconductor with
finger-like electrodes is placed at the base of the antenna. Henceforth, we refer to the entire VA-coupled
photoconductor fabricated atop InP substrate as the active device. We primarily use these active devices
as receivers in this thesis, however, considering the ease of simulation and antenna reciprocity, coupling
characteristics to the waveguides are simulated considering the antenna-coupled active devices as THz
sources. We have published the antenna designs and characterisations presented in this chapter in
[72], [166], whereas the direct coupling mechanism is reported in our publication [70].

5.1. Vivaldi antennas

VAs are travelling-wave antennas of the surface-wave kind [167], i.e., the antennas have endfire
characteristics. In contrast, the log-periodic antennas used in THz receivers for free-space PVNA are
travelling wave antennas that feature broadside characteristics. Intuitively, travelling-wave antennas
can be considered as radiating waveguide structures. The EM power gradually leaks out into the
surrounding medium as the wave propagates through the antenna away from the antenna feed and
the distance between the antenna arms dgap increases (see Fig. 2.8). For a minuscule gap between
the antenna arms (dgap ≪ λ/4), the electric field is well-confined within the antenna structures and
guided away from the source. With the increasing gap between the antenna arms, the travelling
wave becomes loosely coupled to the antenna and the guided power gradually couples into free-space
radiative modes. In a lossless environment, all the guided power is eventually radiated. When dgap > λ,
the antenna structure cannot sustain any guided mode. The phase-centre of the antenna is defined
as the location where the maximum power is radiated. Usually, for centrosymmetric designs such
as log-periodic antennas, the phase centres are located at the geometric centre of the antenna. In
contrast, the phase-centre in axially-symmetric VAs lies on the axis of symmetry, usually located when
the slot width is ≈ λ/2. However, in VAs, the phase-centres of the radiated electric and magnetic fields
do not vary identically with frequency [168]–[170], and hence, the exact location of the phase-centre
is disputed in literature.

5.1.1. Base design and endfire characteristics

Figure 5.2(a) shows the base design of a VA, which we use extensively in this thesis for integration
of the active devices to the waveguides. The antenna features an exponentially tapered slot which
radiates the THz field generated by the ErAs:In(Al)GaAs photoconductor situated at the port. The
exponential taper function reads as,

y(x) = ±y0 exp(ςx), (5.1)

where y0 is a constant and ς is called the taper-factor.
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Now, if we change x additively by x0, exponential taper changes in eqn. (5.1) to,

y(x+ x0) = ±y0 exp(ς[x+ x0])

= ± exp(ςx0) · y0 exp(ςx)
= ± exp(ςx0) · y(x). (5.2)

Comparing with eqn. (2.84), we can write C = x0 and K = exp(ςx0) = exp(ςC). Although K is a
function of C, both K and C are independent of absolute dimensions x and y, thus satisfying the
necessary angle principle for frequency independence (see section 2.3.2). Moreover, the surface current
of antenna decays to zero when x→∞ [171] and with increment in frequency, the exponential taper
approaches a limiting form y = ±y0 → 0, hence also satisfying the truncation principle. In practice, the
VAs are truncated at a non-zero y0 corresponding to the quarter wavelength of the maximum design
frequency, i.e., fmax = c0/(4y0

√
ϵeff ), where c0/

√
ϵeff is the phase velocity of radiated waves. Similarly,

the largest opening taper Y determines the minimum design frequency as fmin = c0/(4Y
√
ϵeff ).
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Figure 5.2.: (a) Schematic of the basic design of a VA. The red triangle shows the position of the
active device. (b) A CST® microwave studio simulation of power leakage into the InP
substrate during the antenna operation due to its lower wave impedance. (c) Simulated
endfire characteristics of the VA are restored by adding a HRFZ-Si superstrate atop the
antenna. Simulation snapshots are taken at 1 THz.

The taper-factor ς determines the rate of decay of the surface current along the direction of the
travelling wave and acts as an optimisation parameter between the broadband radiation characteristics
and antenna directivity at a certain design frequency [167]. For ς → 0, the exponentially-tapered slot
approximates to a linear taper y′(x) ≈ ±[y0 + y0x] and the slot tapers out gradually. Consequently, the
radiative aperture of the VA for the design frequency is elongated, resulting in narrower main-lobe
width due to the Fourier relationship between the antenna aperture and farfield distribution. Thus,
VAs with linear tapers of lengths 6 − 8λ are highly directive. However, as y′(x) does not fulfil the
angle principle, the antennas are not frequency-independent [167]. In contrast, a large ς results
in a comparatively low directivity but a larger radiating bandwidth. P. J. Gibson, in one of the first
demonstrations of the exponentially-tapered Vivaldi aerial, showed ≈ 10 dBi gain over a bandwidth of
2− 40 GHz [172]. The addition of an antenna substrate increases the directivity of the VAs [167]. The
substrate thickness must also be smaller than the effective half-wavelength of the design frequency to
maintain the endfire characteristics of the antenna.
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In this thesis, the ErAs:In(Al)GaAs photoconductor is supported by an InP substrate and the planar
VAs are fabricated atop the substrate. Thus, the guided wave from the VA is radiated along the air−InP
interface, resulting in a significant power leakage into the substrate as it offers a lower impedance path
than air or the air−InP interface. Figure 5.2(b) simulates such a leaky configuration where the endfire
characteristic of the antenna is lost. In Fig. 5.2(c), a HRFZ-Si superstrate is employed to equalise the
permittivity difference between the top and bottom media of the antenna. Subsequently, the endfire
radiation direction is restored.

Figure 5.3(a) plots the performance comparison of the VA with superstrate and log-periodic antennas
[97], with and without silicon lenses. The standard THz measurement setup shown in Fig. 1.2 is
used. The performance of the log-periodic antenna without a silicon lens (red) is very similar to the
VA (green) over the whole frequency range. However, the DNR of silicon lens coupled log-periodic
antenna (blue) is ∼ 20 dB higher. The reason for an increased directivity by the silicon lens is its
hyper-hemisphericity [45]. The radiated beam from the antenna is always incident almost normally
at the silicon−air interface of the lens (see Fig. 5.3(c)) and only ≈ 33% power is reflected back due
to the RI difference. In contrast, the schematic in Fig. 5.3(b) without the silicon lens shows that the
radiated power undergoes refraction at the flat substrate−air interface, which enlarges the main lobe,
thus reducing the antenna directivity. Equation (2.81) predicts an ≈ 12 dB loss of directivity just due
to the broadening of the 3-dB angular width of the main-lobe (θ3dB). Additionally, the transmitted
power from the high dielectric medium to air decreases with an increase of the angle of incidence θi.
Further losses are attributed to the resulting total-internal reflection of the radiated power for θi > 17◦.
We also note that the measured DNR without the silicon lens shows higher Fabry-Pérot oscillations
than the silicon-lens coupled antenna as the dielectric structure with flat facets makes a better cavity
resonator.
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Figure 5.3.: (a) A comparison of THz setup in Fig. 1.2 measured using VA with superstrate and log-
periodic antenna without silicon lens show similar DNR [166]. The silicon lens coupled
log-periodic antenna shows ≈ 20 dB higher DNR and is comparable to state-of-the-art
commercial systems [97]. (b) The 3-dB main lobe width is enlarged for flat substrate-air
interface. (c) Hyper-hemispherical silicon lenses help maintain 3-dB bandwidth of the
antenna and reduces reflection at the silicon-air interface.

Regardless of the restored endfire characteristics of the VA by adding a superstrate, integrating it
with the waveguides is cumbersome. The covered VAs are not visible any more, impeding its proper
alignment with the designed waveguides. Moreover, the superstate must not cover the finger electrodes
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over the active area (see Fig. 2.5) as that hinders the optical excitation of the photoconductors. An
alternative to using superstrates is to polish the substrate down to< 30 µm to have an end-fire radiation
pattern, as depicted in Fig. 5.2(c). However, the devices then become fragile and difficult to handle.
Nonetheless, design improvements of the substrate-thinned VAs enhances its power transfer efficiency
and integrability with the HRFZ-Si waveguides.

5.1.2. Active devices with improved antennas

The substrate-thinned, antenna-coupled photoconductor is placed directly at an end-facet of the
waveguide to excite the Ex

11 mode in waveguide. Due to antenna reciprocity, the simulated power
coupling coefficient between the VA and the waveguide stays the same when the antenna is used as
a THz receiver and is excited by the fundamental waveguide mode. To realise this, the width of an
individual active device is set to ∼ 200 µm, matching the width of the HRFZ-Si waveguides and the
≈ 520 µm InP substrate thickness is reduced to ∼ 30 µm. We simulate this direct-coupling mechanism
using CST® microwave studio to improve and optimise the antenna designs.
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Discrete
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Figure 5.4.: (a) Simulation setup for the VA-coupled photoconductor, placed directly at the end-facet
of the HRFZ-Si waveguide. Both the waveguide and active device is supported by a HDPE
substrate. (b) An example VA with design improvements.

We use the simulation schematic in Fig. 5.4(a) to estimate the coupling efficiency between the
active device and the waveguide. Both the active device and the waveguide are placed on a low-loss
HDPE substrate. The discrete port (Port 1) feeding the antenna represents the photoconductor, and
the waveguide port (Port 2) absorbs the corresponding power coupled into the waveguide. Apart from
the fundamental mode, the waveguide port also supports nine HOMs. The simulated S21 parameters
provide an estimate of the power coupled from the active device to each of these modes in the waveguide.
A exemplary antenna structure is depicted in Fig. 5.4(b). The contact pads are necessary to extract
the detector current for further amplification and lock-in demodulation. We analyse the effects of
structures added to the basic VA design, such as slot reflectors, directors and the corrugations, on the
simulated S21 parameter.

Figures 5.5(a−d) show the various stages of the VA design and (e) is the simulated |S21| parameter,
where the effects of additional design improvements are plotted. Fig. 5.5(a) is the basic VA design,
identical to the design for superstrate-coupled architecture. However, the antenna dimensions are
scaled-up according to the diminished effective permittivity of the surrounding media. The blue curve
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Figure 5.5.: Antenna configuration for the different developmental stages of the VA and the corre-
sponding simulated power flows. (a) The basic VA design. (b) Circular slot reflector added
at the antenna base. (c) Symmetrical corrugation slots are added to the antenna blades.
(d) Directors are added in front of the VA. (e) The simulated S21 parameters between the
discrete port and the waveguide port for stages (a-d).

shows the simulated power coupled to the fundamental guided mode Ex
11. The best coupling efficiency

is ∼ −4 dB between 0.75− 1.12 THz. At higher frequencies, the phase centre lies closer to the discrete
port. Therefore, the radiated wave leaks significantly into the InP substrate and does not reach the
waveguide. The only way to counter this over a large bandwidth is by further substrate thinning. At
lower design frequencies, a considerable fraction of the generated power leaks backwards in the base
VA design. We resolve this by placing a circular slot reflector behind the antenna (see Fig. 5.5(b)). The
circular slot creates an open circuit behind the antenna, which reflects the leaking power back into the
tapered slot [173], reducing the back-lobe of the VA. A comparison of simulations of structures (a)
and (b) shows the diminished power flow opposite to the endfire direction. We note that if the radius
of the circular slot is too small compared to the wavelength, it will result in an electrical short, i.e.,
its reflectivity will be diminished. Conversely, a too large circular slot radius has no significant effect
on the leaky wave. Thus, the slot only improves the low-frequency performance of the antenna. The
added reflector enhances |S21| at frequencies between 0.6− 0.9 THz, shown by the red curve in Fig.
5.5(e).
The corrugated outside edges of the antenna blades help to concentrate the surface current on the

inner edge of the exponential slot of the VA, and consequently, the antenna directivity improves [167].
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The addition of corrugation structures to the VA-blades increase the coupled power to the waveguide
between 0.6− 1.15 THz (yellow curve). However, the high-frequency performance deteriorates as the
corrugated structure does not follow the angle principle necessary for broadband performance. In
literature, directors are further used to enhance the gain of antennas [174], [175]. The directors placed
in front of the VA and tangential to the radiated electric field, act as dipole antennas and re-radiate the
power travelling in the InP substrate. Although simulations with homogenous and isotropic antenna
surroundings show significant gain enhancement at higher THz frequencies, the violet curve shows
that the directors only marginally improve the antenna performance below 1.15 THz but degrade the
coupling efficiency at higher frequencies significantly. In addition to the non-homogeneity of the VA
surroundings, simulation results in Fig. 5.6(a) show that the higher-order Ey

21 mode is significantly
excited at 1.5 THz due to the directors, reducing the power coupled to the fundamental Ex

11 mode.

0.5                          1                           1.5
-60

-50

-40

-30

-20

-10

0

E
x

11

E
y

21

|S
| 
(d

B
)

2
1

Frequency (THz)

(a) (b)

0.5 1 1.5
Frequency (THz)

-20

-15

-10

-5

0

|S
2
1
| 
(d

B
)

30 m

10 m

20 m

40 m

50 m

h
sub

Figure 5.6.: (a) The simulated coupling efficiency between the VA and guided modes in the waveg-
uides. Ex

11 is the fundamental mode, Ey
21 is the only significant higher order mode excited

by the VA. The coupling efficiency to all other modes is < −20 dB. (b) Simulated change
of coupling efficiency with the InP thickness. Active devices with 10 µm substrate thick-
nesses shows excellent coupling efficiency > −5 dB above 0.7 THz. Higher substrate
thicknesses deteriorate the coupling efficiency at higher frequencies.

The thinner the InP substrate of the active device, the main lobe points closer to the endfire direction
(θ = 90◦, φ = 0). Simulated S21 for hsub = 10− 50 µm in Fig. 5.6(b) show this phenomenon. Figure
5.6(b) confirms that an active device with InP thickness hsub < 10 µm will significantly improved
high-frequency performance. However, such small thicknesses are difficult to realise in practice. We
could only polish the substrate down to 32 µm in our laboratory. The metallic contact pads attached
behind the antenna to extract the detected current from the active device, pads modify the S21
parameters insignificantly. Figure 5.7 shows the VA-coupled active device as a receiver at 0.875 THz.
The fundamental mode is excited at the waveguide port, and the transmitted power to the VA is
simulated. The discrete port at A represents the position of the photoconductor. B is the end facet of
the waveguide. Simulations show that the discrete port primarily absorbs the THz power. Only an
insignificant amount of power (< −18 dB) leaks towards the contact pads.

In addition to the antennas shown in Fig. 5.5(c) and (d), five other antenna designs are fabricated
in the scope of this thesis, three of which are depicted in Fig. 5.8(a). The fourth design is the antenna
shown in Fig. 5.8(b), but with directors and finally, we also fabricated a log-periodic antenna-coupled
photoconductors for comparing the VAs-coupled counterparts with the state-of-the-art.
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Top view

Side view

BA

A: Position of finger structures
B: End-facet of the HRFZ-Si waveguide

dB

Direction of THz beam propagation

Figure 5.7.: Simulation of the average power flowing from the waveguide into the VA at 0.875 THz.
The simulated coupling efficiency of the waveguide-VA interface at 0.875 THz is −4.3 dB.
The distance AB is set to ∼ 200 µm for the ease of cleaving after fabrication. Adapted
from [70].

5.1.3. Fabrication

We fabricated the VA-coupled photoconductors in-house following the standard photolithography-based
processes detailed in Appendix A.6. Upon completion, a fabricated sample contains ≈ 50 VA-coupled
and 4 log-periodic antenna-coupled photoconductors of various configurations and is 7× 8 mm2 large.
The 1.7 µm thick ErAs:In(Al)GaAs photoactive area of the sample is supported by 520 µm thick layer
InP substrate (see Fig. 2.5), which is polished down to ∼ 30 µm to enhance the endfire characteristics
of the VA. Subsequently, individual photoconductors are separated. We note here that the samples after
polishing still feature a surface area of 7× 8 mm2, but only with a thickness of ∼ 30 µm. The samples
are exceptionally brittle, and it is cumbersome to scratch and cleave them post polishing. Therefore,
we scratch the sample with a diamond pen before polishing, and we cleave it afterwards.

The devices are first coated with 1.8 µm thick layer of photoresist to protect the photoconductors
and then scratched with a diamond pen in a grid-like form, such that each rectangular space enclosed
between the grid-lines contains an active device. The sample edges are not scratched to avoid sample
breakage during the chemo-mechanical polishing process. The sample is then attached upside-down
on a quartz plate using plasticised bonding wax [176] exposing the InP substrate for polishing. The
wax provides additional protection to the active devices. We use a sodium hypochlorite-based polishing
suspension with a high pH suitable for polishing semiconductors like InP [176]. Once the InP is polished
down to the desired thickness, the quartz plate along with the sample is placed on a 130 ◦C hot plate.
The liquefied wax expands and exerts pressure on the predefined scratches, eventually cleaving the
sample. Figure 5.8(a) shows an image of the cleaved devices. Here we note that the scratched grid must
be aligned to the crystal axis and as a precursor, also the fabricated antenna-coupled photoconductors.
Misalignment between the scratched lines and the crystal axis may lead to irregular cleaving.

Later, acetone is used to dissolve the wax and the individual VA-coupled photoconductors are “fished
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Figure 5.8.: (a) Image of three different VA designs after polishing and cleaving. The bubbles in
the image are formed in the melted wax. (b) Individual VAs are separated and placed
on a HDPE substrate. The devices are comparable in size to a single strand of human
hair. (c) The contact pad of the active device are connected to two metallic strips using
conductive epoxy. The metallic strips are later soldered to a Bayonet Neil-Concelman
(BNC) connector for extraction of DC detector current. Adapted from [70].

out” with a wooden toothpick using the Van der Waals forces of evaporating acetone. Figure 5.8(b)
shows one such VA-coupled photoconductor in comparison to a human hair to emphasize the minuscule
size of the active devices. The photoconductors are later fixed on a HDPE substrate using low-loss
adhesives, such as UV-glue. External electrical connectors are subsequently attached to the contact
pads using conductive epoxy resin. Figure 5.8(c) shows such a electrically connected VA-coupled
photoconductor.

5.2. Characterisation

We use the semi-free-space measurement setup depicted in Fig. 5.9(a) to characterise two VA designs
shown in Fig. 5.9(b) and (c). The measurement setup is a modification of Fig. 4.3(a), where the
VA-coupled receiver, directly placed at the waveguide terminal, replaces the lens-coupled free-space
receiver. The inset shows a micrograph of an actual VA-coupled, ErAs:In(Al)GaAs-based photoconductor
placed in direct contact with the waveguide on a HDPE substrate. VA in Fig. 5.9(b) (Design A) features
a circular corrugation near the base of the antenna, i.e., near the location of the finger structures,
with additional uniformly spaced rectangular corrugation slots near its tip. The antenna in 5.9(c)
(Design B) only contains rectangular slotted corrugations with linearly increasing length throughout
the outer edge of the antenna blades. Additionally, metallic directors are used in front of both designs
for improved performance at higher frequencies. The relevant antenna dimensions are presented in
Table 5.1.

Firstly, a reference measurement of the detected THz current (Iref ) is taken in the free-space setup
using the log-periodic antenna coupled photoconductor (Fig. 4.3(a)). Then, both the antennas A and
B are positioned directly in contact with a silicon waveguide of length 19 mm, comprising a 90◦ bend
with 4 mm radius as shown in Fig. 5.9(a). The other tapered-out end of the waveguide facilitates
free-space in-coupling and is placed at the focus of a TPX lens. The total transmission losses (T ) in dB
for this setup reads as

T = 20 log10
IV A

Iref
, (5.3)

where IV A ∝ Emeas
THz is the detector current corresponding to the THz field Emeas

THz measured with

97



Lmax
Lmax

Lmin
Lmin

(b) (c)

from Tx

to Lock-in
Amplifier

VA-coupled Rx

Waveguide

TPX
Lens

F

(a)
L

a
n
t

Rc

d
d
ir

D
e
s
ig

n
A

D
e
s
ig

n
 B

L
a
n
t

Figure 5.9.: (a) Schematic of a semi-free-space THz setup for characterising VAs. The inset shows a
micrograph of an actual fabricated active device placed in direct contact with the HRFZ-Si
waveguide. Both the active device and the waveguide are placed on a HDPE substrate
(grey background). The 90◦ waveguide bend avoids line-of-sight coupling between the
free-space Gaussian beam and the VA. Images in (b) and (c) show two antenna designs
extensively used in PVNA architecture. Adapted from [72] ©2021 IEEE.

Table 5.1.: Design parameters related to the VAs shown in Fig. 5.9. These parameters are obtained
via optimisation in CST® microwave studio.

Parameters Design A Design B

Ba
sic

Antenna length (Lant) 112.5 µm 135 µm
Max. tapered slot width (Lmax) 112.5 µm 150 µm
Min. tapered slot width (Lmin) 10 µm 10 µm

D
ire

ct
or
s Width 1 µm 2 µm

Length 28 µm 28 µm
Gap 10 µm 10 µm
Dist. from antenna base (ddir) 75 µm 75 µm

Co
rr
ug

at
io
n Slot length 18.23 µm 12.25− 33.25 µm

Slot width 2 µm 3 µm
Gap btw. slots 1.25 µm 3 µm
Tilt angle 9◦ 0◦

Radius of the base semicircle (Rc) 25 µm –

O
th
er

Reflecting slot radius 12 µm 12 µm
Gold thickness ≈ 420 nm ≈ 420 nm
Finger width 1.5 µm 1.5 µm
Gap btw. fingers 2 µm 2 µm

the VAs. We plot the measured transmission characteristics for antenna designs A and B between
0.5− 1.2 THz in Fig. 5.10(a) and (b), respectively. The detected THz signal at higher frequencies is
indistinguishable from the receiver noise without additional data-processing. The measured losses for
both the antennas are in good agreement with the simulated values, however, the antenna B shows
3 − 4 dB higher coupling efficiency than its simulated model at below ≈ 0.75 THz. The losses in T
broadly have three different components. Firstly, the in-coupling losses between the free-space beam
and the waveguide at point F , which accounts for ≈ 10− 13 dB losses (see section 4.5.3). Secondly,
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the out-coupling losses between the waveguides and the VAs. Lastly, the transmission losses in the
waveguides, which are negligible compared to the other two types of losses at these frequencies [70].
Between 0.6− 0.9 THz, the simulations predict that the coupling loss between both the antennas and
the dielectric waveguide is < 4 dB. The minimum insertion loss for design B is ≈ 2 dB at 0.74 THz per
VA-waveguide interface and a simulated 3-dB bandwidth of the direct-coupling technique is between
0.55 − 0.99 THz (relative bandwidth = 57.1%). The receiver with the antenna A shows a slower
frequency-dependent roll-off at higher frequencies. Due to antenna reciprocity, we argue that the total
transmission losses are further reduced to 8− 10 dB below 1.2 THz, if the VA-coupled transmitters are
used instead of free-space in-coupling.
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Figure 5.10.: Measured transmission losses (|T |) in the semi-free-space measurement setup for
antenna designA in (a) and designB in (b) showgood agreementwith the expected losses
from the simulations. The transmission features of both the antennas are measured till
1.1 THz due the lack of sufficient DNR in the semi-free-space setup. Adapted from [72]
©2021 IEEE.

5.3. Comparison with free-space coupling

Utilising the data post-processing techniques described in section 3.2, we extend the operational
bandwidth of the VAs up to ≈ 1.6 THz. Figure 5.11(a) shows the following plots for comparison:
the violet plot shows the measured transmission losses through the waveguides with lens-assisted,
free-space in- and out-coupling as depicted in Fig. 4.3(a). The total losses are about 22− 26 dB over
0.4 − 1.2 THz, which agrees with the free-space in-coupling losses discussed previously. The blue
curve shows the losses measured in the setup with the VA-coupled receiver shown in Fig. 5.9(a).
Compared to the free-space setup, the losses with integrated receivers are 5− 14 dB smaller between
0.4− 1.05 THz, with a maximum reduction of ≈ 14 dB at ∼ 0.68 THz. The dashed-dotted black plot
shows the achievable coupling efficiency simulated with VAs employed for both in- and out-coupling
to the waveguides. Note that the simulated coupling losses are higher than the measured losses in
free-space and VA setup at frequencies above 1.2 THz. This indicates a lower coupling efficiency at the
VA-waveguide interface at higher frequencies than the free-space coupling, and hence, the necessity for
further optimization of the VAs at the upper end of the operational band. A VA-coupled transmitter can
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also generate higher order vertical modes in the waveguides, however, the height of the waveguides
(50 µm) ensures that only the fundamental vertical mode is guided.
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Figure 5.11.: (a) Measured and simulated losses of the semi-free-space measurement setup shown
in Figure 5.9(a). Post-processing is employed over the measured dataset to reduce
measurement noise. (b) Comparison of measured DNR between the (ideally) lossless
commercial setup (Fig. 1.2), the free-space setup using waveguides (Fig. 4.3(a)) and the
semi-free-space setup with VA receiver (Fig. 5.9(a)). Adapted from [70].

In summary, the VAs feature a 5− 14 dB improvement of coupling efficiency per coupling interface
above 0.5 THz. Using a lens-coupled commercial p-i-n diode source and data post-processing, the VAs
can be used up to 1.6 THz as shown in Figure 5.11(b). With further substrate thinning and replacing the
free-space in-coupling by a VA-coupled transmitter, we expect an increase of the operational bandwidth
to at least 2 THz. The demonstrated VA-coupled receivers are ≈ 150 × 220 × 30 µm3 in dimension,
which is ∼ 6 orders of magnitude smaller than their free-space counterpart. Additionally, the bulky
optical components like the parabolic mirrors and the TPX lenses are no longer necessary enabling
miniaturisation of photonic setups. Experimental findings also show reduced reflections by the VA
antenna due to improved mode field diameter and impedance matching, reducing the amplitude of
undesired standing waves in the waveguide. This justifies the VAs as the antennas of choice for the
PVNA, and more generally, broadband integrated THz SOCs.
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6. Semi-integrated THz PVNA

With all the necessary data-processing tools from chapter 3 at hand, we now proceed to manufacture
the 1.5-port (semi-) integrated PVNA using the waveguides described in chapter 4 and the VAs of
chapter 5. Figure 6.1 shows a schematic of the 1.5-port setup. The waveguide-based 3-dB splitter is
excited by a free-space THz beam from a commercial P-I-N diode source. The section AB represents
the DUT. The DFB lasers driving the receivers Rx1 and Rx2 are optically aligned atop the active
area of the photoconductors using precise 3-D translation stages. The measured current at Rx1
yields the transmission coefficient S21 of the DUT and similarly, the current at Rx2 yields its the
reflection coefficient S11. For symmetric structures, i.e., where S21 = S12 and S11 = S22, only the two
aforementioned S-parameters are sufficient for a complete device characterisation. The whole setup is
supported by a 1.5 mm thick HDPE substrate and a 3 mm thick PVC plate is placed underneath for
mechanical support and attenuation of the substrate modes in the HDPE.

Rx1

Rx2

Incoming
Free-space
THz beam

HDPE

PVC

Silicon
Waveguide

A

B

DUT

Input  power

Transmitted power through DUT

Reflected power from DUT

Figure 6.1.: Schematic of the 1.5-port (semi-) integrated PVNA architecture. The waveguide structure
is atop a 1.5 mm thick HDPE substrate, supported by a 3 mm PVC plate. The in-coupled
THz wave from the free-space port gets partially transmitted through the DUT reaching
Rx1 and is partially reflected back to Rx2.

In this chapter, we characterise waveguide-based circuit components, such as WGM and cavity
resonators, THz fibre Bragg grating, etc., using two different 1.5-port setups. We start with detailing
the digital data-processing techniques from chapter 3 employed to extend the operational bandwidth
of the PVNA. Then, we briefly discuss about a coupling mechanism to integrated, metallic electronic
circuitry and finally, we propose a 2-port fully integrated PVNA architecture.
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6.1. Data acquisition and software setup

The CW Terascan™ system from Toptica Photonics has three measurement bands spanning between
0− 1.15 THz, 0.95− 2.2 THz and 1.5− 2.75 THz respectively. Each band uses a different pair of DFB
lasers. We utilize the first and the second bands to measure a total bandwidth between 0.3− 1.6 THz
in the PVNA setups. The setup is operated in a homodyne fashion, just like the other free-space
counterparts shown in this thesis. Figure 6.2(a-d) shows the following post-processing steps applied to
the measured photocurrent at the receivers:

• The alignment of the laser spot on the device causes a variation of the laser power absorbed
by the receivers. As the laser serves as a local oscillator (LO), this turns into a responsivity
variation. In order to calibrate the effects of unequally absorbed laser power out, we record a DC
I-V characteristics under illumination and normalize the measured rectified THz current to the
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Figure 6.2.: (a) Measured raw data at the receivers has different DC-offsets due to ground loops in the
post-detection electronics. (b) A BPF (window in time-domain) filters-out the unwanted DC
current and also the stray reflections arriving before or after themain signal. (c) The filtered
data can be stitched together to have a continuous homodyne spectrum. We usually
combine the data at a waterline to suppress unwanted phase jumps in the cumulative
dataset. (d) Hilbert transform of (c) reveals the amplitude (and phase) information of the
measured spectrum between 0.45− 1.5 THz. The dashed vertical line in (c) and (d) marks
1.098 THz where the data-sets are joined together.
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DC photocurrent at 0.2 V.

• The normalised receiver current usually has an offset due to ground loops, which is a common
feature of the TIAs. Figure 6.2(a) shows two homodyne signals with different (even frequency-
dependent) current offsets recorded in the first and the second frequency bands.

• In Fig. 6.2(b), we use an appropriate BPF (equivalent time-window) to remove the current offset
and other stray reflections from the data.

• Then, we compensate for the frequency lag between the actual and set frequency of the Terascan
system by aligning the waterlines at 0.557 and 1.098 THz. We stitch the data together at the
waterline of 1.098 THz to avoid phase jumps at the junction, as shown in Fig. 6.2(c).

• Finally, in Fig. 6.2(d) we compute the Hilbert transform of the measured current to obtain its
complex form and subsequently normalise it to the reference setup to calculate the S-parameters.
We also estimate the system noise from the scan range between 1.595 − 1.60 THz, where no
signal is recorded.

The post-processing of the measured data increases the maximum operational frequency of the PVNA
from 1.1 THz to ∼ 1.5 THz, i.e., a 36% bandwidth increment. A deep-dive into the impact of data
processing on homodyne measurement systems can be found in section 3.2. We have also submitted
a patent application to the German Patent Office (DPMA) [69] regarding the bandwidth extension
proposition of homodyne THz systems aided by digital signal processing.
Table 6.1 features a comprehensive list of DUTs and their corresponding measurement parameters

characterised in this chapter using both the PVNA setups. The measurement band 1 spans between
0.3− 1.15 THz, whereas the band 2 between 0.95− 1.6 THz. For confirming the optical alignment of
the laser spot, the DC photocurrent is measured across the VA-coupled receivers with four different
antenna types (A, B, C and D) against a bias of 0.2 V.

Table 6.1.: Comprehensive list of measurement parameters of the DUTs characterised in this chapter.

Setup DUT Scattering Band VA- DC photo- Integration
parameter type current time

Additive WGM resonator
S21

1 A 2.50 µA
30 msDUT 2 2.80 µA

M
od

ul
ar

PV
N
A

Terahertz fibre S21 1 C 3.45 µA
100 msBragg grating

S11
1 D 3.05 µA
2 3.10 µA

Cavity resonator
S21

1 C 3.40 µA

100 ms(3.167 mm) 2 3.70 µA

S11
1 D 3.50 µA
2 3.10 µA

Cavity resonator
S11

1 D 3.40 µA
100 ms(∼ 9 mm) 2 3.42 µA
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6.2. 1.5-port setups

Figure 6.3(a) and (b) show the two configurations of the 1.5-port (semi-) integrated PVNA setup. In
the first case of Fig. 6.3(a), the DUT interface is a 9 mm long waveguide section, fabricated with the
splitter structure on the one end and a 90◦ bend on the other. This structure is used as reference. DUTs
are later added either on top or beside this reference structure, i.e., this setup can characterise only
additive DUTs. The receivers are modular and coupled to the waveguide end facets.

Mod. 1

Mod.
2

Mod.
3

DUT

Mod. 1 Mod. 2 Mod. 3

DUT

(a) (b)

Figure 6.3.: (a) 1.5-port PVNA setup with additive DUTs. Only the receivers are detachable. (b)
Schematic of a modular PVNA setup where only the DUT structure can be replaced. The
dashed black lines indicate the alignment planes in both the setups.

The second configuration is more modular, where module 1 and 3 hold the waveguide-integrated
receivers (PVNA heads) and the module holding the DUT (Module 2) can be altered. Henceforth, we
refer to this as the modular PVNA setup. For fully integrated setups with THz sources and receivers,
each PVNA head can be calibrated just after manufacturing. However, this is not the case for the
(semi-) integrated version, as the free-space alignment can vary between measurements. Henceforth,
we refer to the waveguide coupled Rx2 before the DUT as the reflection port and waveguide-coupled
Rx1 after the DUT as the transmission port.

We use four different antenna-coupled photoconductive receivers in total for all the measurements
shown in this chapter (and appendix A.4). The fabricated VAs are fragile and break during disassembly.
Therefore, the receivers used in the setup of Fig. 6.3(a) could not be reused in the setup of Fig. 6.3(b).
Figure 6.4 shows all the receivers and their corresponding DNRs, used both in the transmission and
the reflection ports. The micrographs of each antenna coupled photoconductor are presented above
the plots. The setup with additive DUTs used the receiver with antenna A, whereas the modular PVNA
used receivers with antennas B and C at the transmission port and with antenna D at the reflection
port. A few noteworthy observations from Fig. 6.4 are as follows:

1. The measured transmission in the setup with additive DUT shows 5− 10 dB lower losses than the
modular PVNA setup. This is primarily due to the misalignment of the DUT with the PVNA heads.
The waveguides are easily aligned along the horizontal plane, however, an uneven HDPE surface
makes the vertical alignment cumbersome. We have to use highly-absorptive SuperGLUE™at the
alignment points sparingly to hold the waveguides in place, which increases the transmission
losses. The reflection spectra are similar for both the setups as they are measured only from the
splitter structure, devoid of any DUT.
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Figure 6.4.: A comparison of measured DNRs of VA-coupled receivers used in the integrated PVNA
setup. The worse performance of antennas B and C is, to a large degree, caused by the
modular PVNA. The green microscopic images of the individual antennas are shown on
top.

2. Antennas A and D have similar base structure and the former also features the directors. The
high-frequency performance of the VA with directors seem to be better than the one without,
contrary to the simulations of chapter 5.

3. Antenna C is 1.2 times larger than the other VAs and hence, the receiver has a better low-
frequency performance than Antenna B. However, the maximum operational frequency of the
former receiver is about 100 GHz lower than the receiver with antenna B.

The setup with additive DUTs offer a measurement bandwidth beyond 1.5 THz. The waveguides are
highly lossy below 0.45 THz and the VAs with 30 µm-thick substrate seize to work above 1.6 THz due to
their lower coupling efficiency and the lack of source power. We characterise a WGM resonator using
the integrated setup between 0.5− 1.5 THz and a THz fibre Bragg grating and two cavity resonators
using the modular PVNA setup. The operational bandwidth of the modular PVNA is 0.5− 1.2 THz.
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6.3. Whispering gallery mode resonator

The WGM resonators derive its name from the whispering gallery of the St. Paul’s Cathedral in London,
where the sound wave travels along the curved surface of cathedral’s dome, rather than bouncing
from the walls. EM waves can be similarly confined within devices with concave boundaries. High RIs
facilitate the mode confinement in the resonators. We can intuitively understand the WGM resonators
from the conformal-transformed waveguide bends. The smaller the ROC of a dielectric bend with high
RI contrast, the more the centre of mass of the mode is shifted to the outer edge (see Fig. 4.7) and
consequently, the more power travels grazing the outer edge of the waveguide bend. If either the width
of the bend is large or the ROC is small, such that the mode travelling in the bend is not affected by its
inner edge, we have a whispering gallery mode propagation. If the bend forms a closed path, it creates
a WGM resonator. The resonant features arise from the interference of the wave with itself after one
round trip.

When a resonator is placed in proximity to the HRFZ-Si-based waveguides, the evanescent fields of
the guided modes couple with the WGMs of the resonator. At resonance, the out-coupled fraction of
the field stored in the cavity destructively interferes with the field in the silicon waveguide. Thus, at
the resonance frequencies, the transmitted power through the waveguide is stored in the resonator
and hence, its transmission characteristics feature sharp peaks. The transmitted power though the
waveguide depends upon fraction of power lost per round-trip in the resonator α2, and the field
coupling coefficient between the WGM resonator and the waveguide κ, and reads [177]

Ptx =
(α−

√︁
1− |κ|)2

(1− α
√︁
1− |κ|)2

. (6.1)

The coupled power to the resonator decreases with increasing frequency as the power guided by
the evanescent fields decreases, decreasing κ. This results in three coupling conditions, namely, the
under-critical coupling, the critical coupling and the over-critical coupling. Critical-coupling occurs
when α =

√
1− κ and no power is transmitted, i.e., Ptx = 0. The critical-coupling condition features

a ±π phase shift at the resonant frequency. At other resonant frequencies, the resonator is under-
critically-coupled when α <

√
1− κ and are over-critically-coupled if α >

√
1− κ. At these resonances,

Ptx > 0 and the phase-jumps are smaller than ±π. Therefore, a frequency-sweep of S21 of the WGM
resonator-coupled waveguide would show very high losses at multiple, (almost) equispaced resonance
frequencies, with the coupling conditions changing from over-critical to critical coupling and further
to under-critical coupling condition, accompanied by their corresponding phase jumps. The spacing
between two consecutive resonances is called the FSR and it decreases slightly with increasing frequency
as the HRFZ-Si-based waveguides and WGM resonators are dispersive.

The shape the resonance peaks define the extent of coupling between the resonator and thewaveguide.
The Q-factor of such a resonance is defined as the ratio of the energy stored in a resonator to the
amount of energy lost per radian of the cycle of oscillation [178]. Alternately, it is formulated as the
ratio of the centre frequency of a resonance to its 3-dB bandwidth. Therefore, we can characterise a
waveguide-coupled WGM resonator from the measured resonance peaks in the S21 parameter. Even
though WGM resonators are widely used at optical frequencies, until recently such resonators were
rarely characterised at the THz frequencies [179], [180]. In 2018, Vogt et al. published a detailed
characterisation of a WGM resonator fabricated using a HRFZ-Si sphere, coupled to a silica waveguide
[181] and demonstrated Q-factors of the order 1.5 × 104 at 0.63 THz. This is at least an order of
magnitude higher than the Q-factors of the other commonly used resonators in the THz domain, such
as photonic crystal slabs, parallel plate waveguides, etc. [181].
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Setup with additive DUTs

We characterise a planar 180 µm thick circular disk made out of HRFZ-Si, with a 1.007± 10 mm radius,
placed atop a HRFZ-Si waveguide. The evanescent field along the comparatively wide horizontal
waveguide axis vanishes at higher THz frequencies and hence, the “on-top” configuration is preferred
rather than placing the resonator beside the waveguide. We have demonstrated the latter configuration

-60

-40

-20

0

|S
2
1
| 
(d

B
)

0

20

40

60

A
v
a
ilb

le
 D

N
R

 (
d
B

)

0.5 1 1.5

Frequency (THz)

-50

0

50

S
2
1

(r
a
d
)

1.275 1.28 1.285

Frequency (THz)

-30

-20

-10

0

|S
2
1
| 
(d

B
)

-3

-2

-1

S
2
1

(r
a
d
)

Meas.

Fit

Phase

( )b

(c)

Available DNR

WGM
resonator

Vivaldi-
Coupled

Rx

Free-space in-couping

(a)

Figure 6.5.: (a) Photograph shows the actual measurement setup. The WGM resonator is placed atop
the HRFZ-Si waveguide. (b) The measured complex S21 parameter of the WGM resonator.
(c) A closer look at two resonances at 1.279 and 1.282 THz.
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in [70], but with very little coupling and hence, we do not explore them further in this work. Figure
6.5(a) shows the measurement setup. The entire waveguide structure is etched out of a single piece
of silicon wafer. We measure the transmission port first as reference. Then, we fix the HRFZ-Si disk
vertically on top of the waveguide using SuperGLUE™. Figure 6.5(b) shows the periodic resonance
trenches in measured |S21|. Below 0.8 THz, the gap between two consecutive resonances, i.e., its FSR
is ≈ 14 GHz. Above, HOMs are excited in the circular disk owing to its small ROC (similar to higher
order bend-modes) and we observe more frequent, unequally spaced resonances from different radial
resonator modes in S21. The measured phase shows < π transitions at over-critical coupling between
0.5−0.7 THz to a ∼ π transition at the critical coupling frequency ∼ 0.736 THz, followed by decreasing
phase shifts for the under critical coupling at higher frequencies. A simulated radius of 1.004 mm
matches the measured resonance features.
In Fig. 6.5(c), we take a closer look at two resonances between 1.275 − 1.285 THz. The FSR of
≈ 3 GHz between the resonances indicates that they occur from different radial resonator modes. We
fit the resonant features to a Lorentzian distribution for estimating their 3-dB bandwidth [181] and
subsequently calculate their Q-factors. The estimated Q-factor of the resonant feature at 1.279 THz is
1.04× 104, which is at least 3 times larger higher than the WGM resonator in [182], comparable to the
Q-factors reported in [181], [183] and an order of magnitude larger than the non-WGM resonators
at THz range [184]–[186]. The ≈ π phase jump at the resonance frequency indicate a near-critical
coupling condition. Table 6.2 lists Q-factors at other resonance frequencies of the WGM resonator.

Table 6.2.: A list of a few resonances and their corresponding Q-factors. All the listed resonance
peaks have lower attenuation than the available DNR.

Frequency Q-Factors
0.736 THz 5 847
0.905 THz 21 191
1.279 THz 10 437
1.282 THz 5 524

The visibility of the resonances till 1.5 THz and beyond attests to the broad operational bandwidth of
the miniaturised PVNA, at least with additive DUTs. However, the available DNR limits the resolvable
depth of the resonance feature. Simply speaking, only resonant features with < 15 dB attenuation
can be properly characterised above 1.5 THz. The setup with additive DUTs show 5 − 7 dB lower
losses than the modular configuration, however, the calibration planes are ill-defined. Furthermore, the
setup is convenient for additive structures like the WGM resonators or sub-wavelength grating filters,
however, is very inconvenient for waveguide-integrated DUTs or metallic structures like integrated
circuits operating at THz frequencies.

6.4. Modular PVNA setup

The modular PVNA setup provides more flexibility and mimics a traditional electronic VNA with two
measurement ports. The DUTs are separate and interchangeable without recalibrating the PVNA heads.
Figure 6.6 shows the modular version of the assembled (semi-) integrated 1.5-port PVNA. The reflection
port on the left HDPE plate constitutes the free-space in-coupling port, the splitter structure and the
receiver Rx2, which measures the reflected power. The transmission port is the rightmost HDPE plate
hosting the waveguide-coupled Rx1. The coupled waveguide is made intentionally longer to temporally
separate reflections from Rx1 from the reflection from the DUT at Rx2. The section AB contains the DUT
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mounted on the centre HDPE piece. Even though the standing waves at the edges of the HDPE plates
are significant, large gaps in-between make it easy to remove these stray reflections in post-processing.
This configuration adds two more alignment points at A and B compared to the additive DUTs and
results in 5− 7 dB higher misalignment losses below 1 THz, as is also evident in plot 6.4.

PVC

HDPE

Rx1

Rx2

DUT

Free-space
in-coupling

to lock-in
amplifiers

A B

1 mm

Connecting wires

Conductive
epoxy

VA-coupled
photoconductor

Figure 6.6.: A modular PVNA setup. The misalignments between the DUT and the PVNA heads are
visible at locations A and B, respectively. The gap is in the order of tens of micrometers.
The direct coupling between the waveguides and the VA-coupled receiver is magnified in
the circular inset.

The transmitted wave through the DUT reaches Rx1 before any other stray reflections and thus, can
be easily time-gated or filtered out using a LPF. The situation is more complex at the reflection port.
Figure 6.7 shows the equivalent time-domain plots for the received signal at Rx2 in the modular PVNA
setup. We plot three different measurements, namely,

1. an open at point A (black), i.e., the DUT is absent,

2. an open at point B (red) implemented attaching an additional 9 mm long waveguide at A but the
transmission port is disconnected,

3. a cavity resonator as DUT (blue) with a connected transmission port.

The reflections from point A arrive the receiver with ≈ 1.5 ns delay, whereas the reflection from point
B reaches with a 1.75 ns delay. We also see some reflections from A for the second case and some
additional reflections from the discontinuity in HDPE substrates at 1.65 ns, which are two orders of
magnitude smaller. The cavity resonator connected to the transmission port also shows significant
reflections from point A, i.e., at the beginning of the cavity and at 1.58 ns from the other end of the
∼ 3 mm long cavity. The blue plot also shows trailing reflections at regular intervals of 82 ps. This
resonator and the other ∼ 9 mm long waveguide are characterised later in this chapter, where we
revisit this time-domain plot. Here, we conclude that the reflections from the DUT reach the receiver
with delays between 1.5 − 1.75 ns and we use time-windows (equivalent to BPFs) to separate the
reflections occurring at the DUT from undesired reflections of the setup.
The transmission port is calibrated using the 9 mm waveguide as a through-line. The reflection

port is more difficult to calibrate as we need 100% reflection at the point A, which is very difficult to
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Figure 6.7.: Time-domain plot showing the measured delays in the reflection port. The reflections at
1.58 ns and 1.75 ns occur from the points A and B, respectively. The reflection from an
arbitrary DUT placed between AB reaches Rx1 at an intermediate delay.

achieve. Instead, we use reflections from the open at A as reference and scale it with the simulated
|S11| values of an abruptly terminated waveguide. To compensate for the inadequate calibration
and manufacturing tolerances, we add a constant phase delay ∆φ to the measured S-parameters, in
the form Sij · exp(−j∆φ), for an improved phase match with the simulated values. However, these
added phase delays cannot appropriately compensate the dispersion in the waveguides. The power
at higher frequencies are more confined within the HRFZ-Si guide, have a smaller phase velocity
and consequently, arrives at a greater delay than the power travelling at lower frequencies. Despite
being unimportant for PVNA calibration, the knowledge of the waveguide dispersion is crucial for an
appropriate de-embedding of the measured waveguide-coupled DUTs. At this stage, the measured
S-parameters in the integrated PVNA give just a qualitative rather than a quantitative characterisation
of any DUT.

6.4.1. Terahertz fibre Bragg grating

Equation (2.43) relates the propagation constant of the guided modes as a function of the waveguide
dimensions. Intuitively speaking, the smaller the waveguide cross-section, the higher the fraction of
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guided power travelling in the evanescent fields outside the HRFZ-Si waveguide and consequently,
the lower the effective RI of the guided mode. The guided wave is partially reflected whenever it
experiences a change in its modal RI. We use this phenomenon to create a resonator structure by
altering the waveguide width, periodically, between wwg = 100 µm and 250 µm. Each section is a
quarter of the guided wavelength (λg/4) long at the resonance frequency to mimic a DBR. The power
reflectivity of such reflectors reads [187]

R =

[︃
(nH)2(N+1) − n2wg(nL)

2N

(nH)2(N+1) + n2wg(nL)
2N

]︃2
, (6.2)

where, nL, nH and nwg are the effective RIs of the propagating modes in the 100, 250 and 200 µm
waveguide sections, respectively and N is the number of 100 µm–250 µm section pairs.
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Figure 6.8.: The plot shows the simulated effective wavelength λg of the Ex
11 mode at waveguide

widths of 100 and 250 µm. The guided wavelength at 0.7 THz is 251.3 µm and 174.8 µm
respectively. The reflection coefficient is 0.18 at 0.7 THz.

Figure 6.8 shows the simulated guided wavelength λg of the fundamental Ex
11 mode for waveg-

uide widths 100 µm and 250 µm, respectively. We designed the THz fibre Bragg grating at 0.7 THz.
Correspondingly, the 250 and 100 µm wide sections are 43.7 and 62.825 µm long, respectively. The
RIs are nwg = 2.37, nH = 2.45 and nL = 1.70. The field reflection coefficient between the 100 and
250 µm sections is only r = 0.18. According to eqn. (6.2), the resonator with 61 periods of width
variation between 100 and 250 µm should feature a total reflection at 0.7 THz. Simulated values show
|S21| < −30 dB, |S11| > −0.7 dB and a reflected bandwidth of ∼ 25 GHz in |S11| at 0.7 THz. In an
ideal DBR, the propagating wave experiences periodic, sharp changes in RI, defined by the physical
media, whereas in the waveguide-based periodic structures, the effective RI of the propagating mode
does not change abruptly between the 100 and 250 µm wide sections, rather changes smoothly. Hence,
the reflectance of the simulated periodic DUT is lower than the analytical values obtained from eqn.
(6.2).
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Figure 6.9.: Simulated and measured complex S-parameters of the THz fibre Bragg grating. The
dashed black plots shows the available DNR for the measurements and corresponds to
the right ordinate. The designed stop-band at 0.7 THz is excellent visible in the measured
S21 through the fibre Bragg structure. The power is completely reflected by the grating
structures and is detected in the S11 measurements. The schematic atop the plots shows
the simulated THz fibre Bragg grating structure.

The periodic THz fibre Bragg grating is characterised in the modular PVNA. Figure 6.9 shows the
complex S-parameter for the structure. The simulated values are added for comparison. The magnitude
of the S21 parameter shows ≈ 10 dB higher losses than the simulated values at lower frequencies,
whereas the losses are similar to the simulated values above 0.8 THz. The DUT features a ≈ 20 dB deep
resonance trench around 0.7 THz, matching our design expectations and the simulated characteristics.
The measured resonance trench does not feature as steep slopes as in the simulation, which is likely due
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to the finite time-window (filter bandwidth) used in post-processing to reduce noise. The measured
phase shows similar characteristics to the simulated values after a delay correction of 11.8 ps. The
amplitude of measured S11 parameter prominently shows the reflected power around 0.7 THz. The
measured |S11| goes above 0 dB due to the inaccurate calibration of the reflection port. The stop-band
widths of the measured and the simulated peaks are in excellent agreement. At lower frequencies,
the measured |S11| is 8 − 10 dB higher than the simulations and accounts for similar losses in the
transmission measurements. At higher frequencies, the measured S11 differs from the simulated value
mostly likely due to the inaccuracies in fabrication and the application of the absorptive SuperGLUE™,
which also result in the weaker reflectivity of the stop bands. Regardless, the simulated resonance at
1.08 THz is discernible in both the measured S-parameters, but at ≈ 1.06 THz. The measured phase of
the S11 parameter also shows excellent match with the simulations without any delay correction. These
discrepancies between the measured and simulated S-parameters emphasize the need of appropriate
characterisation tools for THz circuit components, such as the demonstrated PVNA as experimental
imperfections cannot be simulated appropriately.
In the actual experiment, we measured the section between ports 1 and 2 in Fig. 6.9 as the DUT,

where the total distance between the ports is designed to be 9 mm, matching the length of the through
waveguide used for calibration. The grating structure (section AB) is not centrally placed and hence,
the reflected signal reaches their corresponding ports of origin at different delays, t1 and t2, respectively.
Consequently, ∠S11 = ∠S22 + ∆φ(f), where ∆φ(f) = 2πfnwg(f)(t1 − t2)/c0 is the resulting phase
difference and c0 is the speed of light in vacuum. The complex transmission parameters at either
ports are identical but, only the magnitudes of the reflection parameters are the same. Thus, the total
characterised structure is asymmetric (S11 ̸= S22) and a 2-port measurement is necessary for its full
characterisation. Nonetheless, since we know the distance from the ports to A and B, the S-parameters
of symmetric section AB can be calculated using de-embedding techniques [188], [189]. A known
dispersion correction factor of the 1.5-port PVNA will significantly improve the phase accuracy of the
de-embedded data.

6.4.2. Cavity resonator

We take advantage of the ∼ 50 µm gap at location A to create a cavity resonator using a slotted HRFZ-Si
waveguide. The designed DUT has a 450× 150 µm2 slot etched at B about 3.2 mm away from point A.
Figure 6.10 shows the simulated model. The 3.2 mm-long silicon cavity (AB) resonates for both the
transmission and reflection measurements. However, the 450 µm long slot reflects most of the power
and hence, we see ∼ 20 dB losses in the simulated S21 parameters.
The measured S11 of the cavity resonator show excellent match with the simulated values in Fig.

6.10. The delay is corrected by −4.5 ps. The periodicity of the simulated |S11| matches the measured
values for a cavity of length AB = 3.167 mm, which is slightly shorter than the physical length of
3.24 ± 0.01 mm measured with the IC measure software [190]. The transmission parameters show
higher losses than expected, most likely due to misalignment at the transmission port. Additionally,
the periodicity of the measured |S21| is almost double that of the simulated values, which indicates
larger gap between DUT and the waveguide at A. The phase of the measured S21 matches excellently
with the simulated values after a delay correction of 1.1 ps.

Figure 6.11(a) compares the measured S11 parameters for two resonant cavities, namely the pre-
ceding 3.2 mm long cavity C-3mm and the 9 mm long cavity C-9mm we mentioned in Fig. 6.7. The
resonances of C-9mm have a FSR of 4.4 GHz, compared to the 12.08 GHz FSR for the shorter resonator.
Table 6.3 lists the Q-factors of two resonances for each of the resonant cavities at as high as possible
frequency, yet with the resonant peak above the noise floor. The Q-factors of C-9mm is almost an order
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Figure 6.10.: Simulated and measured complex S-parameters of the cavity resonator. The dashed
black plots shows the available DNR for the measurements and corresponds to the right
ordinate. The designed distance AB is 3.2 mm and BC is 450 µm. The schematic atop
the plots shows the simulated resonance cavity AB.

of magnitude larger than C-3mm.
Figure 6.11(b) shows the equivalent time-domain plots for the two resonators. Firstly, the dispersive

nature of the waveguide is evident as the trailing pulse of the C-9mm cavity is ∼ 20% wider that of
the C-3mm resonator. Secondly, the time delay between the subsequent reflections in the former is
∼ 223 ps, in contrast to the ∼ 82 ps for the latter. Assuming the simulated length of C-3mm is correct,
the estimated length of C-9mm cavity is ≈ 8.613 mm, about 2% smaller than the physical length of
8.88± 0.01 mm measured with the IC measure software. The ratio of the FSRs of the two resonators
ascertains the actual length of the C-9mm cavity.
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Figure 6.11.: (a) A comparison between the measured complex S11 parameters for resonators C-3mm
and C-9mm reveals a 2.745-times lower FSR of the latter resonator. The phase jumps
in the measured ∠S11 plots align excellently well with the resonances. The simulated
cavity lengths are ∼ 2% smaller than the measured physical lengths, indicating a slightly
smaller effective RI of the actual propagating mode compared to the simulated models.
(b) The delays of the trailing reflections also indicate that the C-9mm resonator is∼ 2.712
times larger than the C-3mm one. The dispersion in the waveguide is qualitatively visible.

Table 6.3.: Q-factors and FSR of two resonances at the two cavity resonators of length 3.167 mm and
∼ 9 mm. The resonances are selected with close to π phase jumps at as high as possible
frequencies. The attenuation at the resonant frequencies is lower than the available
measurement DNR.

Cavity length 3.24± 0.01 mm 8.88± 0.01 mm
FSR 12.08 GHz 4.4 GHz
Frequency 892.6 GHz 904.73 GHz 1036.8 GHz 1041.2 GHz
Q-factor 401 247 2, 451 4, 218

6.4.3. Dispersion in the waveguides

Dispersion in the HRFZ-Si waveguides broadens the equivalent pulse shape in time-domain as a function
of distance travelled by the wave (see section 4.5.4). To estimate the dispersion, we use the reflections
from the C-9mm resonator. There is a ≈ 50 µm gap between DUT and the PVNA head at point A. In
a cavity resonator, the multiple trailing reflections propagate different lengths before reaching the
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receiver. Filtering the individual reflections out and comparing two successive reflections gives an
estimate of the dispersion in the waveguide cavity. Figure 6.12(a) shows the equivalent time-domain
pulse at the receiver at the reflection port. Two prominent reflections reach Rx2 at delays around
1.51 and 1.75 ns originating from A and B, respectively. We use 2 BPFs (equivalent time-window of
1 ns) F1 and F2 to segregate the reflected pulses and calculate the dispersion coefficient according to
eqn. (4.18). Figure 6.12(b) plots the calculated dispersion in the cavity resonator and it shows good
agreement with the measurements in the free-space setup in Fig. 4.20(b). At lower frequencies the
resonator shows more dispersion most likely due to the SuperGLUE™, which changes the RI of the
fields travelling outside the HRFZ-Si structure. The strong resonances above 0.75 THz occur at the gap
at position A, where as the reflected pulse undergoes additional reflections at the gap. The waveguide
losses can be similarly characterised, however, we need at least one more reflection to separate the
reflection and the attenuation coefficients reliably.
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Figure 6.12.: (a) The equivalent delay plots from the frequency scans. Multiple reflections arriving at
the receiver can be temporally filtered out by BPFs F1 and F2 (equivalent to time-domain
windows). (b) Measured dispersion (blue) from the 9 mm long resonant cavity. The
estimated dispersion of waveguides on HDPE substrate from the free-space measure-
ment setup (red) is added for comparison. The strong oscillations in the blue graph
occur as the individual reflected peaks cannot be completely segregated from the the
neighbouring ones and thus some standing waves leak, especially at higher frequencies.
The origin of the overall oscillations with a periodicity of 200 GHz is inconclusive. It is
probably a measurement artefact, either originating from standing waves in the setup or
occurs due to the non-ideal tuning of the DFB laser frequencies.
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6.4.4. Necessary improvements for the modular PVNA

Two aspects of the modular PVNAmust be improved for reliable, accurate and repeatable measurements.
Firstly, in my opinion, a robust packaging is crucial for the repeatability of the measurements. In the
presented modular setup, alignment inaccuracies occur at least at five instances, namely, the alignment
of the DFB lasers on the two receivers, the free-space alignment of the source and the two ends of the
DUT with the PVNA heads. The former two misalignments can be rectified using the corresponding DC
photocurrent values, however, the latter three vary between the reference and each DUT measurement.
Furthermore, the vertical alignment is excruciatingly difficult without using any adhesive as surface
warping of the HDPE substrate is in the order of a few tens of micrometers. Ideally, a robust packaging
with an integrated THz source and fixed lenses for the incident lasers over the active devices can reduce
the locations of potential misalignment to two. The DUT and the transmission port can be further
mounted on a 3-D translation stage with precision micrometer screws to align the waveguide ends as
accurately as possible. A gap of < 10 µm is practically invisible to the propagating waves and hence,
we need to achieve better than 10 µm alignment accuracy.

Secondly, an appropriate calibration routine would guarantee proper quantitative analyses of the
DUTs. The free-space PVNAs use some variation of the through-reflect-line (TRL) calibration routine
[34], [35]. Assuming a robust packaging and minimal misalignments, the phase and amplitude of the
S21 parameter can be calibrated easily with through waveguides of different lengths. The dispersion of
the waveguides can also be calibrated by similar methods. However, the dispersion in the waveguides
is not an essential calibration parameter, yet it is vital for the phase estimation and subsequent de-
embedding of the waveguide-coupled DUTs. Calibrating the reflection port poses a challenge as a
broadband ∼ 100% reflection is necessary. A metal mirror at the waveguide end-facet can solve this
problem or alternatively, multiple high-reflectivity, THz fibre Bragg grating structures can be employed
to attain over 95% reflections.

6.5. 2-port PVNA

Assuming the calibration and packing issues being resolved for the (semi-) integrated modular PVNA,
we can extend the setup to manufacture an integrated 2-port PVNA. Figure 6.13 shows the conceptual
schematic of such a setup. The waveguide in the transmission port is replaced by another splitter to
create the second PVNA input port. Albeit, the transmission losses would increase by 4 − 6 dB, an
integrated THz transmitter can compensate for the lost power. The two ports can be simultaneously
scanned by biasing the two THz sources at different modulation IFs. The setup also requires two LIAs
to simultaneously demodulate the received signal from the two sources.

6.6. Transitions to hollow metallic waveguides

In collaboration with Benedikt Krause, involved in the development of photonic spectrum analy-
sers (PSAs) [191], [192], we have shown that the dielectric waveguides in conjunction with the
ErAs:In(Al)GaAs receivers, both developed in this thesis, are well-suited for coupling to RHMwaveguide-
based sources . We ran a feasibility test using an electronic VNA as the THz source and a VA-coupled
ErAs:In(Al)GaAs-based receiver directly coupled to a waveguide with a 90◦ bend. Figure 6.14(a) shows
the measurement schematic. The VNA is set to 0.47 THz and the DFB lasers driving the receiver is
swept between 0.47− 0.471 THz. They act as a LO for the detected signal. Figure 6.14(b) shows the
measured power in the waveguide-coupled receiver. The spectral peak is found at ≈ 0.47093 THz, in
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Figure 6.13.: Schematic of a (semi-) integrated 2-port PVNA architecture based on the demonstrated
1.5-port PVNA. Another splitter structures symmetrically replaces the transmission
measurement port of the 1.5-port architecture.

agreement with the offset caused by the uncalibrated look-up table of the optical LO. Further details
about the PSA for waveguide-coupled sources can be found in [192]. Above ≈ 0.52 THz, the simulated
coupling losses between the designed HRFZ-Si-based waveguides and RHM waveguides (WR-1.0
and WR-1.5) are lower than 1 dB. Thus, this scheme can be reverted to probe integrated metallic
electronic circuits using RHM waveguide-coupled ground-signal-ground (G-S-G) probes, such as the
commercially available T-wave probes, capable of measuring up to 1.1 THz [193]. This enables the
on-chip measurement capability of the (semi-) integrated PVNA.
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Figure 6.14.: (a) The schematic of a waveguide-coupled PSA. The waveguide is inserted in a WR 2.2
RHM waveguide excited by an electronic VNA at 0.47 THz. (b) The resonance peak is
recorded in the PSA scanned with 1 MHz step and with an integration time of τ = 200
ms. The plot is adapted from [192].
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In summary, we have demonstrated a prototype of the (semi-) integrated PVNA supported by the
waveguide architecture developed in this thesis. We characterised a WGM resonator up to 1.5 THz
and multiple resonator structures between 0.45 − 1.2 THz using the modular version of the PVNA.
In this chapter, we also briefly looked at the current pitfalls of the PVNA architecture and discussed
possible remedies. In essence, we successfully demonstrated a miniaturised and nearly-integrated CW,
free-space PVNA setup using a waveguide-based platform in this chapter. The (semi-) integrated PVNA
is indeed a broadband characterisation tool for the THz range.
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7. Summary and Outlook

Using the photonic vector network analyser (PVNA) demonstrated by Fernandez Olvera et al. [35] as
the base-design, we transformed the free-space transmission media to a HRFZ-Si waveguide-based
architecture, supported by high density polyethelene (HDPE) and crystalline quartz (Qz) substrates.
For the ease of integration, we changed the broadside, log-periodic antenna-coupled ErAs:In(Al)GaAs-
based photoconductive receivers to end-fire Vivaldi antenna (VA)-coupled variants and directly coupled
them to the waveguides. We further demonstrated a functional semi-integrated 1.5-port PVNA and
characterised exemplary dielectric waveguide components. We also presented multiple data and image
processing algorithms and an optimisation technique, useful for bandwidth extension of both the
free-space and integrated PVNAs. The data-processing and imaging techniques can be extended to
multitude of other measurement systems, irrespective of their frequency regime of operation.

7.1. Synopsis

The goal of this thesis was the miniaturisation the continuous-wave (CW), free-space PVNA operating
at THz frequencies. i.e., to manufacture an integrated THz-system-on-chip (SOC). After providing
the necessary theoretical background on dielectric waveguides, photomixing and antennas, we start
chapter 3 with a brief analysis of the free-space PVNA design and detail several of its applications
in material characterisation and imaging. We estimated the refractive index (RI) and thickness of
single layered, lossless, dielectric structures using Fabry-Pérot resonances in planar devices under test
(DUTs). We showed two different algorithms for optical thickness estimation using the amplitude
and phase of the measured Fabry-Pérot transmission coefficient in S21. We developed a scattering
transfer parameter (T-parameter)-based modelling technique for multilayered structures and proposed
a vectorial optimisation method to determine thicknesses and RIs of the individual layers from the
measured S-parameters. Initial tests show that the vectorial optimisation has comparable accuracy,
but better convergence with respect to the widely used Nelder-Mead simplex algorithm (NMA) (see
Appendix A.2), however, an extensive comparison of the algorithms is yet to be done. Furthermore, we
were able to image structures as small as 50 nm thick using the phase of the measured S21 parameter.
The thickness corresponds to λ/10, 000 in the farfield, with a precision of λ/15, 000 [66]. We also put
forward an imaging technique using zero-padding which emulates large bandwidth scans and does not
necessitate a thick substrate for imaging thin, low RI films. We successfully imaged a relative thickness
difference of 350 nm using only a 10 GHz frequency scan, i.e., ∼ 5 orders of magnitude lower than the
Fourier-transformed delay resolution. We additionally demonstrated data processing techniques which
can improve the operational range of the free-space PVNAs, and more generally, of any homodyne CW
system, by ≈ 30% and improve the system dynamic range (DNR) by ∼ 20 dB, without any significant
increment of measurement time. We have submitted a patent regarding the digital post-processing
techniques [69].

As a next step, we designed the overmoded dielectric waveguides architecture necessary tominiaturise
the free-space PVNA. The employed deep reactive-ion etching (DRIE) process etches 50 µm thick HRFZ-
Si wafer within half an hour and features a side-wall undulation in the order of 10 nm. The HDPE or
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Qz substrates support the 50× 200 µm2 waveguides. The single mode bandwidth of the waveguides
is between 0.5 − 0.75 THz, however, with appropriate design and excitation, they can be operated
in the fundamental mode up to as high as 1.5 THz. Circular bends with radii ≥ 4 mm suppress
mode conversion and facilitate broadband operation. Sine-squared bends with non-linearly increasing
curvature reduce the required bend radii (see section 4.3.3) to ≈ 2.4 mm. The waveguides are
characterised in a free-space setup, where a Gaussian THz beam excited the waveguides. The total
incurred in- and out-coupling losses are between 28− 30 dB for Qz substrate and 18− 26 dB for HDPE
substrate. In comparison, the transmission losses in the guides are between 0.4− 1 dB/cm, increased
significantly due to the presence of cyanoacrylate adhesives underneath. We also fabricated and
measured a 3-dB splitter structure, which eventually replaces the polariser-based splitters employed in
the free-space PVNA.
To reduce the coupling losses to the waveguides, we demonstrated a direct-coupling mechanism

for the active devices, especially the ErAs:In(Al)GaAs-based photoconductive receiver. We designed
and simulated end-fire VAs using CST® microwave studio and fabricated them in-house. We further
characterised two specific designs in conjunction with the waveguides, which are later extensively
used in the integrated PVNA setup. The VAs show similar performance as commonly used log-periodic
antennas without the silicon lens. Directly coupling the VAs to the waveguides lowers the coupling
losses by 8− 12 dB per coupling interface and extends the operation bandwidth of the semi-integrated
PVNA to ≈ 1.5 THz. The coupling losses between the end-fire antenna and the waveguide are < 5 dB
between 0.6− 0.9 THz. However, the losses become comparable to free-space coupling above 1 THz.
Hence, a thinner VA substrate and further design improvements are necessary.
With the waveguide architecture and the active elements at hand, we assemble a 1.5-port semi-

integrated PVNA in chapter 6. We demonstrated its functionality by characterising symmetric dielectric
structures. The 1.5-port measurements are sufficient for a full characterisation of the DUT [34] as
S11 = S22 and S12 = S21. We lack a powerful integrable THz source and hence, we resorted to free-
space in-coupling from a commercial P-I-N diode-based transmitter. The data-processing techniques
developed in chapter 3 are extensively used during the estimation of S-parameters, to compensate for
the free-space in-coupling losses and for extending the measurement bandwidth till 1.5 THz. Some
important results of DUT characterisation using the semi-integrated PVNA are as follows:

• We measured quality factors (Q-factors) up to 20, 000 at 0.9 THz of resonances from a HRFZ-Si-
based planar whispering gallery mode (WGM) resonator demonstrating sufficient dynamic range
and resolution even for such high-Q resonances.

• We characterise a THz fibre Bragg grating structure which shows > 95% reflections over a
bandwidth of 20 GHz. In the future, it can be utilised for calibrating the integrated PVNA.

• A 9 mm long cavity resonator features resonances of Q-factors > 4, 000 at 1.04 THz.

• We show that the mode conversion is suppressed in sine-squared bends by at least 1 dB per
90◦ bend as compared to the circular ones above 1.35 THz for effective bend radii of 2.4 mm.
However, this result is inconclusive and hence, is presented in appendix A.4.

Expectedly, we also face some calibration hurdles arising from varying DUT sizes and misalignment
with the free-space Gaussian THz beam. This emphasises the necessity of a directly-coupled THz source
for a robust operation of the PVNA. Regardless, we show DUT characterisation between 0.5− 1.5 THz
using the same waveguide and the VA-coupled ErAs:In(Al)GaAs-based receivers. This operational
bandwidth can be further extended up to 2 THz and beyond, with the availability of a powerful,
integrable THz source and a receiver with thinner substrate. With the exception of the source, we
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miniaturise the free-space CW PVNA to a THz-photonic integrated circuit (THz-PIC) and extend its
operational bandwidth up to 1.5 THz. The presented semi-integrated PVNA architecture provides
a feasible alternative to highly expensive and comparatively narrowband electronic vector network
analyser (VNA) extenders, at least for dielectric component characterisation. The demonstrated hollow
metallic waveguide transition in section 6.6 presents a promising scheme of its integration with the
commercially available ground-signal-ground (G-S-G) probes to characterise integrated electronics
circuitry.

7.2. Outlook

Upgrading the 1.5-port PVNA to a 2-port system just requires changing the waveguide bend at the
second port by a splitter. However, this would result in an additional 4− 6 dB losses at the receiver of
the second port (c.f section 4.5.5). The exemplary PVNA shown in this thesis is a proof-of-concept. For
a commercially viable product, it lacks robustness and repeatability. In addition to an improvement in
VA design, we suggest four-fold follow-up work as an outlook.

1. Most measurement inconsistencies arise from misalignments either at the free-space in-coupling
port or at the waveguide-DUT junction (positions A and B in Fig. 6.1). A robust packaging with
integrated optical and electrical connections will reduce these alignment errors significantly.
Additionally, mounting the DUT and the PVNA-head of at least one port on 3-D translation stages
with micrometre precision will increase the flexibility and scalability of the integrated PVNA.

2. Assuming a robust packaging, an accurate calibration of the PVNA heads is necessary to charac-
terise DUTs both qualitatively and quantitatively. In this regard, the through-reflect-line (TRL)
calibration technique can be exploited. A set of sub-wavelength periodic structures together can
induce very high reflections (> 95%) over a large bandwidth, adequate to appropriately calibrate
the reflection measurements. However, in such cases, a proper calibration mechanism for the
reflected phase must be devised.

3. Electronic VNAs feature power monitors in order to compensate for drifts in the system. Power
monitors, like Schottky-based direct detectors can easily be integrated in the PVNA by tapping
off a small fraction of power from each source using the coupler structures developed in this
thesis, redesigned to achieve 10 : 90 splitting ratio or similar.

4. Finally, a mechanism to measure metallic transmission line-coupled structures will make the
integrated PVNA viable and affordable alternative to its electrical counter part. A coplanar
striplines (CPS) line in ground-signal (G-S) or G-S-G configuration can be attached to VAs to
transfer the guided power in the waveguides to metallic electrical networks. Alternatively, the
dielectric waveguides can be directly coupled to rectangular hollow metallic (RHM) waveguide-
coupled commercial G-S-G probes as shown in section 6.6.
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A. Appendices

A.1. Lock-in detection

The Toptica source control biases the transmitter (Tx) at a modulation frequency fTx
mod to aid in lock-in

detection. The output of the receiver (Rx) reads as

idet(fTHz) = iTHz(fTHz) cos(2πfTx
modt), (A.1)

where iTHz is given by eqn. (1.1) and fTx
mod ≪ fTHz. Since the same pair of distributed feedback (DFB)

lasers are used for both Tx and Rx, the detection mechanism is homodyne. See Fig. 1.2 for reference.
The lock-in amplifier (LIA) located in the Toptica source control first demodulates the amplified

iTHz and then, averages it over an integration time (or time constant) of τ to reduce the measured
noise even further. A 10-fold increment in τ results in ∼ 10 dB reduction in the measured noise power.
Mathematically, the operation of an (ideal) LIA with an integration time τ reads

iLIA(fTHz, τ) =
2

τ

∫︂ t

t−τ
iTIA(fTHz, t) · r(t)dt, (A.2)

where, iLIA(fTHz, τ) is output current of the LIA, iTIA is the output current from the transimpedence
amplifier (TIA) and r(t) = cos(2πfRx

modt) is the normalized demodulation signal. Assuming additive
noise at the detector and an amplification factor of ATIA at the TIA, iTIA reads

iTIA(fTHz, t) = ATIA · idet(fTHz)
= ATIA · [iTHz cos(2πfTx

modt) + iN (fTHz, t)] (A.3)

Using eqn. (A.3) in (A.2), the output current of the LIA alternatively reads as

iLIA(fTHz, τ) =
ATIA

τ

∫︂ t

t−τ
iTHz(fTHz) cos(2π[fTx

mod − fRx
mod]t)dt

+
ATIA

τ

∫︂ t

t−τ
iTHz(fTHz) cos(2π[fTx

mod + fRx
mod]t)dt

+
2ATIA

τ

∫︂ t

t−τ
IN (fTHz, t) cos(2πfRx

modt)dt. (A.4)

Since the usual integration time τ ≫ 1/f
Tx(Rx)
mod , the second term equates to zero. The first term is

essentially the amplified detector current. Ideally, the modulation frequency at the transmitter and at
the receiver is identical, however, in practice, the modulation frequency feature a non-zero bandwidth.
When fTx

mod − fRx
mod ̸= 0, the integral decays to zero as sinc(2π[fTx

mod − fRx
mod])τ and consequently, some

noise components leaks through the LIA. The sinc decay in the time domain corresponds to a boxcar
function in the frequency domain

ILIA(fTHz) =
1

2π

∫︂ ∞

−∞
iTIA([f

Tx
mod − fRx

mod]) · τ ·Π(2πfτ/2)df, (A.5)

where Π(t) is a normalised boxcar function and iTIA(f) is the frequency spectrum of the detected
current.
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A.2. Performance of the vectorial error minimisation

The vectorial minimisation technique is compared with fminsearch, the Matlab implementation
of the commonly used NMA. A distributed Bragg reflector (DBR) [35] with three layers of HRFZ-Si
(nSi = 3.416, dSi = 520± 25 µm), separated by two air-gaps (dair ≈ 150 µm) is measured with a fast
CW system [27] between 0− 1.314 THz. Three separate fitting cases are considered, namely

• Case I: Parameters n̂Si, d̂Si and d̂air are optimised, where n̂Si is the estimated refractive index of
the silicon layer. Estimated thicknesses of all silicon layers and air gaps are considered to be d̂si
and d̂air respectively.

• Case II: Parameters d̂Si,1, d̂air,1, d̂Si,2, d̂air,2 and d̂Si,3 are optimised, where nSi = 3.416 is
assumed.

• Case III: Parameters n̂Si, d̂Si,1, d̂air,1, d̂Si,2, d̂air,2 and d̂Si,3, where the refractive index of silicon
and individual layer thicknesses are estimated.

The results and performance metrics are tabulated in Table A.1. We tested both the algorithms based
on the same error calculating function. The optimisation accuracy for the vectorial error minimisation
is comparable to the NMA for the optimisation of three and five parameters, even though the latter is
faster. The performance the former is significantly improves as the complexity of the model and number
of parameters to be optimised increases. The convergence of NMA for higher order optimisations
highly depends on the initial simplex and it does not converge for different sets of initial values in
case II. The said algorithm fails to find the optimal set of parameters for case III. A more constrained
implementation of NMA, fmincon, performs better than the vectorial optimisation in this case, given
an appropriate initial simplex is set. Vectorial optimiser shows similar residual errors as fmincon if
higher estimation accuracy is set, albeit at an expense of longer optimisation time.
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Figure A.1.: Plot shows the comparison of measured data and estimated data using vector-based
approach and NMAs, both unconstrained and constrained variant, for case III.
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Table A.1.: Comparison of residual errors and optimisation time between vectorial minimisation and
NMAs in Matlab (fminsearch and fmincon). Asterisked estimates are obtained in the
best case scenario, where the algorithm converges towards the actual values.

Algorithm Case I Case II Case III
Time (s) Res. error Time (s) Res. error Time (s) Res. error

fminsearch 4.01 11.21 7.13* 10.97* 25.23 16.32

fmincon – – – – 9.88* 10.94*
Vectorial optimiser 15.70 11.21 8.33 10.97 17.30 10.96

Optimised Params. 3 5 6

Fig. A.1 plots the measurement and fitted data for case III. In contrast to the NMA estimates, the
parameters found using vectorial optimisation regenerates the measurement curve excellently. The
estimated thicknesses of silicon wafers are 520.95 µm, 519.93 µm and 517.93 µm in order, whereas,
the estimated air-gaps between them are 129.38 µm and 114.09 µm respectively. The estimations are
in good agreement with the actual values [35].
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A.3. Gaussian beam diameter

The electric field distribution of a radially symmetric Gaussian beam propagating along positive
z-direction reads as [142],

Es(r, z) = E0 exp
[︃
− r2

ρ(z)2

]︃
, (A.6)

where r is the radial distance from the centre of the beam and ρ(z) = ρ0
√︁
1− (z/zR)2 is the transversal

location where Es = E0/e at any longitudinal position z, E0 being the maximum field intensity
occurring at r = 0, ρ0 is radius of Gaussian beam at its focus and zR = πρ20/λ is the Rayleigh distance.
Thus, transmitted power Pρ through any circular aperture of radius ρap concentric to the Gaussian
beam equates to

Pρ = Pρ→∞

∫︂ ρap

0
exp

[︃
− 2r2

ρ(z)2

]︃
dr

= Pρ→∞

[︃
1− exp

{︃−2ρ2ap
ρ(z)2

}︃]︃
. (A.7)

Thus the transmission coefficient through the aperture T is given by

T =
Pρ

Pρ→∞
= 1− exp

[︃
− 2

ρ2ap
ρ2(z)

]︃
. (A.8)

To estimate the Gaussian beam radius at the focus F in the THz setup shown in Fig. 1.2, we place an
circular iris diaphragm between lens L1 and F at longitudinal distances z1, z2 and z3 from the focus
and measure the corresponding transmission coefficient T1, T2 and T3. We note that the absolute
positions of the iris are insignificant, however, the relative displacements, i.e., (z2 − z1) and (z3 − z1),
are important to derive Gaussian beam width at the focus. Additionally, the radius of the iris must be
comparable or smaller than the Gaussian beam at these longitudinal positions and hence, having them
closer to the lens results in better estimates. The diffraction caused by the iris aperture is negligible as
the aperture is much larger than the wavelength of the THz beam.
Using eqn. (A.8), we can write

ln(1− T1) =
2ρ2ap
ρ2(z1)

(A.9)

ln(1− T2) =
2ρ2ap
ρ2(z2)

(A.10)

ln(1− T3) =
2ρ2ap
ρ2(z3)

. (A.11)

Using values of ρ(z) in equations (A.9) and (A.10) result in

ln(1− T1)
ln(1− T2)

= 1 +
2z1(z2 − z1) + (z2 − z1)2

z2R + z21
= B. (A.12)

Similarly, dividing eqn. (A.11) by (A.9) result in

ln(1− T1)
ln(1− T3)

= 1 +
2z1(z3 − z1) + (z3 − z1)2

z2R + z21
= A. (A.13)
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Dividing (A.12) by (A.13), we get

A− 1

B − 1
=

2z1(z2 − z1) + (z2 − z1)2

2z1(z3 − z1) + (z3 − z1)2
(A.14)

Solving eqn. (A.14) we obtain z1 as

z1 = −
(A− 1)(z3 − z1)2 − (B − 1)(z2 − z1)2

2[(A− 1)(z3 − z1)− (B − 1)(z2 − z1)]
. (A.15)

Thus, the absolute distance z1 is obtained from the relative displacement of the iris diaphragm and the
corresponding transmission coefficients. Subsequently, the values of z2 and z3 are calculated from the
known relative displacements of the iris.
Again diving eqn. (A.9) by (A.10), we get

A =
ln(1− T1)
ln(1− T2)

=
z2R + z22
z2R + z21

, and hence,

z2R =
z22 −Az21
A− 1

=
π2ρ40
λ2

(A.16)

Manipulating eqn. (A.16), we obtain the 1/e2 Gaussian beam radius at its focus (ρ0) for the THz setup
as

ρ0 =

(︃
λ2

π2
z22 −Az21
A− 1

)︃1/4

. (A.17)
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A.4. Characterisation of waveguide bends using modular PVNA

We use the modular PVNA (c.f. section 6.4) to do the pending characterisations from chapter 4 and
measure the transmitted power through waveguides with multiple 90◦ bends. Table A.2 lists the
dimensions and the measurement parameters of 4 measured waveguides. We have used Antenna B
(see Fig. 6.4) to characterise these waveguides.

Table A.2.: Nomenclature of the measured bends with an effective bend radius of 2.4 mm. In total,
three waveguides with circular curvatures and a waveguide with sine-squared curvature
are characterised. Comprehensive list of other measurement parameters are also listed.

Setup DUT Total Band DC photo- Integration
length current time

M
od

ul
ar

PV
N
A

C04 – Waveguide with
16.91 mm 1 3.10 µA

100 ms
360◦ circular bend 2 2.80 µA
C08 – Waveguide with

30.16 mm 1 3.80 µA
100 ms

720◦ circular bend 2 3.90 µA
C16 – Waveguide with

60.32 mm 1 3.60 µA
100 ms

1440◦ circular bend 2 4.00 µA
S10 – Waveguide with

44.10 mm 1 3.70 µA
100 ms

900◦ sine-squared bend 2 3.80 µA
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Figure A.2.: Comparison of |S21| between waveguides with circular bends with total curvature of
360◦, 720◦ and 1440◦. Misalignment reduces the measured |S21| of the waveguides with
minimum and maximum curvatures by ∼ 7 − 10 dB respectively with respect to the
waveguides with 720◦ total bends. The length of the waveguides can in found in Table
A.2.

We plot the measured |S21| in figures A.2 and A.3, normalised to a 9mm long straight waveguide used
in calibrating the transmission port. Figure A.2 shows a comparison of waveguides with circular bends.
The measured |S21| is highest through C08, whereas the |S21| of C04 and C16 are comparable. There
is an ≈ 10 dB difference between C04 and C08 over the whole frequency range, which indicates severe
misalignment within the PVNA system or at the free-space in-coupling. The |S21| of C16 decreases
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severely above 1 THz, which results from the power coupling to the higher-order modes (HOMs). The
decrement is subtler for C04 and C08, waveguides with lower total curvature. At frequencies < 0.5
THz, losses of C16 is significantly higher than the other two owing to the its larger length.
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Figure A.3.: |S21| comparison between waveguides S10 and C08. Despite of being shorter and fea-
turing less curvature, the losses in C08 are significantly higher at frequencies > 1.2 THz
than the former owing to mode conversion. The plot is smoothed over 25 GHz to remove
the effects of waterlines and VA resonances.

Figure A.3 shows a DNR-comparison between a sine-squared bend (S10) of length 44.10 mm, with a
total bend of 900◦ and C08, a 30.16 mm long waveguide with 720◦ of circular curvature. The measured
|S21| of the sine-squared bend is ∼ 5 dB lower than the circular curvature between 0.55− 1 THz due
to alignment inaccuracies. Two further discrepancies between the measured DNR over 0.4− 1.6 THz
are immediately noticeable:

1. The losses at frequencies < 0.5 THz are higher in the sine-squared bend than the circular bend.
The maximum curvature of the sine-squared bend exceeds the constant curvature of the circular
bends, resulting in higher radiation losses at lower frequencies. A comparison of figures 4.9(b)
and (e) explains this behaviour. The boundary of ρlim, beyond which all the travelling power is
radiated, comes much closer to the waveguide in the case of sine-squared bends compared to the
circular ones. The evanescent fields at lower frequencies extend more outside the waveguide
and hence, suffer more radiation losses than at higher frequencies.

2. The losses in C08 are visibly larger than that of S10 above 1.2 THz, which indicates the advent of
mode conversion in the former structure. Extrapolated to 1.35 THz after being adjusted for the
misalignments, the sine-squared bend shows ≈ 10 dB DNR lower losses than the circular, despite
of being 14 mm shorter and having 180◦ less curvature. Numerically calculated, the sine-squared
curvatures suppresses power conversion to HOMs by at least 0.97 dB per /90◦ above 1.35 THz
compared to a circular curvature with the same radius of 2.4 mm.

Furthermore, the difference of |S21| between both the bends is practically constant between 0.5− 1
THz despite of the difference in the waveguide lengths. This asserts that the propagation losses in
the designed waveguides are negligible in this frequency range. At higher frequencies, the attenua-
tion constant is expected to be even lower, as more power travels within the HRFZ-Si structure. A
comparison of waveguides with sine-squared bends, but with varying length can help estimate the
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attenuation constant at higher frequencies. At this juncture, the Rx1 with antenna B broke down during
measurements and the measurements could not be repeated with better alignment. We replaced it by
another receiver with antenna C. All the subsequent measurements in this thesis use a receiver coupled
to antenna C at the transmission port and another receiver coupled to antenna D at the reflection port.
Therefore, we cannot present an appropriate comparison between waveguides of different lengths
above 1 THz.
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A.5. Deep reactive-ion etching

DRIE is a process of anisotropic etching comprised alternating etching and deposition steps, each
lasting only for a few seconds. Each individual etching step is isotropic, followed by the deposition
of a chemically inert passivation layer, which protects the overall substrate from the getting further
attacked by the etchant. In the following etching step, the passivation layer at the bottom of the etched
trench is removed by the sputtering of the directional etchant ions and further chemical etching of the
exposed substrate occurs. However, the side walls of the trench is protected by the passivation layer
from this chemical etching process. This etching-deposition cycle is repeated several times to achieve
a quasi-anisotropic deep-etch of the substrate. Figure A.4 shows the DRIE process used for etching
silicon. Usually, sulphur hexafluoride (SF6) is used as the etchant and Octaflourocylcobutane (C4F8)
is used to the create the passivation layer. The process was patented in 1996 by Robert Bosch GmbH
and is, thus, also commonly known as Bosch process. We carried out the DRIE of silicon wafers used in
this thesis out at the group for Nanofabrication (TDSU1) of the Max Planck Institute for the Science of
Light (MPL) in Erlangen, Germany using a “Plasmalab System 100” from Oxford Instruments.
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Figure A.4.: Schematic showing the alternating etching and deposition processes during DRIE of
silicon.

Etching steps and process parameters

The silicon wafers are first glued to quartz substrates using cyanoacrylate adhesive (SuperGLUE™) for
mechanical support during processing. Thereafter, a photolithography step is carried out to create
a protective layer atop the waveguide structures. A high selectivity between the silicon wafer and
the protective photoresist layer is necessary to achieve deep etching and a 3 µm-thick hard-baked
photoresist AZ nLof 2035 is used for a silicon wafer thickness of 50 µm. The samples are kept under
white light for 1− 2 days and finally baked at 110 ◦C for 10 minutes.

The complete etching process is an iteration of the 3 distinct steps, namely etching, deposition and
cooling down. The etching-deposition cycle is repeated M times before running a sample cooling
down phase. The etching rate decreases as the sample heats up and thus, M is kept in the range
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of 10 − 12. Each etching-deposition cycle removes ≈ 750 − 800 nm of silicon and thus the whole
etching-depostion-cool dwon cycle is repeated for N = 5 times for a 50 µm etch depth. For etching an
depth 180 µm, a total of N ×M = 19×12 iterations are needed, however etching rate also deteriorates
with increased iterations as the purity of the etching chamber is compromised. The detailed recipe
used for the DRIE of silicon is as follows:

• Repeat N times

– Cool down

– Etching (hold)

– RepeatM times

* Deposition (hold)

* Etching (hold)

– Deposition

• Pump Down

The steps with hold in parenthesis signify steps where plasma is not shutdown after the step is
completed. Process parameters are tabulated in Table A.3.

Table A.3.: Process parameters for the etching and deposition steps
Step C4F8 SF6 Pressure RF power ICP power Duration

Cool down 0 sccm 0 sccm 0 mT 0 W 0 W 120 s
Etching 10 sccm 120 sccm 30 mT 25 W 700 W 8 s
Deposition 100 sccm 5 sccm 20 mT 4 W 700 W 5 s
Pump down 0 sccm 0 sccm 0 mT 0 W 0 W 30 s

Characteristic features of an etched sample

Micrographs in figure A.5 show scanning electron microscope (SEM) images of an etched silicon wafer
using DRIE. Figure A.5(a) shows a partially etched waveguide structure with a layer of photoresist on
top. Lateral imperfections in the range of 0.1− 0.5 µm of the waveguide side-walls occur due to the
limited pixel resolution of the photolithographic mask, which, in this case, is ≈ 6 µm. Figure A.5(b)
shows the vertical stepped profile of the waveguide side-walls. Shorter etching-deposition steps and
a fast switching time in-between results in smaller undulation structures. In this work the vertical
undulations are in the order of a few nanometres. Thus, the waveguides etched out of a double-side-
polished silicon wafer have optically smooth top and bottom surfaces, however, inaccuracies in the
photolithographic mask significantly contributes to roughness of the side-walls.

If the photoresist layer is not optimally hard-baked, the SF6 ions sputters fragments of the photoresist,
which are subsequently redeposited in the areas to be etched resulting in needle like structures on the
etched surface as depicted in Figure A.5(c). This is not critical for the waveguide fabrication process
as the silicon between the waveguides are completely etched through. Additionally, larger etching
depth also necessitates an optimal ratio between the duration of the etching and deposition steps.
Figure A.5(d) shows a non-ideally etched sample where an etch depth of 130 µm results in retrograde
side-walls.
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Side-wall
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220 µm

Figure A.5.: Micrograph using a SEM of an etched silicon wafer. Figure (a) shows an etched silicon
waveguide with a thin layer of photoresist on top. (b) shows the undulations of the vertical
wall after etching. (c) shows needles like structures formed due the re-deposition of
photoresist particulates while etching on the exposed surface. (d) shows concave etching
profiles due to longer etching than deposition step.

Substrates and adhesives

Since the DRIE is conducted at −10 ◦C, it is imperative to have a good thermally conductive substrate.
Thick and physically rigid silicon wafers are fixed on a polished alumina wafer using thermally
conductive lubricant called Fomblin®. However, 50 µm-thick silicon wafers needs to be supported by
Qz wafers and are then placed on the alumina wafer using Fomblin®. Substrates with lower thermal
conductivity such as HDPE or Teflon result in a rapid removal of the protective photoresist layer and
over-etching of the silicon wafer, along with substantial substrate damage due to excessive heat of the
ionised plasma.

Post DRIE the waveguides are transferred on to HDPE substrates and that necessitates an adhesive
which can be easily removed after etching, preferably with minimal physical force. Cyanoacrylate
adhesives are found to apt for this purpose and thus, are used to stick thin silicon wafers on Qz substrate
before etching. Other removable adhesives like a thin photoresist layer or First Contact™ cleaning
solutions cannot tolerate the heat from ionised plasma and readily burns in the etching chamber.
Alternatively, Cyclotene™Advanced Electronic Resin (BCB) can be used as an adhesive due to its high
thermal stability and low losses in terahertz frequencies, however its applicability was not tested in
scope of this thesis.
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A.6. Photoconductor fabrication

The fabrication the ErAs:In(Al)GaAs photoconductive receivers follows the following six steps:

1. Deposition of the metal electrodes: The finger structures of the VA-coupled photoconductors
can be as small as 1− 1.5 µm wide and this necessitates a very thin photoresist layer for contact
lithography. We deposit a 1.4 µm thick layer of AZ 5214E by spin-coating our 7× 8 mm2 sample.
We then expose the photoresist layer under 365 nm ultra-violet (UV) light and use AZ MIF 726
developer to create electrode patterns on the sample surface.

2. Gold deposition: We first evaporate 40 nm of titanium using electron-beam evaporation for better
adhesion of the evaporated 220 nm of gold on the sample surface featuring a lithographically
defined protective mask. We lift-off the unnecessary metals from the sample surface using acetone.
Then, the samples are annealed at 420 ◦C for 30 s to diffuse the gold into the semiconductor and
form an ohmic contact.

3. Mesa etching: The photoactive ErAs:In(Al)GaAs layer is 1.7 µm thick. We remove all but the
ErAs:In(Al)GaAs layer between the metal electrodes from the sample surface using a solution of
H2SO4:H2O2, leaving just the semi-insulating indium phosphide (InP) substrate. The photoactive

Photo-lithography with
image reversal (IR)

type photoresist

Gold depostion Lift-off to create
gold electrode

structures

Annealing at 421 °C
MESA removal using

chemical etching

Channel created with
photo-active material

Gold deposition #2 Contact pads are
created after lift-off

SiN deposited over
the whole sample

Plasma etching of SiNARC layer created over
the photo-active area

IR photoresist

+ve photoresist

Gold

SiN

UV light

Chemical etchant

Ionised plasma

Heat

Figure A.6.: Steps in fabricating ErAs:In(Al)GaAs receivers using photolithographic masks.
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layer has the dimensions (l×w×h) of 12×10×1.7 µm3. We use 1.8 µm thick AZ 1518 photoresist
mask for the chemical etching process.

4. Deposition of metallic antennas: The lithography process for the metallic antennas is the same
as in step 1. We evaporate 420 nm of gold to fabricate the antennas. The devices are placed on a
tilted rotating holder whilst the evaporation process, as discontinuities may arise at the 1.7 µm
step between the photoactive layer and the InP substrate.

5. Anti-reflection coating (ARC): We finally deposit a silicon nitride (SiN) layer to suppress the
reflection of the exciting laser signal off the device surface. The thickness of the ARC layer is
determined by the wavelength of the laser used to drive the devices. The SiN layer is first deposited
using chemical vapour deposition (CVD). We just keep the ARC layer atop the photoactive areas
and etch the rest using CF4 plasma in a reactive ion etching chamber. Photoresist AZ 1518 is
used as the protective mask.

6. Polishing, cleaving and packaging: The devices are polished, cleaved and package to be finally
used as receivers in the (semi-)integrated PVNA architecture. We have detailed these processes
in section 5.1.3.

The detailed data-sheet of the photoresists are on the website of MicroChemicals [194].
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A.7. Codes and application

Codes used for data analysis in this thesis are available upon request from the author. All Matlab™codes
are uploaded either in the shared file-server of institute or on Gitlab of Terahertz Devices and Systems
group hosted by RWTH Aachen. The work in this thesis has also led to the development of five Matlab™-
and Python-based standalone applications for signal processing, imaging, material characterisation
and modelling multi-layered structures. This appendix briefly describes each of these applications.

Bandwidth extension

Section 3.2 details signal processing techniques to extend measurement bandwidth of a homodyne CW
system. Screenshot in Fig. A.7 shows an application, developed in Python, that can communicate with
the Toptica Terascan system, fetch data from the instrument and modularly add filters to extend the
system bandwidth. The application provides users the opportunity to interactively move and change
the filter bandwidths and find the best settings for the use-case. The application is also capable of
communicating to Toptica TSweeper systems. Two simulators are also available in the application for
demonstration purposes. Miss Alina Weber designed the user interface of this application. Toptica
Photonics displayed this application on their company portfolio during the 47th International Conference
on Infrared, Millimetre, and Terahertz Waves (IRMMW-THz) in 2022.

Figure A.7.: Screenshot of the bandwidth extender application for CW systems coded in Python.
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Multilayer modelling

The application calculates the analytical S-parameters of a multilayered sample using Fabry-Pérot
transmission and reflection coefficients and transfer matrices (T-matrixs). The model is described in
section 3.3.2. This application is developed using Matlab™. A limitation of T-matrix-calculation in
Matlab™is that the maximum number of samples is limited to 1, 000. Figure A.8 shows a screenshot of
the application.

Figure A.8.: Screenshot of the Matlab™-based application to calculated S-parameters of planar, multi-
layered structures.

Gaussian beam propagation

This Matlab™-based application calculates details of a propagating Gaussian beam through free-space
optical components, especially dielectric lenses. Multiple spherical or cylindrical lenses can be added
to the propagation path and the application calculates the effective focal length of the lens-system
and Gaussian beam radius at any distance from the lenses. Figure A.9 shows a screenshot of the
application.

Material characterisation from free-space PVNA

Figure A.10 shows the screenshot the material characterisation application used in conjunction with the
free-space PVNA to estimate the RI and thickness of planar dielectric DUTs. The estimation algorithm is
detailed in section 3.3.1. In free-space measurements, often the measured transmission and reflection
coefficients exceed unity. The transmission measurements are more robust than the reflection ones and
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Figure A.9.: Screenshot of the application to calculate Gaussian beam characteristics in a lens-
coupled free-space system.

Figure A.10.: Screenshot of the material characterisation application for the free-space PVNA.
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hence, the application provides an offset correction factor to correct for these error. This application is
developed using Matlab™.

2-D scanner for imaging application

Figure A.11 shows a Matlab™ application to integrate the Toptica Terascan system with an OWIS
translation stage for imaging using CW THz systems (see Fig. 3.13). The application is capable of
meandering or raster scans both for the frequency and spatial parameters. The lag between the set
and the actual frequency of the Terascan system varies over the scan duration and requires a short-term
Fourier transform-based homodyne fringe correction technique for appropriate imaging. This feature
is yet to be implemented. Nonetheless, the application now records scanned data without generating
an image of the sample.

Figure A.11.: Screenshot of the 2-D scanning application for the CW system.
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AC alternating current.
AlOx Alumina.
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ARMA auto-regressive-moving-average.

BCB Cyclotene™Advanced Electronic Resin.
BNC Bayonet Neil-Concelman.
BPF band-pass filter.

CPS coplanar striplines.
CVD chemical vapour deposition.
CW continuous-wave.

DBR distributed Bragg reflector.
DC direct current.
DFB distributed feedback.
DNR dynamic range.
DRIE deep reactive-ion etching.
DRW dielectric rod waveguide.
DUT device under test.

EDFA Erbium-doped fibre amplifier.
EM electro-magnetic.
ENBW equivalent noise bandwidth.
ErAs:In(Al)GaAs erbium arsenide/indium (alu-

minium) galium arsenide.

FIR finite impulse response.
FPGA field programmable gate array.
FSR free spectral range.

G-S-G ground-signal-ground.

HDPE high density polyethelene.
HOM higher-order mode.
HRFZ-Si highly-resistive float-zone silicon.

ICP inductively coupled plasma.
IF intermediate frequency.
IFT inverse Fourier transform.
IIR infinite impulse response.

InGaAs indium galium arsenide.
InP indium phosphide.

LIA lock-in amplifier.
LO local oscillator.
LPF low-pass filter.

MMI multimode interference.
MMIC monolithic microwave integrated circuit.
MPL Max Planck Institute for the Science of Light.

NEP noise equivalent power.
NMA Nelder-Mead simplex algorithm.

PIC photonic integrated circuit.
PSA photonic spectrum analyser.
PVC Polyvinyl Chloride.
PVNA photonic vector network analyser.

Q-factor quality factor.
Qz crystalline quartz.

RF radio frequency.
RHM rectangular hollow metallic.
RI refractive index.
ROC radius of curvature.

S-parameter scattering parameter.
SEM scanning electron microscope.
SiC silicon carbide.
SiN silicon nitride.
SNR signal-to-noise ratio.
SOC system-on-chip.
SoI silicon-on-insulator.

T-matrix transfer matrix.
T-parameter scattering transfer parameter.
TCP Transfer control protocol.
TDS time-domain spectroscopy.
TEM transverse electro-magnetic.
THz Terahertz.
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THz-PIC THz-photonic integrated circuit.
TIA transimpedence amplifier.
TPX Polymethylpentene.
TRL through-reflect-line.

UV ultra-violet.

VA Vivaldi antenna.
VNA vector network analyser.
VSWR voltage standing wave ratio.

WGM whispering gallery mode.
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