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## Abbreviations and Symbols

## Abbreviations

| AIS | Abbreviated Injury Scale |
| :--- | :--- |
| ADAS | Advanced Driver Assistance Systems |
| ANFIS | Adaptive Neuro-Fuzzy Interface System |
| AV | Autonomous Vehicle |
| BTN | Break Threat Number |
| CA | Constant Acceleration |
| CDF | Cumulative Distribution Function |
| CTRV | Constant Turn Rate and constant Velocity |
| CTRA | Constant Turn Rate and constant Acceleration |
| CV | Constant Velocity |
| DC | Collision Model with Dynamic Collision Region, |
|  | Truncation and Splitting |
| EDR | Event Data Recorder |
| EKF | Extended Kalman Filter |
| ER | Event Rate Model |
| FDM | Foresighted Driver Model |
| FEM | Finite Element Method |
| GIDAS | German In-Depth Accident Study |
| GMM | Gaussian Mixture Model |
| HD | High Definition |
| HIC | Head Impact Criterion |
| ICS | Inevitable Collision State |
| IDM | Intelligent Driver Model |
| ISS | Injury Severity Score |
| MAIS | Maximum Abbreviated Injury Scale |
| MAISn+ | Minimum injury MAIS level n |
| MCS | Monte Carlo Simulation |
| MPC | Model Predictive Control |
| NASS/CDS | National Automotive Sampling System/ |
|  | Crashworthiness Data System |
| NHTSA | National Highway Traffic Safety Administration |
| OLC | Occupant Load Criterion |
| PDF | Probability Density Function |
| RRT | Rapidly Random Tree |
|  |  |


| SC | Collision Model with Static Collision Region and <br> Truncation |
| :--- | :--- |
| TE | Traffic Environment |
| tcs. | time-course sensitive |
| TP | Traffic Participant |
| TTB | Time-to-Brake |
| TTC | Time-to-Collision |
| TTK | Time-to-Kickdown |
| TTM | Time-to-Maneuver |
| TTPMD | Time-to-Minimum-Distance |
| TTS | Time-to-Steer |
| TTX | Time-to-X |
| UK | United Kingdom |
| UKF | Unscented Kalman Filter |
| US(A) | United States of America |
| V2X | Vehicle to X |
| WTTC | Worst TTC |

## Symbols

Notationen

| $x$ | Scalar |
| :--- | :--- |
| $x^{i}$ | Quantity belonging to TP $i$ |
| $\hat{x}$ | Mean quantity |
| $\mathbf{x}$ | Column vector |
| $\mathbf{x}^{T}$ | Row vector |
| $\mathbf{x}_{k}$ | Column vector at time step $k$ |
| $\mathbf{x}_{0: k}$ | Time-discrete trajectory of $\mathbf{x}$ starting in 0 and |
| $\mathbf{X}$ | ending at time step $k$ |
| $\mathbf{X}_{k}$ | Matrix |
| $\mathbb{S}$ | Matrix at time step $k$ |
| $\partial \mathbb{S}$ | Set |
| $\mathbb{S}^{c}$ | Margin of a subset $\mathbb{S}$ |
| $\mathbb{S}_{k}$ | Complement Set of a subset $\mathbb{S}$ |
| $\mathbf{X}^{T}$ | Set at time step $k$ |
| $\mathbf{X}^{-1}$ | Transpose of matrix $\mathbf{X}$ |
| $\|\mathbf{X}\|$ | Inverse of matrix $\mathbf{X}$ |
| $T r(\mathbf{X})$ | Determinant of matrix $\mathbf{X}$ |
| $\mathbf{x} \mathbf{y}^{T}$ | Trace of matrix $\mathbf{X}$ |
| $\mathbf{0}$ | Dyadic product of $\mathbf{x}$ and $\mathbf{y}$ |
| $\mathbf{E}^{n}$ | zero vector |
| $\mathcal{X}$ | Identity matrix $n \times n$ |
| $f(\cdot)$ | Random variable |
| $\mathbf{f}(\cdot)$ | Scalar function |
| $\mathbb{E}(\cdot)$ | Vector function |
| $\int d \mathbf{x}$ | Expectation operator |
| $\mathbb{S}$ | Integration over $\mathbf{x} \in \mathbb{S} \subseteq \mathbb{R}^{n}$ |
| $\oplus$ | Minkowksi sum operator |
| $p(x)$ | PDF of a continuous random variable $x$ |
| $P(x)$ | CDF of a continuous random variable $x$ |
| $p(\mathbf{x})$ | PDF of a continuous random vector $\mathbf{x}$ |
| $p(\mathbf{x}, \mathbf{y})$ | Joint PDF of two $\mathbf{x}$ and $\mathbf{y}$ |
| $p(\mathbf{x} \mid \mathbf{y})$ | Conditional PDF of two $\mathbf{x}$ and $\mathbf{y}$ |
|  |  |

## Latin Capital Letters

| $\mathbf{A}^{i}$ | Time-continuous system matrix of one TP $i$ |
| :---: | :---: |
| $\mathbf{A}_{\Delta t}^{i}$ | Time-discrete system matrix of one TP $i$ depending on time interval $\Delta t$ |
| $\tilde{\mathbf{A}}$ | Adaptation matrix for affine Transformation |
| $\mathbf{B}^{i}$ | Time-continuous input matrix of one TP $i$ |
| $\mathbf{B}_{\Delta t}^{i}$ | Time-discrete input matrix of one TP $i$ depending on time interval $\Delta t$ |
| $\mathbf{C}^{i}$ | Positional extraction matrix |
| $\mathbf{C b}^{i j}$ | Relative positional extraction matrix |
| $D_{\text {hell }}$ | Hellinger Distance of two PDF's |
| $D_{\text {meha }}$ | Mahalanobis Distance |
| $D_{\text {prox }}$ | Proximity value for splitting a Gaussian PDF |
| $D_{\text {prox }}^{l i m}$ | Proximity threshold for splitting a Gaussian PDF |
| $D_{\text {alloc }}$ | Allocation value for splitting a Gaussian PDF |
| $D_{\text {alloc }}^{\text {lim }}$ | Allocation threshold for splitting a Gaussian PDF |
| H | Predicted time step horizon |
| $\mathbb{H}^{l}$ | Subset defined by two hyperplanes in scene state space $\mathbb{R}^{n}$ |
| $\mathbb{H}_{\mathrm{sp}}^{l}$ | Subset defined by one hyperplane in scene state space $\mathbb{R}^{n}$ |
| I | Intention variable |
| I | Intention vector |
| $I_{\text {safe }}$ | Intention while safe state |
| $I_{\text {ctrl }}$ | Intention while controlling vehicle |
| $I_{\text {nonctrl }}$ | Intention while non-controlling vehicle |
| M | Shape in two-dimensional positional space |
| $\mathbb{M}_{\text {OCC }}$ | Occupied area in two-dimensional positional space |
| $\mathbb{M}^{i j}{ }^{\text {OCC }}$ | Geometrical overlap in two-dimensional relative positional space of two TP's $i$ and $j$ |
| $\mathbb{M}_{\text {COLL }}$ | Collision region in scene state space $\mathbb{R}^{n}$ |
| $\mathbb{M}_{\text {COLL }, k}^{\text {stat }}$ | Collision region representing overlap of two TP's at time step $k$ |
| $\mathbb{M}_{\text {COLL }, k}^{\text {dyn }}$ | Collision region representing overlap of two TP's between two subsequent time steps $k-1$ and $k$ |
| $\widehat{\mathbb{M}}_{\text {COLL }}^{d y n}$ | Approximating set of $\mathbb{M}_{\text {COLL }}^{d y n}$ |
| $\mathbb{M}_{\text {Coll, poly }}$ | Polygonal collision region $\mathbb{M}_{\text {Coll }}$ |
| $\mathbb{M}_{\text {COLL }}^{\infty}$ | Swath collision region over infinite time |


| $N_{\text {e }}$ | Number of events |
| :---: | :---: |
| $N$ 。 | Number of TP's |
| $N_{\text {hard }}$ | Number of hard constraints |
| $N_{\text {OC }}$ | Number of occupants |
| $N_{\text {CoLL }}$ | Number of crashes |
| $P_{\text {inst, ev }}$ | Instantaneous event probability |
| $P_{\text {inst,Coll }, k}^{\text {dyn }}$ | Instantaneous collision event probability determined by $\widehat{\mathbb{M}}_{\text {CoLL }}^{d y n}$ |
| $P_{\text {inst,Coll, } k}^{\text {stat }}$ | Instantaneous collision event probability determined by $\mathbb{M}_{\text {COLL }}^{s t a t}$ |
| $P_{\text {tes, ev }}$ | Time-course sensitive event probability |
| $P_{\text {tot }}(e)$ | Total event probability over predicted time horizon |
| $P_{\text {inst, surv }}$ | Instantaneous survival probability |
| $P_{\text {tes,surv }}$ | Time-course sensitive survival probability |
| $P_{\text {ov }}$ | Overlap probability between two axis-oriented, rectangular shaped TP's |
| $\mathbf{Q}_{\Delta t}^{i}$ | Time-discrete noise covariance matrix of one $\mathrm{TP} i$ depending on time interval $\Delta t$ |
| $\mathbf{R}_{\text {rot }}^{2}(\alpha)$ | Rotation matrix depending on angle in 2-dimensional space |
| $\mathbf{R}_{\text {rot }}^{90}$ | Rotational matrix for $90^{\circ}$ |
| $\mathbb{R}^{n}$ | State space |
| $T$ | Predicted time horizon |
| $\mathbb{T}^{h}$ | Time interval between two subsequent time steps $k-1$ and $k$ |
| $T_{\text {mult }}$ | Representative term for product of two different event rates |
| $\mathbf{W}_{\text {u }}$ | Cost weight matrix for comfort |
| $\mathbb{X}_{\text {hard }, h}$ | Non-reachable sub state space for one TP $i$ given by $h$ 'th restriction |
| $\mathbb{X}_{\text {free }}^{i}$ | Reachable sub state space for one TP $i$ |
| $\mathbb{X}_{\text {des }}$ | Desired/targeted sub state space |

## Latin Lowercase Letters

| $a_{\text {x }}$ | Acceleration in global x-direction |
| :---: | :---: |
| $a_{\text {y }}$ | Acceleration in global y-direction |
| $a_{\text {brake }}$ | Acceleration after collision |
| $\mathrm{a}_{\text {orth }}$ | Normalized vector which is orthogonal to relative velocity vector |
| a | Two-dimensional normal vector of hyperplane |
| $\mathrm{a}^{l}$ | Two-dimensional normal vector of $\mathbb{M}_{\text {OCC }}^{i j}$ edge $l$ |
| $\mathrm{a}_{\text {split }}$ | Normal vector of hyperplane splitting non-collided PDF |
| $b$ | Shift of hyperplane |
| ¢ | Shift vector for affine transformation |
| $b^{l}$ | Shift of $\mathbb{M}_{\text {OCC }}^{i j}$ edge $l$ |
| $b_{\text {split }}$ | Shift of hyperplane splitting non-collided PDF |
| $b^{-}$ | Lower boundary shift of $\mathbb{M}_{\text {COLL }}^{\infty}$ |
| $b^{+}$ | Upper boundary shift of $\mathbb{M}_{\text {COLL }}^{\infty}$ |
| $c_{\text {ESC }}$ | Escaping event severity |
| $c_{\text {Const }}$ | Severity offset |
| $\hat{c}_{\text {coll }}$ | Mean collision risk |
| $\hat{c}_{\text {comf }}$ | Instantaneous mean comfort costs |
| $\hat{c}_{\text {tcs, comf }}$ | Tcs. mean comfort costs |
| $\hat{c}_{\text {risk }}$ | Instantaneous mean risk costs |
| $\hat{c}_{\text {tsc, risk }}$ | Tcs. mean risk costs |
| $\hat{c}_{\text {util }}$ | Instantaneous mean utility |
| $\hat{c}_{\text {tes, util }}$ | Tcs. mean utility |
| $\Delta d$ | Lateral distance difference between vehicle and reference position |
| $\Delta d_{\text {th }}$ | Threshold value for lateral distance in coping model |
| $\Delta d_{\text {s1 }}$ | Slope value for Lateral distance in coping model |
| $e$ | Event variable |
| $e_{\text {CoLL }}$ | Collision event between two TP's |
| $e_{\text {ESC }}$ | Escape event |
| $e_{\text {NON }}$ | No event |
| $e_{\text {OCC }}$ | Collision event in object distributed area |
| $e_{\text {SR }}$ | Raising state restriction event |
|  | Gravitation constant |


| $i n j{ }^{q}$ | Injury level of occupant $q$ after one collision |
| :---: | :---: |
| $i n j_{\text {tot }}^{q}$ | Injury level of occupant $q$ regarding whole prediction horizon |
| $k$ | Time step |
| $m$ | Mass of one TP |
| $\tilde{m}$ | Mass ratio between two TP's |
| $n$ | State dimension of traffic scene |
| $n_{\text {i }}$ | State dimension of TP $i$ |
| $p$ | Input space dimension of scene |
| $p_{\text {i }}$ | Input space dimension of TP $i$ |
| n | Input noise vector |
| $\mathbf{n}_{\text {flow }}$ | Flux vector for distributed events |
| $\mathbf{n}_{\text {force }}$ | Crash force direction vector |
| $p_{\text {x }}$ | Position in global x-direction |
| $p_{\text {y }}$ | Position in global y-direction |
| $p_{\text {x,ev }, k}\left(\mathbf{x}_{k}\right)$ | Event PDF |
| $p_{x, \text { CoLL }, k}^{s t a t}\left(\mathbf{x}_{k}\right)$ | Collision event PDF determined by $\mathbb{M}_{\text {coll }}^{\text {stat }}$ |
| $p_{\mathrm{x}, \mathrm{COLL}, k}^{\text {dyn }}\left(\mathbf{x}_{k}\right)$ | Collision event PDF determined by $\widehat{\mathbb{M}}_{\text {COLL }}^{d y n}$ |
| $p_{\text {x,surv }, k}\left(\mathbf{x}_{k}\right)$ | Survival PDF |
| $\mathbf{r}^{i}$ | Positional vector of TP $i$ |
| $\mathbf{r}_{\text {CoLL }}^{i}$ | Positional vector after collision |
| $\mathrm{r}_{\mathrm{CON}}^{i}$ | Positional vector at contact time |
| $\mathrm{s}^{i}$ | Moving direction of TP $i$ |
| $t$ | time |
| $\mathbf{u}^{i}$ | Input vector into motion model of TP $i$ |
| $v_{\text {lim }}$ | Allowed or limited driving velocity on road |
| $v_{x}$ | Velocity in global x-direction |
| $v_{\text {y }}$ | Velocity in global y-direction |
| $\mathbf{v}^{i}$ | Velocity vector of TP $i$ |
| $\mathbf{v}_{\text {coll }}^{i}$ | Velocity vector after collision |
| $\mathbf{v}_{\text {CON }}^{i o}$ | Velocity vector at time of contact |
| $\mathbf{v}^{l}$ | Hyperplane normal vector in scene state space of edge $l$ from $\mathbb{M}_{\text {Coll,poly }}$ |
| $\mathbf{v}_{\text {sp }}^{l}$ | Normal vector of splitting hyperplane |
| $w^{l}$ | Hyperplane shift in scene state space of edge $l$ from polygonal collision region $\mathbb{M}_{\text {coLl poly }}$ |
| $w_{\text {sp }}^{l}$ | Normal vector of splitting hyperplane |
| $w_{\text {comf }}$ | Cost weight for comfort |
| $w_{\text {inj }}$ | Cost weight of injury probability |
| $w_{\text {lin }}$ | Cost weight for raising speed limitation |


| $w_{\text {prog }}$ | Utility weight for progressing/traveling |
| :--- | :--- |
| $w_{\text {veh }}$ | Width of ego vehicle |
| $\mathbf{x}$ | Scene state |
| $\mathbf{x}_{\mathrm{CON}}$ | Scene state at contact time |
| $\mathbf{x}_{\mathrm{COLL}}$ | Scene state after collision |
| $\mathbf{z}$ | Normalized path direction |

## Greek Letters

| $\alpha_{\mathrm{COLL}}$ | Angle between path and after crash orientation |
| :--- | :--- |
| $\beta_{0}$ | Slope value for collision event rate $\tau_{\mathrm{COLL}}^{-1}$ |
| $\gamma^{i}$ | Yaw angle or orientation of TP $i$ |
| $\Delta \mathbf{r}$ | Relative position of two TP's |
| $\Delta t$ | Time difference between time step $k$ and $k+1$ |
| $\Delta t_{\text {crash }}$ | Crash duration |
| $\tilde{\Delta} t_{\mathrm{CON}}$ | Time to contact |
| $\Delta \mathbf{v}$ | Relative velocity vector of two TP's |
| $\mu_{\mathrm{f}}$ | Road-to-wheel friction |
| $\rho_{\mathrm{DISTR}}$ | Occupation density of static objects |
| $\boldsymbol{\Sigma}_{\mathrm{u}}^{i}$ | Covariance matrix for input noise of TP $i$ |
| $\boldsymbol{\Sigma}_{\mathrm{x}}^{i}$ | Covariance matrix for time-discrete state of TP $i$ |
| $\tau_{\mathrm{e}}^{-1}$ | Event rate |
| $\tau_{\mathrm{AGG}}^{-1}$ | Cumulative rate of different event types |
| $\tau_{\mathrm{COLL}}^{-1}$ | Rate for collision event $e_{\mathrm{COLL}}$ |
| $\tau_{\mathrm{ESC}}^{-1}$ | Rate for escape event $e_{\mathrm{ESC}}$ |
| $\tau_{\text {max }}^{-1}$ | Maximum rate for collision event rate $\tau_{\mathrm{COLL}}^{-1}$ |
| $\tau_{\mathrm{OCC}}^{-1}$ | Rate for collision in object distributed area event |
|  | $e_{\mathrm{OCC}}$ |

## Special Functions and Transformations

| $c_{\text {trav }}\left(\mathbf{r}_{k}, \mathbf{v}_{k}\right)$ | Utility function |
| :---: | :---: |
| $c_{\text {lim }}\left(\mathbf{r}_{k}, \mathbf{v}_{k}\right)$ | Cost function for raising allowed or desired speed |
| $c_{\text {comf }}\left(\mathbf{u}_{k}\right)$ | Cost function for comfort |
| $c_{\text {agg }}(\mathbf{x}, \mathbf{u}, I)$ | Cost aggregation for one specific point in time |
| $C_{\text {tot }}\left(\mathbf{u}_{0: \mathrm{H}}^{1}, \mathbf{x}_{0}\right)$ | Cumulated costs over predicted time points |
| $\delta(\cdot)$ | Dirac delta function |
| $l(\cdot ; \mu, m)$ | Logistic PDF with mean $\mu$ and scale parameter $m$ |
| $L(\cdot ; \mu, m)$ | CDF of logistic PDF |
| $\sigma(\cdot)$ | Step function |
| $\mathcal{N}(\cdot ; \mu, \Sigma)$ | Gaussian PDF with mean $\mu$ and covariance $\Sigma^{2}$ |
| $\Phi(\cdot ; \mu, \Sigma)$ | CDF of Gaussian PDF $\mathcal{N}\left(\cdot ; \mu, \Sigma^{2}\right)$ |
| $\mathcal{G}(\mathbf{x})$ | Gaussian Mixture Model |
| $p\left(\mathbf{u}_{k} \mid \mathbf{I}_{k}\right)$ | Behavior model |
| $p\left(\mathbf{I}_{k+1} \mid \mathbf{I}_{k}, \mathbf{e}_{k}\right)$ | Intention transition model |
| $p\left(e_{k} \mid \mathbf{x}_{k}\right)$ | Event detection model |
| $p^{\text {stat }}\left(e_{k}=e_{\text {COLL }} \mid \mathbf{x}_{k}\right)$ | Collision event detection model with static collision region $\mathbb{M}_{\text {CoLL }}^{\text {stat }}$ |
| $p^{\mathrm{dyn}}\left(e_{k}=e_{\text {CoLL }} \mid \mathbf{x}_{k}\right)$ | Collision event detection model with dynamic collision region $\mathbb{M}_{\mathrm{COLL}}^{d y n}$ |
| $p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}\right)$ | Motion model |
| $p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, \mathbf{e}_{k}\right)$ | State transition model |
| $c_{\text {risk }}\left(\mathrm{x}_{k}, e_{k}\right)$ | Risk/ Cost event function |
| $c_{\text {sev }}\left(\mathrm{x}_{k}, e_{k}\right)$ | Severity function |
| $c_{\text {sev,ext }}\left(\mathrm{x}_{k}, e_{k}\right)$ | Extended severity function including after-event costs |
| $c_{\text {CoLL }}^{\text {const }}\left(\mathrm{x}_{k}\right)$ | Constant severity model |
| $c_{\text {CoLL }}^{\text {wall }}\left(\mathrm{x}_{k}\right)$ | Wall impact severity model |
| $c_{\text {CoLL }}^{\mathrm{v2v}}\left(\mathrm{x}_{k}\right)$ | Multiple events severity model |
| $c_{\text {Coli }}^{\text {multi }}$ ( $\mathrm{x}_{k}$ ) | Inter-vehicles impact severity model |
| $p\left(\mathbf{I}_{k+1}=I_{\text {safe }} \mid \mathbf{x}_{k}, \mathbf{x}_{\text {COLL }, k}\right)$ | Crash coping model |


| $p\left(\mathbf{x}_{\mathrm{COLL}, k} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)$ | $\left.\begin{array}{l}\text { Physical crash model } \\ p^{\text {wall }}\left(\mathbf{x}_{\mathrm{COLL}}\right.\end{array} e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)$ |
| :--- | :--- |
| $p\left(i n j_{k}^{q} \mid \mathbf{x}_{\mathrm{COLL}, k}, \mathbf{x}_{k}\right)$ | Physical crash model between vehicle <br> and wall |
|  | Injury model of one occupant at one <br> predicted time point $k$ |
| $f_{\text {eth }}$ | Ethical model <br> $f_{\text {eth }}^{\text {ang }}$ |
| Ethical model taking cumulating <br> occupant injury probabilities |  |
| $f_{\text {eth }}^{\max }$ | Ethical model taking maximum |
| $f_{\text {eth }}^{\text {as }}$ | occupant injury probability |
|  | Ethical model taking probability of at <br> least one occupant injury probability |

## Kurzfassung

Das Ziel autonomen Fahrens ist die Erhöhung von Sicherheit, Nutzen und Komfort für alle Straßenteilnehmer. Vor allem der Bereich der Risikowahrnehmung ist von zentraler Bedeutung, um kritischen Situationen vorzubeugen bzw. um möglichen Schaden abzuwenden. Faktoren wie die Messunsicherheiten in der Umfeldwahrnehmung, Unsicherheiten über das zukünftige Verhalten der Verkehrsteilnehmer ändern die Wahrscheinlichkeit des Eintretens kritischer Ereignisse, wie einer Kollisionen zwischen Verkehrsteilnehmern, und damit das Risiko geplanter Fahrmanöver.

In dieser Arbeit wird basierend auf einer Umweltrepräsentation und gegebenen Bewegungsmodellen eine Risikobewertung für eine zeit-diskrete Ereignisvorhersage mit Fokus auf Kollisionen zwischen zwei Fahrzeugen vorgestellt, die als Teil eines Kosten-basierten Planers ist, welcher zusätzlich auch den Nutzen und Komfort entlang einer geplanten Trajektorie hinzuzieht. Eine Risikobewertung beinhaltet neben der oft modellierten Wahrscheinlichkeit des Eintretens kritischer Ereignisse auch deren Schäden wie Verletzungen der Insassen oder Wertverluste am Fahrzeug. Klassische Metriken betrachten entweder die Unfallwahrscheinlichkeit oder die Unfallschwere. In dieser Arbeit werden beide Komponenten des Risikos zusammen betrachtet, dessen Auswirkung auf das Fahrverhalten in mittelkritischen Szenarien wie beim Überholen oder Vorbeifahren in Engstellen sichtbar werden.

Die Modellierung des Kollisionsereignisses betrachtet zwei polygonalgeformte Objekte aus der Vogelperspektive - vorzugsweise Rechtecke - unterschiedlicher Größe. Zustände wie Positionen und Geschwindigkeiten der Objekte unterliegen Unsicherheiten, die durch Gauß'sche Verteilung angenähert werden. Um alle Kollisionen auch bei hochdynamischen Objekten zu erkennen, erfolgt die Detektion quasi zeit-kontinuierlich. Das heißt, dass neben der Überprüfung an den diskreten Abtastzeitpunkten auch Kollisionskonstellationen betrachtet werden, die sich zwischen zwei aufeinander folgenden Zeitpunkten befinden. Des Weiteren werden analytische Methoden zur Bestimmung der Kollisionswahrscheinlichkeit und aller Zustandsverteilungen vorgestellt, die entweder Zustände mit kollidierten Verkehrsteilnehmern abbilden oder nur Kollisionsfreie Trajektorien beinhalten. Im

Vergleich zu einer klassischen Monte Carlo Simulationen mit 1000 Sampeln wird die Rechenzeit bei gleich bleibender Genauigkeit deutlich verringert. Zur weiteren Erhöhung der Genauigkeit wird die Zustandsverteilung der nicht-kollidierten Trajektorien mithilfe mehrdimensionaler Gauß'schen Mischverteilungen (GMM) im Zustandsraum repräsentiert, dessen Anzahl an Komponenten von den möglichen Ausweichszenarien abhängt.

Für die Schwere einer Kollision wird eine Modellierung vorgestellt, die neben der Verletzungsschwere des ersten Kontakts auch den Schaden nachfolgender Kollisionsereignisse berücksichtigt. Insgesamt beinhaltet das Unfallschwermodell folgende Komponenten: a posteriori Zustände nach der Kollision durch Anwendung der Impulserhaltungsgleichungen, die Kontrollfähigkeit der Fahrzeuge nach der Kollision, die Verletzung der Fahrzeuginsassen durch die Kollision sowie eine ethische Abwägungen zwischen den Verletzungswahrscheinlichkeiten aller beteiligter Insassen. Zur Evaluierung des vorgestellten Modells wird dieses im Anschluss mit drei, weniger detaillierten Modellen, welche stark an die Literatur angelehnt sind, verglichen.

In den Simulationen kritischer Fahrszenarien zeigt sich unter anderem, dass bei einer Verwendung von Unfallschweremodellen sich durch das Zusammenspiel mit der Unfallwahrscheinlichkeit, sich zwischen einfachen Folgeszenarien und nahen Überholmanövern ein Geschwindigkeits-adaptiver Übergangsbereich einstellt. Hier bildet sich eine Geschwindigkeitsdifferenz heraus, die ein minimales Risiko während des Überholvorgangs kreiert und in erster Linie vom seitlichen Abstand abhängig ist. Zusätzlich führt die Anwendung der Impulserhaltungsgleichung mit seinen Massen und die Verletzungsmodellierung aller Insassen dazu, dass der schwächere Kollisionspartner zwischen ungleichen Fahrzeugen, wie bspw. ein PKW gegenüber einem Lastkraftwagen, geschützt wird, was sich unter anderem durch eine deutliche Reduktion der Überholgeschwindigkeiten ausdrückt.

## Abstract

The goal of autonomous driving is to increase safety, benefit and comfort for all road users. Above all, the area of risk perception is of central importance in preventing critical situations or averting possible harm. Factors such as measurement uncertainties in environment perception, uncertainties about the future behavior of road users change the probability of occurrence of critical events, such as a collision between road users, and thus the risk of planned driving maneuvers.

In this work, based on an environmental representation and given motion models, a risk assessment for a discrete-time event prediction with focus on collisions between two vehicles is presented as part of a cost-based planner, which additionally adds utility and comfort along a planned trajectory. A risk assessment includes not only the often modeled probability of occurring critical events, but also their damages such as injuries to occupants or loss of value of the vehicle. Classical metrics consider either accident probability or severity. In this work, both components of risk are considered together, whose impact on driving behavior becomes visible in medium-critical scenarios such as overtaking or passing in narrow scenarios.

The modeling of a collision event considers two polygonal-shaped objects from the bird's eye view - preferably rectangles - of different sizes. States like positions and velocities of the objects are subject to uncertainties which are approximated by a Gaussian distribution. In order to detect all collisions even with highly dynamic objects, the detection is quasi timecontinuous. This means that in addition to checking at discrete sampling time points, collision constellations located between two consecutive time points are also considered. Furthermore, analytical methods for the determination of the collision probability and of all state distributions are presented, which either represent states with collided traffic participants or include only collision-free trajectories. Compared to a classical Monte Carlo simulation with 1000 samples, the computation time is significantly reduced while maintaining the same accuracy. To further increase the accuracy, the state distribution of the non-collided trajectories is represented using multidimensional Gaussian Mixture Models in state space, whose
number of combined unimodal components depends on possible avoidance scenarios.

A modeling approach is presented for the severity of a collision that considers the injuries of subsequent collision events in addition to the injury severity of the initial contact. Overall, the accident severity model includes the following components: a posteriori states after the collision by applying the momentum conservation equations, the control capability of the vehicles after the collision, the injury of the vehicle occupants during the collision, and an ethical trade-off between the injury probabilities of all involved occupants. To evaluate the presented model, it is subsequently compared with three less detailed models, which are strongly based on the literature.

In the simulations of critical driving scenarios, it is shown, among other things, that when accident severity models are used, a speed-adaptive transition range is established between simple following scenarios and narrow overtaking maneuvers due to the interaction between severity and collision probability evaluations. Here, a speed difference is formed that creates a minimum risk during the overtaking maneuver and is primarily dependent on the lateral distance. In addition, the application of the momentum conservation equation with its masses and the injury modeling of all occupants leads to the protection of the weaker collision partner between dissimilar vehicles, such as a car versus a truck, which is expressed by a significant reduction in overtaking speeds.

## 1 Introduction

According to the Wealth Health Organization (WHO) the number of fatal traffic accidents reaches more than 1,3 million per year, so a road user dies in average every 24 seconds [117]. Due to the rising world population and new costumers through growing wealth, the global trend is not slowing down: the number of accidents with fatal outcomes and the number of vehicles increase continuously (see Fig. 1.1).

But there are also good news. In some countries the absolute and relative number of fatal accidents is decreasing. E.g, in Germany, in 2015 only $0,4 \%$ of all deaths are caused to road accidents [43] and only 4 fatalities per one billion km occurred in 2020 [140]. On the one side, this progress is a consequence of traffic regulations for passive protection systems like a mandatory seat belt wearing, speed limitations in urban areas and decreasing maximum blood alcohol concentration limitations. On the other hand, also technical achievements like the anti-blocking system (ABS), automotive cruise control (ACC), lane keeping and lane changing assists, brake assists or collision warning system play a major role for the reduction of fatal accident outcomes [174].

Nevertheless, around $90 \%$ of accidents with injuries are related to human errors [42]. So the Vision Zero, which aims to reach a traffic without any fatal or severe injuries, is only possible if human errors could be avoided or compensated by monitoring or taking over the control from the driver by autonomously working system like advanced driver assistance systems (ADAS) or autonomous vehicles (AV), respectively. Due to a recent user acceptance study, the anticipated improved safety is also a main reason for choosing an autonomous vehicle instead of driving by their own [65].

But with the rise of autonomous vehicles, the decisions of the driver are shifted to the designer or programmer of that system, who affectively become the new drivers. Debates about ethical standards arise and dilemma situations like the trolley problem get more scientific investigation: a train is moving into a group of people and a switchman that can intervene but has only the options to let kill one person to safe the lives of group members [15] or vice versa. To question reasons for the moving train in that dilemma scene, e.g. transporting goods or other persons, brings up more


Figure 1.1: Estimated fatal road accidents in absolute numbers and in relation to population per year [116].
extravagant scenarios, where utility is weighted against human life.
This example shows that there is a public interest in the functionality of an artificial system including the decision making process and a desired public-designer feedback-loop to take control at least on the trade-off between comfort, economical utility and human integrity [78].

### 1.1 Problem Formulation

An autonomous system needs a core set of components to work appropriately. One is an environmental model, given by a perceptional system composed of external sensors like cameras, radar or ultrasonic sensors and a post-processing to extract traffic scene components like other traffic participants, lanes, signs and road boundaries. The decision making system - another component - takes these often uncertain elements from the perception module to choose actions according to a sufficient behavior like avoiding critical situations, operating to fulfill traffic laws, recommended driving behavior and satisfying occupants comfort requirements. Such a system is represented in Fig. 1.2.

For validating the criticality produced by technical systems, the ISO


Figure 1.2: Connection of the behavior planning system to other autonomous system's modules. Arrows show the flow of information stream.
norm 31000 [82] of the International Organization for Standardisation (ISO) has defined the risk concept as a basic approach to evaluate critical events such as e.g. collisions with other traffic participants. The risk itself is a quantifier which consists of an event probability, which determines how likely an event will occur, and the associated event severity, which represents the kind of costs associated to damage of the vehicle or injuries of occupants. If this risk concept is incorporated into the behavior planner in an on-line and foreseeable manner, the autonomous system could produce safe behavior.

Mostly, both risk components, probability and severity, are treated separately in planning systems. Either the collision probability is calculated and any contact between vehicles is treated as fatal [45, 133, 141] or only the severity is determined in detail like in crash mitigation maneuvers [74, 91, 145], where the collision cannot be avoided anymore. For example, [109] shows that different speed levels influence the outcome of a crash and lead to higher injuries of the occupants. Only considering the collision probability would neglect that some traffic participants are more dangerous than others. Therefore the autonomous vehicle could misinterpret situations, which could lead to fatal consequences instead of producing less harmful outcomes or it could lead to overcautious behavior in harmless situations. On the other side, cases, where a crash cannot be avoided anymore and only the severity impacts the decision process, are very rare and are mostly a consequence of previous (bad) decisions.

In this thesis, the collision severity and probability are treated equally as two quantifiers for calculating risk in a maneuver planning process. This approach shifts the severity calculation from highly critical further into less critical scenarios, so that more danger-appropriate decisions will be made and the autonomous vehicle will produce more plausible behavior. To investigate this severity shift, the following three main questions arises:

1. How can the evaluation of different (critical) events and a priority between events be incorporated into an overall decision making framework?

This framework should also include the ability to handle multiple traffic participants, sensor/ motion uncertainties and multiple events. After clarifying, how the decision model is structured and designed, the following question addresses the risk components:
2. How can event probability models and severity models being determined for different critical event types, especially for collision events?

For this, different existing probability and severity calculations models have to be analyzed for weaknesses and representation errors for different critical scenarios in context of a prediction framework of future time points.

The last and main question considers the closed feedback-loop behavior and addresses the impact of crash consequences:

## 3. How do severity models affect motion behavior in risky scenarios?

This includes an investigation of naive severity models, where only collision probability is the crucial part and the more advanced severity models with a more complex structure.

The design and the investigation of the probability model is necessary to analyze the severity model impact on the motion behavior appropriately, because both models influence in a different manner, the motion behavior. An inaccurate and not properly designed probability model does not allow concrete findings for the severity model investigation.

### 1.2 Contributions

By tackling these questions, the following main contributions play a part:

- A novel prioritizing event-based motion framework considering critical events, law violations and utility parts in one predicted time point.
- A novel time-course-sensitive probability model as extension of state-of-the-art survival considerations for prediction of multiple critical events with multiple traffic participants over the overall predicted time horizon.
- A novel, effectively computable event probability calculation for inter-vehicle collisions, which incorporates vehicle shapes. It imitates state-of-the-art flux calculations so that it drastically reduces
probability calculation deficiencies caused by time-sampling issues of time-discrete frameworks.
- A novel distribution adaptation method considering different crash avoidance opportunities in the prediction process.
- A novel distribution adaptation method to keep using simple unrestricted motion models for state predictions by outsourcing internal state restrictions.
- A novel event probability calculation for collisions with groups of quasi-homogeneous distributed collision partners.
- A novel severity design framework incorporating multiple crash events by modeling explicitly the crash process, after-crash behavior and after-first-event crashes, injury probabilities and ethical concatenation of different occupants.
- Three novel severity models with a different level of detail impacts the motion planner in a way that different behaviors in moderate risky scenarios and in scenarios with different massed vehicles occur.

The presented models are investigated in a simulation framework for motion planning to investigate their properties and functionalities.

### 1.3 Thesis Outline

The structure of this thesis is depicted in Fig. 1.3. The thesis starts with an introduction into traffic environments and basic concepts for autonomous vehicle at the beginning of Ch. 2. Based on this, the definition of risk is discussed in more detail to get a better idea of the main components of this thesis. At the end of this chapter, the framework for the used motion planning system with its prediction model, cost evaluation and behavior priorities is outlined. It contains simplifications to better focus on the influence of the risk assessment like probability and severity on the behavior.

In dealing with the massive number of possible scene evolutions and multiple traffic participants, Ch. 3 presents simplifications based on state-of-the-art approaches. Further findings of this chapter give structure for adding new event types to the overall motion planning framework.

The first and most important event of this thesis is the collision event. The collision event probability with other traffic participants, especially


Figure 1.3: Thesis structure with chapter dependencies.
with some other vehicles, is outlined in Ch. 4. Here, the basics of a collision event detection is outlined, which provide basics to the concept of shape-based collision probability calculation, where the magnitudes and distributions of the collided states are separated from the non-collided states. In addition, new calculation methods are presented and are compared in some selected scenarios to show their prediction accuracy.

In Ch. 5, other event types are introduced dealing with distributed objects, internal state restrictions, law violating events like breaching speed limitations and the escape event. Some of these events are a prerequisite to understand models of subsequent chapters.

The Ch. 6 introduces to the second main component of an risk evaluation, the severity. Here, sub-models and their relationships are presented to gain an ethical assessment of collisions. Furthermore, four severity models, three of them inspired by state-of-the-art approaches are discussed. The influence of the severity models on the driving behavior are investigated in Ch. 7. This chapter also includes the impact of vehicle masses asymmetries on the behavior which is shown intensively.

The related works is presented within the respective chapters. The summary and outlook are given in the last chapter Ch. 8.

Readers, not familiar with probability theory or those who want to
refresh important parts used in this thesis are invited to read the corresponding chapters in attachment Sec. A. 6 for probability distributions and Sec. A. 7 for Bayesian Theory.

## 2 Risk-Based Motion Planning Framework

This chapter introduces the motion planning framework, used as a basis for integrating risk assessment and behavior planning. For a smooth introduction, the first two sections discuss the main terms of traffic environments to get familiar with the surrounding conditions, the representation and the general algorithm structure of an autonomous vehicle (AV). They also provide first notations and assumptions for vehicles and drivers behavior. Based on this, the risk concept is presented, discussed in general and is applied for motion planning in the subsequent section, together with related work, basic components, extensions and first simplifications. The chapter ends with a conclusion and a summary of the novelties of the introduced framework.

### 2.1 Traffic Environment

The traffic environment (TE), in which the autonomous vehicles need to operate, can be very diverse and confusing due to many road users and complex road paths (see Fig. 2.1). Not all environments can clearly be described like a speed limited highway or a unidirectional, one lane bounded tunnel. For humans more confusing or stressing environments are nonregulated parking areas, where many different traffic participants (TP's) like hidden pedestrians and vehicles meet each other. Reactions of an oncoming vehicle with high speed to a suddenly crossing child could also be manifold. Will the child keep running or will it stop? Should the vehicle driver stop, steer or brake and steer simultaneously? Should the driver steer to the left or to the right? What if it's not a car, but a smaller motorcycle? The situation could become less dangerous, because it is easier to avoid smaller sized objects. These examples and open questions show that traffic environments could have different evolutions depending on the current scene and often, there is not only one unique solution for everyone to achieve their goals.


Figure 2.1: Traffic environment with road users like an ego vehicle (blue), a motorcycle, a truck, a passenger car, a pedestrian, static objects like trees and signs with speed limitations or traffic lights and lane boundaries.

To handle these complex, partially observable and stochastic surroundings, the traffic environment is structured in the following as a basis for the algorithms in the subsequent sections. The physical environment is given by all static objects, e.g., road boundaries, walls or parked vehicles, and the dynamic objects like pedestrians, vehicles or trains. All objects including their types, properties, current states and the geometry of the road or lanes is called a traffic scene.

Exemplary properties of, e.g., a motorcycle is its dynamic capability of fast accelerating and its small dimension compared to a truck, which for example allows a motorcycle driver to pass easily through two queues of standing vehicles sticking in a traffic jam. Firstly, the subject object like the motorcycle is called ego vehicle with index $i=1$ and all other traffic participants are called others or other vehicles with $i>1$. These vehicles could be trucks, bicycles, passenger cars and other motorcycles and they have their own shape $\mathbb{M}^{i} \subset \mathbb{R}^{2}$, kinematic limitations, masses $m^{i}$ and dynamical behavior.

The physical states $\mathbf{x}^{i} \in \mathbb{X}^{i} \subseteq \mathbb{X}^{i}$ of a vehicle $i$ contain directly measured quantities from sensor systems like positions $p_{\mathrm{x}}^{i}, p_{\mathrm{y}}^{i}$, velocities $v_{\mathrm{x}}^{i}, v_{\mathrm{y}}^{i}$ of the mass center point on a two-dimensional "top-view" road surface, described in an orthogonal $x$ and $y$ coordinate basis. Additionally, the orientation of vehicles $\gamma^{i}$ is needed to feed motion models, the kinematic relationship between successive states and inherently determines kinematic restrictions. Different types of road users have different motion models. Nevertheless, in this thesis they are all represented by the same minimal set of states $\mathbf{x}^{i}$ for simplicity.

The concatenation of all $N_{\text {o }}$ object related physical states $\mathrm{x}^{i}$ to one
overall state vector $\mathbf{x} \in \mathbb{X}^{\sum_{N_{\mathrm{o}}} n_{\mathrm{i}}}$, is called scene state vector:

$$
\mathbf{x}=\left[\left(\mathbf{x}^{1}\right)^{T}, \ldots,\left(\mathbf{x}^{i}\right)^{T}, \ldots,\left(\mathbf{x}^{N_{\circ}}\right)^{T}\right]^{T} .
$$

Based on that concatenation of individual object states $\mathbf{x}^{i}$, the scene can be fully described by on vector $\mathbf{x}$ at one specific point in time $t$.

Another concept is that sequence of states in a limited time interval $t \in\left[t_{1}, t_{2}\right]$ is called trajectory. Trajectories of scene states $\mathbf{x}_{\mathrm{t} 1: \mathrm{t} 2}$ are called scene evolution, which describes a sequence of a scene with all dynamic objects:

$$
\mathbf{x}_{\mathrm{t} 1:: 2}=\left\{\mathbf{x}(t) \in \mathbb{R}^{n} \mid t \in\left[t_{1}, t_{2}\right]\right\}
$$

A prototypical scene evolution is called scenario. The corresponding state evolution in single-object related trajectories $\mathbf{x}_{\mathrm{t} 1: \mathrm{t} 2}^{i}$ is called maneuver [103]. Small differences in a stop and go maneuver, e.g. the time length of having zero velocity, would not lead to a completely new maneuver, only to a slightly different parametrization. Therefore, maneuvers and scenarios are representatives of trajectory clusters.

Not every physical state of an object is reachable or allowed. Typical hard restrictions of physical states are often due to physical limitations like e.g. maximum speeds, which depend on the motor engine capabilities or physical constitution of pedestrians. Examples are also stiff road boundaries or house walls, which in most cases cannot be removed. Restrictions between object form collision areas. For each restriction type $h$ the corresponding subset of state space represents a non-reachable region $\mathbb{X}_{\text {hard, } h}^{i} \subset \mathbb{X}^{i}$. With the help of these subsets, the free space $\mathbb{X}_{\text {free }}^{i}$ can be determined, where the object is able to move inside, not violating any of the existing $N_{\text {hard }}$ hard constraints:

$$
\mathbb{X}_{\text {free }}^{i} \subset \mathbb{X}^{i} \backslash \bigcup_{h \in\left\{1, . ., N_{\text {hard }}^{i}\right\}} \mathbb{X}_{\text {hard }, h}^{i}
$$

In contrast to these hard, intrinsic constraints, there exist also soft or extrinsic constraints. They consider more abstract restrictions which would not hinder objects to get into a specific position or onto a specific velocity level, but rather declare some non-allowed states, which should force desired behavior to regulate traffic. These often country-specific rules are for example: speed limitations, not crossing solid road lines, one-way streets and so on. Some rules depend on other objects like: stopping at red light, left yields to right or no overtaking on the right. In some emergency cases, it is necessary to leave, e.g., designated lanes to avoid crashes. Therefore,
breaching an extrinsic restriction should rather be treated as undesirable and punished by costs than as never being reachable. In other words, regulations cannot totally prevent any misbehavior of objects.

Another kind of states next to physical states are hidden or physically not explainable, but are often helpful: the internal states. The most famous internal states are intentions $I^{i}$ of the vehicle driver or pedestrian, considering motion targets like turning left, right or driving straight on an intersection, switching to a neighbor lane or driving into a specific parking slot. Most maneuvers are connected to these intentions so that one or more maneuvers can be concatenated to achieve a specific physical target.

These targets are described by a set of desired states $\mathbb{X}_{\text {des }} \subset \mathbb{R}^{n}$, e.g. a parked car $i$ is expressed by a range of possible orientation $\gamma^{i}$, nearly parallel to the neighbor cars or pedestrian walk, an area around the center position $p_{\mathrm{x}}^{i}, p_{\mathrm{y}}^{i}$ of the parking slot and zero velocities $v_{\mathrm{x}}^{i}=v_{\mathrm{y}}^{i}=0$. For target lanes during a lane change maneuver the positional states are inside a hull around the associated lane path. If these spatial intentions $I^{i}$ vary in time, they become spatio-temporal intentions $I_{\mathrm{t}}^{i}$. Let us regard an intersection, where two vehicles approach nearly at the same time. To avoid a collision one could brake to yield and the other one could accelerate to drive first or vice versa. These spatio-temporal intentions change over time until they match and are robust, otherwise the conflict could not be solved, if for example both insist to yield.

Other internal states are, e.g., parameters describing object motion or driving style like reaction times, safety distances, visibility or consideration of other traffic participants, rule awareness and so on.

Furthermore, the physical and internal states of all objects forms a situation i.e., a traffic scene with all internal states. For example two vehicles intent to enter the same side road from a main-road. The scene without intentions would not present any conflict, but adding the internal goals, which in this case are similar, leads to a potential conflict in the future. The situation can be solved in multiple ways depending on the spatio-temporal intentions. A typical solution ends up in a scenario, which become a prototype or representative of a cluster of similar scene evolutions.

After clarifying terms like physical states, internal states, scenes, situations, maneuvers, scenarios, intrinsic and extrinsic restrictions, the components of an autonomous vehicle can be introduced.

### 2.2 Autonomous Driving

In the previous chapter, the properties and restrictions were shown describing the traffic environment. The author of [166] mentions three general aspects, which should be provided by an autonomous vehicle: a goal, safety and rules. This means, that the system has to act according to its own preferences in a way that all the presented restrictions related to traffic rules, other vehicles, road geometries and motion dynamics are considered and not violated. A typical rough system architecture of an AV consists of three main parts on the software side: the sensory system, the world modeling and the behavior planner system. The sensors and actuators are the provider of current environmental information and manipulators of the outer world [2].

The first system, the sensory system, processes the input sensor signals from Laser Imaging Detection and Ranging (LiDAR), camera or ultrasonic sensors, needed for creating an internal representation of the world. The world consists of static objects like road boundaries, standing vehicles or construction site barriers, dynamic objects like pedestrians, other vehicles and bicycle drivers, and also signals like the traffic light or static traffic signs for limiting velocity or give-away limitations. Point clouds with depth information given by LiDAR sensors for far distant objects or ultrasonic sensors for near-distant objects are fused with monocular or stereo-camera pictures. Because of the limited number, accuracy and field of view of sensor systems, the scene information of a traffic scene is not complete and often very noisy. With "Vehicle to X"(V2X)- technology additional information can be exchanged. Between vehicles (V2V) intentions like desired paths or maneuvers can be transmitted. But also hidden objects, not observable by all traffic participants can be shared. Traffic light states can be send to the cars to enable moving traffic.

With the raw sensor data collected over time, the environment could not be described sufficiently. This data has to be interpreted to gain a usable representation. Static objects or free spaces can be detected via occupation maps, where filters are implemented to determine whether a specific area is occupied by an object or is free to drive through [141]. Sometimes it is useful to take prior knowledge into account, e.g. high definition (HD) Maps provide a detailed road and lane description given by geographical measurements. Combined with the self perceived scene, this could help to increase the accuracy of the ego's and other's position [34] or understand the road semantics. To detect dynamic objects a scene has to be observed for a small period of time. Sometimes the detection is very challenging
because of the moving sensor system on the vehicle. To robustly infer kinematic quantities like positions, velocities or orientations tracking filter techniques for dynamical objects are applied. They use underlying motion model and observations of the same detected traffic participants with aid of subsequent snapshots in a period of time. Common filters are Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF) which use a Gaussian state distribution to model the uncertainty of the kinetic states. By usage of interacting multiple model filters, also the probability of executed maneuvers out of a set of possible maneuvers representing, e.g. spatial-temporal intentions or special escaping maneuvers, can be detected [141]. Through redundant information obtained by the V2X communication, the current scene state could be measured more accurately and the prediction of the scene becomes more precisely. Transmitted information between vehicles regarding the critical components has to be checked and verified for plausibility with regards to the own measurement to detect external attacks and misinformation, to avoid blind trust, which could lead to fatal crashes. The internal representation of the current world scene state with all its elements is feed into the behavior planner or generator and is assumed to be given with some state noise.

The last system belonging to an autonomous vehicle is the behavior planner. Given the internal world state representation with all its elements and a preset navigation goal like a parking slot in front of one's house, the next action could be planned. For this, the system takes assumptions of other driver's future actions and intentions to consider internal and external state restrictions like collisions with other traffic participants or road boundaries and traffic rule limitations. To plan robustly, the behavior planner deals with uncertain information like an initial state distribution, different possible driving maneuvers of traffic participants, unknown intentions or driving styles. Furthermore, to ensure that planned actions of maneuvers will be executed in the correct way, the behavior planner incorporates possible action limitations related to engine power or wheel frictions to not overstress the system and to guarantee expected behavior. Because each executed action, like braking at the middle of an intersection, will not change only its own state, but also provoke actions of some others, which will change their future actions and so on. This reaction chain or dependency between traffic participants is called interaction.

There is also an dependency between the three presented sub systems. For example, the more accurate the sensor processing is, the more accurate are the world state representations and the semantic classifications, the more the vehicle could focus on the true conflicting vehicles and thus
the vehicle acts less overcautious and more efficiently. There exists another cause-effect chain starting at the behavior planning system and going through the real world state to the sensory processing system to the world model. This means, that the behavior planner could influence the quality of the model world representation by adapting the driving behavior. For example, a vehicle overtakes a school bus, where the bus blocks the view on the space in front of the bus, where children could cross the street. If the vehicle approaches that space, the field of view will become wider and more hidden children could be detected. Longer observation times and less motion disturbances caused by small speed maneuvers increases the accuracy of measurements.

The whole software system of an autonomous vehicle should be applicable in real world, which means that the subsystems should process and calculate needed information in real-time, so without big time latency. This requirement is often a bottleneck when designing algorithms.

In this thesis, a behavior planner is designed which is at least expandable to the concepts like interaction or hidden world parts. For simplification, it is assumed that the sensory processing and the internal world representation are given. Furthermore, the external world with actuators and sensor systems is not explicitly modeled and are only part of a simulation. Nevertheless, to investigate the capabilities of the motion planner and its produced behavior, simulations can be used, which are applied to a lot of different critical scenarios, which cannot be performed in real world due to high costs in case of failures.

### 2.3 The Risk Concept

There are different terms like risk, criticality or threat often used in the context of autonomous driving. But what do these terms mean? What are the differences or similarities compared to "risk" and how can they be determined?

The Risk itself is a metric risk $[82,103]$ and is defined as:

$$
\text { Risk }=\text { Probability } \times \text { Severity } .
$$

The risk includes the overall danger of an event or an undesired state by its consequence or severity and its likelihood [108]. In Fig. 2.2, one can see that the risk is a combination of severity and probability and that it can represent two extrema, the collision mitigation with severity reduction


Figure 2.2: Diagram with constant risk curves (iso-risk's), where the risk is increasing from the bottom left to the upper right. At its margins, the risk reduction concept includes impact mitigation for severity reduction and avoidance strategies for likelihood reduction. Both strategies approximately represent a gradient descent on a risk potential and are special cases of the more general risk reduction strategy. The general risk reduction can also cope sufficiently in regions, where both the severity and the probability are moderate. For events, which do not have any severe outcome or cannot occur, the risk becomes zero.
and the collision avoidance with probability reduction. In-between these extrema, both factors will be reduced by considering the risk.

To distinguish the risk term to threat, the following example explain it in more detail. Considering a vehicle in an flat and open field, like the Black Rock Desert, Nevada (USA), where some of the fastest vehicles, the "trust SSC" was tested. At this desert, there exist nothing which can disturb the vehicle of freely driving forward. There is no threat in the scene, because nothing serious can happen: no crashes, no loss of control through bumps with undesired roll-overs. If this rocket vehicle would drive in New York, Berlin or Shanghai, there will be the potential of collisions with other participants. So threat or danger describes the existence of
a possible event with serious outcome. In other words, it is the absence of safety. Threat is independent of the consideration whether the event will happen or not and is more describing that the event can happen. So it is rather a binary state than a continuous quantity.

The existence of a fatal event does not mean that the vehicle is not able to avoid crashes and that it has the capability to cope with the threat within the traffic environment. As long as the vehicle is not in an Inevitable Collision State (ICS) [60], meaning that a collision is certain, the collision can be avoided at least with an optimal maneuver. But optimality is mostly far from reality. The driver has to act before an inevitable collision state becomes certain. The urgency to avoid a fatal outcome with the limited action sets a vehicle can execute for collision avoidance, is described by the term criticality. In the literature there are many measures defining a criticality to warn drivers about collisions or to find the point in time, where an autonomous system should take the control to execute avoidance maneuvers. Four classes for criticality measures can be found:

- Evaluation by experts: The criticality is quantified by traffic psychologists like in [146], where a scale from 0 to 100 is used to describe its criticality level. An adaptive neuro-fuzzy interface system (ANFIS) at T-intersections is implemented depending on gap sizes and vehicle type, which at the end was validated by expert data [137]. The authors of [105] use an ANFIS system to find out decision probabilities in non-signalized crossing scenes and validate their model by playing a zero sum non-cooperative game.
- Heuristic functions: In [35], the authors introduce a criticality index function as a product of severity and urgency, which represents a needed momentum change of the ego vehicle to avoid a crash with another traffic participants in left-turn-conflicts. A warning system for near crashes is presented in [165], where an oncoming vehicle is detected by its increasing occupied field of vision angle.
- Input-based: The authors of [50] define a Brake Threat Number (BTN) for signalizing dangerous lane departures. It bases on a constant acceleration for an avoidance maneuver relative to the gravity constant $g$.
- Time-based: This class is motivated by the idea that with decreasing time to an event or a scene state the criticality is increasing. These measures are known as "Time to X" (TTX). The X can stand
for different events like a collision (TTC) [170] or a general maneuver (TTM), braking (TTB) [88], kickdown (TTK) or steering (TTS) [76] to avoid a collision. These different maneuvers can be merged into one representative Time to React (TTR) [76, 150] which informs the driver, how much time remains until the collision is inevitable [60]. In contrast to the TTR measure, the Worst Time To Collision (WTTC) calculates the time until the first collision can occur [159] by considering those action sequences leading to the collision in the minimum of time. According to the authors, this concept raises many false positives, so the WTTC measure monitoring is too conservative. Other time-based metrics are the Time Headway (TH) for highway scenarios or Post Encroachment Time (PET) [130] for merge-in scenarios. They determine the duration, the following or merging vehicle would use to reach the position or intersection center after the other car has left it. Another measure for arbitrary predicted trajectories is the Time To Predicted Minimum Distance (TTPMD) which is used in the EUCLIDE project for collision warnings [126].

Often, these metrics assume perfect knowledge about the ego vehicle and other traffic participants. Motion and sensor uncertainties or inaccurate assumptions about future motion patterns like e.g. constant velocity or acceleration in curves, motivates to take a probabilistic view on timeand input-based measures to not oversee potential conflicts. A probabilistic calculation with motion and sensor uncertainties of the Brake Threat Number (BTN) is given in [148]. A similar measure like the BTN without gravity normalization is presented in [12]. For time-based measures, probabilistic TTC [18, 21-23, 77, 95, 96, 104, 133, 141], TTR [161] or TTPMD [151] are introduced as robust criticality metrics. In addition, the concept of inevitable collision states is extended to a probabilistic view [20], so that all states are avoided which have a probability to end up in a collision, not those states which already will have a collision.

Next to measures whose only aim is to avoid crashes, there are metrics considering the outcome of a potential collision e.g., with increasing warning levels. In [9], the authors take the geometrical overlap and the penetration duration of two vehicles into account to adapt the warning levels, the higher both feature values are, the higher the warning level. In [171], the internal energy of the crash and in [71] the kinetic energy of the ego vehicle are influencing the level of criticality. The authors of [164] define a safety energy for each object in the scene whose virtual masses
have an underlying statistical origin in fatality data. As a consequence, objects will appear as more dangerous if their speed level is higher. In works $[162,163]$ a severity index was implemented with additive components for distinguishing between different relative heading angles and mass ratios.

As one can see, many criticality measures consider vehicle dynamics, the probability and the outcome or severity of a crash. In case of more than one source of threat or critical event type, the risk framework can concatenate different hazards to one final value, where a decision can rely on.

In [82], some principles for a proper risk management are defined, among others, the risk should be part of the decision making, explicitly addressing uncertainty, being systematic and structured, transparent and taking human and cultural factors into account. The author of [166] applies this risk concept on robots with a decision making system that should consist of four components: 1. identification of possible actions for a given situation, 2. forecast of probable changes in the environment and actions of others, 3. prediction of possible future situations and 4. risk assessment for predicted scenarios. A survey on motion prediction and risk assessment techniques is presented in [103].

All in all, the risk is a continuous quantification which extends the binary concept of threat. It is an essential part of decision making in uncertain environments for predicted scenarios.

Furthermore, a macroscopic view on traffic shows that $10^{-6}$ fatalities per driving hour occur. In [143], the author states that a robot or autonomous systems should reduce the fatality rate by a factor of 1000 to $10^{-9}$. This small number is very challenging to test the system on-line, because of the needed high amount of scenarios to obtain significant results and to validate off-line, because of the missing interaction with real traffic participants. Therefore, the underlying models for severity and probability should be as accurate as possible to prevent the occupants from dangerous outcomes. The prediction of risk can help to quantify the total driven risk of autonomous vehicles and thus validating the driven trajectories of autonomous vehicles without applying another metric.

### 2.4 Event-Based Motion Planning Framework

The main focus of this thesis is the risk calculation with its severity and event probability models. In the previous section it was discussed that the risk concept should be part of the decision process in autonomous vehicles. It can handle uncertain traffic environments and can evaluate the expected severity of critical events. To investigate the driving behavior depending on the risk assessment of critical events, a simple motion planner is designed which is served as a basic framework for incorporating all traffic participants in the scene, is handling different risk sources and is expandable for using more sophisticated driving strategies and detailed prediction models. The presented motion planner is complex enough to represent motion behavior of other more sophisticated planners, but at the same time it is simple enough to investigate severity models, probability models and their effects in detail.

### 2.4.1 Related Work

A motion planners main target is to "prevent the autonomous vehicle from entering the unsafe area" [166]. In [166], the author names further objectives like accomplishing the mission or long-term navigation goal and complying with the traffic regulations. The authors of [59] add some safety requirements for autonomous systems, like taking own dynamics and input limitations into account, taking other traffic participant's behavior into account and considering an infinite time horizon. The last statement of an infinite prediction horizon ensures that independent of the vehicle's dynamic and internal restrictions like brake forces, a collision can be avoided.

Works like [27, 80, 84] identify different stages for motion driving depending on the current task: normal driving, collision avoidance, collision mitigation and post-crash behavior. In Fig. 2.3 theses stages can be more or less strictly separated. A five staged version instead of four staged version is described by an accident model, which categorizes its hierarchic levels according to the risk levels with a final "Loss" state and general strategies to leave one state to reach the previous one with lower risk [166].

In the following, an overview of these crash stages will be presented, where the focus is on the strategies, models and limitations. To better
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Figure 2.3: Stages of motion planning with increasing risk [27], needed level of detail for severity model and collision probability model and declining range of predicted outcome. The threat detection describes the transition from normal driving to collision avoidance. The Inevitable Collision State (ICS) detection represents the discrete transition from collision avoidance to collision mitigation. After the crash event, the vehicle can have subsequent crashes or can end up in a "safe" state, depending on the post crash motion.
describe these stages, the mitigation phase is split into three sub-phases: the mitigation phase, the pre-crash phase or accident preparation and the crash event itself. The explanation starts with the last stage i.e. after the first crash was happened.

## Post Crash Phases

The post crash phase starts right after the first collision, when two crash partners move apart from each other. Regarding data for the US [44] and Germany/ United Kingdom [57] in the turn of the millennium, one of four collisions have at least one subsequent crash. In these multi-collisions, the injury rate is four times higher than for single crashes. Additionally, the injury level for these multiple collisions is also increased [57]. Post-collision braking assists tries to minimize the number and severity of post-crashes
by braking autonomously as fast as possible [106].

## Crash Phase and Accident

During the accident, the motion planner has no influence on the outcome of the crash anymore. Only passive systems like belts, a fired airbag or energy absorbing vehicle designs can reduce the harm of the passengers. Injuries of the occupants and the damages are mainly determined at the point in time, when the collision is happening. The crash constellation like frontal, side or rear-end crashes [56], speed levels [109] and masses [56] influences the crash outcome significantly. In [51], a multi-degree of freedom mass-spring-damper system for vehicle and occupants was designed to model crash dynamics during the impacts in head-on crashes. It can help to simulate the vehicle-passenger interaction like intrusions into the passenger compartment, which can lead to bruises, and acceleration changes, which can lead to contacts with interior parts [16]. An overview of some injury prediction techniques is given in [147]. In [144], the authors present economical costs depending on the level of injury in a crash. This prediction of harms and outcome is given by a severity model, which predict cost taking vehicle states before and after the crash. These state changes can be predicted by a physical crash model.

## Accident Preparation or Pre-Crash Phase

This stage is right at the moment before the crash will happen. The decision, whether to fire airbags for reducing the passenger harms are tackled by [112-114]. An airbag system which is firing to often or at the wrong moment could increase the harm, because drivers are not able to see anything or cannot be protected for subsequent, more serious crashes. In [112-114], the hitting forces with interior parts are calculated using simple crash mechanic models. The model and its parameters are validated and trained by a more accurate mechanical simulation database, created by Finite Element Methods (FEM's). Another context-aware pre-triggering system uses a crash severity database system, which includes physical crash model predictions and real crash database. According to a support vector machine, the systems can activate a downstream safety system in case of frontal crashes by taking parameter distributions like masses or compartment stiffnesses into account [27].

## Mitigation Phase

After the point of no return was passed and a collision seems to be inevitable, the motion planner has the chance to reduce the severity of a critical event by a well chosen action sequence. In [97] and [84], a braking system based on a (probabilistic) Time To Collision (TTC) prediction was implemented. A more sophisticated system based on the detection of inevitable states was introduced in [31] and for multiple objects in [32] with consideration of slip and brake system dynamics. All the works are motivated by the idea that the kinetic energy has to be reduced as effectively as possible to decrease the level of harm. The effectiveness of such braking assists was validated in [66], where the authors concluded that 3 of 4 severe crashes were avoidable. But there are more motion opportunities to mitigate crashes than strict braking maneuvers. In [91], a local planner searches for a motion strategy to reduce the virtual overlap area between the vehicles along predicted trajectories. It takes also dynamical limitations for steering and braking into account. In [74], the wheel base of the other vehicle in a side-crash is targeted by the autonomous vehicle. These crash points at the exterior are stiffer than the compartment zone and therefore safer for occupants, which sit in the vehicle hit from the side. Another approach is a deformation map, a two dimensional potential field, based on a Finite Elements Method (FEM) database, which calculates the vehicles curvature of a potential path to produce less intrusions for both vehicles [145]. The drawback of this approach is, that for one thing the approach is not considering braking and steering maneuvers and for the other thing the deformation map is very noisy, so that a global minimum is hard to find. If there is more than one object in a dense scene, which can not be avoided, a decision can be based on its ego vehicle kinetic energy [67]. In [162, 163], a Model Predictive Controller (MPC) optimizes a strategy based on a potential field which includes heuristically a crash severity measure depending on mass ratios and different heading angles. Summarized, a mitigation system needs a detailed model for own and other vehicle dynamics, as well as a target like the frontal wheelbase or a severity surrogate.

## Collision Avoidance Phase

To protect the occupants from a collision, trigger systems have to warn or intervene before a collision cannot be avoided anymore, so far before an inevitable collision state occurs [60]. Collision-free maneuvers can be
determined analytically [139] or with a model predictive controller [172] in a deterministic world. For stochastic environments, [20] provides a complete introduction into probabilistic inevitable states. But mostly, there exist avoidance systems, which predict and let execute simple maneuvers e.g. brakings based on a required acceleration [92] or on Time-to-React (TTR) measures [76]. The authors of [169] introduce a safety distance to not crash into a leading vehicle. In [102], twelve different trajectory candidates are predicted and checked for collision in an occupancy map in relative state space. An advanced time to occupancy measure for all trajectory candidates identifies the point in time, when to activate the avoidance system and follow the trajectory with the smallest criticality measure. In the aforementioned collision avoidances systems, the severity plays only a minor role. Motion models with limitations are very simple e.g. they base on constant velocity, constant steering and constant acceleration models.

There are some works, which include a severity and collision probability according to the risk measure, mentioned in the previous section 2.3. These works blur discrete boundaries between mitigation, where the collision probability becomes one anyway and the severity plays the important assessment factor, and the collision avoidance, where the collision probability is crucial but will not be the only factor anymore. One example is introduced in [30], where severe injuries of pedestrians from a vehicle impact as well as motion uncertainties are considered. Another example is described in [28], where predicted acceleration impulses for an uncertain predicted crash works as an identifier for severity. The author of [5] evaluates and plans trajectories according to their maximal crash probability with different other dynamic objects and calculates the internal crash energy as outcome. In [99], a simple motion planner acts according to a preset risk level. This approach shows that a vehicle would reduce its speed level to decrease the severity in a predicted crash if the probability is not decreasing.

## Normal driving Phase

If collisions have very low probability or very low risk, the motion planner can focuses on additional tasks like approaching navigation goals, comfortable driving, obeying traffic rules or decreasing energy consumption. An overview of different real-time-planning techniques like Rapidly-Exploring-Random-Trees (RRT's), model predictive controller and Lattice planners is given in [93] and [69]. Often, these different objective are evaluated
according to associated costs for violation and are summed up to obtain overall representative cost value for one predicted motion strategy. In [33] and [49], yaw angle velocities and distances to a desired lane provide an initial input strategy distribution, which works as a prior to obtain conflict-free trajectories after collision checks. In [73], a cost function based on evaluating collisions with static and dynamic objects as well as ego dynamics like accelerations are considered. The authors of [101] creates a motion optimizer, penalizing on the one hand the motion model input in a quadratic fashion and on the other hand variances of the state distribution. Non-allowed collision-states are represented by linear state restrictions and are modeled as hard constraints. Similarly, in the work of [25], a maximum collision probability is modeled as a hard constraint for a linear program which includes distances to waypoints and travel costs. These motion planners ensure safe strategies according to predicted state uncertainties.

Recently, global motion planners evaluate crash severities next to others cost terms like utility and comfort e.g. in a potential field [85, 131], in a two-ramp maneuver-based optimization with uncertainty considerations [129], in a model predictive controller as soft constraints [79, 80, 173] or in Rapidly Random Tree (RRT)-based optimizations [36, 38, 39]. There are also some local planners like an Euler-Lagrange optimization [135] based on a holistic framework [134] and the Foresighted Driver Model (FDM) [46]. The work of [46] combines a heuristic risk map framework [37] for arbitrary risk sources, like loosing control in curves, and with utility-based components of the Intelligent Driver Model (IDM) [156]. The Foresighted Driver Model can handle multiple scenarios like following and intersections and shows a speed reduction in frontal passing. The severity models and the probability models have often strong assumptions to simplify the calculation process, because they will be evaluated multiple times during the prediction-based optimization process to find the one with the minimal costs. Local planners can reduce the optimization effort, but with drawback of finding mostly local optima.

The phases of normal driving, collision avoidance and mitigation can often not be separated accurately. Triggers rely on different concepts so that the boundaries between these phases seems to be fuzzy. Furthermore driving strategies differs from one phase to another, so that they have to be tuned sufficiently to not end up in oscillating behavior strategies. Nevertheless, some properties can be summed up. The range in expected outcome, described by the minimum and maximum possible risk of all
scene evolutions, is decreasing with the time to a critical event. For example, an inevitable crash can be mitigated in a way that the maximum severity is reduced, but there will still be a minimum severity left, because the crash cannot be avoided anymore. Otherwise, a planning system for normal driving can increase the maximum severity by speeding up in dangerous scenes. Until here, it can be noted that a consideration of severity in each phase seems to be inevitable and advantageous. Whereas, the level of model detail changes depending on the existence of remaining traffic environment uncertainties or in other words: the models do not have to be precisely modeled, if there are many scene evolution alternatives are left. An overview about the levels of detail for a severity model and the event probability model as well as the range of expected outcome is sketched in Fig. 2.3.

Nevertheless, as far as the author knows, there is no framework considering multiple events in one scene evolution like road boundary crashes after an inter-vehicle collision. State-of-the-art severity models are only taking the first event into account. They often heuristically weights the outcome by internal crash energy or kinetic energy of the ego vehicle, fatality rates or others. A comparison between these models by investigating their effects on the motion planner behavior was not yet investigated. Furthermore, the corresponding collision probability models differ in their properties. Therefore, a holistic framework for evaluating different risk evaluations is needed. This framework should also incorporate navigation goals, dynamic and static objects, dynamical restrictions and law violations along the whole predicted trajectories.

### 2.4.2 Components of Behavior Planner

The framework for behavior planning applied in this thesis is very similar to existing approaches mentioned in the previous section and therefore is part of an overall autonomous driving system framework. The focus in this thesis is on the behavior planning module and its components like risk assessment to investigate critical scenes with other traffic participants. The performance of this component is depending on the input e.g. objects, boundaries, lanes, traffic signals extracted by sensor signals. Furthermore, some additional information about the objects like goals and motion restrictions are needed to enrich the motion planner with information. The requirements or assumptions defined on the provide internal world representation, especially on the dynamical objects, are as follows:

- Multiple traffic participants
- Different object types: bicycles, trucks/ trains or passenger cars and pedestrians with different masses
- Polygonal (rectangular) object shapes
- Known motion models with probabilistic positions and velocities in $x$ and $y$ coordinate from a bird's eye view
- Known guiding lanes as navigation constraints for each object
- Probabilistic inputs caused by disturbances and motion noises
- Tangential object orientations to the driving paths

Given these (uncertain) information and assumptions, the behavior planner copes with other traffic participants in a way that critical scenarios will not arise or get mitigated. For that the behavior planner consists of three main components, which are also shown in Fig. 2.4, which enables a criticality assessment of future scenes to choose the least critical actions to avoid any kind of harmful events:

1. A prediction process for future states, events and intentions.
2. An evaluation process to quantify the overall risk and utility of the predicted trajectories with pre- and post-event behavior.
3. A decision model, which determines an optimal strategy based on the plan evaluation and behavior preferences.

The prediction process is necessary to deal with dynamical restrictions formulated by the given motion models, where e.g. states cannot immediately change to arbitrary desired (safe) scene states, because of dynamical limitations e.g. maximum steering angle or maximal braking forces. Having hypothetically infinite fast state change, it would not guaranteed that other traffic participants want to share the same space in the next time step, because they could have other plans about how the scene should evolve. The prediction process usually includes assumed or learned assumptions about other traffic participants. Another part of the prediction process is the detection of critical or undesired events, which will be evaluated in the subsequent components. This enables to quantify the possible future scene evolution as a scalar value. Because the ego vehicle can change the future evolution with its planned action, it needs a quantifications for


Figure 2.4: Behavior planner module with its input information, its main components and its output to the action execution system.
each predicted event to create a potential field of what is wrong and what is good. The decision model takes these event costs and other utility factors to create one final cost value according to an importance list for behavior preferences so that avoiding crashes will be more important than comfortable driving. Based on that cost value through prediction and evaluation, the planner optimizes its future actions according to the valley of a cost potential field.

The prediction, the evaluation and the decision making are working strongly together. If the prediction is wrong, events cannot be detected, which could lead to underestimated cost and to an engagement into critical scenarios. Similar would happen, if the prediction is correct but the event costs are underestimated. In contrast, overestimated costs lead to very cautious and passive behavior, in worst cases to dead-locks. In case of an non-optimal planner, the information of the precedent prediction and evaluation module is not fully exhausted and could become redundant. Each of the components should be designed carefully to satisfy the requirements for autonomous vehicles.

Nevertheless, these three components of the behavior planner ensure an early adaptation of the ego vehicle's behavior depending on predicted risks or law violations to reach the desired navigation goal as fast and comfortably as possible. In the following section, the three components are explained in more detail.

### 2.4.3 Prediction Model

The prediction model propagates current scene states into the future by using assumptions about the dynamics and behavior of other traffic participants, e.g., a motorcycle acts more dynamically than a truck with a trailer.

Each traffic participant limits the set of possible future states, because of the reduced free space through additional collision states. The scene gets more threats. If any behavior is assumed to be possible, this will lead to an overcautious and obstructing behavior, because also destructive behavior like from crash forcing traffic participants is incorporated. On the other side, a too conservative limitation of possible behavior and very restrictive motion models would take a smaller set of possible evolutions into account but could miss detection of critical events, which in turn could drastically underestimate the potential risk of planned actions. As a consequence, the autonomous vehicle behaves more aggressively and the vehicle has a higher chance to end up in a crash. A proper choice of the prediction model and its variables is necessary to avoid overcautious or careless predictions.

Obviously, the traffic participant and its state $\mathbf{x}^{i}$ should stay inside the free space $\mathbb{X}_{\text {free }}^{i}$, where no event will ever happen. But, if the entity touches boundaries of non-reachable state set $\partial \mathbb{X}_{\text {hard }}^{i}$ defined for example by robust walls or shapes of other traffic participants, the entities would immediately stop or bounce back through the impact forces. In case of slight touches on a highway between two vehicles, it is possible that the first bounce effect leads to uncontrolled motion behavior and forces subsequent crashes with other objects like road limitations. The first and subsequent event produces more harm for the occupants than the first touching event. Therefore, to estimate the full consequences of traffic scenes, the propagation should not stop even if the first hard constraint is violated.

In the following, these short-termed touches to hard constraints are treated as events. These events can be of multiple types like collision to another traffic participant or collisions with a crowd of pedestrians, where it is difficult to distinguish between single entities. Events can also be of symbolic nature e.g. an escaping from the current scene or reaching impossible states which are not explicit modeled in the dynamics. These events have in common that scene states change in a short period of time and in a different way than the normally assumed motion dynamics.

Sometimes, these sudden state changes conclude to situations where vehicles get out of control. A crash scenario on a highway shows, that
the danger often arises not only from the first slight touch, but more from the uncontrolled motion behavior afterwards. The vehicle could crash into other boundaries or could do a rollover. Commonly, the goals of both involved vehicle drivers change from following their overall navigation goal to the target that the vehicles are moved to a safe state. Both attitudes are the intention $I^{i}$ and describe long-lasting behavior patterns and goals. These stable intentions between events will help to categorize behavior patterns and simplify the prediction process.

To sum up, the following main time-depending variables will help to predict motion in free spaces and to model interactions with hard constraints to also incorporate after-event scene evolutions:

- Physical scene states $\mathbf{x} \in \mathbb{R}^{n}$ : This is a combination of all $N_{\mathrm{o}}$ entity states $\mathbf{x}^{i} \in \mathbb{X}^{i}$, where $\mathbb{R}^{n}=\mathbb{R}^{n_{1}} \times \cdots \times \mathbb{R}^{n_{N_{0}}}$ with dimension $n=$ $\sum_{i=1}^{N_{\mathrm{o}}} n_{i}$.
- Scene inputs $\mathbf{u} \in \mathbb{R}^{p}$ : This is a combination of all $N_{\circ}$ entity inputs $\mathbf{u}^{i} \in \mathbb{R}^{p_{i}}$ specifying the behavior, where $\mathbf{u} \in \mathbb{R}^{p}=\mathbb{R}^{p_{1}} \times \cdots \times \mathbb{R}^{p_{N_{o}}}$ with dimension $p=\sum_{i=1}^{N_{\mathrm{o}}} p_{\mathrm{i}}$.
- Events $\mathbf{e} \in \mathbb{E}$ : This represents any kind of events in a vector with binary elements $e \in\{0,1\}$, where each element symbolizes one specific type of event (and with a specific partner). In this thesis the following event types are presented:
- $e_{\text {Coll }}$ : Each crash between ego and another traffic participant $j$ (critical)
- $e_{\mathrm{OcC}}$ : Collisions with crowded entities (critical)
$-e_{\text {ESC }}$ : Escaping from the current plan until reaching a safe state
- $e_{\mathrm{SR}}$ : Non-reachable states or dynamic restrictions
- $e_{\text {NON }}$ : A symbolic representation for state changes, where none of the aforementioned events were happened
- Intention $\mathbf{I} \in \mathbb{I}$ : This is a combination of all $N_{0}$ entity states intention vectors $I^{i} \in\{0,1\}: \mathbf{I} \in \mathbb{I}=I^{1} \times \cdots \times I^{N_{o}}$. Each entity $i$ associated intention $I^{i}$ describes abstract goals, affects maneuvers and determines the cost structure. Three different main intentions are defined:

1. Controlled mode $I_{\text {ctrl }}$ : The entity moves according to a general motion assumption or can plan freely in case of the ego vehicle.
2. Non-controlled mode $I_{\text {nonctr1 }}$ : Emergency behavior like braking or regaining control
3. Safe mode $I_{\text {safe }}$ : Nothing can happen anymore. It symbolizes the end of the prediction process. These intentions can only be changed in a hierarchic way, so that the $I_{\text {ctrl }}$ of one entity can change to $I_{\text {safe }}$, but not the other way round.

In continuous time, the aforementioned variables have to be determined at each future time point $s+t$, where $t$ is the current time point and $s$ the time parameter for future time points between $s=0$ and the maximum time horizon of $s=T$. For a time-discrete calculation, the time is split into time intervals of length $\Delta t$ and the time step $k$ with $s=k \Delta t$, where the prediction process is broken down to a fixed number of time point $H=T / \Delta t$. In this thesis, both descriptions are used, but the models will be introduced in a time-discrete manner and sometimes extended into a time-continuous case where the time interval between two subsequent discrete time steps $[k \Delta t,(k+1) \Delta t]$ is needed for increasing precision.

With the above definitions, the aforementioned variables can describe the scene at one predicted time point $k$. The transitions of intentions and states from one time point $k$ to a subsequent time point $k+1$ will be discussed in the following. The conditional dependencies between variables over time are modeled by a Markov Model. The relationships between these variables are shown in a Bayesian network exemplary for two subsequent time steps in Fig. 2.5.

The full Bayesian model, gained by the Bayesian network, for a finite time step horizon $H$ is mathematically described as follows:

$$
\begin{aligned}
& p\left(\mathbf{x}_{0: \mathrm{H}}, \mathbf{u}_{0: \mathrm{H}-1}, \mathbf{I}_{0: \mathrm{H}-1}\right)=\ldots \\
& \ldots=p\left(\mathbf{x}_{0}\right) p\left(\mathbf{I}_{0}\right) \prod_{k=0}^{H-1} p\left(\mathbf{I}_{k+1} \mid \mathbf{I}_{k}, \mathbf{e}_{k}\right) p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, \mathbf{e}_{k}\right) p\left(\mathbf{u}_{k} \mid \mathbf{I}_{k}\right) p\left(\mathbf{e}_{k} \mid \mathbf{x}_{k}\right)
\end{aligned}
$$

Here, the initial probability density function's (PDF's) for state $p\left(\mathbf{x}_{0}\right)$ and intention $p\left(\mathbf{I}_{0}\right)$ are measured or assumed and the transition models allow the computation of subsequent states, intentions and events. On the one side, the transition model enables the possibility for the detection of events, on the other side it also models the impact of events on the physical states $\mathbf{x}_{k}$ and on some long-lasting states like the intentions $\mathbf{I}_{k}$, so that the vehicle's behavior after an event can be modeled separately.


Figure 2.5: Bayesian network of the prediction model starting with the initial state $p\left(\mathbf{x}_{0}\right)$ and intention distributions $p\left(\mathbf{I}_{0}\right)$. Two further intermediate probabilistic variables for each discrete time step $k$ describe the event $\mathbf{e}$ and input $\mathbf{u}$ variables. The network propagates all variables in a forward manner until the prediction horizon $H$ is reached. The solid arrows show the conditional dependencies between all variables.

In the following, the sub models for clarifying the dependencies between these variables are presented in more detail.

## Event Detection Model

The event detection model $p\left(\mathbf{e}_{k} \mid \mathbf{x}_{k}\right)$ is mostly an indicator, which detects whether an event in the current state $\mathbf{x}_{k}$ is happening or not. The collision event $e_{\text {Coll }}$ (Ch. 4) and non-reachable states $e_{\text {SR }}$ (see Sec. 5.2) are part of this binary categorization. Some events like collisions with a crowded entity $e_{\text {OCC }}$ (see Sec. 5.1) or escaping events $e_{\text {ESC }}$ (see Sec. 5.3) are non-binary, because it is not certain if these events are happening in the considered state or not. The artificial event $e_{\text {NON }}$ represents the case, if none of the aforementioned events is happening. So each event has its own detection model with different properties and will be introduced in the associated sections.

## Intention Transition model

The intention transition model $p\left(\mathbf{I}_{k+1} \mid \mathbf{I}_{k}, \mathbf{e}_{k}\right)$ describes how events $\mathbf{e}_{k}$ change the attitudes of the drivers or entities. Starting with a controlled behavior $I_{\text {ctrl }}$, where the ego vehicle and other traffic participants are moving according to their overall navigation goals, the initial distribution $p\left(\mathbf{I}_{0}\right)$
is described by the following product of single intentions $I^{i}$ :

$$
p\left(\mathbf{I}_{0}\right)=\prod_{i=1}^{N_{\mathrm{o}}} \delta\left(I_{0}^{i}-I_{\mathrm{ctrl}}^{i}\right)=\delta\left(\mathbf{I}_{0}-I_{\mathrm{ctrl}}\right)
$$

If an event occurs, which is normally very short-termed, this can impact longer lasting intentions of all traffic participants. Intentions won't change or change only very slowly if no events $e_{\text {NON }}$ is happening so that $p\left(\mathbf{I}_{k+1} \mid \mathbf{I}_{k}, \mathbf{e}_{k}=e_{\text {NON }}\right)=\delta\left(\mathbf{I}_{k+1}-\mathbf{I}_{k}\right)$ holds approximately.

As aforementioned, the intentions change through events. For events with heavy bounces or friction losses like a collision between two vehicles $e_{\text {COLL }}$ the intentions switch to the non-controlled mode $I_{\text {nonctrl }}$, where the vehicle is not able to control itself and execute an emergency maneuver. The safe mode $I_{\text {safe }}$ is kind of a protected state: Once the vehicle reaches this state by escaping $e_{\text {ESC }}$ the current scene, the traffic participants are immune against any further event. The safe mode symbolizes the end of the prediction process for a single scene evolution.

All in all, given the initial intention distribution $p\left(\mathbf{I}_{0}\right)$, the intentions $\mathbf{I}_{k+1}$ at the next time step $k+1$ are changed according to:

$$
\begin{aligned}
p\left(\mathbf{I}_{k+1}\right)= & \sum_{\mathbb{I}} p\left(\mathbf{I}_{k+1} \mid \mathbf{I}_{k}, \mathbf{e}_{k}=e_{\mathrm{NON}}\right) p\left(\mathbf{I}_{k}\right) p\left(e_{\mathrm{NON}}\right)+\ldots \\
& \cdots+\sum_{\mathbb{E}} p\left(\mathbf{I}_{k+1} \mid \mathbf{I}_{k}, \mathbf{e}_{k}=e_{k}\right) p\left(\mathbf{I}_{k}\right) p\left(e_{k}\right)
\end{aligned}
$$

The event provoking intentions $p\left(\mathbf{I}_{\mathrm{e}} \mid e_{k}\right)$ for each event are discussed in the associated chapters Ch. 4, Ch. 5 and Ch. 6.

## Behavior Model

The behavior model $p\left(\mathbf{u}_{k} \mid \mathbf{I}_{k}\right)$ determines the inputs $\mathbf{u}_{k}$ for the next time interval related to the current intentions $\mathbf{I}_{k}$ of the traffic participant. Each entity $i$ has its own inputs $\mathbf{u}_{k}^{i}$ according to their own motion models and independent of the other entities. So the inputs are chosen according to their own corresponding intention $I_{k}^{i}$ :

$$
p\left(\mathbf{u}_{k} \mid \mathbf{I}_{k}\right)=\prod_{i=1}^{N_{\mathrm{o}}} p\left(\mathbf{u}_{k}^{i} \mid I_{k}^{i}\right)
$$

Here, the intentions $I_{k}^{i}$ produce the following inputs of each entity:

- $I_{\text {ctrl }}$ : For ego vehicle the input $\mathbf{u}_{k}^{1}$ is predefined by the current strategy given by the decision model 2.4.5, explained later in more detail. The input for all other traffic participants is assumed to be $\mathbf{u}_{k}^{>1}=\mathbf{0}$, so that they will move with constant input according to their motion model along their paths.
- $I_{\text {nonctr1 }}$ : In case of non-controlled intention, the traffic participant aims to reach a safe state by braking with a high deceleration $\mathbf{u}_{k}^{i}=$ $-\left|a_{\text {brake }}\right| \mathbf{v}_{k}^{i} /\left|\left|\mathbf{v}_{k}^{i}\right|\right|$ against the motion direction. This roughly depicts the behavior after a collision, to slow down as fast as possible to zero velocity. This intention is used in Sec. 6.3.1. Once the non-control mode arises, the entity cannot come back to the $I_{\text {ctrl }}$, meaning that at least shock situations and crash management hinder the occupants to move back immediately to their original navigation goals.
- $I_{\text {safe }}$ : The input can be arbitrary because this intention state indicates the end of the prediction, so that nothing can happen anymore.

The input $\mathbf{u}_{k}$ is independent of the current state $\mathbf{x}$ and the intentions $\mathbf{I}_{k}$ only changes through events so that this framework can only represent intention-forced behavior and cannot represent state-based interactions between traffic participants.

## Motion Model

The motion model $p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, \mathbf{e}_{k}\right)$ describes the transition model for scene states $\mathbf{x}_{k}$ of time point $k$ into the next time step $k+1$. The resulting scene $\mathbf{x}_{k+1}$ depends first of all on the current $\mathbf{x}_{k}$ and the scene input $\mathbf{u}_{k}$ of all the scene entities. In case of some event type $\mathbf{e}_{k}$ the state will drastically change e.g. through impact force during a collision. The scene motion model $p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, \mathbf{e}_{k}\right)$ describes the physical scene evolution by taking all single entities states $\mathbf{x}_{k+1}^{i}$, inputs $\mathbf{u}_{k}^{i}$ and motion models $p\left(\mathbf{x}_{k+1}^{i} \mid \mathbf{x}_{k}^{i}, \mathbf{u}_{k}^{i}, \mathbf{e}_{k}\right)$ to obtain the next scene state $\mathbf{x}_{k}$ :

$$
p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, \mathbf{e}_{k}\right)=\prod_{i=1}^{N_{\mathrm{o}}} p\left(\mathbf{x}_{k+1}^{i} \mid \mathbf{x}_{k}^{i}, \mathbf{u}_{k}^{i}, \mathbf{e}_{k}\right)
$$

Because of the missing dependency between the states of other traffic participants, interaction is not incorporated. This would unreasonably increase the complexity for investigating only risk model effects.

In this framework a two-directional double integrator system with positions $p_{\mathrm{x}}^{i}, p_{\mathrm{y}}^{i}$ and velocities $v_{\mathrm{x}}^{i}, v_{\mathrm{y}}^{i}$ in a frenet coordinate system is used as a motion model for non-event transitions [167]. The frenet system's first coordinate is oriented parallel to the lane or path direction and the second coordinate is orthogonal to the left. The inputs $\mathbf{u}^{i}=\left[a_{\mathrm{x}}^{i}, a_{\mathrm{y}}^{i}\right]$ are accelerations along the frenet-coordinates. The dynamics of each entity $i$ can be described by the following linear state space model with $\mathbf{x}^{i}=\left[p_{\mathrm{x}}^{i}, p_{\mathrm{y}}^{i}, v_{\mathrm{x}}^{i}, v_{\mathrm{y}}^{i}\right]$ :

$$
\begin{equation*}
\dot{\mathbf{x}^{i}}=\mathbf{A}^{i} \mathbf{x}^{i}+\mathbf{B}^{i} \mathbf{u}^{i}+\mathbf{B}^{i} \mathbf{n}^{i}, \tag{2.1}
\end{equation*}
$$

with system matrix $\mathbf{A}^{i} \in \mathbb{R}^{n_{\mathbf{i}} \times n_{\mathrm{i}}}$, input matrix $\mathbf{B}^{i} \in \mathbb{R}^{n_{\mathbf{i}} \times p_{\mathrm{i}}}$, input $\mathbf{u}^{i} \in \mathbb{R}^{p}$ given by the behavior model and an acceleration noise $\mathbf{n}^{i} \sim \mathcal{N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\mathrm{u}}^{i}\right)$, representing different driving styles, small differences in maneuvers and motion model inaccuracies. The frenet states are transformed back into the world coordinate system according to their projection on the path. The paths orientation is equal to the vehicle's orientation $\gamma^{i}$ of one entity.

The transformation of the time-continuous system (Eq. (2.1)) to a timediscrete system in Frenet space is given by:

$$
\mathbf{x}_{k+1}^{i}=\mathbf{A}_{\Delta t}^{i} \mathbf{x}_{k}^{i}+\mathbf{B}_{\Delta t}^{i} \mathbf{u}_{k}^{i}+\mathbf{n}_{k}^{i},
$$

where the input $\mathbf{u}^{i}$ is assumed to be constant during the time interval $\tau \in[0, \Delta t]$ between two subsequent time steps. The corresponding timediscrete matrices $\mathbf{A}_{\Delta t}^{i}$ and $\mathbf{B}_{\Delta t}^{i}$ and the noise $\mathcal{N}\left(\mathbf{n}_{k}^{i} ; \mathbf{0}, \mathbf{Q}_{\Delta t}^{i}\right)$ are calculated according to the following formula set [149, 157]:

$$
\begin{align*}
\mathbf{A}_{\Delta t}^{i} & =\exp \left(\mathbf{A}^{i} \Delta t\right)=\left[\begin{array}{llll}
1 & 0 & \Delta t & 0 \\
0 & 1 & 0 & \Delta t \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]  \tag{2.2}\\
\mathbf{B}_{\Delta t}^{i} & =\int_{0}^{\Delta t} \exp \left(\mathbf{A}^{i} \tau\right) d \tau \mathbf{B}=\left[\begin{array}{cc}
\frac{\Delta t^{2}}{2} & 0 \\
0 & \frac{\Delta t^{2}}{2} \\
\Delta t & 0 \\
0 & \Delta t
\end{array}\right]
\end{align*}
$$

$$
\begin{aligned}
\mathbf{Q}_{\Delta t}^{i} & =\int_{0}^{\Delta t} \exp \left(\mathbf{A}^{i} \tau\right) \mathbf{B}^{i} \boldsymbol{\Sigma}_{\mathrm{u}}^{i}\left(\mathbf{B}^{i}\right)^{T} \exp \left(\mathbf{A}^{i} \tau\right) d \tau \\
& =\left[\begin{array}{cccc}
\frac{\Delta t^{3}}{3} \sigma_{\mathrm{u}, \mathrm{x}}^{2} & 0 & \frac{\Delta t^{2}}{2} \sigma_{\mathrm{u}, \mathrm{x}}^{2} & 0 \\
0 & \frac{\Delta t^{3}}{3} \sigma_{\mathrm{u}, \mathrm{y}}^{2} & 0 & \frac{\Delta t^{2}}{2} \sigma_{\mathrm{u}, \mathrm{y}}^{2} \\
\frac{\Delta t^{2}}{2} \sigma_{\mathrm{u}, \mathrm{x}}^{2} & 0 & \Delta t \sigma_{\mathrm{u}, \mathrm{x}}^{2} & 0 \\
0 & \frac{\Delta t^{2}}{2} \sigma_{\mathrm{u}, \mathrm{y}}^{2} & 0 & \Delta t \sigma_{\mathrm{u}, \mathrm{y}}^{2}
\end{array}\right]
\end{aligned}
$$

Alternatives to the above used double integrator system in frenet space are constant velocity (CV), constant acceleration (CA), constant turning rate (CTRV) and constant turning rate acceleration (CTRA) motion models [142].

If no event happens $e_{\text {NON }}$, the motion model will be given by the linear time-discrete system with process noise, described in Eq. (2.2):

$$
\begin{aligned}
& p\left(\mathbf{x}_{k+1}^{i} \mid \mathbf{x}_{k+1}^{i}, \mathbf{u}_{k}^{i}, \mathbf{e}_{k}=e_{\mathrm{NON}}\right)=\ldots \\
& \quad \ldots=\int_{\mathbb{R}^{p_{i}}} \delta\left(\mathbf{x}_{k+1}^{i}-\mathbf{A}_{\Delta t}^{i} \mathbf{x}_{k}^{i}-\mathbf{B}_{\Delta t}^{i} \mathbf{u}_{k}^{i}-\mathbf{n}_{k}^{i}\right) \mathcal{N}\left(\mathbf{n}_{k}^{i} ; \mathbf{0}, \mathbf{Q}_{\Delta t}^{i}\right) d \mathbf{n}_{k}^{i}
\end{aligned}
$$

Assuming a Gaussian state probability density function (PDF) written as $p\left(\mathbf{x}_{k}^{i}\right)=\mathcal{N}\left(\mathbf{x}_{k}^{i} ; \hat{\mathbf{x}}_{k}^{i}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{i}\right)$ and a deterministic input distribution or dirac impulse $p\left(\mathbf{u}_{k}^{i}\right)=\delta\left(\mathbf{u}^{i}-\hat{\mathbf{u}}_{k}^{i}\right)$ of the behavior model, the resulting state PDF $p\left(\mathbf{x}_{k+1}^{i}\right)$ of the subsequent time step $k+1$ will also be normal distributed with a new mean state $\hat{\mathbf{x}}_{k+1}^{i}$ and a new covariance matrix $\boldsymbol{\Sigma}_{\mathrm{x}, k+1}^{i}$ :

$$
\begin{align*}
\hat{\mathbf{x}}_{k+1}^{i} & =\mathbf{A}_{\Delta t}^{i} \hat{\mathbf{x}}_{k}^{i}+\mathbf{B}_{\Delta t}^{i} \hat{\mathbf{u}}_{k}^{i}  \tag{2.3}\\
\boldsymbol{\Sigma}_{\mathbf{x}, k+1}^{i} & =\mathbf{A}_{\Delta t}^{i} \boldsymbol{\Sigma}_{\mathbf{x}, k}^{i}\left(\mathbf{A}_{\Delta t}^{i}\right)^{T}+\mathbf{Q}_{\Delta t}^{i} .
\end{align*}
$$

For non-linear time-discrete motion models, there exits some techniques to obtain the a posterior state PDF. Non-linear systems can be linearized around the current mean state $\hat{\mathbf{x}}_{k}^{i}$, so that the equation system of Eq. (2.3) holds for a short time interval [138]. Another option is the unscented transformation, where representative points are picked from an a priori distribution to calculate the mean and variance of an a posteriori Gaussian distribution [138]. In case of an expected multiple modality distribution, a swarm of particles drawn from the a priori state and input distributions are transformed individually with the non-linear system to obtain the a posteriori distribution. The obtained state distribution by the so called Monte Carlo Simulation (MCS) can be depicted via histograms. However,
in this thesis, the linear double integrator according to Eq. (2.2) in Frenet space is used in every simulation of the prediction process like in Ch. 4 or in Ch. 7 .

The motion models for other events, except the artificial non-event, are targeted in the associated sections.

### 2.4.4 Cost Evaluation of Scene States

After forecasting the future states of all entities, the second component of the autonomous system evaluates the scene evolution at each time step [36, 46, 79, 80, 85, 129, 131], which includes two tasks: penalize bad and reward good states or behaviors. The involvement into critical events like crashes or losing control as well as violating traffic rules are predestined candidates for penalization. These non-desired scene states could cost at least money if a critical event is happening. In contrast, the predicted plan will be rewarded if the autonomous vehicle gets closer to the goal state or ensures comfortable driving maneuvers. The reward is very similar to a penalization except of the sign.

The evaluation of future plans is strongly depending on the intentions, the autonomous vehicle will have at this moment in time. Critical events change the goals of the autonomous vehicle and some aspects like comfortable driving or achieving a navigation goal become irrelevant. The most ignoring intention is the safe mode $I_{\text {safe }}$, where all critical events and utility components are neglected. But also the intention in case of non-controlled vehicles $I_{\text {nonctr1 }}$ does not have any focus on utility or comfort. In case of a controlled vehicle $I_{\text {ctrl }}$, all critical events, utility and comfort are considered. As one can see, the intentions influence the cost evaluation, and therefore the perception of the current time phase within the prediction process.

In the following, the applied, general calculations of utility, breaching speed limitation punishments, comfort and risk are presented for the deterministic case and in case of Gaussian scene state probability density functions.

## Utility Costs

The utility of an agent evaluates specific states, which are rewarded. One type is the progress utility, which deals with the motivation of the ego vehicle of moving as fast as possible along a given path to reduce the travel time and reaching its navigation goal. Each minute of traveling is
waste of time and can be substituted to do something meaningful instead. In a way, it translates the phrase "time is money" into a mathematical expression. The vehicle obtains the ambition to move and not to stand still, which belongs to the overall motivation $I_{\text {ctrl }}$ in case of controllable vehicles. The corresponding utility function $c_{\text {trav }}$ for progressing quickly along the road in each predicted time interval $\Delta t$ is as follows:

$$
\begin{equation*}
c_{\mathrm{trav}}\left(\mathbf{r}_{k}, \mathbf{v}_{k}, \mathbf{I}_{k}\right):=-w_{\mathrm{prog}}\left(I_{k}^{1}\right) \mathbf{z}\left(\mathbf{r}_{k}^{1}\right)^{T} \mathbf{v}_{k}^{1} \Delta t \tag{2.4}
\end{equation*}
$$

where $\mathbf{z}\left(\mathbf{r}^{1}\right)$ is the normalized direction of a projected point on the path belonging to the ego vehicle and $w_{\text {prog }}>0$ is the utility specific weight. Motions with high longitudinal velocity are highly rewarded. The mean traveling utility $\hat{c}_{\text {trav }}$ is calculated in the following way:

$$
\hat{c}_{\mathrm{trav}}\left(I_{k}^{1}\right)=\int_{\mathbb{R}^{n}} c_{\text {trav }}\left(\mathbf{r}_{k}, \mathbf{v}_{k}, \mathbf{I}_{k}\right) p\left(\mathbf{x}_{k} \mid \mathbf{I}_{k}\right) d \mathbf{x}_{k}
$$

In case of straight paths/ lanes, or very low curvature along the path compared to the dimension of the normal distribution parallel to the lane, the path orientation $\mathbf{z}\left(\mathbf{r}_{k}\right)=\mathbf{z}\left(\hat{\mathbf{r}}_{k}\right)=\hat{\mathbf{z}}_{k}$ is assumed to be constant for all positions in state $\operatorname{PDF} p\left(\mathbf{x}_{k} \mid I_{k}^{1}\right)$, so that the mean travel utility simplifies to :

$$
\begin{align*}
\hat{c}_{\text {trav }}\left(I_{k}^{1}\right) & =-w_{\mathrm{prog}}\left(I_{k}^{1}\right) \Delta t \hat{\mathbf{z}}_{k}^{T} \int_{\mathbb{R}^{n}} \mathbf{v}_{k} p\left(\mathbf{r}_{k}, \mathbf{v}_{k} \mid I_{k}^{1}\right) d \mathbf{r}_{k} d \mathbf{v}_{k} \\
& =-w_{\mathrm{prog}}\left(I_{k}^{1}\right) \Delta t \hat{\mathbf{z}}_{k}^{T} \hat{\mathbf{v}}_{k} \tag{2.5}
\end{align*}
$$

## Costs for Violation of Traffic Rules

Traveling as fast as possible is not always desired, because increasing speed would increase over-proportionally needed driving power to hold the velocity level due to resistance forces. In addition, in most countries, there are some speed limitations set to the roads. Therefore it makes sense to punish states above a certain desired speed level $v_{\text {lim }}$, which are undesired.

To counteract the progressing costs according to Eq. (2.4), the velocity difference to the speed limitation has to be at least increasing linearly:

$$
c_{\lim }\left(\mathbf{r}_{k}, \mathbf{v}_{k}, \mathbf{I}_{k}\right):= \begin{cases}w_{\lim }\left(I_{k}^{1}\right)\left(\left\langle\hat{\mathbf{z}}_{k}, \mathbf{v}_{k}\right\rangle-v_{\lim }\left(\mathbf{r}_{k}\right)\right) \Delta t & \text { if } \hat{\mathbf{z}}_{k}^{T} \mathbf{v}_{k}>v_{\lim }\left(\mathbf{r}_{k}\right)  \tag{2.6}\\ 0 & \text { else }\end{cases}
$$

In Eq. (2.6), the cost weight has to be $w_{\text {lim }}=2\left|w_{\text {prog }}\right|$ in case of a symmetric state PDF around their mean states to compensate the traveling utility and to create a local minimum at $\hat{\mathbf{v}}_{k}=v_{\text {lim }}\left(\hat{\mathbf{r}}_{k}\right)$.

Assuming low curvatures paths like it is was applied for the progress utility and path stable desired velocities $v_{\text {lim }}(\mathbf{r}) \approx v_{\text {lim }}\left(\hat{\mathbf{r}}_{k}\right)=\hat{v}_{\text {lim }}$, the integration over a Gaussian distributed state PDF $p\left(\mathbf{r}_{k}, \mathbf{v}_{k} \mid \mathbf{I}_{k}\right)$ reformulates to:

$$
\begin{align*}
\hat{c}_{\mathrm{lim}}\left(I_{k}^{1}\right) & =w_{\mathrm{lim}}\left(I_{k}^{1}\right) \Delta t \int_{\mathbb{R}^{n}} \sigma\left(\hat{\mathbf{z}}_{k}^{T} \mathbf{v}_{k}-\hat{v}_{\mathrm{lim}}\right)\left(\hat{\mathbf{z}}_{k}^{T} \mathbf{v}_{k}-\hat{v}_{\mathrm{lim}}\right) p\left(\mathbf{r}_{k}, \mathbf{v}_{k} \mid \mathbf{I}_{k}\right) d \mathbf{r}_{k} d \mathbf{v}_{k} \\
& \stackrel{A .6 .3}{=} w_{\mathrm{lim}}\left(I_{k}^{1}\right) \Delta t \hat{\mathbf{z}}_{k}^{T} \mathbf{v}_{k}^{t} K^{t} \tag{2.7}
\end{align*}
$$

For the transition from the first to the second row, a linear truncation of normal distribution was applied according to Sec. A.6.3 of the attachment, where the truncated Gaussian PDF is approximated by another Gaussian PDF, where the parameter $K^{t}$ is the normalization factor and $\mathbf{v}_{k}^{t}$ is the corresponding mean velocity for the PDF part above the speed limitation $\hat{v}_{\text {lim }}$.

## Comfort Costs

The second type of costs focuses on the input values. The higher the input values, the more uncomfortable the travel appears to the occupants or the more energy is needed. According to other works [38, 80, 129, 173] the input accelerations are punished by a quadratic function $c_{\text {comf }}$ with weight matrix $\mathbf{W}_{\mathrm{u}} \in \mathbb{R}^{p \times p}$ for distinguishing between different comfort feeling effects depending on input channels and input channel combinations:

$$
c_{\text {comf }}\left(\mathbf{u}_{k}, \mathbf{I}_{k}\right):=w_{\text {comf }}\left(I_{k}^{1}\right)\left\|\mathbf{W}_{\mathrm{u}} \mathbf{u}_{k}^{1}\right\|^{2} \Delta t,
$$

where $w_{\text {comf }}$ is the intention specific comfort weight.
The mean comfort costs $\hat{c}_{\text {comf }}$ of a Gaussian distributed, non-limited input $p\left(\mathbf{u}_{k} \mid I_{k}^{1}\right)=\mathcal{N}\left(\mathbf{u}_{k}^{1} ; \hat{\mathbf{u}}_{k}, \boldsymbol{\Sigma}_{\mathbf{u}, k}\right)$ is given by:

$$
\begin{align*}
\hat{c}_{\text {comf }}\left(I_{k}^{1}\right) & =w_{\text {comf }}\left(I_{k}^{1}\right) \Delta t \int_{\mathbb{R}^{p}}\left\|\mathbf{W}_{\mathrm{u}} \mathbf{u}_{k}^{1}\right\|^{2} p\left(\mathbf{u}_{k}^{1} \mid I_{k}^{1}\right) d \mathbf{u}_{k} \\
& =w_{\text {comf }}\left(I_{k}^{1}\right) \Delta t\left(\left\|\mathbf{W}_{\mathrm{u}} \hat{\mathbf{u}}_{k}\right\|^{2}+\operatorname{Tr}\left(\mathbf{W}_{\mathrm{u}} \boldsymbol{\Sigma}_{\mathrm{u}, k} \mathbf{W}_{\mathrm{u}}^{T}\right)\right) \tag{2.8}
\end{align*}
$$

Other types of costs like motor energy consumption for ecological and economical considerations or traffic violations can be modeled in a similar way.

## Event Costs

The event costs quantify the occurrence of an event $e_{k}$ and determines how much will this event cost. The events includes collision events with other vehicles $e_{\mathrm{COLL}}$ or crowded entities $e_{\mathrm{OCC}}$. The event probability $p\left(e_{k} \mid \mathbf{x}_{k}\right)$ multiplied by the related severity $c_{\mathrm{sev}}\left(\mathbf{x}_{k}, e_{k}\right)$ results in the event risk $c_{\text {risk }}\left(\mathbf{x}_{k}, e_{k}\right)$ of a predicted state $\mathbf{x}_{k}$ :

$$
c_{\mathrm{risk}}\left(\mathbf{x}_{k}, e_{k}\right)=c_{\mathrm{sev}}\left(\mathbf{x}_{k}, e_{k}\right) p\left(e_{k} \mid \mathbf{x}_{k}\right) .
$$

Like in the case of utility and comfort, it is of interest, how big the mean risk $\hat{c}_{\text {risk }}\left(e_{k}\right)$ of a scene state PDF is. Therefore, the mean risk is the average risk of a distributed state with PDF $p\left(\mathrm{x}_{k}\right)$ and is calculated as follows:

$$
\hat{c}_{\text {risk }}\left(e_{k}\right)=\int_{\mathbb{R}^{n}} c_{\mathrm{sev}}\left(\mathbf{x}_{k}, e_{k}\right) p\left(e_{k} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k}
$$

In Ch. 4, the collision event probability and especially the mean risk between two vehicles is discussed in more detail by assuming a constant severity $c_{\mathrm{sev}}(\mathbf{x}, e)=c_{\mathrm{CoLL}}=1$. More advanced severity models are presented in Ch. 6. Other events like dynamical state restrictions $e_{\mathrm{SR}}$, escape events $e_{\text {ESC }}$ or collisions with distributed static objects $e_{\mathrm{OCC}}$ are outlined in Ch. 5 .

## Event Priorities

In many scenes, instead of one event, many different events can appear. Each one, has its own after-event-evolution and own outcome. Based on the costs, the motion planner will adapt its own action sequence in a way that the costs become minimal, which means that if the planner has to choose between two possible maneuvers, it will select the one with the lowest costs. Therefore the outcome of the events guides the vehicle to produce low costs behavior in future.

Some of the events and costs are more important than others, which should be implemented by aggregating different predicted outcomes. Consider two exemplary maneuvers: one maneuver is very comfortable with small accelerations magnitudes, but will lead to a scratch on the vehicles exterior and another maneuver where traffic laws are violated to avoid the crash with a heavy uncomfortable action sequence. In this case, it is very clear to choose the second maneuver and take the traffic penalty into account to avoid a potential crash. According to several similar comparisons
of these scenarios creates a priority list with decreasing importance for motion behaviors:

1. Avoiding severe crashes to mitigate passenger injuries
2. Avoiding any kind of critical events like crashes
3. Avoiding any violation of traffic rules like raising speed limitations
4. Making progress along a given route and avoiding uncomfortable or high energy consuming actions

This preference list starts with the most important fact of not having heavy crashes with severe outcomes for the occupants, which should be ensured through autonomous driving [143]. If the first item of the priority list is fulfilled, the second principle is obligatory, so that those trajectories are preferred which don't exhibit any critical event like crashes, scratches or touches [107]. If this is guaranteed, the traffic rules have to be considered like yielding in a minor-priority road, stopping in front of a red traffic light or keeping speed limitations. Only in case of not violating any of the above priorities, the focus is on the utility to progress and a comfortable driving style. Both will be balanced to create a satisfactorily motion behavior.

The order given by the above priority list can also be derived by an economical consideration. Crashes with long-lasting consequences like handicaps through injuries create the most economical costs and harm, whereas comfort and utility should be weighted least of all, because their economical costs are the lowest. To integrate all costs into one overall cost function, there exist two strategies:
I. Take the costs of the state related to the highest ranked item in the priority list. This implicitly neglect all other costs of minor stages.
II. All costs of the priority list are part of an overall cost evaluation at one scene state, but the cost weight are increasing by their priority.

Utility and comfort costs sharing the same priority stage, so they are weighted against each other by having similar weight dimensions.

As it can be seen in Fig. 2.6 on the left, in the deterministic case for one predicted time point only one item of the priority list (here: collision avoidance) can be active, so that according to the cost structure inside these regions, the states are adapted into the direction of smaller costs. In contrast to one single state at a predicted time point, the states can be distributed according to their PDF (see Fig. 2.6 on the right). Many


Figure 2.6: Cost hierarchy in state space. Left: A deterministic state $\mathbf{x}$ or trajectory parameter (black dot) is inside regions of collision and utility with progress and comfort. Because the utility is lower prioritized than the collision events, the weights for the collision severity has to be much higher than the utility weight to ensure avoiding maneuvers which are not disturbed by issues of an uncomfortable driving style. Right: A distributed state with mean vector $\hat{\mathbf{x}}$ is located in the utility region, but some parts of the state PDF are laying inside the collision and law restriction region. Each PDF part contributes costs according to their region, so that the aggregated costs can consists of multiple parts. Depending on the extension of the PDF multiple components impact the evaluation, which is in contrast to the deterministic case.
regions are simultaneously active, so that the costs at one time point has many components. As a consequence, the motion planner adapts its PDF in a way that only some of the distant states with low PDF value are exposed to high cost regions. All in all, an inter-region outweigh of events determines the behavior and lead to targeted scene state evolutions which are far distinct to critical events and therefore create a cautious behavior.

The cost parts corresponding to the events or utilities within one predicted time step are aggregated for simplicity according to the II. strategy, so that the cost parts for one scene state $\mathbf{x}$ and input $\mathbf{u}^{1}$ are summed up to one quantity $c_{\mathrm{agg}}\left(\mathbf{x}, \mathbf{u}^{1}, I^{1}\right)$ :

$$
\begin{equation*}
c_{\mathrm{agg}}\left(\mathbf{x}, \mathbf{u}^{1}, I^{1}\right)=c_{\mathrm{util}}\left(\mathbf{x}^{1}, I^{1}\right)+c_{\mathrm{comf}}\left(\mathbf{u}^{1}, I^{1}\right)+\sum_{\mathbb{E}} c_{\mathrm{sev}}(\mathbf{x}, e) p(e \mid \mathbf{x}) \tag{2.9}
\end{equation*}
$$

The mean costs $\hat{c}_{\text {agg }}$ are gained from the integration of Eq. (2.9) over all predicted scene states and inputs by weighting them with their correspond-
ing PDF values $p\left(\mathbf{x}_{k} \mid \mathbf{u}_{0: \mathrm{k}-1}^{1}, \mathbf{x}_{0}\right)$ and $p\left(\mathbf{u}_{k}^{1}\right)$ :

$$
\begin{align*}
\hat{c}_{\mathrm{agg}}= & \int_{\mathbb{R}^{n}}\left(\sum_{\mathbb{I}} c_{\mathrm{util}}\left(\mathbf{x}^{1}, I^{1}\right) p\left(I^{1}, \mathbf{x}\right)+\sum_{\mathbb{E}} c_{\mathrm{sev}}(\mathbf{x}, e) p(e \mid \mathbf{x}) p(\mathbf{x})\right) d \mathbf{x}+\ldots \\
& \cdots+\sum_{\mathbb{I}} \int_{\mathbb{R}^{p_{i}}} c_{\mathrm{comf}}\left(\mathbf{u}^{1}, I^{1}\right) p\left(I^{1}, \mathbf{u}^{1}\right) d \mathbf{u}^{1} \tag{2.10}
\end{align*}
$$

The total costs of one strategy with an action sequence along the full time horizon $\mathbf{u}_{0: \mathrm{H}}^{1}$ and all possible future scene evolutions including all events aggregates to an overall cost value $C_{\text {tot }}\left(\mathbf{u}_{0: \mathrm{H}}^{1}, \mathbf{x}_{0}\right)$ :

$$
\begin{align*}
C_{\mathrm{tot}}\left(\mathbf{u}_{0: \mathrm{H}}^{1}, \mathbf{x}_{0}\right) & =\sum_{k=0}^{H} \sum_{\mathbb{I}} \int_{\mathbb{R}^{p_{\mathrm{i}}}} c_{\mathrm{comf}}\left(\mathbf{u}_{k}^{1}, I_{k}^{1}=I_{\mathrm{ctrl}}\right) p\left(\mathbf{u}_{k}^{1}, I_{k}^{1} \mid \mathbf{x}_{0}, I_{0}^{1}, \mathbf{u}_{0: \mathrm{k}-1}^{1}\right) d \mathbf{u}_{k}^{1} \\
\ldots+ & \sum_{k=1}^{H} \sum_{\mathbb{I}} \int_{\mathbb{R}^{n}} c_{\mathrm{util}}\left(\mathbf{x}_{k}^{1}, I_{k}^{1}\right) p\left(I_{k}^{1}, \mathbf{x}_{k} \mid \mathbf{x}_{0}, I_{0}^{1}, \mathbf{u}_{0: \mathrm{k}-1}^{1}\right) d \mathbf{x}_{k}+\ldots \\
\ldots+ & \sum_{k=1}^{H} \sum_{\mathbb{I}} \sum_{\mathbb{E}} \int_{\mathbb{R}^{n}} c_{\mathrm{sev}}\left(\mathbf{x}_{k}, e_{k}\right) p\left(\mathbf{e}_{k} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k} \mid \mathbf{x}_{0}, I_{0}^{1}, \mathbf{u}_{0: \mathrm{k}-1}^{1}\right) d \mathbf{x}_{k} \tag{2.11}
\end{align*}
$$

Because of the summation in Eq. (2.10), the integrals over each cost type can be considered separately.

The event priority fuses warnings for multiple and different risk sources as well as uncomfortable transitions and progress utility into one predicted measure. For very low risk critical event probabilities, the associated costs for critical events are balanced with the utility and comfort term. In case of high critical event probabilities the critical event costs are much higher than the rest and dominates the cost evaluation.

### 2.4.5 Decision Model

The obtained overall costs of the whole scene evolution guides the planner to choose the next executable action to handle the traffic situation sufficiently and navigate through the cost potential field. This cost measure consists of a separate evaluation of utility $c_{\text {util }}\left(\mathbf{x}^{1}, I^{1}\right)$ like progressing, maximum velocities, comfort $c_{\text {comf }}\left(\mathbf{u}^{1}, I^{1}\right)$ and event risk $c_{\mathrm{sev}}(\mathbf{x}, e) \cdot p(e \mid \mathbf{x})$ including collisions and other state restrictions. The choice of one final
strategy according to this measure is the last step of the behavior planner, where the first action of the strategy is executed.

To guarantee safety, collision events should outweigh other events and utilities like mentioned in the previous section. But there is another consideration regarding the time horizon. In [59], the author states that the time horizon $H \rightarrow \infty$ has to be infinite to not oversee events which are far in the future but could not avoid crashes because of their slow internal dynamics. In the work of [5] the time horizon is set to a maximum limit, where in the last time step of the time horizon is calculated, how likely the vehicle is within an inevitable collision state. Many works for motion planning [36, 46, 79, 80, 85, 131] only consider a fixed time horizon to avoid non-converging integrals, with a time horizon that is high enough to forecast early any potential conflicts and let all traffic participants being stopped. In [129], the authors use a decreasing exponential function to weight costs caused earlier in time higher than those later in time by introducing an escape rate, so that far events are considered but not neglected. This approach shows safe behavior with a smooth importance increase of predicted events, so that this concept is also followed in this thesis. The related escape event $e_{\text {ESC }}$ is discussed in Ch. 5 .

As aforementioned, the total costs of Eq. (2.11) evaluate the predicted scene depending on the ego vehicle's maneuver $\mathbf{u}_{0: \mathrm{H}}$ and the current scene state $\mathbf{x}_{0}$. The minimal predicted mean trajectory costs take the uncertain measured state of the initial time point $k=0$ into account, which is represented by the scene state PDF $p\left(\mathbf{x}_{0}\right)$. The overall strategy is minimizing the mean costs, which is mathematically expressed by:

$$
\begin{align*}
& \mathbf{u}_{0: \mathrm{T}}^{\star}=\underset{\mathbf{u}_{0: \mathrm{T} \in \mathbb{U}}}{\operatorname{argmin}} \int_{\mathbb{R}^{n}} C_{\mathrm{tot}}\left(\mathbf{u}_{0: \mathrm{H}}^{1}, \mathbf{x}_{0}\right) p\left(\mathbf{x}_{0}\right) d \mathbf{x}_{0}  \tag{2.12}\\
& \quad \mathbf{u}_{k}^{1} \in \mathbb{U} \quad \forall k \in\{0, \ldots, H\}
\end{align*}
$$

In this work, the focus is on the collision probability calculation and severity design. That's why a simple planner is implemented, which does not have the high complexity of a multidimensional optimization, but is forced to reduce the predicted costs as much as possible. The idea is to find one robust speed level which the ego vehicle should be able to keep in future time points. For this, only the first action or acceleration value $\mathbf{u}_{0}$ is taken as a variable and the rest of the trajectory $\mathbf{u}_{1}^{1}, \cdots, \mathbf{u}_{H}^{1}$ has constant zero acceleration to simulate constant speed in future (see Fig. 2.7). Therefore the optimization process in Eq. (2.12) is simplified to



Figure 2.7: Planned input curves depending on predicted time steps with maximum time step horizon $H$ (left) and a simplified optimization based on varying only the constant input value(s) of the first time interval (right).
the following expression:

$$
\begin{equation*}
\mathbf{u}_{0}^{\star}=\underset{\mathbf{u}_{0}^{1} \in \mathbb{U}}{\operatorname{argmin}} \int_{\mathbb{R}^{n}} C_{\mathrm{tot}}\left(\mathbf{x}_{0}, \mathbf{u}_{0}^{1}\right) p\left(\mathbf{x}_{0}\right) \tag{2.13}
\end{equation*}
$$

The authors of [129] show that in some scenarios like merging into a dense traffic priority road a more complex planner with concatenated ramps should be used. So the underlying assumption is that events producing effects on a simple planner would also influence more complex planners which also can handle more complex situations but showing the same qualitative phenomena. For later simulations, this simplification of minimizing the degree of freedom to one shows sufficient behavior.

### 2.5 Conclusion

In this chapter, the following contributions for the risk-based motion planner are achieved:

- A novel prediction process for uncertain sensor measurements and motion prediction which includes explicitly different types of events and event-caused intention changes for a detailed representation of future traffic scene evolutions.
- An evaluation method based on prioritizing behavior strategies like mitigation, collision avoidance and in-between strategies depending on cost components like risk, utility and comfort.
- A simplified cost-based decision model based on a constant velocity prediction with first-time-step acceleration ramp for investigating behaviors of different event types.

The next chapter formulates a general framework for prediction and cost evaluation based on the presented risk-based motion planner. The so called Survival Theory provides a scheme for incorporating easily different event types and handling multiple events which take place at the same predicted time point. Furthermore, the risk-based motion planner with its prediction, evaluation and decision model is used to investigate the impact of the collision severity (described in Ch. 6) on the driving behavior, outlined in Ch. 7.

## 3 Survival Theory

In the previous chapter (Ch. 2), the behavior planning framework with three main components was introduced. Except of the decision model which takes the solutions of the prediction and evaluation model, the components were outlined in a very general way. In this chapter, the target is to reduce the complexity of the prediction and evaluation process by systematically calculating intermediate variables along the prediction time to determine the mean total cost value for one predicted trajectory.

The calculation of the optimal action depends on the current scene and on the variety of possible scene evolutions. These multiple evolution alternatives have the following multiple reasons. Firstly, possible events and their associated changes of driver intentions drastically influence the scene evolution. Next to that, the uncertain environment perception leads to a distributed initial state, so that different starting points of scene evolutions have to be assumed. Last but not least, the prediction itself is noisy through the uncertain behavior or input choice of other traffic participants, known as driving style (see Fig. 3.1). To calculate and evaluate all alternatives a high amount of scene evolutions has to be determined, so that a lot of computational effort is needed for simulations like memory occupation or calculation time. Some of these evolutions branch out from single shared states through time, so that they can be represented by a tree with scene states as nodes and uncertain, probabilistic transitions as edges. One can imagine, that with predicted time, the size of this tree would increase exponentially.

To overcome these drawback of tree expansion, several questions have to be answered:

1. How can this expanding tree be reduced? Which branches can be combined, truncated or neglected?
2. How can the events along the predicted time points be evaluated? What happens if multiple events occur?

The following sections starts by presenting the related work already done to tackle this drawback. Subsequently, the concept of survival theory


Figure 3.1: Six different scene evolutions (black arcs) on a country road for an ego vehicle (blue). Two scenarios end up in a crash with another vehicle (red cars), where one crash is followed by another collision with a tree. In another scenario a crash is successfully avoided by either braking down to zero velocity or steering to the left.
is introduced and the approach is extended including the derivation of important quantities to determine the overall maneuver costs. The concept can also handle multiple events at the same time (Sec. 3.5) and is also formulated to a time-continuous consideration based on rates (Sec. 3.6).

### 3.1 Related Work

In the literature, the prediction process is treated diversely. They couple or decouple the event detection and evaluation with or from each other, so that intentions and states depending on events would change or not. First, consider the case, where the motion prediction is given by a conditional relationship according to $p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, \mathbf{e}_{k}\right)=p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k+1}, \mathbf{u}_{k}, \mathbf{e}_{k}=e_{\text {NON }}\right)$, where the events do not interrupt the state transition process. After the state prediction process is completed, the event detection $p\left(\mathbf{e}_{k} \mid \mathbf{x}_{k}\right)$ is only needed for evaluating the trajectory costs. The occurred events itself do not change the intentions or states. This can lead to multiple detections and evaluations of the same event type which is producing subsequent collisions with the same traffic participant $j$. To overcome this and not overestimate the collision probability, only the maximum event probability over the whole prediction horizon is taken as representative costs $[46,77,83,95,99,121,154,171]$. This approach for determining event probabilities is fast to evaluate and is a good approximation in cases, where uncertainties are small. But for highly distributed states, single events will be detected over a long period of time, where in each time point the
event probability is very small. Taking only the maximum costs of the corresponding single predicted time point underestimates drastically the collision probability, because all the other time points before and after this time point of maximum costs are neglected.

A second method, which separates the prediction and evaluation process, is the assumption of having independent events over the prediction time process. Instead of using the maximum, a survival probability is formulated, which reduces the probability of events further in time by the probabilities of previous time points, so that an aggregation over all predicted time points is possible. So each event along the scene prediction is part of the overall costs. This approach is followed by [20] with its inevitable collision state probability calculation and in the event rate approach from [45, 129]. Other work assumes that the events cannot happen a second time, the probabilities over all time points are simply summed up $[26,136,173]$. Commonly, the assumption of independent events over time does not hold, because of events that can hinder or raise another event in later time points. In general, it leads to many overestimations and misinterpretations e.g. in static traffic scenes with high sensor noise, where the same collision is counted more than once over the prediction time. In contrast, the flux calculation of [125] can exactly calculate the collision probability in an analytic way, but does not consider severity or other events. In [80], an heuristic mixture of maximum risk and summed incremental risk was calculated. The potential field-based planners of $[131,173]$ use a sum over quadratic risk for guiding the planner to safe behavior.

Approaches, which are assumed to be the most accurate, couple the prediction process and the event occurrence with the conditional motion model $p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, \mathbf{e}_{k}\right)$. To solve the complex prediction process of these interacting variables, mostly Monte Carlo Simulation (MCS) techniques are used $[28,33,49,58,141]$, at least for evaluating other calculation methods. In a Monte Carlo Simulation, a high amount of sampled trajectories from the initial state probability density function (PDF) is propagated into the future and checked for collision events, that's why it makes the stochastic numerical integration method very time-consuming. Some works [21-23] approximate the Monte Carlo Simulation output by using an Unscented Transformation, which reduces the calculation time by a factor of 1000 with $2 \%$ mean accuracy. The drawback is that it does not provide event state distributions so that state dependent severities cannot be calculated. Furthermore other event types cannot be included. Another method is to remove already collided parts during the prediction process by e.g. truncating analytically Gaussian PDF's [122] or by executing a
state space discretization for a Markov chain calculation [7, 8]. In [7], the discretization for satisfying real-time applicability is 2.5 m for longitudinal and 0.5 m for lateral direction, which is very large, when it comes to moderate probability scenarios. But these discretization approaches do not integrate the impact of events on the state changes. In the work of [122] with an analytic Gaussian PDF truncation, an accuracy of around $5 \%$ can be achieved, if the state space for non collided states stays quasi-convex in each predicted time point, which unfortunately does not hold for small objects and very enlarged state PDF's. A virtual removal of already collided PDF parts is presented in [133], where enlarging circles are predicted and circle regions are marked depending on the fact whether the region was already collided in previous predicted time points or are now non-reachable. The area of these regions is considered in the final collision probability calculation. An aggregation of state space regions over an infinitive time horizon is implemented in [119] and [3] where the total collision probability of linear relative motions and Gaussian PDF is calculated, but without considering enlarging or changing PDF distributions. In [100], a technique for motions approximated by fifth order polynomials is introduced, which needs only algebraic checks so that a Monte Carlo Simulation can be speed up. The drawback is that it cannot consider other event types.

A similar categorization like the connection between prediction and evaluation can be done for different event types, risk sources or vehicles respectively. A first class treats each event prediction over the complete time horizon separately and takes the maximum probability of all events $[36,102,121]$. A second class considers approaches which assume that two events cannot happen at the same time, so that the probabilities can easily be summed up $[25,28,80,80,136,171,173]$. In the third class, each event is treated independently, so that the order of events occurrence does not matter. Here, the total collision probability is equal to the counter probability of the survival probability of each subsequently executed collision event $[5,6,20,45,96]$. The last class explicitly considers shared state spaces of multiple different events and can predict those PDF parts which are not part of any event $[7,8,23,33,122,141]$.

The last difference in frameworks used in the literature is about the number of different risk sources. E.g. in $[22,125]$ the authors describe very fast calculation methods but can only handle one collision with another object, whereas $[23,26,141]$ can take multiple static or dynamic objects into account. Different event types like loosing control in curves and collisions are handled in one overall framework in [45, 129].

Until here, there is no fast calculating method for trajectory predic-
tion, which can treat different event types over time with their conditional dependencies as well as the possibility to calculate the severity for an expected outcome. Based on the scheme in [129], a more detailed calculation is introduced.

### 3.2 Problem Statement

The target of this chapter is to create a calculation scheme for risk, utility and comfort evaluations based on the event-intention planning framework of the previous chapter. For this, the following properties have to be fulfilled:

- Simple integration of time-discrete motion models which consider uncertainties in sensor measurement and behavior.
- Simple incorporation of different event types and cost parts according to a fixed modeling scheme.
- The time dependency in the prediction process, where states and events impacts the scene evolution.
- An explicit representation of states and times when events happen to determine state-dependent severities and other costs.
- A calculation of probabilities for multiple events happening within the same time interval and in the same state.

Considering all these items makes the framework adaptable to various scenarios with different traffic participants, law restrictions and cost types.

### 3.3 Approach

To drastically reduce the expanding tree of scene evolutions or to avoid a full Monte Carlo Simulation with scenes as particles, the idea is to find representative state PDF's in each predicted time point which share the same event or intention history. So each PDF distinguishes from the others by having a different event or intention history. The noisy states provided by the uncertain sensor measurements and the uncertain behavior are fused to one parametrized distribution like a Gaussian PDF or one representative mean state. So the prediction tree would only create new branches if an event is happening.


Figure 3.2: Traffic scene of Fig. 3.1 simplified by the survival theory consideration, concatenating all predicted probability density function with equal event history: controlled intention where no event is happening (orange), uncontrolled braking after crashing into one vehicle (red), second crash after first crash (green).

A further consideration (and this is where the name of this chapter comes from) is to focus only on states, which are not involved in any critical event until the predicted time point or in other words "have survived". In these survived states, the autonomous vehicle is still having full control, so the intention is equal to $I_{\text {ctrl }}$. In contrast, scene evolutions, where the behavior of the ego vehicle will change, are reduced into simple predefined representative motion patterns like deceleration with maximum braking force after a crash according to $I_{\text {nonctrl }}$. Depending on the state, when the critical event was happened, these non-changeable, non-survived motion patterns produce specific costs until the end of the scene evolution, when $I_{\text {safe }}$ will appear. The differentiation between manipulatable survived states with $I_{\text {ctrl }}$ and state PDF parts involved in an event at predicted time points is the core consideration of the survival theory and bases mainly on the idea of [45]. According to that, costs of all future evolutions in Eq. (2.13) can be imagined as costs along one survived scenario prediction, see Fig. 3.2.

In the following sections, terms and quantities are introduced to present this idea of simplifying the framework of Ch. 2 in a structured way.

### 3.4 Quantities of Survival Theory

The survival theory needs a small number of quantities to describe the calculation process in a comprehensive way. First of all, a distinction of the state PDF with its shape according to its parametrization and the magnitude of quantities like event probability has to be formulated in an
explicit manner. The PDF shape will clearly impact events happening at later predicted time points and so it has to be accurate to depict the prediction process well enough. In contrast, the magnitudes for event probabilities, utilities and others are needed for the cost calculation and therefore for the assessment of the predicted scene evolutions, but won't influence the prediction of the states or events themselves.

The second principle for specifying quantities is related to the time-scale belonging to the magnitudes, e.g. an event and its probability at one predicted time step can either be seen at the current predicted time point $k$ or from the point of view of the initial time point $t$, the starting time of the prediction. The first one is an instantaneous view (inst.) on a specific predicted time point $k$ whereas the second view takes also the event probabilities of earlier predicted time points between the time point $t$ and $k$ into account. That's why it is called time-course sensitive view (tcs). So time-course sensitive quantities are mostly smaller than instantaneous probabilities, because other events in earlier predicted time points interfere the state PDF predictions and reduce the probability of reaching the specific predicted point in time $k$. The one factor separating both quantities from each other, the instantaneous and time-course sensitive view, is the survival probability, which expresses the likelihood of not being engaged in any event before.

The last category regarding the time evolution are the total quantities, which aggregate all time step related values over the full predicted time horizon $H$ to one representative value e.g. total costs for a full scene evolution. Example curves for all quantities are presented in Fig. 3.3.

In the following sections, the quantities, categorized as aforementioned, are defined and the relations between them are shown to obtain a straightforward calculation of the overall scene costs.

### 3.4.1 Event vs. Event-Free

The focus of the survival theory is mainly on the survived trajectories or in non-deterministic case survived scene state PDF evolution. In case of only one possible event $e$ in a scenario, a state distribution $p(\mathbf{x})$ can be marginalized over the hidden variable according to the discrete version of Eq. (A.11) so that an event-involved $p(\mathbf{x} \mid e)$ and an event-free distribution part $p\left(\mathbf{x} \mid e_{\text {NON }}\right)$ is created:

$$
\begin{align*}
p(\mathbf{x}) & =p\left(\mathbf{x}, e_{\mathrm{NON}}\right)+p(\mathbf{x}, e)  \tag{3.1}\\
& =p\left(\mathbf{x} \mid e_{\mathrm{NON}}\right) p\left(e_{\mathrm{NON}}\right)+p(\mathbf{x} \mid e) p(e)
\end{align*}
$$



Figure 3.3: Time-course sensitive prediction model with magnitude and PDF shape adaptation over predicted time. Left: Gaussian PDF propagation with shape adaptation (green) through an rectangular obstacle (blue) and without time-course sensitivity (black). The blue ellipse represents the collided state PDF. Right: The corresponding total event probability calculation with a given instantaneous collision event probability curve (black), time-course sensitive survival probability (green), time-course sensitive event probability (blue) and total event probability (orange).

The scalar factors $p(e)$ and $p\left(e_{\text {NON }}\right)$ are the event probability and the event-free or survival probability, respectively. Here, one can see that these magnitudes are also separated from the state distributions. This is the main extension to the survival theory originally formulated in [45], where only the magnitude was explicitly described.

Given an event detection model for one event $p(e \mid \mathbf{x})$, similarly to the event detection model for multiple events introduced in Ch. 2, its counter probability $p\left(e_{\text {NON }} \mid \mathbf{x}\right)=1-p(e \mid \mathbf{x})$ and a state $\operatorname{PDF} p(\mathbf{x})$, one can calculate the quantities by marginalizing over the hidden variables and reformulating according to the Bayesian theorem outlined in Eq. (A.13):

$$
\begin{align*}
p(e) & =\int_{\mathbb{R}^{n}} p(e \mid \mathbf{x}) p(\mathbf{x}) d \mathbf{x}  \tag{3.2}\\
p\left(e_{\mathrm{NON}}\right) & =\int_{\mathbb{R}^{n}} p\left(e_{\mathrm{NON}} \mid \mathbf{x}\right) p(\mathbf{x}) d \mathbf{x}=1-p(e) \\
p(\mathbf{x} \mid e) & =\frac{p(e \mid \mathbf{x}) p(\mathbf{x})}{p(e)} \\
p\left(\mathbf{x} \mid e_{\mathrm{NON}}\right) & =\frac{(1-p(e \mid \mathbf{x})) p(\mathbf{x})}{p\left(e_{\mathrm{NON}}\right)}
\end{align*}
$$

Note, that the PDF's $p(\mathbf{x}), p(\mathbf{x} \mid e)$ and $p\left(\mathbf{x} \mid e_{\text {NON }}\right)$ are normalized, so that their integration over scene state $\mathbf{x}$ equals one.

The equation set of (3.2) shows that the event detection model $p(e \mid \mathbf{x})$ plays an important role in determining event-engaged and event-free PDF's and its corresponding probabilities.

## Event-Depending Intentions

The intention transition model is depending on the last intention $I_{k-1}$ and the current event $e_{k}$. If no event $e_{k}=e_{\text {NON }}$ happens at predicted time step $k$, the intentions of each vehicle keep unchanged:

$$
\begin{equation*}
p\left(I_{k} \mid e_{k}=e_{\mathrm{NON}}, I_{k-1}\right)=\delta\left(I_{k}-I_{k-1}\right) \tag{3.3}
\end{equation*}
$$

where the starting distribution for each traffic participant assumed to be $p\left(I_{0}\right)=\delta\left(I_{\text {ctrl }}\right)$. Therefore, as long as no event happens all vehicles drive in a controlled way. Next to this, there exist also events, which do not change intentions like the state restriction event $e_{\mathrm{SR}}$ introduced in Ch. 5 . For them, a similar transition holds like in Eq. (3.3). If once the intention is changed to $I_{\text {nonctrl }}$ or $I_{\text {safe }}$ due to events, the intention of the autonomous vehicle cannot switch back to the controlled intention $I_{\text {ctrl }}$ or in case of $I_{\text {safe }}$ to $I_{\text {nonctrl }}$. The intention $I_{\text {ctr1 }}$ is a substitute for scene evolutions without any critical events, which is similar to the event-free formulation in [45]. The advantage of controlled-intention-based scene evolution compared to event-free is that events without change of intentions are part of the main prediction path of collision-free events.

## Instantaneous Event and Survival Probabilities

Now, consider a state distribution at one specific predicted time point $k$. To reach a time point in a controlled way, all previous time points have to be considered. But instead of identifying any combination of events which won't change the drivers intention in time point $k$, the definition of the instantaneous event and survival probability are directly dependent on the controlled intention $I_{\text {ctrl }}$ in the previous time point $k-1$ :

$$
\begin{align*}
P_{\mathrm{inst}, \mathrm{ev}, k} & :=p\left(e_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)  \tag{3.4}\\
& =\int_{\mathbb{R}^{n}} p\left(e_{k} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right) d \mathbf{x}_{k} \\
p_{\mathrm{x}, \mathrm{ev}, k}\left(\mathbf{x}_{k}\right) & :=p\left(\mathbf{x}_{k} \mid e_{k}, I_{k-1}=I_{\mathrm{ctrl}}\right)  \tag{3.5}\\
& =\frac{p\left(e_{k} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)}{p\left(e_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)}
\end{align*}
$$

where $P_{\text {inst,ev }, k}$ is the instantaneous event probability and $p_{\mathrm{x}, \mathrm{ev}, k}\left(\mathbf{x}_{k}\right)$ is the event-engaged state PDF.

The instantaneous survival probability $P_{\text {inst,surv }, k}$ and the survived state PDF $p_{\mathrm{x}, \text { surv }, k}\left(\mathbf{x}_{k}\right)$ of the current predicted time point $k$ is defined as follows:

$$
\begin{aligned}
P_{\mathrm{inst}, \mathrm{surv}, k}:= & p\left(I_{k}=I_{\mathrm{ctrl} \mid} \mid I_{k-1}=I_{\mathrm{ctrl}}\right) \\
= & \sum_{\mathbb{E}} \int_{\mathbb{R}^{n}} p\left(I_{k}=I_{\mathrm{ctrl}} \mid e_{k}, I_{k-1}=I_{\mathrm{ctrl}}\right) p\left(e_{k} \mid \mathbf{x}_{k}\right) \cdot \ldots \\
& \cdots p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right) d \mathbf{x}_{k} \\
p_{\mathrm{x}, \mathrm{surv}, k}\left(\mathbf{x}_{k}\right):= & p\left(\mathbf{x}_{k} \mid I_{k}=I_{\mathrm{ctrl}}\right) \\
= & \sum_{\mathbb{E}} \frac{p\left(I_{k}=I_{\mathrm{ctrl}} \mid e_{k}, I_{k-1}=I_{\mathrm{ctrl}}\right) p\left(e_{k} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)}{p\left(I_{k}=I_{\mathrm{ctrl}} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)} .
\end{aligned}
$$

## Instantaneous Utility and Comfort

The evaluation of utility and comfort helps to create trajectories which let the ego vehicle progress smoothly with small jerks. Both cost components are only being assessed for scene trajectories not involved in any crash or other critical events. Considering these scene evolutions $p_{\mathrm{x}, \text { surv }, k}\left(\mathbf{x}_{k}\right)$ which are controllable at only one predicted time point $k$, the instantaneous mean utility $\hat{c}_{\text {utill }, k}$ is calculated by integration of costs over the survived scene states at the current predicted time point $k$ :

$$
\begin{equation*}
\hat{c}_{\mathrm{util}, k}=\int_{\mathbb{R}^{n}} c_{\mathrm{util}}\left(\mathbf{x}_{k}^{1}, I_{k}^{1}=I_{\mathrm{ctrl}}\right) p_{\mathrm{x}, \mathrm{sur}, k}\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k} . \tag{3.6}
\end{equation*}
$$

The instantaneous mean comfort $\hat{c}_{\text {comf }, k}$ is calculated depending on the applied input for controlled intentions according to:

$$
\begin{equation*}
\hat{c}_{\mathrm{comf}, k}=\int_{\mathbb{R}^{p}} c_{\mathrm{comf}}\left(\mathbf{u}_{k}^{1}, I_{k}^{1}=I_{\mathrm{ctrr}}\right) p\left(\mathbf{u}_{k}^{1} \mid I_{k}=I_{\mathrm{ctrl}}\right) d \mathbf{u}_{k} \tag{3.7}
\end{equation*}
$$

Here, the equations (2.5), (2.7) and (2.8) derived in the previous chapter can be applied in case of Gaussian PDF states and PDF inputs.

## Instantaneous Risk

To calculate the mean instantaneous costs of a scene prediction starting with an event includes two parts. First, there are costs produced by the event $e_{k}$ itself like uncomfortable accelerations through crashes or injuries of participants to name only two. The other cost part is the aggregation of all predicted costs after the event $e_{k}$ was happened. Therefore, subsequent crashes can be taken into account e.g. damage costs of a second crash into boundaries after a first crash has happened or a friction loss in curve. Both parts are represented in the instantaneous mean risk $\hat{c}_{\text {risk }, k}$ :

$$
\begin{gather*}
\hat{c}_{\mathrm{risk}, k}\left(e_{k}\right)=\int_{\mathbb{R}^{n}} c_{\mathrm{sev}}\left(\mathbf{x}_{k}, e_{k}\right) p\left(e_{k} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right) d \mathbf{x}_{k}+\ldots  \tag{3.8}\\
\ldots+\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{p}} C_{\mathrm{tot}}\left(\mathbf{x}_{k+1}, \mathbf{I}_{k+1}\right) p\left(\mathbf{I}_{k+1} \mid e_{k}, I_{k}\right) p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, e_{k}\right) \cdot \ldots \\
\ldots \cdot p\left(\mathbf{e}_{k} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right) d \mathbf{u}_{k} d \mathbf{x}_{k}
\end{gather*}
$$

The first term on the right side of this equation describes the current costs through that event $e_{k}$ and the second term in the last two rows represent the predicted costs after a specific event has happened. Note, that the last term is dependent on the previous planned actions $\mathbf{u}_{0: k}$, but independent on the further planed actions $\mathbf{u}_{\mathrm{k}+1: \mathrm{H}}$, because the behavior has changed after the event according to $\mathbf{I}_{k+1}$ to either $I_{\text {nonctr1 }}$ or $I_{\text {safe }}$. The total costs $C_{\text {tot }}\left(\mathbf{x}_{k+1}, \mathbf{I}_{k+1}\right)$ include the prediction and evaluation process starting in the next predicted time step $k+1$. To get into the new scene states $\mathbf{x}_{k+1}$, the transition model $p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, e_{k}\right)$ for all event-engaged states has to be used.

However, if a predefined behavior according to the new intention $\mathbf{I}_{k+1}$ is assumed, an extended severity function $c_{\text {sev, ext }}\left(\mathrm{x}_{k}, e_{k}\right)$ will replace the sum of the current event costs $c_{\mathrm{sev}}\left(\mathbf{x}_{k}, e_{k}\right)$ and the after-event consequences depending on the considered state $\mathbf{x}_{k}$. In other words, the total costs of the after-event scene evolution are projected into the severity of the predicted time $k$ when the first event $e_{k}$ was happened. According to Bayesian theorems of Eq. (A.13), Eq. (3.8) is reformulated with the definitions of event engaged state PDF $p_{\mathrm{x}, \mathrm{ev}, k}\left(\mathbf{x}_{k}\right)$ and the instantaneous event
probability $P_{\text {inst,ev, } k}$ :

$$
\begin{equation*}
\hat{c}_{\mathrm{risk}, k}\left(e_{k}\right)=\int_{\mathbb{R}^{n}} c_{\mathrm{sev}, \mathrm{ext}}\left(\mathbf{x}_{k}, e_{k}\right) p_{\mathrm{x}, \mathrm{ev}, k}\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k} \cdot P_{\mathrm{inst}, \mathrm{ev}, k} \tag{3.9}
\end{equation*}
$$

where the extended severity function $c_{\text {sev, ext }}\left(\mathrm{x}_{k}, e_{k}\right)$ is expressed by using the definitions of the Bayesian network for prediction of $\mathbf{x}_{k+1}$ and $\mathbf{I}_{k+1}$ and marginalize over the hidden action $\mathbf{u}_{k}$ :

$$
\begin{aligned}
c_{\mathrm{sev}, \mathrm{ext}}\left(\mathbf{x}_{k}, e_{k}\right) & =c_{\mathrm{sev}}\left(\mathbf{x}_{k}, e_{k}\right)+\cdots \\
& \cdots+\int_{\mathbb{R}^{p}} C_{\mathrm{tot}}\left(\mathbf{x}_{k+1}, \mathbf{I}_{\mathrm{e}}\right) p\left(\mathbf{I}_{k+1} \mid e_{k}, I_{k}\right) p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, \mathbf{e}_{k}\right) d \mathbf{u}_{k}
\end{aligned}
$$

Furthermore it is possible to split the mean risk $\hat{c}_{\text {risk }, k}$ of Eq. (3.9) into a two factor product of mean severity $\hat{c}_{\text {sev,ext }}\left(e_{k}\right)$ and the event probability $P_{\text {inst,ev }, k}$ :

$$
\begin{equation*}
\hat{c}_{\text {risk }}\left(e_{k}\right)=\hat{c}_{\text {sev, ext }}\left(e_{k}\right) \cdot P_{\text {inst,ev }, k}, \tag{3.11}
\end{equation*}
$$

where the mean severity $\hat{c}_{\text {sev,ext }}\left(e_{k}\right)$ is given by:

$$
\begin{equation*}
\hat{c}_{\mathrm{sev}, \mathrm{ext}}\left(e_{k}\right)=\int_{\mathbb{R}^{n}} c_{\mathrm{sev}, \mathrm{ext}}\left(\mathbf{x}_{k}, e_{k}\right) p_{\mathrm{x}, \mathrm{e}, k}\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k} . \tag{3.12}
\end{equation*}
$$

In Ch. 6, several severity functions $\hat{c}_{\text {sev, ext }}\left(e_{k}\right)$ with and without predictive cost term are presented and investigated.

### 3.4.2 Time-Course Sensitivity

The term "time-course sensitivity" means that the survival probability and the survived state PDF are adapted over the predicted time. Depending on previous predicted events, the magnitude of the survival probability is reduced and the state PDF shape has shrunk according to the distribution parts engaged in events. Given the instantaneous adaptations of the state PDF of Eq. (3.5) and the instantaneous survival probability according to Eq. (3.4), the transition into the next time point $k+1$ has to be determined and is outlined in the following.

## Propagation of Survived State Probability Density Function

The event-free state PDF's $p_{\mathrm{x}, \text { surv }, k}\left(\mathbf{x}_{k}\right)$ and $p\left(\mathbf{x}_{k+1} \mid \neg \mathbf{e}_{0: \mathrm{k}}\right)$ in case of one type of event can also be written into a two-step recursive manner. The first step is the calculation of the survived state PDF after applying the event in the current time step $k$ :

$$
p_{\mathrm{x}, \text { surv }, k}\left(\mathbf{x}_{k}\right)=\sum_{\mathbb{E}} \frac{p\left(I_{k}=I_{\mathrm{ctr} 1} \mid e_{k}, I_{k-1}=I_{\mathrm{ctrl}}\right) p\left(e_{k} \mid \mathbf{x}_{k}\right)}{P_{\mathrm{inst}, \text { surv }, k}} p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctr} 1}\right) .
$$

The second step is the transition of the survived state PDF $p_{\mathrm{x}, \text { surv }, k}\left(\mathbf{x}_{k}\right)$ into the next time step $k+1$, so that the events at the new time step can be applied:

$$
\begin{aligned}
& p\left(\mathbf{x}_{k+1} \mid I_{k}=I_{\mathrm{ctrl}}\right)=\ldots \\
& \quad=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{p}} p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, e_{k}=e_{\mathrm{NON}}\right) p\left(\mathbf{u}_{k} \mid I_{k}=I_{\mathrm{ctrl}}\right) p_{\mathrm{x}, \mathrm{surv}, k}\left(\mathbf{x}_{k}\right) d \mathbf{u}_{k} d \mathbf{x}_{k} .
\end{aligned}
$$

Starting with the initial state PDF at the current time point $k=0$ with $p\left(\mathbf{x}_{0} \mid I_{-1}\right)=p\left(\mathbf{x}_{0}\right)$, the two-step recursive algorithm can be executed. In case of a Gaussian Mixture state PDF, the transition model $p\left(\mathbf{x}_{k+1} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, e_{k}=e_{\text {NON }}\right)$ is implemented using the linear model in Frenet space according to Eq. (2.3). The actions $\mathbf{u}$ of the behavior model $p\left(\mathbf{u}_{k} \mid \mathbf{x}_{k}, I_{k}=I_{\text {ctrl }}\right)$ are chosen based on the spatial intentions and are zero for a constant velocity prediction.

## Propagation of Survival Probability

The time-course sensitive survival probability $P_{\text {tcs, surv }, k}$ is the probability of reaching the predicted time point without any engagement into an event and is defined as the probability to be in a controlled mode $I_{\text {ctr1 }}$ at a predicted time point $k$ from the perspective of the actual time point $k=0$ :

$$
P_{\mathrm{tcs}, \mathrm{surv}, k}:=p\left(I_{k}=I_{\mathrm{ctrl}}\right) .
$$

For the recursive formulation, the definition of the instantaneous sur-
vival probability $P_{\text {inst,surv, } k}$ and the Markov chain property are used:

$$
\begin{align*}
P_{\mathrm{tcs}, \mathrm{surv}, k+1} & =p\left(I_{k+1}=I_{\mathrm{ctrl}}\right)=\prod_{h=0}^{k+1} p\left(I_{h}=I_{\mathrm{ctrl}} \mid I_{h-1}=I_{\mathrm{ctrl}}\right) \\
& =p\left(I_{k+1}=I_{\mathrm{ctrl}} \mid I_{k}=I_{\mathrm{ctrl}}\right) \prod_{h=0}^{k} p\left(I_{h}=I_{\mathrm{ctrl}} \mid I_{h-1}=I_{\mathrm{ctrl}}\right) \\
& =P_{\mathrm{inst}, \mathrm{surv}, k+1} \cdot P_{\mathrm{tcs}, \mathrm{surv}, k} \tag{3.14}
\end{align*}
$$

where the pre-initial time-course sensitive survival probability $P_{\text {tcs,surv },-1}=$ 1. With $P_{\text {inst,surv }, k} \in[0,1]$, one can see that the time-course sensitive survival probability is monotonically decreasing over the predicted time and will be zero for all predicted time points $h>k$ if $P_{\text {inst,surv }, k}=0$.

## Time-Course Sensitive Event Probability

The time-course sensitive event probability $P_{\text {tcs, ev }, k}$ is defined in a similar way as the time-course sensitive survival probability $P_{\text {tes }, \text { surv }, k}$ :

$$
\begin{align*}
P_{\mathrm{tcs}, \mathrm{ev}, k+1} & :=p\left(e_{k+1}, I_{k}=I_{\mathrm{ctrl}}\right)  \tag{3.15}\\
& =\underbrace{p\left(e_{k+1} \mid I_{k}=I_{\mathrm{ctrr}}\right)} \cdot \underbrace{p\left(I_{k}=I_{\mathrm{ctrl}}\right)}_{P_{\mathrm{tcs}, \mathrm{surv}, k}} \\
& =P_{\mathrm{inst}, \mathrm{ev}, k+1}
\end{align*}
$$

According to Eq. (3.15), the instantaneous event probability $P_{\text {inst }, \text { ev }, k}$ is reduced by the time-course sensitive survival probability, which includes the probabilities of not being engaged in any event before. Therefore the timecourse sensitive event probability $P_{\text {tes,surv }, k}$ represents the "true" predicted event likelihood in the view of the initial time point $k=0$ by considering all predicted events until $k \neq 0$. Without the time-course sensitive survival probability, the event probability will always be systematically overestimated.

## Time-Course Sensitive Costs

The example of the time-course sensitive event probability shows that the true predicted event likelihoods are decreased by the time-course sensitive survival probability of the predicted time point $k$. This principle holds also for instantaneous mean costs quantities like utility (see Eq. (3.6)), comfort
(see Eq. (3.7)) and risk costs (see Eq. (3.11)). Thus, the true cost portion to the total scene evolution costs is given by the following equations:

$$
\begin{align*}
\hat{c}_{\mathrm{tcs}, \mathrm{util}, k+1} & :=\hat{c}_{\mathrm{util}, k+1} \cdot P_{\mathrm{tcs}, \mathrm{surv}, k}  \tag{3.16}\\
\hat{c}_{\mathrm{tcs}, \mathrm{comf}, k+1} & :=\hat{c}_{\mathrm{comf}, k+1} \cdot P_{\mathrm{tcs}, \mathrm{sur}, k} \\
\hat{c}_{\mathrm{tsc}, \mathrm{risk}, k+1}\left(e_{k}\right) & :=\hat{c}_{\mathrm{risk}, k+1}\left(e_{k}\right) \cdot P_{\mathrm{tcs}, \mathrm{surv}, k} .
\end{align*}
$$

Eq.'s (3.16) show that time-course sensitive quantities can be calculated for all costs along the survived scene evolution, only by taking the corresponding instantaneous costs and multiplying them by the time-course sensitive survival probability $P_{\text {tes,surv }, k}$.

### 3.4.3 Total Scene Prediction Measures

The costs and probabilities in each time point, no matter if there are modulated by the time-course sensitive survival probability or not, do not describe a whole scene evolution. For this two representative integral measures are presented in the following, which assess the future in terms of an event probability or comfort, utility and costs.

## Total Event Probability

The total event probability $P_{\text {tot }}(e)$ is often used as a risk indicator [133, 141] where the severity is fixed to one. It quantifies, how likely a crash with another traffic participant is in future. In this thesis, this quantity is only used as a helping indicator to verify and compare different distribution representations for specific event detection models. Examples for different event types are provided in the subsequent Ch. 4 and Ch. 5. However, instead of comparing the full instantaneous or time-course sensitive values by e.g. mean square error, a complete scene evolution is expressed by one integral measure, summing up the time-course sensitive event probabilities starting in the current state $k=0$ until the predefined time horizon $H$ as follows:

$$
\begin{align*}
P_{\mathrm{tot}}(e) & =\sum_{k=0}^{H} P_{\mathrm{tcs}, \mathrm{ev}, k} \\
& =P_{\mathrm{inst}, \mathrm{ev}, 0}+\sum_{k=0}^{H-1} P_{\mathrm{inst}, \mathrm{ev}, k+1} \cdot P_{\mathrm{tcs}, \mathrm{surv}, k} . \tag{3.17}
\end{align*}
$$

In case of only one event in the scene, one can take the instantaneous event probability $P_{\text {inst,ev, } k}$ from the recursive definition of the survival probability Eq. (3.14) and inserted it into Eq. (3.17). This leads to the finding that the total event probability $P_{\text {tot }}(e)$ equals the counter probability of the last predicted survival probability: $P_{\mathrm{tot}}(e)=1-P_{\mathrm{tcs}, \mathrm{sur}, ~}$ H.

## Total Predicted Costs

The example of the total event probability of the previous section shows, that the instantaneous event probability has to be multiplied with the survival probability to get the time-course sensitive quantity, which subsequently is summed up to one scalar value representing a whole scene evolution. This method also works with other instantaneous quantities like the instantaneous comfort and utility costs $\hat{c}_{\text {comf }, k}$ and $\hat{c}_{\text {util }, k}$, defined in Eq. (3.6), Eq. (3.7), and the instantaneous risk $\hat{c}_{\text {ris } k, k}$ of Eq. (3.11). Therefore, to obtain the overall scene evolution costs $C_{\text {tot }}\left(\mathbf{u}_{0: \mathrm{H}}^{1}, \mathbf{x}_{0}\right)$, the time-course sensitive quantities are summed up according to (3.16) over the full time horizon $k \in\{0, \ldots H\}$ as follows:

$$
\begin{equation*}
C_{\mathrm{tot}}\left(\mathbf{u}_{0: \mathrm{H}}^{1}, \mathbf{x}_{0}\right)=\sum_{k=0}^{H}\left(\hat{c}_{\mathrm{tcs}, \mathrm{util}, k}+\hat{c}_{\mathrm{tcs}, \mathrm{comf}, k}+\hat{c}_{\mathrm{tsc}, \mathrm{risk}, k}\left(e_{k}\right)\right) . \tag{3.18}
\end{equation*}
$$

Eq. (3.18) is the simplified cost evaluation comparing to Eq. (2.11) for a predicted scene along the main path of a survived, time sensitive scene evolution. All predictions after an event has happened are projected onto the associated starting event, so that a representative instantaneous extended mean severity $\hat{c}_{\text {sev,ext }}\left(e_{k}\right)$ includes all costs and subsequent costs of that prediction branch.

Nevertheless, all the equations are derived by having only one event type in the scene evolution. In the next section, it is shown how the aforementioned equations are adapted in case of multiple events happening at the same predicted time point e.g. crashes with different traffic participants.

### 3.5 Multiple Events

In this section, it is shown how the aforementioned quantities are calculated for multiple events taking place in a same time interval $[k \Delta t, k \Delta t+\Delta t]$ and/or in the same states. In a time continuous consideration, where a point in time is real and it is nearly improbable, that
two events take place at the same point in time. In a time-discrete case, although the time interval $\Delta t$ is very small, it is greater than zero. For longer time intervals, it is probable that within this interval more than one event happens, like crashes from left and right or between different vehicles. Therefore single scene states can have multiple events, which are not independent from another. Similar holds for distributed states, where the events-related PDF parts should be removed from the survived state PDF by considering the non-independence of these events.

Now consider, an event vector $\mathbf{e}=\left[e_{\text {NON }}, e^{1}, \ldots, e^{N_{\mathrm{e}}}\right]$ with binary elements instead of a single event $e$. Given a state PDF $p(\mathbf{x})$ and marginalize over all hidden events e, the state PDF can be split into the event-free case PDF and in a PDF where at least one event is taking place (notated as $\mathbf{e}^{\geq 1}$ )- like it was applied for only one event like in Eq. (3.1):

$$
\begin{equation*}
p(\mathbf{x})=p\left(\mathbf{x}, e_{\mathrm{NON}}\right)+p\left(\mathbf{x}, \mathbf{e}^{\geq 1}\right) . \tag{3.19}
\end{equation*}
$$

In the following, the calculation of both summands is presented. Starting by the event-free summand $p\left(\mathbf{x}, e_{\text {NON }}\right)$ of Eq. (3.19), which can be rewritten as the absence of all other events and using the product rule of Eq. (A.12) for independent variables :

$$
\begin{aligned}
p\left(\mathbf{x}, e_{\mathrm{NON}}\right) & =p(\mathbf{x}) \prod_{h=1}^{N_{\mathrm{e}}} p\left(\neg e^{h} \mid \mathbf{x}\right) \\
& =p\left(\mathbf{x} \mid \neg e^{1}\right) p\left(\neg e^{1}\right) \prod_{h=2}^{N_{\mathrm{e}}} p\left(\neg e^{h} \mid \mathbf{x}\right) \\
& =p\left(\mathbf{x} \mid \neg e^{1}, \neg e^{2}\right) p\left(\neg e^{2} \mid \neg e^{1}\right) p\left(\neg e^{1}\right) \prod_{h=3}^{N_{\mathrm{e}}} p\left(\neg e^{h} \mid \mathbf{x}\right) \\
& =p\left(\mathbf{x} \mid \neg e^{1}, \ldots, \neg e^{N_{\mathrm{e}}}\right) \prod_{h=1}^{N_{\mathrm{e}}} p\left(\neg e^{h} \mid \neg e^{1}, \ldots, \neg e^{h-1}\right) \\
& =p\left(\mathbf{x} \mid e_{\mathrm{NON}}\right) p\left(e_{\mathrm{NON}}\right)
\end{aligned}
$$

The intermediate distributions and probabilities are given by:

$$
\begin{align*}
p\left(\neg e^{h} \mid \neg e^{1}, \ldots, \neg e^{h-1}\right) & =\int_{\mathbb{R}^{n}} p\left(\neg e^{h} \mid \mathbf{x}\right) p\left(\mathbf{x} \mid \neg e^{1}, \ldots, \neg e^{h}\right) d \mathbf{x}  \tag{3.20}\\
p\left(\mathbf{x} \mid \neg e^{1}, \ldots, \neg e^{h}\right) & =\frac{p\left(\neg e^{h} \mid \mathbf{x}\right)}{p\left(\neg e^{h} \mid \neg e^{1}, \ldots, \neg e^{h}\right)} p\left(\mathbf{x} \mid \neg e^{1}, \ldots, \neg e^{h-1}\right)
\end{align*}
$$

where the initial distribution $p(\mathbf{x})$ and event-free probability are adapted according to a predefined order of each single event $e$. This order of events can be chosen randomly, with increasing or decreasing associated event probability. After applying the whole event vector $\mathbf{e}$ of one time step, the proper survival probability and distribution is gained. This is important because the survived state PDF will be predicted into subsequent time steps. Approximations with errors implemented at this point would force errors at later time points, so that these errors will passed until the end of the prediction horizon.

The right summand $p\left(\mathbf{x}, \mathbf{e}^{\geq 1}\right)$ of Eq. (3.19), representing the distribution in case that at least one event has happened, is estimated by the right term ot the following inequality term:

$$
\begin{align*}
p\left(\mathbf{x}, \mathbf{e}^{\geq 1}\right) & \leq \sum_{h=1}^{N_{\mathrm{e}}} p\left(\mathbf{x} \mid e^{h}\right) p\left(e^{h}\right)  \tag{3.21}\\
& =\sum_{h=1}^{N_{\mathrm{e}}} p\left(e^{h} \mid \mathbf{x}\right) p(\mathbf{x})
\end{align*}
$$

Here, overlaps of different events and their dependence are neglected, which has several advantages. First, it will reduce the calculation time, if not any combination has to be determined, so that it results in a linear time complexity instead of a quadratic one. Second, events occurring in the same time interval do not exclude each other e.g. the vehicle could crash with another vehicle and looses additionally control in a curve. The combined event, where both take place, is not treated as a separate case. And the last benefit is the order independence in the calculation procedure, because for each single event the initial distribution $p(\mathbf{x})$ is taken instead of conditional distributions $p\left(\mathbf{x} \mid e^{1}\right)$ like in Eq. (3.20). However, with the right side of Eq. (3.21), event probabilities and thus the costs at one predicted time point are never being underestimated in cases where the costs of a combined event is always lower than the summation of each individual event cost by neglecting other events.

According to the introduced notations in the previous section 3.4 for instantaneous survived and event-engaged PDF's, the total costs $C_{\text {tot }}\left(\mathbf{u}_{0: H}^{1}, \mathbf{x}_{0}\right)$ of Eq. (3.18) for multiple events are simply extended as follows:

$$
C_{\mathrm{tot}}\left(\mathbf{u}_{0: \mathrm{H}}^{1}, \mathbf{x}_{0}\right)=\sum_{k=0}^{H}\left(\hat{c}_{\mathrm{util}, k}+\hat{c}_{\mathrm{comf}, k}+\sum_{h=1}^{N_{\mathrm{e}}} \hat{c}_{\mathrm{risk}, k}\left(e_{k}^{h}\right)\right) P_{\mathrm{tcs}, \mathrm{surv}, k-1}
$$

where $P_{\text {tes,surv, },-1}=1$ like above and costs of each event are summed up over all events. Here, one can see that cost calculation errors at one predicted time interval do not impact the cost calculation of later time steps.

### 3.6 Rate Formulation for Continuous Time

As it was shortly discussed in the previous section, events can be easier formulated in continuous time, because events happen subsequently and mostly not "simultaneously" within a time interval. For that, the author of [45] derives an event probability calculation based on Poisson processes and obtains an analytical description for survival and total event probability. Applications of this concept for autonomous vehicles are presented in [128, 129].

The main assumption of this approach is that an instantaneous event probability $P_{\text {inst,ev }}$ can be represented as rate $\tau_{\mathrm{e}}^{-1}$ in the following way:

$$
P_{\mathrm{inst}, \mathrm{ev}}=\tau_{\mathrm{e}}^{-1} \cdot \Delta t
$$

According to the reference [45] only the magnitude is considered, so changes of PDF's are not explicitly incorporated.

The instantaneous survival probability $P_{\text {inst,surv }}$ in (3.2) was defined as the counter probability of an event probability, which includes an event detection model and the survived state PDF. Because of the missing concurrency of events, the instantaneous survival probability of one point in time - not a time interval - is calculated assuming independent event probabilities:

$$
\begin{aligned}
P_{\text {inst }, \text { surv }} & =\prod_{\mathbb{E}}\left(1-\tau_{\mathrm{e}}^{-1} \Delta t\right) \\
& =1-\sum_{\mathbb{E}} \tau_{\mathrm{e}}^{-1} \Delta t+T_{\text {mult }} \cdot \Delta t^{2}+\ldots \\
& \approx 1-\sum_{\mathbb{E}} \tau_{\mathrm{e}}^{-1} \Delta t,
\end{aligned}
$$

where the term $T_{\text {mult }}$ considers the sum of combinatorial product of two event rates $\tau_{\mathrm{e}}^{-1}$. For very small rates $\tau_{\mathrm{e}}^{-1} \ll 1$ and time intervals $\Delta t \approx 0$, terms with exponents higher than one can be neglected. One can see that the instantaneous survival probability is depending on the sum of the individual event rates which is represented as the aggregated event rate
$\tau_{\mathrm{AGG}}^{-1}$ as it is defined as follows:

$$
\begin{equation*}
\tau_{\mathrm{AGG}}^{-1}:=\sum_{\mathbb{E}} \tau_{\mathrm{e}}^{-1} \tag{3.22}
\end{equation*}
$$

With the obtained first order description of the instantaneous survival probability, the aggregated event rate $\tau_{\text {AGG }}^{-1}$, the time continuous survival probability $P_{\text {surv }}(s)$ is derived by taking two subsequent time points $s$ and $s+\Delta t$ into account. The time-course sensitive survival probability of the later time point $P_{\text {surv }}(s+\Delta t)$ is reduced by the instantaneous survival probability between these two time points like in Eq. (3.15):

$$
P_{\text {surv }}(s+\Delta t)=\left(1-\tau_{\mathrm{AGG}}^{-1} \Delta t\right) P_{\text {surv }}(s)
$$

After bringing the survival probability on one side, it follows:

$$
\frac{P_{\text {surv }}(s+\Delta t)-P_{\text {surv }}(s)}{P_{\text {surv }}(s)}=-\tau_{\mathrm{AGG}}^{-1} \Delta t
$$

Now, letting $\Delta t \rightarrow d t$ and $P_{\text {surv }}(s+d t)-P_{\text {surv }}(s)=d S$ and integrating both sides one obtains an analytical formula for calculating the survival probability:

$$
\begin{equation*}
P_{\text {surv }}(s)=\exp \left(-\int_{0}^{s} \tau_{\mathrm{AGG}}^{-1}(t) d t\right) \tag{3.23}
\end{equation*}
$$

where $P_{\text {surv }}(s=0)=1$.
With the definition of Eq. (3.17), the total probability $P_{\text {tot }}(e)$ of a time interval $s \in[0, H \Delta t]$ for one specific event is the integration of the instantaneous event probability multiplied by the survival probability and is in time-continuous manner given by:

$$
\begin{equation*}
P_{\mathrm{tot}}(e)=\int_{0}^{H \Delta t} \tau_{\mathrm{e}}^{-1}(s) \exp \left(-\int_{0}^{s} \tau_{\mathrm{AGG}}^{-1}(t) d t\right) d s \tag{3.24}
\end{equation*}
$$

With Eq. (3.24) it is also possible to obtain time discrete instantaneous probabilities by taking the event related rate and integrate over the time interval $s \in[0, \Delta t]$. For example, assuming a constant event rate $\tau_{\mathrm{e}}^{-1}$ it follows:

$$
\begin{align*}
P_{\mathrm{inst}, \mathrm{ev}, k} & =\int_{0}^{\Delta t} \tau_{\mathrm{e}}^{-1} \exp \left(-\int_{0}^{s} \tau_{\mathrm{e}}^{-1} d t\right) d s  \tag{3.25}\\
& =1-\exp \left(-\tau_{\mathrm{e}}^{-1} \Delta t\right)
\end{align*}
$$

This makes clear, that the instantaneous probabilities in discrete time are rather a consideration over an associated time interval than of a specific time point. In time-continuous case, the label instantaneous is properly used and meaning one point in time. Nevertheless, in this thesis, the term instantaneous probability stands for the time-discrete case, where short intervals of size $\Delta t$ are used. If a time-continuous case arises, an event rate will be used as the correct representation of collision events.

Inferring from the instantaneous probability to the time continuous way is also possible, but not always feasible. Given a time-discrete instantaneous probability $P_{\text {inst,ev }, k}$ a constant event rate can be determined:

$$
\begin{equation*}
\tau_{\mathrm{e}}^{-1}=-\frac{1}{\Delta t} \ln \left(1-P_{\mathrm{inst}, \mathrm{ev}, k}\right) . \tag{3.26}
\end{equation*}
$$

In case of $P_{\mathrm{inst}, \mathrm{ev}, k}=1$, the rate $\tau_{\mathrm{e}}^{-1}$ becomes infinity.
The big advantage of the time-continuous approach is the simple addition of further event rates to the aggregated rate $\tau_{\text {AGG }}^{-1}$ of Eq. (3.22), which let the model be extended in a very simple manner. The drawback of this rate-based framework is the modeling of the event rate itself. The rates combines the event detection modeling and the distributed states which makes the models physically hard to derive, so that they are often derived in a heuristic fashion.

### 3.7 Conclusion

This chapter provides a general concept of simplifying the prediction and evaluation process calculation by focusing on the prediction evolutions, where the ego vehicle keeps the control without having any events. All other branches of the prediction process, starting with critical events, are summed up to a representative severity functions. This idea is a timediscrete extension of the survival theory framework. Contributions to the survival theory are as follows:

- A simplifying framework for time-discrete cost calculation for a motion-planner's prediction process to avoid exponential tree expansions over time through occurring events and caused intention changes, where the framework distinguish explicitly between magnitude and state PDF prediction for considering conditional dependencies over time, like it is already published by the author in [110] and as coauthor in [47].
- A general scheme for different event types and their outcome to incorporate them into the motion-planner's prediction process.
- A new method for handling multiple events and their evaluation at one time step of the prediction process which considers conditional dependencies between events.
- The transition from time-discrete to a rate-based approach of [45] and vice versa.

In the following chapters, different event types according to the presented scheme are introduced with a main focus on the collision event between two vehicles.

## 4 Collision Event

The collision event between two vehicles is crucial for handling complex scenarios with different other traffic participants (TP's). So the ego vehicle has to evaluate the likelihood of future crashes as accurate as needed in a variety of different scenes. Especially, multiple vehicles in risky scenarios have to be evaluated accurately to reduce the chance of severe crashes. This chapter starts with the related work in Sec. 4.1 and shows drawbacks of current approaches. The formulation of the problem and the needed quantities are presented in Sec. 4.2. Based on a general consideration of collided trajectories, the idea of the novel algorithm is presented in Sec. 4.3, where a collision region is defined in Sec. 4.4 to calculate collided state Probability Distributions Functions (PDF's), introduced in Sec. 4.5 and survived state PDF's (see Sec. 4.6). An alternative approach is presented in Sec. 4.7 based on collision rates. In the last section (Sec. 4.8), the probability calculation methods, gained in this chapter are compared in different scenarios.

### 4.1 Related Work

The probability calculation for collision events between two vehicle is often considered in uncertain motion planning and it often takes a lot of computational power to get satisfying accuracies. In many works, a general indicator function determines overlaps in 2D between two vehicles [121, 141, 154, 171], which can be represented as a collision region in positional space through a Minkowski region [20, 52, 120, 125]. The volume of the positional PDF inside the Minkowski region represents the collision probability. The determination of this integral is often very difficult and it can only calculates traffic scenes with only one type of event or one pair of collision partners. Nevertheless, an overview of different techniques is done by [104]. The author identifies three main classes as follows:

1. Particle-based approaches: Typically Monte Carlo simulations (MCS) draw samples from an initial PDF and check each sample for
a collision by detecting shape overlaps [10, 28, 36, 49, 77, 95, 98, 99]. This method belongs to the stochastic integration methods, so that each calculation with a set of new randomly drawn samples or particles provides a new result. The accuracy and variance of the outcome can be reduced by taking a high amount of samples, mostly more than 10.000. The high particle number often takes a lot of computational effort, because each sample represents an own scenario. Furthermore, regions with low probability density are only sparsely represented. That's why some speed enhancements techniques are implemented by using conservative pre-checks, which enlarges conservatively the conflict space by simple axis-oriented bounding boxes [58] or bounding circles [58, 141] and are far faster to check. Another approach clusters collided states with a Gaussian Mixture Model (GMM) to obtain an efficient representation of collided regions, so that for example a Rapidly-Exploring-Random Tree expansion for motion planning gets more efficient [81].
2. State space discretization: This approach decomposes the state space into a grid, where its occupancy can be checked very easily. In the works [6-8], this technique shows good accuracy compared to a Monte-Carlo Simulation and provides a deterministic outcome. In [102] and [136], the authors use occupancy maps for filters in 2Dpositional space based on the same principle. A three dimensional voxel representation in relative space was presented in [3]. The general problem of this approach is the exponential increasing number of grid cells in case of higher state dimensions, which can drastically reduce the accuracy if online-applicability is required.
3. Normal distributions: In this class of approaches, the state distribution is assumed to be Gaussian, which stays in contrast to the previous two classes, where any initial PDF can be used. This assumption allows to make some simplification in motion prediction like the usage of Kalman filters or unscented transformations and also some simplification in the calculation of probability value itself [73, 84, 120, 121, 127, 154]. In the works of Berthelot et al. [21-23], a Monte Carlo method for obtaining minimum object distances was approximated by an unscented transformation with another, approximating Gaussian. A technique which aggregates collided regions over an infinite time horizon are introduced in [4, 83, 119]. Extensions for nonlinear motion with tubes [3] or sigma hulls [101] are also based on a fusion of collided regions over time. Another approach
of this category provides a very fast and accurate calculation of flux through collision boundaries, where a Gaussian state PDF is penetrating the Minkowski region [125]. This method has the advantage that it is not prone to time sampling issues, because of its timecontinuous nature. Nevertheless, these aforementioned Gaussianbased methods can only calculate probability values for one collision event and not determine any collided state PDF representations, which is needed for latter severity calculation. An analytic Gaussian truncation technique combined with a Kalman filter prediction was implemented in [122], which provides satisfying results for quasiconvex free space/non-occupied regions and determines non-collided state PDF's for each predicted time point. But this technique is not suited for convex obstacles, where the PDF is much larger than the objects themselves.
4. Other Approaches: There are different approaches trying to represent heuristically the collision probability in a predicted point like distance-based rates combined with the event rate model [45, 129], already presented in Sec. 3.6, with dynamic potential fields [96, 173], by circular-approximated shapes and overlap counts [9] or occupied circle areas [133].

All in all, there is no fast collision probability method for low and high probable events, which can be implemented for arbitrary motion models with positional and speed-including normal PDF's with sufficient accuracy. Furthermore, collided and non-collided states have often to be calculated separately, which increases calculation effort.

### 4.2 Problem Statement

The task is to create a collision risk calculation for representing a crash between two vehicles which also fits into the presented framework of Ch. 2 and which was simplified in Ch. 3. For this, several components have to be modeled. First, the instantaneous risk for a collision event has to be determined, which is now called the instantaneous collision risk $\hat{c}_{\text {ColL }}$, which is defined as a product according to Eq. (3.11):

$$
\begin{equation*}
\hat{c}_{\mathrm{COLL}}\left(e_{k}=e_{\mathrm{COLL}}\right)=\hat{c}_{\mathrm{sev}}\left(e_{k}=e_{\mathrm{COLL}}\right) \cdot P_{\mathrm{inst}, \mathrm{COLL}, k}, \tag{4.1}
\end{equation*}
$$

where $\hat{c}_{\mathrm{sev}}\left(e_{k}=e_{\mathrm{COLL}}\right)$ is the severity of a collision and $P_{\mathrm{inst}, \mathrm{CoLL}, k}$ the instantaneous collision probability. For the calculation of the severity,
the collision event-engaged state $\operatorname{PDF} p\left(\mathbf{x}_{k} \mid e_{k}=e_{\mathrm{COLL}}, I_{k-1}=I_{\mathrm{ctrl}}\right)$ has to be determined. Its complement, the non-event/survived state PDF $p\left(\mathbf{x}_{k} \mid e_{k}=\neg e_{\mathrm{COLL}}, I_{k-1}=I_{\mathrm{ctrl}}\right)$ and the corresponding instantaneous nonevent probability $p\left(e_{k}=\neg e_{\mathrm{COLL}} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)$ for the instantaneous survival probability are needed to calculate subsequent time steps in the prediction process. This adaptation of the PDF guarantees that a collision happening once, cannot happen a second time in subsequent time steps.

All in all, the current chapter presents the following models and approximations for the collision event, except the severity (see Ch. 6), in the following order:

1. The collision event detection model $p\left(e_{k}=e_{\text {COLL }} \mid \mathbf{x}_{k}\right)$ and its transition to a collision region for two polygonally shaped vehicles as a basis for determining the collision event related quantities and PDF's
2. An analytic approximation for determining the collided state PDF $p\left(\mathbf{x}_{k} \mid e_{k}=e_{\mathrm{COLL}}, I_{k-1}=I_{\mathrm{ctrl}}\right)$ and the corresponding instantaneous collision probability $P_{\text {inst, Coll }, k}$ for calculating the instantaneous risk according to Eq. (4.1)
3. Two analytical approximations for the non-collided state PDF $p\left(\mathbf{x}_{k} \mid e_{k}=\neg e_{\mathrm{COLL}}, I_{k-1}=I_{\mathrm{ctrl}}\right)$ and $p\left(e_{k}=\neg e_{\mathrm{COLL}} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)$ to predict the critical-event-free distributions for subsequent predicted time points like in Eq. (3.13)

The PDF's for collided and non-collided states are Gaussian's or Gaussian Mixtures for their simplicity of further scene state transitions.

### 4.3 Approach

The presented approach is a modification and extension of the truncation process for Gaussian PDF's introduced in [122], which works also for convex obstacles and high collision probabilities. The new presented approach solves Monte Carlo Simulation's sampling issues and multimodal PDF representations. It approximates state of the art Monte Carlo Simulation, but is much faster and applicable to a variety of time-discrete predictions.

### 4.3.1 Collided Trajectories

The approach starts from a very general point of view. In Fig. 4.1, one can see three different trajectories in positional space with one common start


Figure 4.1: Collided and non-collided trajectories in two-dimensional space with one obstacle (blue). Three trajectories starting in $\mathbf{r}(t)$ and ending in three different points: The first trajectory ends in $\mathbf{r}^{1}(t+\Delta t)$ representing the case where no collision occurs (case 1). A collision occur for the second end position vector $\mathbf{r}^{2}(t+\Delta t)$, where a simple collision check uses only the end time point $t+\Delta t$ for detection (case 2 ). In case 3 , a collision for the third trajectory with end point $\mathbf{r}^{3}(t+\Delta t)$ can only be detected if the full trajectory is considered.
position $\mathbf{r}(t)$ and three different end positions $\mathbf{r}(t+\Delta t)$. The trajectories between two points can intersect an obstacle. Depending on the time sampling width or motion speed compared to the obstacle region dimension, the collision can be detected or not. So the task is to identify all collided trajectories independent of the time-discrete sampling. For this, the first step is to determine the so called static collision region based on the vehicle's shape and orientation, which detects whether a point is located inside an obstacle or whether two vehicles are overlapping, which works well for case 2 . If only the end points are checked by the static collision region, it cannot distinguish between case 1 without collisions and case 3 with a collision in between. Therefore, the static collision region has to be enlarged to a dynamic collision region, which is able to detect transitions of trajectories through an obstacle (case 3) and can fix the problem of time-discrete sampled trajectories.

### 4.3.2 Structure

Regardless of the used type of collision region, static or dynamic, which are presented in Sec. 4.4, the determination of the associated PDF's describing the collided and survived parts based on an initial PDF are tackled in

Sec. 4.5 and in Sec. 4.6. The general six-step-approach considering both types is shown in Fig. 4.2. It starts by transforming the uncertain states and the deterministic vehicle shapes into the relative space (steps 1-2). Then, the edges of geometrical representation of the vehicle overlap is used to iteratively truncate the initial Gaussian PDF in relative space to gain a Gaussian representation for the collided state PDF (steps 2-4). In step 5, the non-collided PDF representation (orange) is determined based on the collided state Gaussian PDF (red) and the initial Gaussian PDF (black) like a subtraction. Because the approach takes the initial, full multivariate Gaussian scene state PDF through all the steps, it is possible to infer the individual PDF's of each vehicle (step 6). The following sections present the approach step by step and derive all necessary quantities. An extension of this approach by varying step (step 5) is discussed in Sec. 4.6.3, where a multi-modal Gaussian Mixture Model is used to represent the survived or non-collided PDF in a more accurate way.

### 4.4 Collision Region

The detection, whether two vehicles are collided or sharing the same space depends on the vehicle shapes $\mathbb{M}^{i}$, their orientation $\gamma^{i}$ and their positions $p_{\mathrm{x}}^{i}, p_{\mathrm{y}}^{i}$ in global positional space. The vehicle positions $p_{\mathrm{x}}^{i}, p_{\mathrm{y}}^{i}$ are part of the world scene state, so that the center position vector $\mathbf{r}^{i}=\left[p_{x}^{i}, p_{\mathrm{y}}^{i}\right]$ can be picked by a positional extraction matrix $\mathbf{C}^{i} \in \mathbb{R}^{2 \times n}$ by multiplying the matrix with the world scene state $\mathbf{x}$ :

$$
\mathbf{r}^{i}=\mathbf{C}^{i} \mathbf{x}
$$

The regions $\mathbb{M}_{\mathrm{OCC}}^{i}$ in the positional space $\mathbb{R}^{2}$ occupied by each vehicle are defined by an oriented shape $\mathbb{M}^{i}$, the orientation $\gamma^{i}$ and the center location $\mathbf{r}^{i}$ :

$$
\mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{r}^{i}, \gamma^{i}\right)=\left\{\mathbf{r}^{i}+\mathbf{R}_{\mathrm{rot}}^{2}\left(\gamma^{i}\right) \mathbf{m}^{i} \mid \mathbf{m}^{i} \in \mathbb{M}^{i}\right\},
$$

where $\mathbf{R}_{\text {rot }}\left(\gamma^{i}\right)$ is the rotation matrix in two-dimensional space and $\mathbf{m}^{i}$ is a positional vector inside the oriented shape $\mathbb{M}^{i}$. According to $[120$, 141, 154, 171], the detection model is an indicator function with a binary output, symbolizing whether an overlap between two shapes exists or not:

$$
p\left(e=e_{\mathrm{COLL}} \mid \mathbf{x}\right)= \begin{cases}1 & \text { if } \mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{C}^{i} \mathbf{x}, \gamma^{i}\right) \cap \mathbb{M}_{\mathrm{OCC}}^{j}\left(\mathbf{C}^{j} \mathbf{x}, \gamma^{j}\right) \neq \emptyset  \tag{4.2}\\ 0 & \text { else }\end{cases}
$$







With the indicator function of Eq. (4.2), a collision region in state space $\mathbb{R}^{n}$ can be defined. States, where the detection models become one belong to the collision region $\mathbb{M}_{\text {CoLL }}$ and states, where the occupied areas $\mathbb{M}_{\mathrm{OCC}}^{i}$, $\mathbb{M}_{\mathrm{OCC}}^{j}$ do not intersect, are not part of the collision region. The collision region $\mathbb{M}_{\text {CoLL }}$ is defined as follows:

$$
\begin{equation*}
\mathbb{M}_{\mathrm{COLL}}=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid \mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{C}^{i} \mathbf{x}, \gamma^{i}\right) \cap \mathbb{M}_{\mathrm{OCC}}^{j}\left(\mathbf{C}^{i} \mathbf{x}, \gamma^{j}\right) \neq \emptyset\right\} \tag{4.3}
\end{equation*}
$$

It represents all scene states $\mathbf{x} \in \mathbb{R}^{n}$, where vehicle $i$ and $j$ are collided.
Similar to the derivation shown in [120], the definition of the collision region in Eq. (4.3) can be rewritten as:

$$
\begin{aligned}
& \mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{C}^{i} \mathbf{x}, \gamma^{i}\right) \cap \mathbb{M}_{\mathrm{OCC}}^{j}\left(\mathbf{C}^{i} \mathbf{x}, \gamma^{j}\right) \neq \emptyset \\
& \Leftrightarrow \exists \mathbf{m}^{i} \in \mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{C}^{i} \mathbf{x}, \gamma^{i}\right), \mathbf{m}^{j} \in \mathbb{M}_{\mathrm{OCC}}^{j}\left(\mathbf{C}^{i} \mathbf{x}, \gamma^{j}\right) \text { s.t. } \mathbf{m}^{i}=\mathbf{m}^{j} \\
& \Leftrightarrow \exists \tilde{\mathbf{m}}^{i} \in \mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{0}, \gamma^{i}\right), \tilde{\mathbf{m}}^{j} \in \mathbb{M}_{\mathrm{OCC}}^{j}\left(\mathbf{0}, \gamma^{j}\right) \text { s.t. } \tilde{\mathbf{m}}^{i}-\mathbf{C}^{i} \mathbf{x}=\tilde{\mathbf{m}}^{j}-\mathbf{C}^{j} \mathbf{x} \\
& \Leftrightarrow \exists \tilde{\mathbf{m}}^{i} \in \mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{0}, \gamma^{i}\right), \tilde{\mathbf{m}}^{j} \in \mathbb{M}_{\mathrm{OCC}}^{j}\left(\mathbf{0}, \gamma^{j}\right) \text { s.t. } \mathbf{C}^{j} \mathbf{x}-\mathbf{C}^{i} \mathbf{x}=\tilde{\mathbf{m}}^{j}-\tilde{\mathbf{m}}^{i} \\
& \Leftrightarrow\left(\mathbf{C}^{j}-\mathbf{C}^{i}\right) \mathbf{x} \in \mathbb{M}_{\mathrm{OCC}}^{j}\left(\mathbf{0}, \gamma^{j}\right) \oplus\left(-\mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{0}, \gamma^{i}\right)\right) .
\end{aligned}
$$

The term $\mathbb{M}_{\mathrm{OCC}}^{j}\left(\mathbf{0}, \gamma^{j}\right) \oplus\left(-\mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{0}, \gamma^{i}\right)\right.$ in the last row is the Minkowski addition of both oriented shapes [52] in relative positional space, where the rotated shape of vehicle $i$ is mirrored by both axes (depicted by the negative sign) and added to the other oriented vehicle's shape. Defining the difference positional extraction matrix $\mathbf{C}^{i j}$ and the Minkowski region $\mathbb{M}_{\mathrm{OCC}}^{i j}\left(\gamma^{i}, \gamma^{j}\right)$ according to

$$
\begin{align*}
\mathbf{C}^{i j} & =\mathbf{C}^{j}-\mathbf{C}^{i}  \tag{4.4}\\
\mathbb{M}_{\mathrm{OCC}}^{i j}\left(\gamma^{i}, \gamma^{j}\right) & =\mathbb{M}_{\mathrm{OCC}}^{j}\left(\mathbf{0}, \gamma^{j}\right) \oplus\left(-\mathbb{M}_{\mathrm{OCC}}^{i}\left(\mathbf{0}, \gamma^{i}\right)\right. \tag{4.5}
\end{align*}
$$

provides a more compact definition of the collision region:

$$
\mathbb{M}_{\mathrm{COLL}}=\left\{\mathbf{x} \in \mathbb{R}^{n} \mid \mathbf{C}^{i j} \mathbf{x} \in \mathbb{M}_{\mathrm{OCC}}^{i j}\left(\gamma^{i}, \gamma^{j}\right)\right\}
$$

where $\mathbb{M}_{\mathrm{OCC}}^{i j}\left(\gamma^{i}, \gamma^{j}\right)$ represents the occupied region in the relative positional space and $\mathbb{M}_{\text {Coll }}$ the collision region in the scene state space. An exemplary Minkowski addition $\mathbb{M}_{\mathrm{OCC}}^{i j}\left(\gamma^{i}, \gamma^{j}\right)$ of two rectangular shaped vehicles is shown in Fig. 4.3.

Furthermore, the Minkowski addition has several useful properties [41]. The Minkowski sum of ...

- ...two convex sets result in a convex Minkowksi set.


Figure 4.3: Schema of a geometrical convolution of two vehicle shapes $\mathbb{M}_{\mathrm{OCC}}^{i}$ and $\mathbb{M}_{\mathrm{OCC}}^{j}$. Left: Initial scene with two oriented vehicle shapes. Right: Minkowski Addition to obtain collision region in relative positional space $\mathbb{M}_{\mathrm{OCC}}^{i j}$.

- ... two polygonal sets result in a polygonal Minkowski set.
- ...two point symmetric sets result in a point symmetric Minkowski set.

Because of this, the Minkowski region of two rectangular shaped vehicles rotated around their center point is a polygonal, point symmetric, convex set with maximally eight corner points and edges, like in Fig. 4.3. A simple algorithm for polygonal Minkowski additions is presented in [41].

Using the knowledge of a polygonally shaped Minkowski region, an edge $l$ of the Minkowski region $\mathbb{M}_{\text {OCC }}^{i j}\left(\gamma^{i}, \gamma^{j}\right)$ can be described by hyperplanes with normal vectors $\mathbf{a}^{l} \in \mathbb{R}^{2}$, heading into inner points of the Minkowski region and a shift $b^{l} \in \mathbb{R}$. So a polygonal and convex collision region is the intersected subset of eight different sets limited by eight hyperplanes $\left(\mathbf{a}^{l}, b^{l}\right)$ representing the edges of the collision region:

$$
\begin{equation*}
\mathbb{M}_{\mathrm{COLL}, \mathrm{poly}}=\bigcap_{l=1}^{8}\left\{\mathbf{x}_{k} \in \mathbb{R}^{n} \mid\left(\mathbf{a}^{l}\right)^{T}\left(\mathbf{C}^{i j} \mathbf{x}\right) \geq b^{l}\right\} \tag{4.6}
\end{equation*}
$$

The normal vector of the hyperplane $\left(\mathbf{v}^{l}, w^{l}\right)$ defined in scene state space is a reformulation of the hyperplanes $\left(\mathbf{a}^{l}, b^{l}\right)$ in positional space according
to the difference positional extraction matrix $\mathbf{C}^{i j}$ :

$$
\begin{aligned}
\mathbf{v}^{l} & =\left(\mathbf{C}^{i j}\right)^{T} \mathbf{a}^{l} \\
w^{l} & =b^{l} .
\end{aligned}
$$

In case of point symmetry, one edge of the Minkowski region is anti-parallel to another edge on the other side of the polygon: $\mathbf{v}_{k}^{l}=-\mathbf{v}_{k}^{l+4}$. The intersection set for a polygonal and point symmetric Minkowski region $\mathbb{M}_{\text {CoLL,poly }}$ gets reduced to the following formulation:

$$
\begin{aligned}
\mathbb{M}_{\mathrm{COLL}, \mathrm{poly}} & =\bigcap_{l=1}^{4}\left\{\mathbf{x} \in \mathbb{R}^{n} \mid-w^{l+4} \geq\left(\mathbf{v}^{l}\right)^{T} \mathbf{x} \geq w^{l}\right\} \\
& :=\bigcap_{l=1}^{4} \mathbb{H}^{l}
\end{aligned}
$$

where the shifts hold the following condition $-w_{k}^{l+4} \geq w^{l}$. Note that the shifts $w$ and edge normal vectors $\mathbf{v}$ of the hyperplane restricted sets $\mathbb{H}^{l} \subset \mathbb{R}^{n}$ are depending on the vehicle's shape $\mathbb{M}^{i}, \mathbb{M}^{j}$ and their current orientation $\gamma^{i}, \gamma^{j}$ in the two-dimensional positional space.

In the following, the definition of a collision region represented by hyperplanes is used to get the static collision region, which only considers the current predicted time step $k$, and the dynamic collision region, which also considers penetrations of the collision region within a time interval between two subsequent time steps $k-1$ and $k$.

### 4.4.1 Static Collision Region

The collision region $\mathbb{M}_{\text {CoLL, } k}^{\text {stat }}$ for the collision event detection model only focuses on the current states $\mathbf{x}_{k}$ in the predicted time point $k$ and is defined as:

$$
\begin{equation*}
\mathbb{M}_{\mathrm{COLL}, k}^{s t a t}=\bigcap_{l=1}^{4}\left\{\mathbf{x}_{k} \in \mathbb{R}^{n} \mid-w_{k}^{l+4} \geq\left(\mathbf{v}_{k}^{l}\right)^{T} \mathbf{x}_{k} \geq w_{k}^{l}\right\} \tag{4.7}
\end{equation*}
$$

As aforementioned, each hyperplane ( $\mathbf{v}_{k}^{l}, w_{k}^{l}$ ) points into the direction of the collided states, so that for these states $\mathbf{x}_{k} \in \mathbb{M}_{\text {Coll,poly }}$ the plane equation becomes positive $\mathbf{v}_{k}^{l} \mathbf{x}_{k}-w_{k}^{l} \geq 0$ and for non-collided states negative. Thus, the event detection model from Eq. (4.2) can be represented by a
product of indicator step-functions $\sigma$, which equals one in case of positive plane distances and zero for non-collided states. These sub-indicators frame the collided region. In case of four hyperplane restricted sets $\mathbb{H}_{k}^{l}$, the event detection model with static collision region is represented as follows:

$$
\begin{align*}
p^{\text {stat }}\left(e_{k}=e_{\mathrm{COLL}} \mid \mathbf{x}_{k}\right) & = \begin{cases}1 & \text { if } \quad \mathbf{x}_{k} \in \mathbb{M}_{\mathrm{COLL}, k}^{s t a t} \\
0 & \text { else. }\end{cases}  \tag{4.8}\\
& =\prod_{l=1}^{4} \sigma\left(\left(\mathbf{v}_{k}^{l}\right)^{T} \mathbf{x}_{k}-w_{k}^{l}\right) \cdot \sigma\left(-\left(\mathbf{v}_{k}^{l}\right)^{T} \mathbf{x}_{k}-w_{k}^{l+4}\right)
\end{align*}
$$

The step function based sub-indicator representation of Eq. (4.8) will help to simplify calculation in previous sections, especially for the determination of the collided state PDF.

### 4.4.2 Dynamic Collision Region

The static collision region $\mathbb{M}_{\text {coLL }}^{\text {stat }}$ of Eq. (4.7) imposes the state restrictions at one moment in time. In many cases, states start from outside at one time point $(k-1) \Delta t$ and will end up inside this static collision region at time point $k \Delta t$ (case 2 of Fig. 4.1). But for discrete time-steps of length $\Delta t$, trajectories with high velocities move through the positional state space, therefore the end point could also lay behind the collision region and a collision won't be detected anymore. This time-sampling issue can lead to overseen vehicles and underestimated collision probabilities and reduces the prediction accuracy.

To overcome the time-sampling issue, the region inside the complete time interval $\tilde{\Delta} t \in \mathbb{T}^{h}=[-\Delta t, 0]$ between start and end point is considered; for this purpose a representative history state $\mathbf{x}^{h}$ is introduced. To calculate the history state $\mathbf{x}^{h}$, the inverse linear motion model is taken from Eq. (2.3) with time interval dependent system matrix $\mathbf{A}_{\tilde{\Delta} t}$, input matrix $\mathbf{B}_{\tilde{\Delta t}}$ and with neglected process noise:

$$
\begin{align*}
\mathbf{x}_{k} & =\mathbf{A}_{\tilde{\Delta t}} \mathbf{x}^{h}(\tilde{\Delta} t)+\mathbf{B}_{\tilde{\Delta t}} \mathbf{u}_{k-1}  \tag{4.9}\\
\Leftrightarrow \mathbf{x}^{h}(\tilde{\Delta t} t) & =\left(\mathbf{A}_{\tilde{\Delta t}}\right)^{-1}\left(\mathbf{x}_{k}-\mathbf{B}_{\tilde{\Delta t}} \mathbf{u}_{k-1}\right) .
\end{align*}
$$

The dynamic collision region is defined as the union of static collision regions (see Eq. (4.6)) over time interval $\mathbb{T}^{h}$, which is now depending on
the scene state history $\mathrm{x}^{h}$ :

$$
\mathbb{M}_{\mathrm{COLL}, k}^{d y n}=\bigcup_{\tilde{\Delta t \in \mathbb{T}^{h}}} \bigcap_{l=1}^{8}\left\{\mathbf{x}^{h} \in \mathbb{R}^{n} \mid\left(\mathbf{a}_{k}^{l}\right)^{T}\left(\mathbf{C}^{i j} \mathbf{x}^{h}(\tilde{\Delta} t)\right) \geq b_{k}^{l}\right\}
$$

Substituting the history scene state $\mathbf{x}^{h}$ by taking Eq. (4.9) results in the following equation:

$$
\begin{align*}
\mathbb{M}_{\mathrm{COLL}, k}^{d y n} & =\bigcup_{\tilde{\Delta t} t \in \mathbb{T}^{h}} \bigcap_{l=1}^{8}\left\{\mathbf{x}_{k} \in \mathbb{R}^{n} \mid\left(\mathbf{v}_{k}^{l}(\Delta t)\right)^{T} \mathbf{x}_{k} \geq w_{k}^{l}(\Delta t)\right\} \\
& :=\bigcup_{\tilde{\Delta t} t \in \mathbb{T}^{h}} \bigcap_{l=1}^{8} \mathbb{H}_{k}^{l}(\tilde{\Delta} t), \tag{4.10}
\end{align*}
$$

where the parameters of the time dependent hyperplane restricted set $\mathbb{H}_{k}^{l}(\tilde{\Delta} t)$ are as follows:

$$
\begin{align*}
\mathbf{v}_{k}^{l}(\tilde{\Delta} t) & =\left(\mathbf{C}^{i j}\left(\mathbf{A}_{\tilde{\Delta t}}\right)^{-1}\right)^{T} \mathbf{a}_{k}^{l}  \tag{4.11}\\
w_{k}^{l}(\tilde{\Delta t} t) & =b_{k}^{l}+\left(\mathbf{a}_{k}^{l}\right)^{T}\left(\mathbf{C}^{i j}\left(\mathbf{A}_{\tilde{\Delta t}}\right)^{-1} \mathbf{B}_{\tilde{\Delta t}} \mathbf{u}_{k-1}\right) .
\end{align*}
$$

The set union in Eq. (4.10) is difficult to determine, that's why an approximation of the collision region $\widehat{\mathbb{M}}_{\text {COLL }}^{d y n}$ limits the number of considered subsets to a finite value:

$$
\begin{equation*}
\widehat{\mathbb{M}}_{\mathrm{COLL}, k}^{d y n}=\bigcap_{l=1}^{8}\left(\mathbb{H}_{k}^{l}(-\Delta t) \cup \mathbb{H}_{k}^{l}(0)\right) \approx \mathbb{M}_{\mathrm{COLL}, k}^{d y n} \tag{4.12}
\end{equation*}
$$

A detailed way, why the collision region $\widehat{\mathbb{M}}_{\text {COLL }}^{d y n}$ is only an approximation for a double integrator system in case of non zero acceleration is outlined in attachment A.1.

The drawback of this approach is that the region described by the two hyperplanes $\mathbb{H}_{k}^{l}(-\Delta t)$ and $\mathbb{H}_{k}^{l}(0)$ is not convex. This issue is circumvented by splitting the collision region into two convex pieces. For this, another truncation plane which is placed in the intersection line of $\mathbb{H}_{k}^{l}(-\Delta t)$ and $\mathbb{H}_{k}^{l}(0)$ is introduced. The structure of the linear system and input matrix $\mathbf{A}_{\Delta t}, \mathbf{B}_{\Delta t}$ according to Eq. (2.2) allows to do a simple subtraction of both hyperplanes parameters according to Eq. (4.11) to obtain the desired splitting plane region $\mathbb{H}_{\mathrm{sp}, k}^{l}$ with $\left(\mathbf{v}_{\mathrm{sp}, k}^{l}\right)^{T} \mathbf{x}_{k} \geq w_{\mathrm{sp}, k}^{l}$ :

$$
\begin{aligned}
\mathbf{v}_{\mathrm{sp}, k}^{l} & =\mathbf{v}_{k}^{l}(-\Delta t)-\mathbf{v}_{k}^{l}(0) \\
w_{\mathrm{sp}, k}^{l} & =\mathbf{v}_{k}^{l}(-\Delta t)^{T} \mathbf{B}_{\Delta t} \mathbf{u}_{k-1} .
\end{aligned}
$$

The independence of $b_{k}^{l}$ as part of the shift $w_{\mathrm{sp}, k}^{l}$ is beneficial for reusing the splitting set $\mathbb{H}_{\text {sp }, k}^{l}$ for each element of parallel hyperplanes with normal vectors $\mathbf{a}_{k}^{l}$ or $-\mathbf{a}_{k}^{l}$, respectively. This reduces the number of splitting sets.

Using the splitting sets, the approximated collision region $\widehat{\mathbb{M}}_{\text {CoLe }, k}^{d y n}$ can be rewritten. Because $\left(\mathbf{v}_{\mathrm{sp}, k}^{l}\right)^{T} \mathbf{v}_{k}^{l}(-\Delta t)>0$ and $\left(\mathbf{v}_{\mathrm{sp}, k}^{l}\right)^{T} \mathbf{v}_{k}^{l}(0)<0$ holds, the splitting hyperplane set $\mathbb{H}_{\mathrm{sp}, k}^{l}, k$ and its complement $\mathbb{H}_{\mathrm{sp}, k}^{l, c}$ shrink both boundary sets $\mathbb{H}_{k}^{l}(-\Delta t)$ and $\mathbb{H}_{k}^{l}(0)$ in a way that the intersected regions become convex and can be reunified:

$$
\begin{align*}
\widehat{\mathbb{M}}_{\mathrm{COLL}, k}^{d y n}= & \bigcap_{l=1}^{8}\left(\mathbb{H}_{k}^{l}(-\Delta t) \cup \mathbb{H}_{k}^{l}(0)\right) \\
= & \bigcap_{l=1}^{4}\left[\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(-\Delta t) \cap \mathbb{H}_{k}^{l+4}(0)\right] \cup \ldots \\
& \cdots \cup\left[\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(0) \cap \mathbb{H}_{k}^{l+4}(-\Delta t)\right] \tag{4.13}
\end{align*}
$$

where $\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(-\Delta t) \cap \mathbb{H}_{k}^{l+4}(0)$ and $\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(0) \cap \mathbb{H}_{k}^{l+4}(-\Delta t)$ are the resulting convex regions. The detailed derivation of Eq. (4.13) is shown in attachment A.2. Comparing to the static collision region with only four needed intersection operations (see Eq. (4.7)), the dynamic collision region $\widehat{\mathbb{M}}_{\text {cole }, k}^{d y n}$ takes 28 set operations, which is 6.5 times higher, so the calculation time is expected to be higher. As it will be seen later, this formulation will increase the computational calculation performance significantly, because all collided states are elements of this compact representation of the Minkowksi region.

The event detection model $p^{\mathrm{dyn}}\left(e_{k}=e_{\mathrm{COLL}} \mid \mathbf{x}_{k}\right)$ of Eq. (4.2) for the approximated dynamic collision region $\widehat{\mathbb{M}}_{\text {COLL }}^{d y n}$ is reformulated to:

$$
p^{\mathrm{dyn}}\left(e_{k}=e_{\mathrm{COLL}} \mid \mathbf{x}_{k}\right)= \begin{cases}1 & \text { if } \mathbf{x}_{k} \in \hat{\mathbb{M}}_{\mathrm{COLL}, k}^{d y n}  \tag{4.14}\\ 0 & \text { else },\end{cases}
$$

which can also be represented using sub indicators, similarly to Eq. (4.8), where a set union is equal to an addition and a set intersection is equal to a multiplication of the hyperplane associated step functions.

The dynamic event detection model of Eq. (4.14) can detect collisions within the transitions from one time point to a subsequent time step, which is similar to a flux approach, where the PDF volume is counted, which enters the collision region [125]. The transformation from Eq. (4.14) to
a flux calculation is examplarily shown in attachment A. 3 along one axis with position $x$ and velocity $v$.

All in all, collision probability detection models for one time point and for a time interval, the corresponding collision regions in scene state and their representation via hyperplane areas were derived in this section. In the following, the introduced models, sets and reformulations will be used to simplify the calculations of the instantaneous collision probability, the collided and the non-collided PDF's.

### 4.5 Collided States

After the derivation of two collision event models, which indicate whether an arbitrary scene state $\mathbf{x} \in \mathbb{R}^{n}$ lays inside or passes through a collision region, the associated instantaneous collision probability value $P_{\text {inst,coll, } k}$ and the collided state PDF parameters have to be determined given the initial state PDF.

The instantaneous collision event probability $P_{\text {inst, Coll }, k}$ represents the likelihood of being involved in a collision of two vehicles $i$ and $j$ at one predicted time step $k$. The formulation of the general definition according to Eq. (3.4) for arbitrary events is adapted to the specific collision event $e_{k}=e_{\text {CoLL }}$, so that the desired instantaneous collision probability $P_{\text {inst, Coll }, k}$ of static and dynamic collision region is calculated in the following way:

$$
\begin{align*}
P_{\mathrm{inst}, \mathrm{COLL}, k}^{\mathrm{stat} / \mathrm{dyn}} & =p\left(e_{k}=e_{\mathrm{COLL}} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)  \tag{4.15}\\
& =\int_{\mathbb{R}^{n}} p^{\mathrm{stat} / \mathrm{dyn}}\left(e_{k}=e_{\mathrm{COLL}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right) d \mathbf{x}_{k}
\end{align*}
$$

Generally, the integral of the instantaneous collision probability $P_{\text {inst,CoLL }, k}^{\text {stat/dyn }}$ in Eq. (4.15) does not have any analytic solution. Numerical methods are used e.g. Simpson's rule, Riemann sum [40] or Monte Carlo Simulation, where the particles are drawn from a distribution and the number of collided particles approximates the integral solution. The Monte Carlo Simulation can be implemented very easily but produce stochastic output values where the resulting variance can be decreased by taking a higher number of particles, which on the other hand increases the computational effort [98].

The collided state PDF's $p^{\text {stat } / \mathrm{dyn}}\left(\mathbf{x}_{k} \mid e_{k}=e_{\mathrm{COLL}}, I_{k-1}=I_{\text {ctrl }}\right)$ are determined according to the general formulation of Eq. (3.5) using Eq. (4.15)
resulting in:

$$
\begin{align*}
p^{\mathrm{stat} / \mathrm{dyn}}\left(\mathbf{x}_{k} \mid e_{k}=e_{\mathrm{COLL}}, I_{k-1}=I_{\mathrm{ctrl}}\right)=\ldots  \tag{4.16}\\
\cdots=\frac{p^{\mathrm{stat} / \mathrm{dyn}}\left(e_{k}=e_{\mathrm{COLL}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)}{P_{\mathrm{inst}, \mathrm{COLL}, k}^{\mathrm{stat} / \mathrm{dyn}}}
\end{align*}
$$

The state PDF's of Eq. (4.16) represent the part of the initial PDF $p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\text {ctrl }}\right)$ which are inside the collided region of the current predicted time (static) or which states were collided between the previous and current time point (dynamic). Non-parametric PDF estimators are multidimensional histograms, where the amount of Monte Carlo Simulation particles are allocated to predefined state sections, called bins, and counted. Increasing the amount of particles, the size of bins in a histogram can be downscaled, which increases the accuracy of the PDF. Nevertheless, the Monte Carlo Simulation needs a lot of computational resources and time, that's why an alternative is desired.

### 4.5.1 Probability Density Function Shape Truncation

In the following, an analytic technique is presented, which calculates both - the magnitude and the shape - of the collided state PDF simultaneously by approximating the PDF with another Gaussian PDF. This method assumes polygonally shaped, convex and point-symmetric vehicle shapes like introduced in the previous section and needs a Gaussian state PDF as initial distribution.

The idea bases on iterative truncations, which is similar to slicing a cake. The edges of the collision polygon equal the cuts of a knife. After executing all cuts and removals, the remaining piece is the wanted collided state PDF. Furthermore, its non-normalized volume is taken for the instantaneous collision probability. The authors of [122] already implement a similar principle, but are executing each cut as if it were an uncut cake, so that some pieces of the cake could be removed multiple times. Afterwards, the removed volumes are subtracted by the full volume, which will cause in the second case a lower non-collided volume value than in the first case, because of the neglected overlaps between the removed regions. Sometimes, these removals lead to negative collision probabilities and could create negative definite covariance matrices, which lead to other numerical problems. Furthermore it only considers boundaries where the paled region outside boundaries stays convex. In contrast to the method
of [122], the new presented method overcomes the required convexity for this free-event region and calculates only non-negative probabilities.

To determine the collision probability value and PDF in combination, the product of the collision event detection model $p\left(e_{k}=e_{\text {COLL }} \mid \mathbf{x}_{k}\right)$ and the initial free-event distribution $p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\text {ctrl }}\right)$ will be reformulated in a similar way like in Eq. (4.16), where the two desired quantities dropped out:

$$
p\left(e_{k} \mid \mathbf{x}_{k}\right) \cdot p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)=p\left(\mathbf{x}_{k} \mid e_{k}=e_{\mathrm{COLL}}, I_{k-1}=I_{\mathrm{ctrl}}\right) \cdot P_{\mathrm{inst}, \mathrm{COLL}}
$$

Assume an initial Gaussian PDF $p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)=\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \mathbf{\Sigma}_{\mathbf{x}, k}\right)$ and a static collision region $\mathbb{M}_{\text {coLL }, k}^{s t a t}$ with four parallel edges $N_{\mathrm{pe}}=4$ according to Eq. (4.7), where the collision detection is represented by one function $E_{N_{1}}\left(\mathbf{x}_{k}\right)$ consisting of the product of $N_{1}$ step functions, each representing one linear edge of the collision region. The difference to the collision event detection model is that it starts by an arbitrary edge number $N_{1}$ and ends at the total number of parallel edge pairs $N_{\text {pe }}$ :

$$
\begin{aligned}
E_{N_{1}}\left(\mathbf{x}_{k}\right) & =\prod_{l=N_{1}}^{2 N_{\mathrm{pe}}} \sigma\left(\left(\mathbf{v}_{k}^{l}\right)^{T} \mathbf{x}_{k}-w_{k}^{l}\right) \\
& =\prod_{l=N_{1}}^{N_{\mathrm{pe}}} \sigma\left(\left(\mathbf{v}_{k}^{l}\right)^{T} \mathbf{x}_{k}-w_{k}^{l}\right) \cdot \sigma\left(-\left(\mathbf{v}_{k}^{l}\right)^{T} \mathbf{x}_{k}-w_{k}^{l+N_{\mathrm{pe}}}\right)
\end{aligned}
$$

With the help of the function definition $E_{N_{1}}\left(\mathbf{x}_{k}\right)$, the collision event detection model of Eq. (4.8) can be applied as follows by using iteratively the Gaussian two-sided truncation according to Eq. (A.10):

$$
\begin{aligned}
p\left(e_{k} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right) & =\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \mathbf{\Sigma}_{\mathbf{x}, k}\right) E_{N_{1}=1}\left(\mathbf{x}_{k}\right) \\
& \stackrel{(\mathrm{A} .10)}{\approx} \mathcal{N}\left(\mathbf{x}_{k+1} ; \hat{\mathbf{x}}_{k}^{1}, \mathbf{\Sigma}_{\mathrm{x}, k}^{1}\right) K_{\text {trunc }, k}^{1} E_{N_{1}=2}\left(\mathbf{x}_{k}\right) \\
& \vdots \\
& \stackrel{(\mathrm{A} .10)}{\approx} \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{N_{\mathrm{pe}}}, \mathbf{\Sigma}_{\mathrm{x}, k}^{N_{\mathrm{pe}}}\right) \prod_{h=1}^{N_{\mathrm{pe}}} K_{\text {trunc }, k}^{h} \\
& =p_{\mathrm{x}, \mathrm{COLL}, k}\left(\mathbf{x}_{k}\right) P_{\mathrm{inst}, \mathrm{COLL}, k}^{s t a t}
\end{aligned}
$$

This iterative implementation of Eq. (A.10) for approximating a truncated Gaussian PDF by another Gaussian PDF provides at one hand the collision
probability $P_{\text {inst,Coll, } k}^{s t a t}$ and on the other hand the collision event state PDF $p^{\text {stat }}\left(\mathbf{x}_{k} \mid e_{k}=e_{\text {COLL }}, I_{k-1}=I_{\text {ctrl }}\right)$, where the indices $N_{\mathrm{pe}}$ for the mean and covariance matrix are substituted by a " $c$ ", meaning "collided":

$$
\begin{gathered}
P_{\mathrm{inst}, \mathrm{COLL}, k}^{s \text { stat }}=p^{\text {stat }}\left(e_{k}=e_{\mathrm{COLL}} \mid I_{k-1}=I_{\mathrm{ctrl}}\right):=\prod_{h=1}^{N_{\mathrm{pe}}} K_{t r u n c, k}^{h} \\
p_{\mathrm{x}, \mathrm{COLL}, k}^{s t a t}\left(\mathbf{x}_{k}\right)=p^{\text {stat }}\left(\mathbf{x}_{k} \mid e_{k}=e_{\mathrm{COLL}}, I_{k-1}=I_{\mathrm{ctrl}}\right):=\mathcal{N}\left(\mathbf{x} ; \hat{\mathbf{x}}_{k}^{c}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{c}\right)
\end{gathered}
$$

This procedure is shown for parallel edges in Fig. 4.4 or described by the following algorithm in short:

1. Start with initial PDF $p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\text {ctrl }}\right)=\mathcal{N}\left(\mathbf{x} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right)$
2. Set $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{0}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{0}\right)=\mathcal{N}\left(\mathbf{x} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right), l=1$ and $g=0$.
3. Apply $\mathbb{H}_{k}^{l}$ and $\mathbb{H}_{k}^{l+4}$ on the new Gaussian $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{g}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{g}\right)$ via Eq. (A.10).
4. Set $g=g+1$ and $l=l+1$.
5. Repeat step 3 and 4 for all edge pairs to obtain the final value $P_{\text {inst }, \text { Coll }, k}^{d y n}$ and PDF $p_{\mathrm{x}, \mathrm{COLL}, k}^{d y n}\left(\mathbf{x}_{k}\right)$.

Each analytic truncation guarantees non-negative scaling factors so that the whole iterative truncation method produces non-negative collision probabilities. A disadvantage is that these approximations for the collision probability magnitude as well as the PDF depends on the order of the implemented edge pairs, which causes different values and shapes respectively. This effect is emphasized by using only one edge of the collision region instead of a pair of parallel edges, because each truncation and approximation combination would push the point of maximum likelihood away from the edge. By the usage of two parallel edges like in the aforementioned case, this effect is decreased. So it leads to less variance in the mean position during the iterative truncation process and stabilizes the truncation in a way.

A special case appears, if the initial Gaussian shaped survived state PDF $p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\text {ctr1 }}\right)=\mathcal{N}\left(\mathbf{x} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right)$ will have main axes which are parallel to all edges of the collision region. In this case, the Minkowski region is rectangular instead of polygonal and is oriented according to the main axis of the corresponding positional covariance matrix. A truncation and approximation along one axis does not impact the PDF shape along


Figure 4.4: Schema of the iterative truncation algorithm for determining the collided state PDF $p_{\mathrm{x}, \mathrm{COLL}, k}^{s t a t}\left(\mathrm{x}_{k}\right)=$ $\mathcal{N}\left(\mathbf{x} ; \hat{\mathbf{x}}_{k}^{c}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{c}\right)$ given the collision region $\mathbb{M}_{\text {COLL }, k}^{s t a t}$ with four parallel edges pairs $N_{\mathrm{pe}}$ and the initial state PDF $p\left(\mathbf{x}_{k} \mid I_{k-1}=\right.$ $\left.I_{\mathrm{ctrl}}\right)=\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right)$. The red parallel lines represent the truncation planes. Not seen here is the projection of the Gaussian PDF's onto the normal vectors $\mathbf{v}_{k}^{l}$ into the one-dimensional space. There, the one-dimensional Gaussian is truncated according to the projected plane boundaries. In the end, the truncated Gaussian PDF will be expanded to the full state dimension, where a projection into the positional space is seen in this schema
the other axis, because they are mutually orthogonal. Therefore, the two parallel edges truncation and approximations provides an exact solution and it is not depending on the order.

For the dynamical collision probability, a similar procedure is applied, which due to the higher number of sets and set operations is more complex than the calculation of the case of using a static collision region (see Eq.'s (4.13)). The implementation of a set intersection with a hyperplane restricted set $\mathbb{H}_{k}^{l}$ is done by using the formulas for one-sided truncated Gaussian (see Eq.'s (A.9)). For parallel edges, the Eq.'s (A.10) for twosided truncated Gaussian are applied. The union of two PDF's is applied according to the laws of conservation of stochastic momentum according to Eq. (A.8). The algorithm to obtain the dynamical collision probability magnitude $P_{\text {inst }, \text { Coll }, k}^{d y n}$ and PDF shape $p_{\mathrm{x}, \mathrm{CoLL}, k}^{d y n}\left(\mathrm{x}_{k}\right)$ is given by:

1. Start with initial PDF $p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\text {ctrl }}\right)=\mathcal{N}\left(\mathbf{x} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right)$.
2. Set $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{0}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{0}\right)=\mathcal{N}\left(\mathbf{x} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right), l=1$ and $g=0$.
3. For edge pair $l$ and $l+4$ apply the splitting hyperplane restricted set $\mathbb{H}_{\mathrm{sp}, k}^{l}$ to truncate the current Gaussian $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{g}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{g}\right)$ via Eq. (A.9).
4. Apply $\mathbb{H}_{k}^{l}(-\Delta t)$ and $\mathbb{H}_{k}^{l+4}(0)$ on the obtained Gaussian from step 3 via Eq. (A.9).
5. For edge pair $l$ and $l+4$ apply the complement splitting hyperplane restricted set $\mathbb{H}_{\mathrm{sp}, k}^{l, c}$ to truncate the current Gaussian $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{g}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{g}\right)$ via Eq. (A.9).
6. Apply $\mathbb{H}_{k}^{l}(0)$ and $\mathbb{H}_{k}^{l+4}(-\Delta t)$ to the obtained Gaussian from step 5 via Eq. (A.9).
7. Merge both Gaussian PDF's from steps 4 and 6 with Eq. (A.8) to obtain $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{g+1}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{g+1}\right)$.
8. Set $g=g+1$ and $l=l+1$.
9. Repeat Step 3 to 8 for all edge pairs to obtain the final value $P_{\mathrm{inst}, \mathrm{COLL}, k}^{d y n}$ and PDF $p_{\mathrm{x}, \mathrm{CoLL}, k}^{d y n}\left(\mathbf{x}_{k}\right)=\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{N_{\mathrm{pe}}}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{N_{\mathrm{pe}}}\right)$
The main difference between the previous algorithm for static collision regions is that this algorithm executes additional truncations by the splitting hyperplanes $\mathbb{H}_{\mathrm{sp}, k}^{l}$ and its complement, the non-parallel truncation planes $\mathbb{H}_{k}^{l}(0)$ and $\mathbb{H}_{k}^{l+4}(-\Delta t)$ and a merging procedure between the two
left-over truncated PDF's produced by the splitting hyperplane and its complement.

In this section, new methods for the static and dynamic collision region were introduced, making use of only analytical formulas. In the oncoming section, the new analytical truncation method is investigated by its accuracy and time consumption compared to Monte Carlo Simulation.

### 4.5.2 Evaluation of Collision State Probability Density Function

In the previous sections, static and dynamic collision regions were introduced which can calculate the desired instantaneous collision probability and the collided PDF. The following experiments investigate the iterative truncation methods in terms of accuracy and computational time comparing to a naive Monte Carlo Simulation with different amount of particles. The last experiment of this section shows the significant difference in the event detection between the static and dynamic collision region.

## Calculation Time vs. Accuracy for Static Collision Region

In the first experiment, the accuracy of instantaneous collision probability approximations with static collision according to Eq. (4.15) is determined for 1000 different constellations. The numerical integration library quad of the Python Scipy package [158], which uses a Clenshaw-Curtis method with Chebyshev polynomials, was used as reference. These constellations are uniformly sampled for the following states: positions in polar coordinate space, vehicle orientation angles, variance along x -axis and a relative variance value to obtain the y-axis variance (see Sec. A.5.1 for variables and ranges). The relative error of collision probability magnitudes for the analytic method and the Monte Carlo Simulation are summarized in boxplots depending on the reference magnitude (see Fig. 4.5).

One can see that the accuracy of the Monte Carlo Simulation is always the highest for regions with high magnitude and it becomes less accurate for small probabilities. This is due to the small number of particles which are drawn in small density regions. There, the accuracy is limited due to the discrete set of particles and can reaches e.g. $1 / 100.000=10^{-5}$ for the MC with $100 k$ particles. The intervals without boxplots represent magnitude intervals without any collision because of missing particles. The calculation with Monte Carlo Simulation oversees possible low probable collision events.


Figure 4.5: Relative signed error of a collision probability calculation with static collision region $\mathbb{M}_{\text {CoLL }}^{\text {stat }}$ depending on different magnitude intervals with ticks label of lower bin limit: Monte Carlo Simulation with 100 particles (top left), 1 k particles (top right), 10k particles (center left), 100k particles (center right) and analytic truncation method (Bottom left). Bottom right: Boxplots of the computational time distribution for Monte Carlo Simulation with different amount of particles and the analytic truncation method.

In contrast to Monte Carlo Simulation, the accuracy of the analytic method is nearly constant in a broad magnitude interval of $P_{\text {inst, Coll }}$ values between $10^{-6}$ and 1.0. Furthermore, it is not neglecting any collisions up to $10^{-6}$. In case of probability values lower than $10^{-6}$, numerical difficulties appears. The analytic method is more accurate in intervals with high collision probabilities $(0.1-1.0)$ than the Monte Carlo Simulation with 100 particles and similarly accurate than a Monte Carlo Simulation with 10 times more particles .

The plot in the right, bottom corner of Fig. 4.5 shows boxplots of computational time for all Monte Carlo Simulations and the analytic method. The computational effort of Monte Carlo Simulation increases linearly with the amount of particles used for this stochastic integration method, where a Monte Carlo Simulation with 100 particles needs around 6 ms in average. The analytic method takes only 4 ms per evaluation and is more accurate than the Monte Carlo Simulation with 100 particles over a broad range of magnitudes.

## Calculation Time vs. Accuracy for Dynamic Collision Region

The second investigation is similar to the evaluations of the previous section but with dynamic collision regions instead of static regions. To obtain 1000 constellations, also the velocity in polar coordinates is uniformly sampled. The reference value is given by a numerical flux integration. The time interval between two subsequent time points is set to 0.2 s . The relative error and the computational time for Monte Carlo Simulations and the analytic truncation technique are depicted in Fig. 4.6.

The results are very comparable to those of static regions. The computational time for Monte Carlo Simulation has nearly doubled comparing to the calculations for static regions and the analytic calculations has more than tripled to 13 ms due to the increasing number of PDF truncations and merges. Also for dynamic considerations, the analytic approach outperforms the Monte Carlo Sampling technique in computational time and accuracy over a broad range.

## Velocity Dependency

To show the difference in collision event detection between static and dynamic collision region considerations, a constellation with very low instantaneous collision probability was set as an initial time point and the Gaussian is predicted into a subsequent time point according to a constant


Figure 4.6: Relative signed error of collision probability depending on reference magnitude for calculation methods using dynamic state regions $\mathbb{M}_{\text {COLL }}^{d y n}$ : Monte Carlo Simulation with 100 particles (top left), 1k particles (top right), 10k particles (center left), 100k particles (center right) and analytic truncation method (Bottom left). Bottom Right: Boxplots of the computational time distribution for Monte Carlo Simulation with different amount of particles and the analytic truncation method.


Figure 4.7: Analytic truncation calculation depending on relative velocity size for static $\mathbb{M}_{\text {COLL }}^{s t a t}$ and dynamic $\mathbb{M}_{\text {COLL }}^{d y n}$ collision region, where the initial state has a small collision probability and the trajectories point into the direction of an object which will be penetrated for high speeds before ending at time step $k$.
velocity motion model, where the connecting trajectory would penetrate an object. Different moving velocity norms $\|\Delta \mathbf{v}\|$ show similarities and difference in collision probability calculation for static or dynamic collision regions in Fig. 4.7.

One can see that calculations with both collision regions, the static and the dynamic, leads to similar results for low transition velocities. This reflects cases 1 and 2 of Fig. 4.1, where collisions can be detected through the end point of the transition in time step $k$. Case 3 of Fig. 4.1 becomes dominant for higher velocities, where the static region probability calculation drops down to zero. This is due to the fact, that after the transition into the next time point, the Gaussian PDF is far away from the collision region so that the overlap is small like at the previous time step. In contrast to the static region calculation, the dynamic region detects the penetration of the collision region also for high velocities and converges to its maximum value. This example shows that the dynamic collision region comparing to the static collision region consideration prevents errors at high relative velocities.

### 4.6 Non-Collided States

After the determination of the collision event PDF and the instantaneous collision probability, which are needed for the severity calculation and the instantaneous collision risk, the quantities to determine time-course sensitive (tcs) values like the time-course sensitive survival probability, risk and utilities, the non-collided PDF parts and the instantaneous noncollision probability are needed. The instantaneous non-collision probability is equal to the instantaneous survival probability in case of only one predicted event at the current time step. Also these quantities have to be as accurate as possible to properly predict future costs.

Given the instantaneous collision probability $P_{\text {inst, Coll }, k}$ and in case of one event type, the instantaneous survival probability $P_{\text {inst,surv }, k}$ is given by the counter probability like in Eq. (3.4):

$$
\begin{equation*}
P_{\mathrm{inst}, \text { surv }, k}=1-P_{\mathrm{inst}, \mathrm{CoLL}, k} . \tag{4.17}
\end{equation*}
$$

The survived or non-collided state PDF $p_{x, \text { surv }, k}\left(\mathbf{x}_{k}\right)$ can be calculated by reformulating Eq. (3.5):

$$
\begin{equation*}
p_{\mathrm{x}, \mathrm{sur}, k}\left(\mathbf{x}_{k}\right)=\frac{p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctrl}}\right)-P_{\mathrm{inst}, \mathrm{CoLL}, k} \cdot p_{\mathrm{x}, \mathrm{CoLL}, k}\left(\mathbf{x}_{k}\right)}{P_{\mathrm{inst}, \mathrm{surv}, k}} . \tag{4.18}
\end{equation*}
$$

Note, that this equation can only determine a survived state PDF with $p_{\mathrm{x}, \mathrm{surv}, k}\left(\mathbf{x}_{k}\right) \geq 0$ for all $\mathbf{x}_{k}$, if the density values of the weighted collided state PDF $p_{\mathrm{x}, \text { Cole }, k}\left(\mathbf{x}_{k}\right)$ are smaller than the non-truncated PDF: $P_{\text {inst, CoLL }, k} \cdot p_{\mathrm{x}, \mathrm{COLL}, k}\left(\mathbf{x}_{k}\right) \leq p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\text {ctr1 }}\right)$. This cannot be guaranteed by applying the analytic truncation method of the previous sections for the collided PDF, because it is producing an approximated Gaussian PDF. As a consequence, for some $\mathbf{x}_{k}$, the condition for non-negativity is not fulfilled and the simple fraction with subtraction of Eq. (4.18) cannot be applied, without causing inconsistent values. That is why another way is needed to infer $p_{\mathrm{x}, \mathrm{surv}, k}\left(\mathbf{x}_{k}\right)$.

In the following subsections, two methods are presented, which differ in the amount of Gaussian PDF's to approximate $p_{\mathrm{x}, \text { surv, } k}\left(\mathbf{x}_{k}\right)$.

### 4.6.1 Unimodal Gaussian

In the first approach the survived state $\operatorname{PDF} p_{\mathrm{x}, \text { surv }, k}\left(\mathbf{x}_{k}\right)$ is assumed to be one Gaussian PDF:

$$
p_{\mathrm{x}, \mathrm{surv}, k}\left(\mathbf{x}_{k}\right) \approx \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{n c}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{n c}\right)
$$

where $\hat{\mathbf{x}}_{k}^{n c}$ is the mean vector and $\boldsymbol{\Sigma}_{\mathrm{x}, k}^{n c}$ is the covariance matrix of the approximating Gaussian. The choice of a Gaussian PDF is motivated by reusing transition formulas of the prediction step as well as its simple representation by a small set of parameters. But, instead of using the simple subtraction method of Eq. (4.18) and fit it into the PDF, the Gaussian parameters are determined with the help of the conservation of stochastic momentum (see A.6.2 for definition). This method can directly calculate the missing Gaussian parameter by taking the Gaussian parameters of the collided $p_{\mathrm{x}, \mathrm{CoLL}, k}\left(\mathbf{x}_{k}\right)=\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{c}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{c}\right)$ and initial/non-truncated state PDF $p\left(\mathbf{x}_{k} \mid I_{k-1}=I_{\mathrm{ctr1}}\right)=\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right)$. The following equations are gained by the conservation of stochastic momentums for the first and second order:

$$
\begin{aligned}
\hat{\mathbf{x}}_{k}= & P_{\text {inst, COLL }, k}^{a n a} \cdot \hat{\mathbf{x}}_{k}^{c}+\left(1-P_{\text {inst,COLL }, k}^{a n a}\right) \cdot \hat{\mathbf{x}}_{k}^{n c} \\
\boldsymbol{\Sigma}_{\mathrm{x}, k}= & P_{\text {inst, COLL }, k}^{a n a}\left(\boldsymbol{\Sigma}_{\mathrm{x}, k}^{c}+\left(\hat{\mathbf{x}}_{k}^{c}-\hat{\mathbf{x}}_{k}\right)\left(\hat{\mathbf{x}}_{k}^{c}-\hat{\mathbf{x}}_{k}\right)^{T}\right)+\cdots \\
& \cdots+\left(1-P_{\text {inst,COLL }, k}^{a n a}\right)\left(\boldsymbol{\Sigma}_{\mathrm{x}, k}^{n c}+\left(\hat{\mathbf{x}}_{k}^{n c}-\hat{\mathbf{x}}_{k}\right)\left(\hat{\mathbf{x}}_{k}^{n c}-\hat{\mathbf{x}}_{k}\right)^{T}\right) .
\end{aligned}
$$

Solving these equations for the wanted parameters, provides the following set of formulas:

$$
\begin{aligned}
\hat{\mathbf{x}}_{k}^{n c}= & \frac{1}{1-P_{\text {inst,COLL }, k}^{a n a}}\left(\hat{\mathbf{x}}_{k}-P_{\text {inst,COLL }, k}^{a n a} \cdot \hat{\mathbf{x}}_{k}^{c}\right) \\
\boldsymbol{\Sigma}_{\mathrm{x}, k}^{n c}= & \frac{1}{1-P_{\text {inst,COLL, }, k}^{a n a}} \boldsymbol{\Sigma}_{\mathrm{x}, k}-\left(\hat{\mathbf{x}}_{k}^{n c}-\hat{\mathbf{x}}_{k}\right)\left(\hat{\mathbf{x}}_{k}^{n c}-\hat{\mathbf{x}}_{k}\right)^{T}-\cdots \\
& \cdots-\frac{P_{\text {inst,COLL }, k}^{a n a}}{1-P_{\text {inst,COLL, }, k}^{a n a}}\left(\boldsymbol{\Sigma}_{\mathrm{x}, k}^{c}+\left(\hat{\mathbf{x}}_{k}^{c}-\hat{\mathbf{x}}_{k}\right)\left(\hat{\mathbf{x}}_{k}^{c}-\hat{\mathbf{x}}_{k}\right)^{T}\right) .
\end{aligned}
$$

To validate the performance of the instantaneous survival probability magnitude, in A. 4 an evaluation regarding the accuracy is done similarly to the validation shown in Sec. 4.5.2. The results are that the accuracy for small survival probabilities is in between a Monte Carlo Simulation with 100 and $1 k$ particles. In case of high survival probabilities, the relative errors are negligible small. In the next section, the accuracies of the collided and non-collided PDF's are validated.

### 4.6.2 Evaluation of Using Unimodal Gaussians for Survived State Probability Density Function

Next to the magnitudes of the instantaneous collision or survival probability, the shapes of the truncated PDF's have to be assessed. The PDF


Figure 4.8: Hellinger Distance $D_{\text {hell }}$ of original and approximated PDF for collision state PDF $p_{\mathrm{x}, \mathrm{CoLL}, k}\left(\mathbf{x}_{k}\right)$ (left) and for survived state PDF $p_{\mathrm{x}, \text { surv }, k}\left(\mathbf{x}_{k}\right)$ (right). The accuracy for shapes of the collided state PDF is nearly constant over collision probabilities, whereas the accuracy for survived state PDF decrease by higher collision probabilities.
shapes determine the magnitudes and survival probabilities of subsequent time steps e.g. if the truncation process removes area, which would collide in the next time step, the collision probability will be estimated as too small. On the other hand, if within the truncation process parts are not being removed, the collision probability of subsequent time steps could be overestimated and cause multiple detections. The PDF accuracy is determined by using the Hellinger Distance, outlined in Sec. A.6.4. It determines the similarity of two distributions by either integrating over the collision regions $\mathbb{M}_{\text {ColL }}$ to obtain the collided PDF shape accuracy or over the region outside the collision region $\mathbb{R}^{n} \backslash \mathbb{M}_{\text {coll }}$ for the non-collided PDF accuracy. Both distance measures are depicted in Fig. 4.8 depending on the collision probability magnitude value. A Hellinger Distance $D_{\text {hell }}$ of zero means that the reference and the approximated PDF are equal. If there are no overlaps between both PDF's, the Hellinger Distance will become one.

One can see on the left side of Fig. 4.8 that for the collided state PDF, the distance is nearly constant around $D_{\text {hell }}=0.4$ over an interval from $10^{-7}$ to 1.0 . In contrast, the shape accuracy for the survived part increases with higher collision probability, so that the calculated PDF which was obtained by applying the conservation of momentum differs from the true survived PDF. The reasons for higher dissimilarities in case of high collision probabilities lays in the unimodal approximation with Gaussian

PDF's, which cannot represent the discontinuous shape of the true state distribution.
In Fig. 4.9, two cases with Gaussian potential ellipses of initial (black), collided (red) and non-collided PDF (orange) are shown. In the left figure, the collided region is big compared to the initial Gaussian and occupies the main part of the initial PDF. The survived Gaussian PDF overlaps only with a small part into the old collision region (blue), the outer part is represented well. Now, considering the case on the right plot, the collision region is big compared to the extent of the initial Gaussian and is located very near to the distribution center. Like in the first case, the collided PDF is represented well after the truncation process, but after the implementation of the conservation of momentum, the non-collided Gaussian still overlaps with the collision region. It keeps its center with high density values in the proximity of the collision region center and widen its extent or variance. The survived Gaussian PDF only blows up and the distribution inside and outside of the collision region is represented inaccurately. The consequences are that theses remaining overlaps of the survived part with the initial PDF do not lead to vanishing collision probabilities at subsequent time steps like it is desired for non-multiple collision detection. The method with an unimodal PDF representation via one Gaussian PDF is not suitable for these cases.

To overcome this issue, instead of using one Gaussian to approximate the non-collided part, one can use more than one Gaussians, approximating the main PDF parts outside the collision region (see Fig. 4.10).

### 4.6.3 Gaussian Mixture

The idea of using a Gaussian Mixture can also be explained with the following example: One vehicle follows the middle lane of a three-lane highway. A slower vehicle at the front appears, so that the vehicle has two options: either it tailgates the frontal vehicle or it overtakes. If the oncoming vehicle will not change its velocity or if the relative speed to the frontal vehicle is too high, the tailgating maneuver would lead to a crash and it can only avoid the a collision by executing an additional steering maneuver. The question is into which direction the vehicle should move, left or right? If the approaching vehicle does not care about the obligation of overtaking on the left side, it has two optional scenarios depending on the frontal vehicle. The occurrence of two motion opportunities gets more obvious for an intersection scenario, where a vehicle could either yield or not yield in case of an approaching other vehicle. These two arising motion


Figure 4.9: Examples for PDF shapes after analytic truncation and after applying conservation of stochastic momentum for two constellations with static collision region (blue). Left: Slighed or touching initial Gaussian PDF (black), where the sigma ellipses of the collided PDF (red) and the non-collided PDF (yellow) do not overlap. Right: Collided and non-collided PDF's are overlapping after truncation process, when the initial PDF largely overlaps with the collision region.
options could be represented by taking two Gaussian PDF's, each Gaussian representing one motion option e.g., left or right overtaking. To create two Gaussians out of one Gaussian, the initial PDF with one Gaussian has to be split.

This idea should be integrated into the prediction process, to let the ego vehicle being aware of this phenomenon. For that, the survived state PDF $p_{\mathrm{x}, \text { surv }, k}\left(\mathbf{x}_{k}\right)$ is now assumed to be a bimodal Gaussian Mixture distribution:

$$
\begin{gather*}
\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right) \rightarrow w^{1} \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{1}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{1}\right)+w^{2} \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{2}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{2}\right)  \tag{4.19}\\
w^{1}+w^{2}=1
\end{gather*}
$$

with weights $w^{1}$ and $w^{2}$, scene state means $\hat{\mathbf{x}}_{k}^{1}$ and $\hat{\mathbf{x}}_{k}^{2}$ and the covariance matrices $\boldsymbol{\Sigma}_{\mathrm{x}, k}^{1}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{2}$ of two clustered state PDF parts at one predicted time point $k$.

Furthermore, not in each scene with more than one traffic participants, two options are similarly likely, meaning that it is hard to distinguish between both intentions. Take the example with the oncoming vehicle on a highway: if the oncoming vehicle drives on the left lane and the frontal vehicle on the right lane, there will be less benefit to split the Gaussian


Figure 4.10: Extension of truncation approach by considering multimodal Gaussian Mixture Models. Left: Truncation of previous approach with unimodal Gaussian. Right: Approximation of survived probability with two Gaussian PDF's to improve accuracy.
into two for representing PDF parts far away on the right side of the right lane. This would bind computational resources for very unlikely motion patterns and would not increase the accuracy much. In this case, the distribution can stay unimodal. The other reason for taking a unimodal representation is when the Gaussian's of a Gaussian Mixture Model would be very similar to each other e.g. if the oncoming vehicle is far away from the frontal vehicle, the Gaussian components for left or right overtaking are still equal. Both examples show that there is a transition from unimodal to multimodal depending on the scene and its predicted evolution.

Because of this, two important question arise:

- At which predicted time point $k$ of the scene evolution should the Gaussian's be split?
- How is the split executed?

For the first question of when to split, two heuristic criteria are formulated, based on the positional relation of the collision region and the initial PDF. These criteria consider on the one hand the proximity of the collision region to the PDF and on the other hand the allocation of the probabilities between both possible scenarios. If both criteria are fulfilled, the split will be executed. The second question contains the question, how can one Gaussian be allocated into two Gaussian PDF by considering the collision region.

In the following, both conditions for splitting and the splitting procedure are introduced.

## Proximity Criterion

The first criterion regards the proximity of the collision region to the initial Gaussian PDF. If the initial distribution is far away from the collision region, the survived state PDF will be very similar to the initial, nontruncated PDF. Because the non-truncated PDF is an unimodal Gaussian, the survived state PDF can stay as one unimodal Gaussian, too.

The proximity criterion is a transformed Mahalanobis distance, where the mean $\hat{\mathbf{x}}_{k}$ and the covariance matrix $\boldsymbol{\Sigma}_{\times, k}$ of the initial PDF are taken to evaluate distance to the mean state $\hat{\mathbf{x}}_{k}^{c}$ of the collided state PDF in the relative positional space:

$$
\begin{aligned}
D_{\mathrm{prox}} & =\exp \left(-\frac{1}{2} \Delta \hat{\mathbf{r}}_{k}^{T} \boldsymbol{\Sigma}_{\mathrm{r}, k}^{-1} \Delta \hat{\mathbf{r}}_{k}\right) \\
\Delta \hat{\mathbf{r}}_{k} & =\mathbf{C}^{i j}\left(\hat{\mathbf{x}}_{k}-\hat{\mathbf{x}}_{k}^{c}\right) \\
\boldsymbol{\Sigma}_{\mathrm{r}, k} & =\mathbf{C}^{i j} \boldsymbol{\Sigma}_{\mathrm{x}, k}\left(\mathbf{C}^{i j}\right)^{T}
\end{aligned}
$$

where $\mathbf{C}^{i j}$ is the transformation matrix into the relative positional space of two vehicles $i$ and $j$, introduced in Eq. (4.4). The idea is also depicted in Fig. 4.11 on the left side.

The condition, whether the proximity criteria is fulfilled, is given by:

$$
D_{\text {prox }}>D_{\text {prox }}^{l i m},
$$

where $\left.\left.D_{\text {prox }}^{l i m} \in\right] 0,1\right]$ is the preset proximity parameter. Small proximity parameters $D_{\text {prox }}^{l i m}$ mean that the condition is also true for far distant vehicles. This causes early splits and unnecessarily redundant calculations in the prediction process. In contrast, high proximity parameters $D_{\text {prox }}^{l i m} \approx 1$ lead to delayed splits, so that the Gaussian is widened through the penetration of the collision region into the initial PDF like it is was shown in the right hand picture of Fig. 4.9. Therefore, the golden mean is in between.

## Allocation Criterion

Some scene evolutions are more likely than others. A vehicle on a left lane of a highway road would not consider to move to the right most lane to overtake a vehicle on the middle lane from the right. Although there is


Figure 4.11: Splitting Criteria. Left: The proximity criterion checks whether the Mahalanobis Distance $D_{\text {prox }}$ between the non-truncated PDF $p\left(\Delta \mathbf{r}_{i j}\right)$ and the collided state PDF $p_{\text {Coll }}\left(\Delta \mathbf{r}_{i j}\right)$ whether states are close enough. Right: According to the current relative motion direction $\Delta \mathbf{v}_{i j}$, the allocation criterion determines the volumes under $p\left(\Delta \mathbf{r}_{i j}\right)$ above $\left(w^{1}\right)$ and below $\left(w^{2}\right)$ at the predicted collision region $\mathbb{M}_{\text {COLL }}^{\infty}$ (red opaque valley). The ratio of both volumes is compared to a preset value, where a raise of the ratio leading to a split. Both criteria ensures that the shapes of the non-truncated PDF and the collision region are both taken into account for a split decision.
a chance to do so but, it there is no need to consider this scenario in the scene evolution, it can be neglected. Concentrating on the most probable scenarios helps to reduce the number of splits in a complex multiple vehicle scenarios. This is achieved with the aid of the "allocation criterion".

The allocation criterion focuses on the ratio between the future weights $w^{1}$ and $w^{2}$ of the GMM. If one weight compared to the other is much greater $w^{1 / 2} \gg w^{2 / 1}$, it would not cause a split. If both weights will be very similar, two very indifferent alternatives arise like yielding or not yielding at an intersection. In that case, a split is forced.

To predict the future weights without having them predicted at a specific time point $k$ is a catch-22. To avoid going back into the prediction process and making double calculations, a simplified forecast of these future weights is implemented to calculate them approximatively. This forecast is based on the view, how the initial state PDF would look like if the collision region fully penetrates the state PDF according to a constant velocity direction. The collision region would create a swath with lateral width $b^{+}-b^{-}$into the initial state PDF during an infinite time horizon. The predicted swath region $\mathbb{M}_{\text {COLL }}^{\infty}$ (red) in relative positional space is
presented in Fig. 4.11 and is given by:

$$
\mathbb{M}_{\mathrm{COLL}}^{\infty}=\left\{\mathbf{r} \in \mathbb{R}^{2} \mid b^{+} \geq \mathbf{a}_{\text {orth }}^{T} \mathbf{r} \geq b^{-}\right\}
$$

Note, that this region is only exact, if the Gaussian is not diverging by motion uncertainties, the motion direction is constant and the collision region is being located far away from the state PDF, so that volumes in the shadow of the collision region can be neglected. For other constellations it is providing a rough approximation of the future evolution. The line normal vector $\mathbf{a}_{\text {orth }}$ is calculated by a 90 degree rotation of the mean relative velocity $\Delta \hat{\mathbf{v}}_{k}^{i j}$ like in the following

$$
\begin{aligned}
\mathbf{a}_{\mathrm{orth}} & =\frac{1}{\left\|\hat{\mathbf{v}}_{k}\right\|} \mathbf{R}_{\mathrm{rot}}^{90} \Delta \hat{\mathbf{v}}_{k}^{i j} \\
\Delta \hat{\mathbf{v}}_{k}^{i j} & =\hat{\mathbf{v}}_{k}^{i}-\hat{\mathbf{v}}_{k}^{j}
\end{aligned}
$$

In case of missing relative motions or increasing distances $\hat{\mathbf{v}}_{k}^{T} \hat{\mathbf{r}}_{k} \geq 0$ between the state PDF and the collision region, the allocation criterion is unsatisfied, so that a split won't happen.

For noticeable relative motions, the collision region produces a swath $\mathbb{M}_{\text {COLL }}^{\infty}$. Its boundary shifts $b^{+}$and $b^{-}$are the distances from the coordinate center according to the normal vector $\mathbf{a}_{\text {orth }}$. They mark the projected boundary of the original collision region $\mathbb{M}_{\mathrm{OCC}}^{i j}\left(\gamma_{k}^{i}, \gamma_{k}^{j}\right)$, which was introduced in Eq. (4.5):

$$
\begin{aligned}
& b^{-}=\min _{\mathbf{r} \in \mathbb{M}_{\mathrm{OCC}}^{i j}\left(\gamma_{k}^{i}, \gamma_{k}^{j}\right)}\left(\mathbf{a}_{\text {orth }}^{T} \hat{\mathbf{r}}_{k}\right) \\
& b^{+}=\max _{\mathbf{r} \in \mathbb{M}_{\mathrm{OCC}}^{i j}\left(\gamma_{k}^{i}, \gamma_{k}^{j}\right)}\left(\mathbf{a}_{\text {orth }}^{T} \hat{\mathbf{r}}_{k}\right) .
\end{aligned}
$$

A simple check of all corners or a simplex algorithm produces solutions for both shifts.

The weights $w^{1}$ and $w^{2}$ represent the remaining volume of the survived PDF at infinite time horizon which are separated by the collided swath region $\mathbb{M}_{\text {Coll }}^{\infty}$. The weights representing the non-collided PDF volumes can be determined as follows:

$$
\begin{aligned}
& w^{1}=\int_{\mathbb{R}^{2}} \sigma\left(b^{+}+\mathbf{a}_{\text {orth }}^{T} \mathbf{r}_{k}\right) \mathcal{N}\left(\mathbf{r}_{k} ; \hat{\mathbf{r}}_{k}, \boldsymbol{\Sigma}_{\mathrm{r}, k}\right) d \mathbf{r}_{k} \\
& w^{2}=\int_{\mathbb{R}^{2}} \sigma\left(b^{-}-\mathbf{a}_{\text {orth }}^{T} \mathbf{r}_{k}\right) \mathcal{N}\left(\mathbf{r}_{k} ; \hat{\mathbf{r}}_{k}, \boldsymbol{\Sigma}_{\mathrm{r}, k}\right) d \mathbf{r}_{k}
\end{aligned}
$$

with an analytic solution that is given by the algorithm shown in Eq. (A.6.3).

The allocation criteria is then fulfilled if the following check holds:

$$
D_{\text {alloc }}=\frac{\min \left(w^{1}, w^{2}\right)}{w^{1}+w^{2}}>D_{\text {alloc }}^{l i m},
$$

where $D_{\text {alloc }}^{l i m} \in[0,1]$ is a preset allocation threshold parameter. If this value is too small, the Gaussian PDF is split also in cases if there is a very unlikely option. If this value is too high, this could neglect very likely scenarios and lead to drastic misinterpretations. Then, the survived PDF is widened like in case of unimodality (right hand picture of Fig. 4.9).

In contrast to the proximity criterion, the allocation criterion takes the collision region with its shape into account and not only its location. It completes the consideration when to split the one Gaussian PDF depending on a collision region.

## Splitting Procedure

If the proximity and the allocation criteria are satisfied, the state PDF will be allocated according to the two possible scenarios like yielding and not yielding or overtaking on the right and left side. And this allocation happens at a time point, when it is needed to reduce computational effort as much as possible.

The remaining task is to determine the Gaussian parameters of the bimodal Gaussian Mixture Model of Eq. (4.19).

In the previous section, introducing the allocation criteria, two survived PDF weights were determined, each representing the survived volume for one scenario after the collision region has fully penetrated the initial PDF. Or in other words, the collision region was stretched along the velocity direction into infinity. In contrast, the split in the current predicted time point is depending on the current prediction horizon (not stretched) collision region $\mathbb{M}_{\text {coll }}$. For that, the non-truncated Gaussian PDF $p\left(\mathbf{x}_{k} \mid \neg \mathbf{e}_{0: k-1}\right)=\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right)$ is simply split by a hyperplane $\left(\mathbf{a}_{\text {split }}, b_{\text {split }}\right)$ into two separate PDF's, where each PDF represents one of the two possible scenarios:

$$
\begin{aligned}
& w^{1} \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{1}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{1}\right) \stackrel{(\mathrm{A} .10)}{\approx} \sigma\left(\mathbf{a}_{\mathrm{split}}^{T} \mathbf{x}_{k}-b_{\mathrm{split}}\right) \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right) \\
& w^{2} \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{2}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{2}\right) \stackrel{(\mathrm{A} .10)}{\approx} \sigma\left(-\mathbf{a}_{\mathrm{split}}^{T} \mathbf{x}_{k}+b_{\mathrm{split}}\right) \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathrm{x}, k}\right) .
\end{aligned}
$$



Figure 4.12: Splitting Procedure with quantities. According to the relative motion direction, a truncation line (orange) through origin is determined, which split the initial PDF $p\left(\Delta \mathbf{r}_{i j}\right)$ in two Gaussian parts, which subsequently are truncated by the collision region $\mathbb{M}_{\text {Coll }}$ like for the unimodal case.

The hyperplane with normal vector $\mathbf{a}_{\text {split }}$ and shift $b_{\text {split }}$ represents a plane into the direction of the mean relative velocity $\hat{\mathbf{v}}_{k}$ going through the center of the positional space, where the collision region has its center, too. So the hyperplane parameter in the scene state space are chosen as:

$$
\begin{aligned}
\mathbf{a}_{\text {split }} & =\mathbf{a}_{\text {orth }}\left(\mathbf{C}^{i j}\right)^{T} \\
b_{\text {split }} & =0 .
\end{aligned}
$$

The two Gaussians $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{1}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{1}\right)$ and $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{2}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{2}\right)$ are not adapted by the collision region yet. To gain the six parameters consisting of the weights $w^{n c, 1}, w^{n c, 2}$, the mean vectors $\hat{\mathbf{x}}_{k}^{n c, 1}, \hat{\mathbf{x}}_{k}^{n c, 2}$ and the covariance matrices $\boldsymbol{\Sigma}_{\mathrm{x}, k}^{n c, 1}, \boldsymbol{\Sigma}_{\mathrm{x}, k}^{n c, 2}$ of the survived PDF $p_{\mathrm{x}, \text { surv }, k}\left(\mathbf{x}_{k}\right)$, each of the Gaussians in the bimodal Gaussian Mixture Model will be adapted like it was presented for the unimodal case, described in Sec. 4.6.1. If no split happens, the algorithm is identical to the aforementioned truncation and conservation of momentum approach.

## Setting Design Parameters

The decision when to split is based on the allocation parameter $D_{\text {alloc }}^{l i m}$ and proximity parameter $D_{\text {prox }}^{l i m}$, as it was already discussed. They consider the extent of the initial PDF given by its covariance matrix, the extent of the collided state PDF and a small forecast into the future. If both parameters are over their thresholds, a split is executed. To find out the optimal set
of threshold values, the following points should be considered, which are trade-offs between computational speed, accuracy and smoothness:

1. Avoid splits, which have resulting Gaussians representing only small survived distribution parts.
2. Avoid splits, when the collision probability for one Gaussian of a split PDF is predicted to be small compared to the case of keeping one Gaussian.
3. Avoid splits after a previous split to keep a small amount of prediction tree branches or Gaussian Mixture Model components, respectively.
4. Produce high accuracy in collision probability magnitude and shape over predicted time.
5. Smooth transition in total collision probabilities from scenarios which have got executed splits and those which have not.

Especially the three last points show a high interplay between the decision variables and the splitting procedure. Conservative approximations show that the threshold values should be set to $D_{\text {prox }}^{l i m}=0.6$ and $D_{\text {alloc }}^{l i m}=0.2$ to avoid multiple splitting (list point 3). This set of parameters lead to bad accuracies and non-continuous transitions. Higher accuracies in magnitude and smoother transitions can be reached by decreasing thresholds, which will on the other hand increase the computational time, because of more scenarios with splits. A good compromise between all mentioned considerations have the following parameters $D_{\text {prox }}^{l i m}=0.1$ and $D_{\text {alloc }}^{l i m}=0.2$.

Until here, the collision event with static and dynamic collision regions as well as the determination of collided and non-collided state PDF's and magnitudes with truncation, conservation of momentum and splitting procedures were introduced. In the following section an alternative approach based on rates is outlined, which do not use any PDF shape truncation or adaptation techniques to calculate collision probabilities. In Sec. 4.8, the differences between the aforementioned and following model are outlined, to find out which model leads to satisfying results and works best as a foundation for investigations with a severity model.

### 4.7 Collision Event Rate

The collision event rate approach is an alternative approach next to the shape adapted survived state prediction process, introduced in the previous sections, to calculate the total collision probability. In contrast, this approach is heuristically determining the collision probability and bases on the rate formulation presented in Sec. 3.6. The simplification of this continuous time approach is that the shape adaptation of the survived state PDF over the predicted time horizon is not explicitly modeled. Therefore, only a heuristic rate function identifies instantaneously scene states of high criticality and provides a collision probability, which only holds for the current predicted time step without past PDF shape adaptations. Like in case of the truncating probability models, the magnitude will also be reduced by the survival probability.

The idea of a rate function for collision events was originally outlined in [129], where an overlap of the vehicle's Gaussian representation was implemented. Each Gaussian in the framework consists heuristically of a set of parameters describing motion uncertainties, sensor uncertainties and the shapes of two colliding vehicles. The strengths of this framework are its analytic-based calculations and its consideration of multiple other events in an additive way. Both aspects guarantee fast calculability and a foundation for incorporating further event types.

In contrast to [129], this approach uses the collision region formulation of Sec. 4.4 to disband the mixture of uncertainties and shape, so that now the Gaussian PDF is only used as a representation of the distributed vehicle centers.

As aforementioned, the rate formulation neglects the influence of a shape adaption due to events, so that the survived state PDF $p_{\mathrm{x}, \text { surv }}(\mathbf{x})$ is similar to the predicted state PDF $p(\mathbf{x}(t+s))$ without any event occurrences:

$$
p_{\mathrm{x}, \mathrm{surv}}(\mathbf{x}(t+s))=p(\mathbf{x}(t+s)) .
$$

Furthermore, according to Sec. 3.6, the total collision probability is determined by a collision rate $\tau_{\text {CoLL }}^{-1}(t+s)$, evaluating each time step separately. This rate takes a transformed overlap probability $P_{\mathrm{ov}} \in[0,1]$ representing the instantaneous collision probability in relative positional state space:

$$
\tau_{\mathrm{COLL}}^{-1}(t+s)=\tau_{\max }^{-1} \cdot \frac{1-\exp \left(\beta_{0} \cdot P_{\mathrm{ov}}(t+s)\right)}{1-\exp \left(\beta_{0}\right)}
$$

where the maximum rate $\tau_{\max }^{-1}$ and dimensionless slope $\beta_{0}$ are design parameters. The maximum rate $\tau_{\text {max }}^{-1}$ expands the co-domain of the overlap
probability to higher rates, which can better depict high collision probabilities and limits them to a maximum value for numerical reasons. The slope $\beta_{0}$ balances the errors created by a non-adapted survived state PDF and the progressive behavior of the "time-discrete event probability to event rate transformation" given in Eq. (3.26).

The overlap probability $P_{\text {ov }}$ is similarly calculated like the instantaneous collision probability in Sec. 4.5 for a predicted time point $t+s$, where $t=0$ without lost of generality. It takes the Minkowksi region $\mathbb{M}_{\mathrm{OCC}}^{i j}\left(\gamma^{i}(s), \gamma^{j}(s)\right)$, representing the area of collided points in the relative positional space, and the positional PDF $p(\mathbf{r}(s))=\mathcal{N}\left(\mathbf{r} ; \hat{\mathbf{r}}(s), \boldsymbol{\Sigma}_{\mathrm{r}}(s)\right)$ gained by marginalize over hidden variables or using $\mathbf{r}=\mathbf{C}^{i j} \mathbf{x}$ according to Eq. (4.4):

$$
P_{\mathrm{ov}}(s)=\int_{\mathbb{M}_{\mathrm{OCC}}^{i j}} p(\mathbf{r}) d \mathbf{r}
$$

This equation can be rewritten into an analytic expression by making a decomposition along the positional axes. Additionally, assuming parallel oriented shapes with a rectangular-shaped Minkowski region $\mathbb{M}_{\mathrm{OCC}}^{i j}=$ $\left[r_{\mathrm{x}}^{\min }, r_{\mathrm{x}}^{\max }\right] \times\left[r_{\mathrm{y}}^{\min }, r_{\mathrm{y}}^{\max }\right]$ and diagonal covariance matrices:

$$
\begin{aligned}
P_{\mathrm{ov}}(s)= & \int_{r_{\mathrm{x}}^{\min }}^{r_{\mathrm{x}}^{\max }} \int_{r_{\mathrm{y}}^{\text {min }}}^{r_{\mathrm{y}}^{\max }} \mathcal{N}\left(\mathbf{r} ; \hat{\mathbf{r}}(s), \boldsymbol{\Sigma}_{\mathrm{r}}(s)\right) d \mathbf{r} \\
= & \int_{r_{\mathrm{x}}^{\text {min }}}^{r_{\mathrm{x}}^{\max }} \mathcal{N}\left(r_{\mathrm{x}} ; \hat{r}_{\mathrm{x}}(s), \sigma_{\mathrm{r}, \mathrm{x}}^{2}(s)\right) d r_{\mathrm{x}} \cdot \int_{r_{\mathrm{y}}^{\min }}^{r_{\mathrm{y}}^{\max }} \mathcal{N}\left(r_{\mathrm{y}} ; \hat{r}_{\mathrm{y}}(s), \sigma_{\mathrm{r}, \mathrm{y}}(s)^{2}\right) d r_{\mathrm{y}} \\
= & \left(\Phi\left(\frac{r_{\mathrm{x}}^{\max }-\hat{r}_{\mathrm{x}}}{\sigma_{\mathrm{r}, \mathrm{x}}}\right)-\Phi\left(\frac{r_{\mathrm{x}}^{\min }-\hat{r}_{\mathrm{x}}}{\sigma_{\mathrm{r}, \mathrm{x}}}\right)\right) \cdot \ldots \\
& \ldots\left(\Phi\left(\frac{r_{\mathrm{y}}^{\max }-\hat{r}_{\mathrm{y}}}{\sigma_{\mathrm{r}, \mathrm{y}}}\right)-\Phi\left(\frac{r_{\mathrm{y}}^{\min }-\hat{r}_{\mathrm{y}}}{\sigma_{\mathrm{r}, \mathrm{y}}}\right)\right)
\end{aligned}
$$

Now, the collision rate can be calculated analytically and can be used to determine the total probability according to Eq. (3.24) of Sec. 3.6.

One can see that this approach is much shorter than the previous approach, but it is neglecting the PDF shape adaptation by already collided states. Therefore, the collision rate $\tau_{\text {COLL }}^{-1}$ is only an indicator and behaves more like a distance measure between the vehicles with consideration of
their geometrical shapes. This model was implemented in the motion planner published in [47].

### 4.8 Evaluation of Collision Probability Models

In the previous section different approaches were presented regarding the collision event between two vehicles. They distinguish especially in terms of the representation of the non-collided PDF part like one Gaussian, a Gaussian Mixture Model and without any adaption. Furthermore, they differ in terms of taking static and dynamic collision regions. These different alternatives are combined to three probability models chosen to compare their prediction behavior to a Monte Carlo Simulation with 10.000 particles and dynamic collision checks (dyn. MCS). The three probability models are as follows:

- Analytic truncation method for static collision region (Sec. 4.4.1) and event rate-based approach according to Sec. 4.7 without adapting the state PDF shape (ER - non adapt.).
- Analytic truncation method for static collision region (Sec. 4.4.1) and unimodal survival state PDF adaptation without split according to Sec. 4.6.1 (SC - unimodal).
- Analytic truncation method for dynamic collision region (Sec. 4.4.2) and multi-modal survival state PDF adaptation with splitting procedure according to Sec. 4.6.3 (DC - multi-modal).

The comparison of these models and their individual properties are highlighted in four different experiments considering overtaking scenarios with multiple models and different shapes, yield and not-yielding at an intersection scenario, velocity and lateral distance dependencies while overtaking and the influence of sampling times on the probability calculation.

### 4.8.1 Multi-Vehicle Overtaking Scenario

In the first scenario, the ego vehicle is behind a queue of two other standing vehicles on a neighbor lane and predicts an overtaking scenario on its own lane from left to right. The two other vehicles are a passenger car and a long truck standing on the right lane. All vehicles have a noisy
current state and are predicted with motion uncertainties. In Fig. 4.13, the predicted scenarios are shown depending on the collision probability model with their positional Gaussian $2 \sigma$-ellipse.
bottom) are depicted for several time steps. Figure 4.13: Predicted overtaking scenario with ego vehicle from left to right on the left lane and a passenger car
and a truck on the right lane. All scenarios have been initialized identically. The Monte Carlo particles (black dots)
and predicted Gaussian $2 \sigma$-ellipse of the ER-model (blue, top), the SC-model (orange, middle) and the DC-model (red,
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The non-adapted Gaussians of the event rate model (ER) enlarge slightly over time cause of the initial velocity distribution and an input acceleration noise in longitudinal and lateral direction. One can see that the Gaussian ellipses are adapted according to the foreseen collision in case of the static collision region (SC) and dynamic collision (DC) probability models, so that the drawn particles of the Monte Carlo Simulation (MCS) are well enclosed by the Gaussian ellipses. The nearly equal shapes of SC and DC models of the unimodal Gaussians are a consequence of the low relative velocities, so that the static and dynamic regions become very similar.

In Fig. 4.14, the top plots and the bottom left plot show the instantaneous collision, the time-course sensitive survival and the time-course sensitive collision probabilities for the overtaking scenario prediction. One can see that the ER-model is consequently overestimating the instantaneous collision probability and has a postponed time step of the maximum collision probability with one vehicle compared to the MCS reference. The ER-model overestimates the second crash probability with the long truck due to the multiple counting of Gaussian overlaps. Furthermore, its corresponding time-course sensitive survival probability curve has sharper decay and a deformed curve. This is the consequence of the non-shape-adapting ER model which is not considering shadowing effects produced by the first passenger vehicle - meaning, that a crash with the long truck in the scene would become less likely, because it is protected by the first vehicle in the row. Instead, the ER model's collision probability increases due to the enlarging overlaps as a consequence of enlarging non-truncated Gaussians. On the other hand, the calculation of the survival probability contradicts the shadow effects with its harder decreases so that this phenomenon is partly seen in the time-course sensitive event probability.

The collision probabilities for SC and DC provide a better fit to the MCS. The instantaneous collision, the survival and the time-course sensitive probabilities curves are very similar. In the plot at the bottom right corner, the evolution of the Hellinger Distance is depicted to quantify the similarity of the PDF given by the MC particles and the Gaussian approximations. Here, it is obvious that at the time steps when the biggest amount of particles are going to be removed, the Gaussian approximations fit less accurately. Nevertheless, the distance of SC- and DC-model with their adapting Gaussians have smaller Hellinger distance, which gives the highest similarity to the reference PDF. The ER model fits worst, because of the missing adaptation. The offset of the Hellinger Distance for small time steps is due to approximation issues of MC particles histograms.

This experiment shows that a removal of already collided PDF parts


Figure 4.14: Probability curves of overtaking scenario shown in Fig. 4.13 for dynamic Monte Carlo Simulation (dyn. MCS), event-rate based (ER), static collision region based (SC) and dynamic collision region based (DC) model. Top left: Instantaneous collision probability. Top right: time-course sensitive survival probability Probability. Bottom left: time-course sensitive collision probability. Bottom right: Hellinger Distance between the MCS particles and the respective Gaussian distributions. The quantity curves of the SC- and the DC-model approximate best the MCS baseline.
by the Gaussian truncation process leads to a better fit of probability curves and PDF shapes compared to MCS. With the shape adaptation it is possible to represent shadowing effects and to avoid overestimations of bigger dimensioned vehicles, which both increases the prediction accuracy.

### 4.8.2 Two-Vehicle Intersection Scenario

The second experiment is a prediction of two oncoming vehicles at an intersection. The probability curves and the corresponding scenario prediction are depicted in Fig. 4.15 and in Fig. 4.16 for the ER-, SC- and


Figure 4.15: Probability curves of overtaking scenario shown in Fig. 4.16 for dynamic Monte Carlo Simulation (dyn. MCS), event-rate based (ER), static collision region based (SC) and dynamic collision region based (DC) model. Top left: Instantaneous collision probability. Top right: time-course sensitive survival probability. Bottom left: time-course sensitive collision probability. Bottom right: Hellinger Distance between the MCS particles and the respective Gaussian distribution. The DC model fits best in shape and magnitude for this scenario because of the splitting of its PDF into two Gaussians.

DC-model. In contrast to the aforementioned experiment, the DC-model splits the Gaussian into two Gaussian evolutions, each representing one single scenario either yielding or not yielding. The multi-modality of the DC model shows significant better performance in terms of PDF shape accuracy with a smaller Hellinger Distance $D_{\text {hell }}$ to the MCS than the ER- or SC- model without splits. Also the DC-model magnitudes for instantaneous, time-course sensitive survival and time-course sensitive event probability curves show overestimation of the predicted probability but it fits best to MCS than the other models.



### 4.8.3 Two-Vehicle Overtaking Scenario

The scene of the two-vehicle overtaking scenario is similar to the first experiment with an oncoming ego vehicle on the left lane and another standing vehicle on the right lane, but without the long truck. In this experiment, the total collision probability, the sum of the time-course sensitive probability of each time step, is calculated depending on the relative velocity and the lateral distance of both vehicle centers. The potential fields produced by all models are shown in Fig. 4.17.

The total collision probability potential field on the top left corresponds to the Monte Carlo Simulation with dynamic collision region as reference. This plot shows, that the collision probability increases with the relative velocity, if the vehicle has small lateral distances to the other vehicle. For small relative velocities, there is more time left to leave the lane or move apart from each other to avoid a collision. If the lateral distance between the vehicles is high enough, the phenomenon will turn around: the total collision probability decreases with higher relative speed. This can be explained by the fact that two vehicles driving next to each other with similar speed, have more time to make a critical maneuver to the side towards the other vehicle comparing to a scenario where one vehicle overtakes the other during a short predicted time interval.

The top right picture of Fig. 4.17 shows the potential field of the nontruncating ER model. This model shows the property that the total collision probability decreases with higher velocity for all lateral distances. This is due to the multiple counting of collision overlaps for low relative velocities and could lead to fatal mis-interpretation of vehicles in a following-like scene, where a risk-based planner could be forced to drive faster and to collide instead of slowing down. As a consequence, the ERmodel cannot ensure safety in following scenarios.

In contrast to the ER-model, the SC-model with truncation shows better performance in the car-following scene (bottom left of Fig. 4.17). In case of small lateral distances, the total probability is nearly constant over a wide range of relative velocities. Only for small relative velocities it overestimates significantly the total collision probability compared to the MCS reference. This overestimation is a result of the remaining part of the survived PDF inside the collision region, which becomes even worse in cases, where the unimodal Gaussian PDS center is located into the collision region and widened (compared to Fig. 4.9).


Figure 4.17: Total collision probability depending on relative lateral distance and relative velocity for Monte Carlo Simulation/MCS (top left), event-rate/ER (top right), static collision region/SC (bottom left) and dynamic collision region (DC) based models (bottom right). One can see that the potential field of the DC-model with its splitting procedure and dynamic collision region fits best to the MCS.

In the bottom right corner of Fig. 4.17, the DC-model with split has similar behavior like the dynamic MCS. The only disadvantage is the discontinuous transition from split to non-split probability estimations. Nevertheless, the DC-model with split shows the best fit like in the two experiments before.

### 4.8.4 Sampling Time Dependency

In the last experiment, the influence of the time interval $\Delta t$ between two subsequent prediction steps is shown exemplarily for one predicted overtaking scenario, where the DC-model does not split the Gaussian PDF. In Fig. 4.18 on the left side, the magnitudes for all four models are shown. One can see that the Monte Carlo Simulation (MCS) has a nearly constant total probability over the sampling time. The event rate model (ER) without truncation has a strong dependency on the sampling time, beginning at a high total collision probability of one, so that a crash is certain and falling down to zero for very high sampling times, where the prediction "jumps" from collision detection to missed detections. The same sampling issues are also the reason for the wavy character around $\Delta t=1 \mathrm{~s}$. The DC-model with dynamic collision region is slighty decreasing for sampling time intervals up to $1 s$ and raises for higher sampling times. It does not fall down to zero like the ER- and SC-model with its static collision region. For small time steps, the magnitudes of DC and SC model are very similar, because there dynamic collision regions converges to the static collision region. For higher sampling time steps, the static region approximation leads to underestimations like the ER model.

The right plot of Fig. 4.18 shows the maximum appearing Hellinger Distance over the full prediction horizon, i.e., the highest shape dissimilarities of predicted survived state PDF's. The ER-model has the highest Hellinger Distance, which is like aforementioned a problem of missing truncations. With the SC- and DC- model, the PDF has similar distances, with exception of the cases where the collisions are not detected.

All in all, the DC-model is most robust in magnitude and shape against sampling time interval changes due to the usage of the dynamic collision region. The ER-model shows some very good constant collision probability values for small sampling times but can lead to very big differences or even missed detections.


Figure 4.18: Influence on probability calculation and shape similarity by changing sampling time $\Delta t$ in a narrow overtaking scenario without any PDF splits for dynamic Monte Carlo Simulation (MCS), event rate based (ER), dynamic collision region (DC) and static collision region (SC) models. Left: Total probability over the predicted horizon. Right: Maximal Hellinger distance of the survived Gaussian state PDF's to the survived particle distribution of the MCS. Probability models with static collision regions have detection lacks which becomes stronger for high sampling times. The DC model is more robust against sampling times than the ER and SC model.

### 4.9 Conclusion

This chapter presents many alternatives to calculate a collision probability for a risk-based motion planning framework. It started by a general consideration for time discrete systems to detect collisions during a prediction process and ended by a comparison between all derived models. The contributions of this chapter are as follows:

- A dynamic collision region in state space for two polygonal vehicles imitating continuous time collision detection in a time-discrete framework.
- Gaussian analytic truncation techniques in state space for static and dynamic collision regions, which outperform stochastic integration techniques like the Monte Carlo simulation in time and accuracy. They can detect collisions sufficiently well over a wide range of magnitudes and velocities in case of the dynamic collision region.
- An analytic method to determine the survived Gaussian state PDF
based on the conservation of stochastic momentum, which has a high accuracy in cases where the moderate distance between collision regions and PDF's. This method is published in [110].
- An extension of the analytic method to determine the survived Gaussian PDF which transforms the unimodal Gaussian PDF into a bimodal Gaussian Mixture Model according to an allocation forecast variable and a proximity variable to represent cases like the yielding and not yielding at an intersection or left and right overtaking along a highway.
- A rate-based model with simple heuristic probability calculations for a risk-ware driver model in parallel lane scenarios.

The findings of different collision probability models in the experiments are summarized as follows:

- Probability models with dynamic collision regions, instead of static region are more robust against sampling time issues.
- Adaptations of the survived state PDF by removing already collided parts can represent shadowing effects e.g. vehicles in a row. They are robust against overestimation for big-sized objects and avoid overestimations in case of small relative velocities of two vehicles. Further investigations have been published in [110].
- Splitting Gaussian procedures increase the accuracy of total collision probability and PDF shapes in a wide range of scenes and can represent simultaneously different predicted scenarios along one prediction like yielding or not yielding.
- For high lateral distances in an overtaking scenario, the total collision probability decreases with the increase of the relative velocity, because of smaller likelihood of steering to the occupied lane.
- The dynamic region based model with splitting technique for the survived state PDF can best approximate the probability of a Monte Carlo Simulation in scenarios with multiple objects of different size, at intersections or with overtaking maneuvers.

The collision event itself is complemented by the severity model in Ch. 6 to obtain the full risk evaluation for the motion planner. Behavior with only constant severity, where the collision probability model guides the behavior is shown in Ch. 7.

## 5 Other Events

### 5.1 Distributed Events

The second type of events outlined in this thesis is strongly related to the collision event. For determining the probability of a collision event, a binary indicator was used, which detects whether a scene state has a shape overlap or not: true or false. In contrast, the event detection model for distributed collision changes its binary character to a real probability with values between zero and one. So a collision event $e_{\text {Occ }}$ in a single scene state has a likelihood of taking place. This is useful to predict possible events with partially known information or with many uncountable objects in the scene. Some examples are given here:

- Crashes with unknown existence of objects e.g. in covered regions behind curves or house corners where traffic participants could appear.
- Crashes of non-detected objects due to weather conditions like raining or fog like it is depicted in Fig. 5.1
- Quasi-distributed dynamical objects e.g. for crisscross walking pedestrian groups, where each pedestrians location seems to be very fuzzy.
- Crashes with quasi-distributed static objects in case of highly dynamical ego behavior e.g. for after crash scenarios, where the ego vehicle looses control and could crash with surrounding objects.

In the following, the approach and a short evaluation is outlined.

### 5.1.1 Approach

For one vehicle in such a quasi homogeneous distributed object area, an event rate $\tau_{\mathrm{OCC}}^{-1}\left(\mathbf{x}_{k}^{i}\right)$ is defined, which depends on the current state $\mathbf{x}_{k}^{i}$ and a constant factor $\rho_{\text {DISTR }}$ representing the distributed object area. The


Figure 5.1: Ego vehicle scene under bad-view conditions with fallen tree on the road. Ego vehicle assumes homogeneously distributed objects on the road.
factor $\rho_{\text {DISTR }}$ is similar to a liquid density, so that an object flow rate $\mathbf{s}^{i}$ through the frontal vehicle side with width $w_{\text {veh }}$, represented by the moving direction $\mathbf{s}^{i}=\left[\cos \left(\gamma^{i}\right), \sin \left(\gamma^{i}\right)\right]^{T}$, determines the event rate $\tau_{\text {OCC }}^{-1}\left(\mathbf{x}_{k}^{i}\right)$ :

$$
\begin{align*}
\tau_{\mathrm{OCC}}^{-1}\left(\mathbf{x}_{k}\right) & =\lim _{\Delta t \rightarrow 0} \frac{\Delta N_{\mathrm{COLL}}}{\Delta t}=w_{\mathrm{veh}} \rho_{\mathrm{DISTR}}\left(\mathbf{s}^{i}\right)^{T} \mathbf{v}_{k}^{i}  \tag{5.1}\\
& =\mathbf{n}_{\text {flow }}^{T} \mathbf{x}_{k}
\end{align*}
$$

where the flow vector $\mathbf{n}_{\text {flow }} \in \mathbb{R}^{n}$ simplifies the first row of Eq. (5.1).
The distributed event rate $\tau_{\text {OCC }}^{-1}\left(\mathbf{x}_{k}^{i}\right)$ provides the desired instantaneous distributed event probability $p\left(e_{\mathrm{OCC}} \mid \mathbf{x}_{k}\right)$ according to Eq. 3.25:

$$
p\left(e_{k}=e_{\mathrm{OCC}} \mid \mathbf{x}_{k}\right)=1-\exp \left(-\tau_{\mathrm{OCC}}^{-1}\left(\mathbf{x}_{k}\right) \Delta t\right)=1-p\left(e_{k}=\neg e_{\mathrm{OCC}}\right)
$$

Here, a constant velocity $\mathbf{v}_{k}^{i}$ which is positive oriented according to the vehicle orientation, so that $\mathbf{n}_{\text {flow }}^{T} \mathbf{x}_{k}>0$.

For a given normal distributed a priori state with probability density function (PDF) written as $p\left(\mathbf{x}_{k}\right)=\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{k}\right)$, the collided state PDF $p\left(\mathbf{x}_{k} \mid e_{k}=e_{\mathrm{OCC}}\right)$ is determined according to:

$$
\begin{aligned}
p\left(e_{k}=e_{\mathrm{OCC}}\right) & =\int_{\mathbb{R}^{n}} p\left(e_{k}=e_{\mathrm{OCC}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k} \\
& =1-\int_{\mathbb{R}^{n}} \exp \left(-\tau_{\mathrm{OCC}}^{-1}\left(\mathbf{x}_{k}\right) \Delta t\right) \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{k}\right) d \mathbf{x}_{k} \\
& =1-\exp \left(-\mathbf{n}_{\text {flow }}^{T} \hat{\mathbf{x}}_{k}+\frac{1}{2} \mathbf{n}_{\text {flow }}^{T} \boldsymbol{\Sigma}_{k} \mathbf{n}_{\text {flow }}\right)
\end{aligned}
$$

Taking the event detection model for distributed states provides the collided state PDF:

$$
\begin{align*}
p\left(\mathbf{x}_{k} \mid e_{k}=e_{\mathrm{OCC}}\right) & =\frac{p\left(e_{k}=e_{\mathrm{OCC}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right)}{p\left(e_{k}=e_{\mathrm{OCC}}\right)}  \tag{5.2}\\
& \propto\left(1-\exp \left(-\mathbf{n}_{\mathrm{flow}}^{T} \mathbf{x}_{k}\right)\right) \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \mathbf{\Sigma}_{k}\right) \\
& =\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \mathbf{\Sigma}_{k}\right)-\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}-\boldsymbol{\Sigma}_{k} \mathbf{n}_{\mathrm{flow}}, \mathbf{\Sigma}_{k}\right)
\end{align*}
$$

The last line of Eq. (5.2) can be calculated by taking the equations for conservation of stochastic momentum according to Eq. (A.8) to obtain non-negative PDF values, which ends up in the following formulas for the collided state PDF $p\left(\mathbf{x}_{k} \mid e_{k}=e_{\mathrm{OCC}}\right)=\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{\text {DISTR }, k}, \boldsymbol{\Sigma}_{\mathrm{DISTR}, k}\right)$ :

$$
\begin{aligned}
\hat{\mathbf{x}}_{\mathrm{DISTR}, k}= & \hat{\mathbf{x}}_{k}+\frac{p\left(e_{k}=\neg e_{\mathrm{OCC}}\right)}{p\left(e_{k}=e_{\mathrm{OCC}}\right)} \boldsymbol{\Sigma}_{k} \mathbf{n}_{\mathrm{flow}} \\
\boldsymbol{\Sigma}_{\mathrm{DISTR}, k}= & \frac{1}{p\left(e_{k}=e_{\mathrm{OCC}}\right)}\left(\boldsymbol{\Sigma}_{\mathrm{x}, k}+\hat{\mathbf{x}}_{k} \hat{\mathbf{x}}_{k}^{T}\right)-\hat{\mathbf{x}}_{\mathrm{DISTR}, k} \hat{\mathbf{x}}_{\mathrm{DISTR}, k}^{T}-\cdots \\
& \cdots-\frac{p\left(e_{k}=\neg e_{\mathrm{OCC}}\right)}{p\left(e_{k}=e_{\mathrm{OCC}}\right)}\left(\boldsymbol{\Sigma}_{\mathrm{x}, k}+\left(\boldsymbol{\Sigma}_{k} \mathbf{n}_{\mathrm{flow}}\right)\left(\boldsymbol{\Sigma}_{k} \mathbf{n}_{\mathrm{flow}}\right)^{T}\right) .
\end{aligned}
$$

The non-collided PDF is a Gaussian distribution with $p\left(\mathbf{x}_{k} \mid \neg e_{\mathrm{OcC}}\right)=$ $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}-\boldsymbol{\Sigma}_{k} \mathbf{n}_{\text {flow }}, \boldsymbol{\Sigma}_{k}\right)$. Compared to the initial PDF $\mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{k}\right)$, there is only a shift in the mean due to the fact that higher velocities have a higher flow rate and therefore the associated PDF parts are more flattened compared to those with slower velocity states.

Anyway, the intentions after a crash changes to:

$$
p\left(I_{k+1} \mid \mathbf{I}_{k}, e_{k}=e_{\mathrm{OCC}}\right)=\delta\left(I_{k+1}^{i}-I_{\text {nonctr1 }}^{i}\right) \quad \forall i \in\left\{1, \ldots, N_{\mathrm{o}}\right\}
$$

The severity of these distributed events $c_{\mathrm{OCC}}\left(\mathrm{x}_{k}\right)$ depends on the assumed distribution partners in the crowd. A corresponding severity model is shown in the next chapter (Ch. 6). The impact of an appropriate severity model on the behavior of a motion planner is shown in Sec. 7.5.

### 5.1.2 Evaluation

For validating the analytic calculation of the Gaussian approximation method, the Monte Carlo Simulation (MCS) with 10k particles is taken as reference. At the top of Fig. 5.2 the $r_{\mathrm{x}}, v_{\mathrm{x}}$-diagram is shown with particles and $2 \sigma$-ellipses of the Gaussian PDF's. One can see that the Gaussian ellipses are perfectly fitting the MCS particles. The similarity of both PDF's


Figure 5.2: Prediction of Gaussian PDF in a homogeneous distributed collision area with $\rho_{\text {DISTR }}=0.05 m^{-2}$ and $w_{\text {veh }}=2 m$. Top: Monte Carlo particles and Gaussian ellipses in $r_{\mathrm{x}}, v_{\mathrm{x}}$-space over multiple prediction steps. Bottom left: Hellinger distance over predicted time index $k$. Bottom right: Curves of instantaneous (inst.), time-course sensitive (tcs.) event and survival (surv.) probability for analytic Gaussian adaptation and Monte Carlo Simulation.
is also visible in the diagram for the Hellinger Distance (bottom left), where the similarity is nearly constant at a very low level. The difference from a perfect fit with zero Hellinger Distance is due to the approximating histograms for MCS particles. In the right bottom corner of Fig. 5.2, one can seen that also the curves for instantaneous, time-course-sensitive survival and event probabilities are fitting perfectly.

### 5.2 Dynamical State Restriction

The events which are discussed in the previous sections and chapters represent state changes which occur during interacting with others like in a collision and which are producing damage and harms. Another type of events is given by dynamical state restrictions $e_{\text {SR }}$ which do not involve any costs but which provoke an adaptation of the predicted states. An example is a speed limitation to maximum or minimum speed given by a maximum engine power or a missing reverse gear, respectively. They both exclude some physical states and flag some as unreachable. These examples of a dynamical state restriction are related to intrinsic dynamic limitations in the motion model.

The approach bases on the idea to not implement directly the impossible-achieving states into the motion model, rather to outcast them and treat them separately. The advantage is that simple motion models can be applied without considering these state restrictions, as long as there are representable by hyperplanes. To do so, the states, which raise state restrictions after applying the transition with the motion model are adapted and are projected onto the linear restriction like it is depicted in Fig. 5.3 and outlined in the next sections. For example, in case of a maximum speed limitation through engine power, the motion planner predicts the states according to the applied motion model with a fixed acceleration for all states in the distribution described in the probability density function (PDF). Some parts of the PDF with velocities higher than the maximum possible speed are then adapted in a way, that the velocity of the projected states has got maximum speed.

### 5.2.1 Adaptation of State Probability Density Function

Assuming a linear state restriction $\mathbf{a}^{T} \mathbf{x} \geq b$, defined by a hyperplane with normalized normal vector a showing into the forbidden state region and the hyperplane shift $b$, a projection onto the border to a new state $\mathbf{x}_{a d p, k}$ will be executed only if the state $\mathbf{x}_{k}$ raises the linear restriction. The probability $p\left(e_{k}=e_{\mathrm{SR}} \mid \mathbf{x}_{k}\right)$, whether the raising restriction event $e_{\mathrm{SR}}$ happen is similar to an indication on which side of the border the current state $\mathbf{x}_{k}$ is located:

$$
\begin{equation*}
p\left(e_{k}=e_{\mathrm{SR}} \mid \mathbf{x}_{k}\right)=\sigma\left(\mathbf{a}^{T} \mathbf{x}_{k}-b\right) . \tag{5.3}
\end{equation*}
$$



Figure 5.3: State probability truncation approach based on an unimodal Gaussian PDF and a linear restriction boundary showing into the non-allowed state space. The approach starts at the upper left corner (step 1) and continues in clockwise manner. The part of the Gaussian PDF which is on the right side of the boundary will be separated by executing a split of the initial Gaussian (step 2 ), before the resulting part behind the linear boundary is projected onto the border (step 3) and is finally merged with the non-split PDF (step 4).

The counter probability is $p\left(e_{k}=\neg e_{\mathrm{SR}} \mid \mathbf{x}_{k}\right)=1-p\left(e_{k}=e_{\mathrm{SR}} \mid \mathbf{x}_{k}\right)$. States $\mathrm{x}_{k}$ behind the restriction hyperplane are projected onto a new adapted state $\mathbf{x}_{a d p, k}$ on the linear border. The corresponding state adaptation functions for non-event engaged state PDF is as follows:

$$
\begin{equation*}
p\left(\mathbf{x}_{a d p, k} \mid \mathbf{x}_{k}, e_{k}=\neg e_{\mathrm{SR}}\right)=\delta\left(\mathbf{x}_{a d p, k}-\mathbf{x}_{k}\right) \tag{5.4}
\end{equation*}
$$

The event engaged state PDF $p\left(\mathbf{x}_{a d p, k} \mid \mathbf{x}_{k}, e_{k}=e_{\mathrm{SR}}\right)$ is the projection onto
the restriction plane:

$$
\begin{align*}
p\left(\mathbf{x}_{a d p, k} \mid \mathbf{x}_{k}, e_{k}=e_{\mathrm{SR}}\right) & =\delta\left(\mathbf{x}_{a d p, k}-\mathbf{x}_{k}+\mathbf{a}\left(\mathbf{a}^{T} \mathbf{x}_{k}-b\right)\right) \\
& =\delta(\mathbf{x}_{a d p, k}-\underbrace{\left(\mathbf{E}-\mathbf{a a}^{T}\right)}_{\tilde{\mathbf{A}}} \mathbf{x}_{k}-\underbrace{b \mathbf{a}}_{\tilde{\mathbf{b}}}) \tag{5.5}
\end{align*}
$$

where in the last row it becomes obvious that the transformation associated with the adaptation is affine with a matrix $\tilde{\mathbf{A}}$ and a shifting vector $\tilde{\mathbf{b}}$.

Because these adapted states $\mathbf{x}_{a d p, k}$ are only being shifted and are not being removed, the survival probability won't be reduced by this event. The overall adapted distribution $p\left(\mathbf{x}_{\text {adp }, k}\right)$ is calculated by marginalizing over the state restriction event $e_{\mathrm{SR}}$ and the initial state $\mathbf{x}_{k}$ :

$$
\begin{align*}
p\left(\mathbf{x}_{a d p, k}\right)= & \int_{\mathbb{R}^{n}} p\left(\mathbf{x}_{a d p, k} \mid \mathbf{x}_{k}, e_{k}=e_{\mathrm{SR}}\right) p\left(e_{k}=e_{\mathrm{SR}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k}+\ldots \\
& \cdots+\int_{\mathbb{R}^{n}} p\left(\mathbf{x}_{a d p, k} \mid \mathbf{x}_{k}, e_{k}=\neg e_{\mathrm{SR}}\right) p\left(e_{k}=\neg e_{\mathrm{SR}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k} . \tag{5.6}
\end{align*}
$$

Taking the adaptation model in Eq. (5.4), the counter probability $p\left(e_{k}=e_{\mathrm{SR}} \mid \mathbf{x}_{k}\right)$ and assuming a Gaussian state PDF $p\left(\mathbf{x}_{k}\right)=\mathcal{N}\left(\mathbf{x} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{\mathbf{x}, k}\right)$, the first term of the overall adapted states $p\left(\mathbf{x}_{a d p, k}\right)$ can be approximated by using the truncation formulas given in Eq. (A.10):

$$
\begin{array}{r}
\int_{\mathbb{R}^{n}} p\left(\mathbf{x}_{a d p, k} \mid \mathbf{x}_{k}, e_{k}=\neg e_{\mathrm{SR}}\right) p\left(e_{k}=\neg e_{\mathrm{SR}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k}=\ldots \\
\ldots=\sigma\left(b-\mathbf{a}^{T} \mathbf{x}_{a d p, k}\right) \mathcal{N}\left(\mathbf{x}_{a d p, k} ; \hat{\mathbf{x}}_{k}, \boldsymbol{\Sigma}_{k}\right) \\
\stackrel{(\mathrm{A} .10)}{\approx} \pi_{k}^{-} \mathcal{N}\left(\mathbf{x}_{a d p, k} ; \hat{\mathbf{x}}_{k}^{-}, \boldsymbol{\Sigma}_{k}^{-}\right), \tag{5.7}
\end{array}
$$

where $\pi_{k}^{-}$is equal to the counter event probability $p\left(e_{k}=\neg e_{\mathrm{SR}}\right), \hat{\mathbf{x}}_{k}^{-}$ is the mean state vector and $\boldsymbol{\Sigma}_{k}^{-}$is the state covariance matrix of the approximated Gaussian PDF within the free space. Note, that comparing to Eq. (5.3) the signs of the hyperplane parameters within the step function have changed.

The second term of Eq. (5.6) is calculated in a similar way but with a different calculation order. In the first algorithm step, the Gaussian

PDF $p\left(\mathbf{x}_{k}\right)$ is truncated by the step function of the probability model of Eq. (5.3) and in the second step, the adaptation model of Eq. (5.5) is applied:

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} p\left(\mathbf{x}_{a d p, k} \mid \mathbf{x}_{k}, e_{\mathrm{SR}}\right) p\left(e_{\mathrm{SR}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k}=\ldots \\
& \ldots=\int_{\mathbb{R}^{n}} p\left(\mathbf{x}_{a d p, k} \mid \mathbf{x}_{k}, e_{\mathrm{SR}}\right) \sigma\left(\mathbf{a}^{T} \mathbf{x}_{k}-b\right) \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}, \mathbf{\Sigma}_{k}\right) d \mathbf{x}_{k} \\
& \stackrel{(\mathrm{~A} .10)}{\approx} \int_{\mathbb{R}^{n}} \delta\left(\mathbf{x}_{a d p, k}-\tilde{\mathbf{A}} \mathbf{x}_{k}-\tilde{\mathbf{b}}\right) \pi_{k}^{+} \mathcal{N}\left(\mathbf{x}_{k} ; \hat{\mathbf{x}}_{k}^{+}, \mathbf{\Sigma}_{k}^{+}\right) d \mathbf{x}_{k} \\
&=\pi_{k}^{+} \mathcal{N}\left(\mathbf{x}_{a d p, k} ; \tilde{\mathbf{A}} \hat{\mathbf{x}}_{k}^{+}+\tilde{\mathbf{b}}, \tilde{\mathbf{A}} \boldsymbol{\Sigma}_{k}^{+} \tilde{\mathbf{A}}^{T}\right) \tag{5.8}
\end{align*}
$$

Substituting the solutions given in the eq.'s (5.7) and (5.8) for the split PDF parts into Eq. (5.6) will provide the distribution of the adaptive states $p\left(\mathbf{x}_{a d p, k}\right)$. Next to the two truncation approximations in Eq. (5.7) and Eq. (5.8), the method conserving the stochastic momentum according to Eq. (A.8) approximate the two Gaussian by merging them into one unimodal Gaussian distribution $\mathcal{N}\left(\mathbf{x}_{a d p, k} ; \hat{\mathbf{x}}_{k}^{a d p}, \boldsymbol{\Sigma}_{k}^{a d p}\right)$ :

$$
\begin{aligned}
p\left(\mathbf{x}_{a d p, k}\right) & =\pi_{k}^{+} \mathcal{N}\left(\mathbf{x}_{a d p, k} ; \tilde{\mathbf{A}} \hat{\mathbf{x}}_{k}^{+}+\tilde{\mathbf{b}}, \tilde{\mathbf{A}} \boldsymbol{\Sigma}_{k}^{+} \tilde{\mathbf{A}}^{T}\right)+\pi_{k}^{-} \mathcal{N}\left(\mathbf{x}_{a d p, k} ; \hat{\mathbf{x}}_{k}^{-}, \boldsymbol{\Sigma}_{k}^{-}\right) \\
& \approx \mathcal{N}\left(\mathbf{x}_{a d p, k} ; \hat{\mathbf{x}}_{k}^{a d p}, \boldsymbol{\Sigma}_{k}^{a d p}\right)
\end{aligned}
$$

The parameters of the adapted state Gaussian PDF $p\left(\mathbf{x}_{a d p, k}\right)$ are calculated as follows:

$$
\begin{aligned}
\hat{\mathbf{x}}_{k}^{a d p}= & \pi_{k}^{+} \cdot\left(\tilde{\mathbf{A}} \hat{\mathbf{x}}_{k}^{+}+\tilde{\mathbf{b}}\right)+\pi_{k}^{-} \cdot \hat{\mathbf{x}}_{k}^{-} \\
\boldsymbol{\Sigma}_{k}^{a d p}= & \pi_{k}^{+}\left(\tilde{\mathbf{A}} \boldsymbol{\Sigma}_{k}^{+} \tilde{\mathbf{A}}^{T}+\left(\tilde{\mathbf{A}} \hat{\mathbf{x}}_{k}^{+}+\tilde{\mathbf{b}}-\hat{\mathbf{x}}_{k}^{a d p}\right)\left(\tilde{\mathbf{A}} \hat{\mathbf{x}}_{k}^{+}+\tilde{\mathbf{b}}-\hat{\mathbf{x}}_{k}^{a d p}\right)^{T}\right)+\ldots \\
& \cdots+\pi_{k}^{-}\left(\boldsymbol{\Sigma}_{k}^{-}+\left(\hat{\mathbf{x}}_{k}^{-}-\hat{\mathbf{x}}_{k}^{a d p}\right)\left(\hat{\mathbf{x}}_{k}^{-}-\hat{\mathbf{x}}_{k}^{a d p}\right)^{T}\right)
\end{aligned}
$$

A big advantage of this approach is that the previously described split-adaptation- merge procedure would not let grow the number of Gaussians in a Gaussian Mixture Model, so it keeps the computational effort constantly.

The intentions of the traffic participants are not changing according to this event as shown in the extended Bayesian network of Fig. 5.4 represented by the dynamical state restriction event $e_{\text {SR }}$ and the intention vector $\mathbf{I}_{k}$.


Figure 5.4: Bayesian network in case of a state restriction event $e_{\text {SR }}$. A new variable $\mathbf{x}_{a d p, k}$ is introduced which post-adapts the predicted states involved in the event before the other events at the predicted time step $k$ are indicated.

### 5.2.2 Evaluation

In the evaluation of the Gaussian adaptation method for state restrictions a Monte Carlo Simulation (MCS) with 10k particles is applied as the reference. For this a braking trajectory is predicted, which will calculate negative velocities in future time steps. To not forecast states with negative speed, a plane with $v_{\mathrm{x}} \leq 0$ functions as the state restriction is defined. In Fig. 5.5 on the top row, the uncertain state evolution is shown, where the Gaussians $2 \sigma$ ellipses are adapted in a way, that the main PDF parts stay within the space $x$ of positive velocities. Because this event does not produce any critical outcome, the instantaneous probability stays zero, so that the survival probability is constantly at one (bottom right of fig. 5.5).

The similarity of the Gaussian PDF and the particle representation stays on a high level with low Hellinger Distance over the full prediction horizon (bottom left). The approach leads to high shape similarities also for states which are being highly adapted. All in all, the state restriction adaptation is a very good approximation for a Monte Carlo Simulation.


Figure 5.5: Prediction of a braking trajectory with acceleration $a_{\mathrm{x}}=-3 \mathrm{~m} /$ $s^{2}$, initial mean velocity $v_{\mathrm{x}}(k=0)=15 \mathrm{~m} / \mathrm{s}$ and a state restriction $v_{\mathrm{x}}(k) \leq 0$. Top: Monte Carlo Simulation (MCS) particles and Gaussian $2 \sigma$-ellipses in $r_{\mathrm{x}}, v_{\mathrm{x}}$ space. Bottom left: Hellinger Distance over predicted time step $k$. Bottom right: Instantaneous (inst.), time-course sensitive (tcs.) and survival (surv.) probability curves for analytic Gaussian adaptation and MCS over time step $k$, which are not affected by this adaptation.

### 5.3 Escape Event

A special case of an event type is the escape event $e_{\mathrm{ESC}}$, first mentioned in [129]. It does not really depict a criticality, it is rather a change of future scene evolutions. The escape event models the following three aspects:

- It represents the ego vehicle's ability to leave the predicted trajectory or scene evolution at any predicted time point and to move into a safe state or into states, which are not producing any costs as one can see in Fig. 5.6.
- It represents a change of scene evolution through random unforeseeable influences like act of nature or abruptly changed driver intentions, which won't lead to further critical events.


Figure 5.6: Ego vehicle scene with escaping events to the right and left along the predicted trajectory in the middle of the lane.

- It weights earlier predicted time points higher than time points later in future similarly to the decreasing time factor in [171] or for different criticality measures in [48].

The last task of reducing the importance of future time points is a reinforced consequence of the first and second effect. It helps to let the planner focus on the utility and critical events with their costs nearer in future and limits the predicted time horizon in a smooth way.

To ensure that the escape event won't be a counterweight for other critical events in the trajectory evaluation, the escape risk has two properties:

1. The instantaneous probability of an escape event is constant over the predicted time, independent of time, state or input values.
2. The escape risk is always smaller or equal than other critical event risks.

In a scene where no other critical event will happen, the first property of state and input independence guarantees that the planner haven't got ability to change the probability of escaping events. Therefore, trajectories cannot be planned in a way that escaping events are avoided or reinforced. The second condition ensures that in a scene with other threats, the associated event risks are always weighted higher than the escaping event risk, doesn't matter how small their anticipated risks are. Because of that reason, the planner will always focus on avoiding proper critical events or at least weight them against utilities and costs. To not let these risks being weighted out by escaping risk, the risk has to be zero.

The escape event probability is represented by a constant escape event rate $\tau_{\text {ESC }}^{-1}$, which is independent of state $\mathbf{x}_{k}$, so that the probability for a
prediction time interval $\Delta t$ is according to Eq. (3.25) as follows:

$$
\begin{aligned}
p\left(e_{k}=e_{\mathrm{ESC}} \mid \mathbf{x}_{k}\right) & =1-\exp \left(-\int_{0}^{\Delta t} \tau_{\mathrm{ESC}}^{-1} d t\right)=1-\exp \left(-\tau_{\mathrm{ESC}}^{-1} \Delta t\right) \\
& =1-p\left(e_{k}=\neg e_{\mathrm{ESC}} \mid \mathbf{x}\right)
\end{aligned}
$$

The non-event state $\operatorname{PDF} p\left(\mathbf{x}_{k} \mid e_{k}=\neg e_{\text {ESC }}\right)$ is similar to the initial state PDF $p\left(\mathbf{x}_{k}\right)$ :

$$
p\left(\mathbf{x}_{k} \mid e_{k}=\neg e_{\mathrm{ESC}}\right)=\frac{p\left(e_{k}=\neg e_{\mathrm{ESC}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right)}{\int_{\mathbb{R}^{n}} p\left(e_{k}=\neg e_{\mathrm{ESC}} \mid \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k}}=p\left(\mathbf{x}_{k}\right)
$$

That's why the state PDF shape does not change when escaping events appear. The influence is depicted in Fig. 5.7.

Because the instantaneous event probability $p\left(e_{k}=e_{\mathrm{ESC}} \mid \mathbf{x}_{k}\right) \neq 0$, the severity has to be set to zero to satisfy the above stated zero-risk property:

$$
c_{\mathrm{ESC}}\left(\mathbf{x}_{k}\right)=0
$$

As a consequence, the instantaneous mean costs $\hat{c}_{\text {ESC }}$ are zero.
After leaving the predicted scene evolution, the ego vehicle and all other traffic participants are able to reach a safe state without any further event. The influence of the escape event on the next state $\mathbf{x}_{k+1}$ and intention vector $\mathbf{I}_{k+1}$ is simplified by assuming that all traffic participants immediately stop moving and want to stand still, which is symbolized by the safe mode intention $I_{\text {safe }}$ :

$$
\begin{aligned}
p\left(\mathbf{x}_{k+1}^{i} \mid \mathbf{x}_{k}, \mathbf{u}_{k}, e_{k}=e_{\mathrm{OCC}}\right)= & \delta\left(\mathbf{x}_{k+1}^{i}-\left[\left(\mathbf{C}^{i}\right)^{T} \mid \mathbf{0}\right]^{T} \mathbf{x}_{k}\right) \\
p\left(I_{k+1} \mid \mathbf{I}_{k}, e_{k}=e_{\mathrm{OCC}}\right)= & \delta\left(I_{k+1}^{i}-I_{\mathrm{safe}}^{i}\right) \\
& \forall i \in\left\{1, \ldots, N_{\mathrm{o}}\right\}
\end{aligned}
$$

Velocities of all $N_{\text {o }}$ traffic participants are set to zero, while the positions stay constant, so that the scenarios is stopped to a static scene evolution and no events can't happen anymore. Therefore the motion planner does not need to branch trajectories after an escape event has happened and no costs have to be calculated.

All in all, the escape event's technical contribution is the preference of the earlier events compared to events predicted at later time steps. This was achieved by reducing the survival probability by a constant escape event rate $\tau_{\text {ESC }}^{-1}$.


Figure 5.7: Prediction of Gaussian PDF under escape event rate $\tau_{\text {ESC }}^{-1}=$ $0.25 s^{-1}$. Left: Vanishing Gaussian ellipses in $r_{\mathrm{x}}, r_{\mathrm{y}}$-space show which are only influenced by the motion prediction and not by the event occurrence. Right: Time curves of corresponding instantaneous (inst.), time-course sensitive event (tcs.) and survival (surv.) probability.

### 5.3.1 Evaluation

The effect of the artificial escape event is shown in Fig. 5.7, where a trajectory with constant velocity is predicted into the future. The vanishing Gaussian PDF's are related to their survival probability, which decreases under the influence of the constant escape rate. The corresponding survival probability is an exponentially decreasing curve, so that other events would become less probable for higher predicted time steps. The timecourse sensitive probability indicates the probability that the vehicle escapes in the corresponding time interval from its predicted trajectory and will end in a safe state. Note that the enlarging Gaussian ellipses are due to the uncertain velocity states and the input noise. They are not related to the escape event and do not depict the scene evolution of the after-event states. However, the escape rate enables a limiting prediction horizon because events far away in future can be neglected.

### 5.4 Conclusion

In this chapter, three other event types were presented which can be added to the motion planner framework in straightforward way like the aforementioned collision events between two vehicles. The contributions of this chapters are:

- An analytic formalism to determine probabilities and shape adaptations for a collision event $e_{\mathrm{OcC}}$ in a homogeneous distributed object region.
- An artificial state restriction event $e_{\text {SR }}$ for adapting Gaussian PDF's in an analytic way, which can represent hidden state walls like limiting minimum or maximum velocities or other non-reachable areas to separate physical limitations from simple motion models.
- An incorporation of the escape event $e_{\text {ESC }}$ [129] into the motion planner framework.

The aforementioned events are part of the motion planner, which is investigated in Ch. 7. The distribution event $e_{\mathrm{OCC}}$ and the escape event $e_{\mathrm{ESC}}$ are also part of later presented severity model, outlined in the next chapter Ch. 6 to predict in a simple manner collision events and their associated costs after the first contact between two vehicles.

## 6 Design of Severity Model

The collision severity is the second factor of the collision risk next to the likelihood and represents the costs or harms if a crash or other critical events will happen. These costs can have manifold causes or interpretations, e.g. costs by small intrusions into the car body or even slight crashes with scratches imply repair costs for the vehicles or other property damages. But there are even more important costs, which are hard to monetize like physical or psychological harm of car passengers or pedestrians after they have been hit by interior parts or car bumpers. Comparing different harms and also harms between different participants or victims rises ethical questions. The prediction of these harms, the identification of dependent variables like head accelerations or car intrusions is also not simple and often accompanied by high uncertainty e.g. elderly people are more likely to be injured than young people with better physical constitution and they mostly have a worse starting point to rehabilitate.

Furthermore, in a crowd traffic scene with multiple participants or in cities with multiple static objects like boundaries, cars, street lights, traffic signals and trees, a vehicle out of control can easily hit these objects and causes subsequent crashes. So it can been seen that not only the first hit between two traffic participants influences the severity, but also subsequent events may have an impact on the total consequences. In Sec. 3.4.2, an extended severity also incorporates the scene evolution after the first impact.

In the following sections, the answer to the third and last main question of this thesis is in focus of this and next chapter (see Ch. 7). The foundation of the question how severity models affect motion behavior in risky scenarios is build by clarifying more details about the severity models themselves and by answering the following questions:

1. How can a severity model be designed considering first and subsequent events and which components are needed?
2. How are different traffic participants or vehicle occupants involved into the severity calculation?
3. What is the qualitative difference in output between typical severity models and a multi-event severity model?

First of all, the related work considering severity models for scene criticality assessment and motion planning will be presented in the next section (Sec. 6.1). Afterwards, the severity as part of the survival framework is defined, which will be designed with aid of a modeling scheme including components clarifying different sub-problems like ethical questions. At the end of this chapter, three severity models inspired by models mentioned in the related work are derived using the presented modeling scheme, and another more sophisticated model regarding multiple-events. These models are the foundation of the investigations of the next chapter (see Ch. 7), where the influence of the four severity models on the motion behavior is shown in a wide range of traffic scenarios.

### 6.1 Related Work

There are many works, which try to predict the severity of a collision. A comprehensive overview is given in [147], where different inputs, models and output quantities are presented depending on their prediction task, e.g. weather conditions for macroscopic traffic considerations or crash constellation on a microscopic level. Investigations in crash outcomes are mostly interested in injuries of the traffic participants and on after-crash states to reconstruct the crash history and origination process for legal reviews [11].

To predict injuries, human harms have to be categorized according to their severeness. An important measure is the abbreviated injury scale (AIS) [72], which decomposes the body into nine body regions and classify their harm between "no injury detected" (0) to "not survivable fatal" (6). Based on this measure, the maximum AIS value (MAIS) [72] takes the maximum AIS value over all body parts and the injury severity score (ISS) aggregates the three highest AIS-values in a quadratic sum $[16,17$, 147]. Sometimes it is of interest, whether an accident with a minimum injury occurs. This can be expressed by the measure MAISn+, where $n$ stands for the minimum AIS injury level. The prediction of serious injuries with MAIS3+ is often modeled by a logistic regression depending on Delta-v, the difference between pre- and post-crash velocity [74, 89, 90, 144, 168]. Fatality rates, which represent the proportion of deaths in specific crashes can be very accurately described by exponential models [ $55,56,87]$ also using Delta-v considerations. Other injury measures like
the occupant load criterion (OLC) [94] and the head impact criterion (HIC) [118] try to represent the forces on occupants respectively the head injuries as a result of hitting interior parts. They are commonly used for vehicle crash design criteria or if detailed knowledge about the events inside the vehicle is known [113]. In [144], the economic costs of the associated AIS level is aggregated, which results in 3.5 million dollar for fatal accidents in average which are around 1000 times higher than crashes with only property damages. There are different severity measures, but they are mostly for describing harms of occupants.

Next to the aforementioned velocity change Delta-v [13, 14, 115] further important known input quantities are e.g. the speed level of the involved crash partners [109], which would also increase the fatality rate. The collision direction [109] and the point of impact [13, 14, 56] are further variables, like it was shown in [56]. In [56], four different regions were investigated in the US and it was shown, that the left side impact has the highest severity because of the located drivers seat on the left. A right side impact is around four times more severe than rear or frontal crashes, because of the missing crumple zone. Another very important influence factor is the mass ratio between the involved objects [54]. Vehicles with higher mass better protect their occupants and increase the injury level of the lower-massed vehicle occupants [1]. The last influence factor concerns the number of subsequent crashes. According to National Automotive Sampling System (NASS/CDS)-Data it was shown that $24 \%$ of all crashes has at least one subsequent crash [44], similar results are stated for German and UK databases [57]. Additionally, the authors of [153] showed on the one side that the injury level increases for multi-crashes and on the other side that around $18 \%$ of the maximum injury is not caused by the first crash. To sum up, there are several input variables, which have to be considered while designing a severity model.

For autonomous driving six different severity models types were identified according to their level of detail [80]: relative states like velocity changes [89], conservation of momentums with point masses or expanded objects [79, 155], mass-damper-spring models [27, 28, 51, 123], FEM simulations learned by artificial intelligence [112, 145] for real-time applications and (un-)attractive impact point considerations $[64,74,162,163]$ to mitigate severity levels. As it was stated in the related work for the risk-based motion planner in Sec. 2.4.1, the level of detail depends on the level of collision probability e.g. mitigation systems have often a higher level, whereas motion planner in low risk scenarios have simpler models.

Another categorization is according to the dependency of entity states.

All the works, where only the collision probability is used as risk measure and where the severity is set to a constant value $[45,133,141]$ correspond to the first group of state independent severity models. The second group only depends on the ego state and takes the velocity magnitude to calculate a squared quantity like for the iso-risk motion model [99] in a static object traffic environment, for a criticality index function to validate leftlane crossings [35], for mitigation systems based on kinetic energy [91, 97], for motion planning with a kinetic energy transformed into a $[0,1]$ domain [173] or for a virtual mass depending on fatality statistics [164]. The third group considers the states of both collision partner, the ego vehicle and the other crash partners, to obtain one severity value. Prominent representatives calculate the internal energy of a crash via the conservation of momentum equations [5, 6, 134, 171], which evaluate the crash as one whole event, not considering that one participant can be more harmed than another. Approaches, considering only measures for ego vehicle occupants are Delta-v values derived by either the conservation of momentum [38, 129], the maximum ego vehicle acceleration according to 1 Dass-spring systems [28] or a kinetic energy reduction before and after the crash [67]. In mitigation systems for pedestrians, only the pedestrians severity is taken into account, because the unprotected person is the most vulnerable partner in a collision with a vehicle. Examples are given in [79], where a simply Delta-v model is assumed and another example is given in [30], where the severe injury level MAIS 3+ depending on the impact speed is the predictor.

The aforementioned examples show that also masses play an important role in severity outcomes, which first of all produce inequalities between the collision partners. These inequalities are not targeted in common severity calculations and only simplified in pedestrian mitigation techniques. This consideration is an ethical weighting about harms of different collision partners, who are sitting in different vehicle types. The "calculation of the severity function is the most morally difficult component" [70].

Next to an individual consideration of occupants, a further missing point is that the presented frameworks end their prediction process ends at the first contact between collision partners, so only the severity of the first detected collision over the time horizon is considered. But, it was shown that multi-collision increases the severity. Therefore a neglection of a posteriori crash behavior is not appropriate and can underestimate the true severity in a potential crash.

### 6.2 Problem Definition

In the survival framework, described in Ch. 3, the severity is next ot the collision probability the second factor in the risk evaluation and therefore part of the total costs. The collision probability, mentioned in Ch. 4, determines the likelihood of the collision event or first touch event between two vehicles. The severity function represents a surrogate for all crash consequences including the first event and the evolutions caused by the first contact.

In more detail, the mean extended collision severity $\hat{c}_{\text {sev,ext }}\left(e_{k}\right)$ consists of the severity $c_{\mathrm{COLL}}\left(\mathrm{x}_{k}, e_{k}=e_{\mathrm{COLL}}\right)$ of the current predicted collided states probability density function (PDF) written as $p\left(\mathbf{x}_{k} \mid e_{k}=e_{\text {CoLL }}, \mathbf{I}_{k}=I_{\text {ctrl }}\right)$ of collision and the total costs $C_{\text {tot }}\left(\mathbf{x}_{k+1}, \mathbf{I}_{k+1}=\mathbf{I}_{e}\right)$ caused by subsequent events after the first collision event $e_{\text {coll }}$ (see Eq. (3.10)). The distinction between survived and non-survived scene states was made to separate uncontrolled behavior, signed by intention $I_{\text {ctr1 }}$ and crash outcomes from trajectories where the planned actions still control the vehicle's behavior. The total costs $C_{\text {tot }}\left(\mathbf{x}_{k+1}, \mathbf{I}_{k+1}=\mathbf{I}_{\mathrm{e}}\right)$ after the first event are treated similarly to the original survival framework without an event. So, the survival theory is reused but with a new starting time point $k$ instead of $k=0$.

In addition, independent of the causer of a collision, all involved participants are influenced by the crash. So another part of the consequence forecast is the consideration of harms and injuries of each traffic participant involved in the collision. For example, if a vehicle is hitting a pedestrian, it becomes clear that the harm of the pedestrian is much higher than the injuries of the vehicle occupants, so the focus of reducing the expected injuries is on the pedestrian, not on the vehicle occupants. The problem gets more tricky, if a crash occurs between two similar weighted vehicles? Where should be the harm avoiding focus or how should severities of different participants be compared? So the inclusion of all traffic participants and their harms is very related to the consideration of multiple events as part in the prediction and evaluation process.

To obtain a representative severity for collision events $e_{\text {COLL }}$, the following models should be identified:

1. The prediction of the next scene state $\mathbf{x}_{k+1}$ impacted by the collision $p\left(\mathbf{x}_{k+1} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}, \mathbf{u}_{k}\right)$, the next participant's intention $p\left(\mathbf{I}_{k+1} \mid e_{k}=e_{\text {COLL }}, \mathbf{I}_{k}\right)$ and behavior model $p\left(\mathbf{u}_{k} \mid \mathbf{I}_{k}=I_{\text {nonctrl }}\right)$ in case of uncontrolled motion.
2. The harm caused by a collision and predicted total $\operatorname{cost} C_{\text {tot }}\left(\mathbf{x}_{k+1}, \mathbf{I}_{\mathrm{e}}\right)$
of each traffic participant depending on subsequent events.
3. The severity $c_{\text {COLL }}\left(\mathbf{x}_{k}\right)$ regarding the total costs of one collision event by incorporating all traffic participants with their single costs $C_{\text {tot }}\left(\mathbf{x}_{k+1}, \mathbf{I}_{k+1}=\mathbf{I}_{\mathrm{e}}\right)$.

In the next section, it is shown that the determination of the aforementioned quantities and models have some equal underlying sub-models. These sub models can appear multiple times like the physical crash model, which is used to calculate identifiers for injuries and also provide vehicle states after the collision.

### 6.3 Modeling Scheme for Multiple Events

In the previous chapters, is was stated and shown that events change the states and intentions abruptly. Depending on the intentions, the trajectory evaluation and the behavior will also been adapted according to their intentions. For determining these predictions and evaluations, there are some underlying models, which are identified in this section and discussed in the previous section.

### 6.3.1 Prediction of Crash Events and A Posteriori Scene Evolutions

Similar to the original motion planning framework, the prediction of future states, intentions and the evaluation of the created evolution is outlined in more detail and is based on the Bayesian Network presented in Fig. 6.1.

## State prediction

The collision event itself leads to an immediate change of the vehicle states. Commonly, a contact between two vehicles takes no longer than a collision time interval $\Delta t_{\text {crash }} \ll 0,3 s$ [63]. In that time interval one vehicle penetrates into the other vehicle's body and after the impulse is completely transferred the vehicles move apart from the other. Is is assumed that in general the prediction time interval is smaller than the crash duration $\Delta t_{\text {crash }}<\Delta t$, so that the process can be represented by an after-crash state $\mathbf{x}_{\mathrm{COLL}, k}$. This after-crash state is the outcome of a physical crash model $p\left(\mathbf{x}_{\mathrm{COLL}, k} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)$. By excluding scratchy contacts between


Figure 6.1: Part of the Bayesian network for predicting states, intentions and injuries during the collision at one predicted time step $k$.
vehicles, the new state will be influenced by a state transition according to the non-event motion model $p\left(\mathbf{x}_{k+1} \mid e_{\text {NON }}, \mathbf{x}_{k}, \mathbf{u}_{k}\right)$ :

$$
\begin{aligned}
& p\left(\mathbf{x}_{k+1} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}, \mathbf{u}_{k}\right)=\ldots \\
& \cdots=\int_{\mathbb{R}^{n}} p\left(\mathbf{x}_{k+1} \mid e_{\mathrm{NON}}, \mathbf{x}_{\mathrm{COLL}, k}, \mathbf{u}_{k}\right) p\left(\mathbf{x}_{\mathrm{COLL}, k} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right) d \mathbf{x}_{\mathrm{COLL}, k}
\end{aligned}
$$

The physical crash model will be introduced later. The motion model is the double integrator, mentioned in Ch. 2.

## Intention prediction

The intention $I_{\text {ctrl }}$ of the traffic participants before a collision event has happened symbolizes that the traffic participants are able to control their planning freely and are searching for a correct strategy to manage the traffic situation. Another intention was introduced in Ch. 5 in case of escaping behavior, where the intention changes to the target of staying in
safe states: $I_{\text {safe }}$. This was more or less a theoretical construct, because this associated state change happened immediately and guarantees no additional costs but also do not produce any benefits. The associated scene states will correspond to a perfect after crash situation, ending up immediately in a safe state. In case of heavy crashes with a high change of vehicle states like velocities, the driver or automated system has to take back the hold of the vehicle. In this time interval between the crash and the regain of control, the vehicle could move through the whole traffic environment in a criss-cross manner and could hit other traffic participants or surrounding static objects like trees or boundaries. So the intentions $\mathbf{I}_{k+1}$ of the vehicles only depend on the physical crash itself and their capability to cope with the change from a priori $\mathbf{x}_{k}$ to a posteriori scene state $\mathbf{x}_{\mathrm{COLL}, k}$ :

$$
\begin{gathered}
p\left(\mathbf{I}_{k+1}=I_{\mathrm{safe}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{I}_{k}\right)=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} p\left(\mathbf{I}_{k+1}=I_{\mathrm{safe}} \mid \mathbf{x}_{k}, \mathbf{x}_{\mathrm{COLL}, k}\right) \cdot \ldots \\
\ldots \cdot p\left(\mathbf{x}_{\mathrm{COLL}, k} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right) p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{\mathrm{COLL}, k} d \mathbf{x}_{k}
\end{gathered}
$$

where $p\left(\mathbf{I}_{k+1}=I_{\text {safe }} \mid \mathbf{x}_{k}, \mathbf{x}_{\text {COLL }, k}\right)$ is the crash coping model representing the initial probability of not losing control given by the a priori and a posteriori crash states, and will be introduced later.

The likelihood for the non-controlled intention $I_{\text {nonctr1 }}$ is given by the counter probability:

$$
p\left(\mathbf{I}_{k+1}=I_{\text {nonctrl }} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{I}_{k}\right)=1-p\left(\mathbf{I}_{k+1}=I_{\mathrm{safe}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{I}_{k}\right)
$$

As long as this intention is active, subsequent crashes with surrounding objects can occur.

## After-Crash Events and Behavior

If the vehicle reaches the safe intention state $I_{\text {safe }}$ after a collision event, no severe event won't happen anymore. The whole traffic scene calms down, traffic participants stop and manage the first crash appropriately by calling the emergency, helping the injured occupants and regulating the oncoming traffic. The same would happen, if the vehicle control system or drivers take hold of their vehicles after a while.

But, if the involved drivers or planning systems lost the control over their vehicle, because of friction loss, additional crashes can occur like aforementioned. The prediction of the after-crash non-controlled behavior has a wide range of possibilities through its instable behavior. The a
posteriori states of a crash with its new velocity direction, is also very uncertain, because of unknown physical vehicle compartment stiffnesses, detailed contact points and intrusion behavior. So, a traffic participant would start with noisy initial directions and could move on in a curvy manner by abrupt steering and braking maneuvers. So the occurrence of collision in an surrounding environment with static boundaries, trees or walls depends on this noisy, hardly predictable after-crash behavior. Nevertheless, to make a rough prediction of what could happen, the aposteriori crash phase is assumed to have the following properties:

1. A constant escape rate $\tau_{\text {ESC }}^{-1}$ represents the ability of the driver or vehicle control system to gain back control of its vehicle (Sec. 5.3).
2. A distributed event rate $\tau_{\text {DISTR }}^{-1}$ represents the possibility to crash into static objects depending on an environment occupancy rate (see Sec. 5.1).
3. A constant braking deceleration $a_{\text {brake }}$ along the a posteriori velocity vector depicts the mean velocity reduction of the vehicle during the non-controlled intention state $I_{\text {nonctrl }}$ until the vehicle will stop.

This combination helps to deal with very hardly predictable after event consequences in a mathematically simple way and instead of calculating multiple scene evolutions, only one scene prediction has to be evaluated. Dynamic objects are treated as static objects and are incorporated into the occupied area for calculation of the distributed event rate $\tau_{\text {DISTR }}^{-1}$. The total event rate for $\tau_{\mathrm{AGG}}^{-1}(t)$ according to Eq. (3.22) is the sum of both single event rates and will be used for the survival probability of Eq. (3.23), which now represents the probability of not being engaged in a second collision:

$$
\tau_{\mathrm{AGG}}^{-1}(t)=\tau_{\mathrm{ESC}}^{-1}+\tau_{\mathrm{DISTR}}^{-1}(t)
$$

That simplification with the rate based approach does not have the aspiration of representing the after-crash motion and collision behavior in an exact manner, but it describes qualitatively the future evolution and provides a changed motion behavior of the involved vehicles.

### 6.3.2 Collision Evaluation

After the prediction of states, intentions and behaviors due to the crash and in the a posteriori time phase, the costs with its corresponding parts and structures have to be clarified.

## Cost parts

The assessment of crashes has multiple different components. Next to property damage of the car body through scratches or intrusions, there are also costs due to the loss of time and the associated substitution costs of spending time on more relevant things like working at the office than managing the crash. These time costs aggregate over all the traffic participants standing in traffic jams as cause of an accident. Next to these economical lost, there are most notably occupant related costs like treating injuries, rehabilitation or resulting handicaps which e.g. make it impossible to execute a profession. In [19], the main components for economical costs are collected:

- Direct reproduction costs e.g. medical costs and rehabilitation efforts to recreate the victims capabilities
- Indirect reproduction costs e.g. for juristic process, police, public administration and insurance
- Loss of productivity for employer and economy
- External market creation of value like household production
- Humanity costs due to psychological stress through rearranging life plan
- Loss of time in traffic jams or redirections

Depending on the severeness of an injury, the costs increase, where a fatal outcome or death has the maximum loss of economical costs [19, 144]. But next to these costs, also relatives of victims suffer from their loss, which is not depicted by these statistics. Other emotional components like loss of happiness due to restrictions by handicaps are hard to monetize and to compare with other consequences.

In this work, the focus is on the injury of traffic participants, because this strongly correlates with economical costs and emotional harm. With that some questions are still open, like which models provide predictions about the level of severeness and how to compare them between multiple victims? In the following, these questions are answered by looking at the cost structure.

## Harm of One Traffic Participant in One Crash Event

The consequences of one crash between two vehicles for the involved occupants depends on the reaction of the body to the accelerations or abrupt changes of the vehicle states. For example, a frontal-to-frontal crash of two vehicles on a country road produces high velocity changes, which also evoke a high probability of fatality. On the other side, a slight scratch on the side of the car body, could only produce uncomfortable sound but does not explicit evoke injuries like broken legs. The change of vehicle states could function as an indicator for severeness. The probability for one occupant $q$ to get an injury $i n j^{q}$ is given by a physical crash model $p\left(\mathbf{x}_{\mathrm{COLL}, k} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)$ and an injury model $p\left(i n j_{k}^{q} \mid \mathbf{x}_{\mathrm{COLL}, k}, \mathbf{x}_{k}\right)$ :

$$
\begin{aligned}
& p\left(i n j_{k}^{q} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)=\ldots \\
& \cdots=\int_{\mathbb{R}^{n}} p\left(i n j_{k}^{q} \mid \mathbf{x}_{\mathrm{COLL}, k}, \mathbf{x}_{k}\right) p\left(\mathbf{x}_{\mathrm{COLL}, k} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right) d \mathbf{x}_{\mathrm{COLL}, k} .
\end{aligned}
$$

The injury model itself is discussed later in this chapter.

## Harm of One Traffic Participant for Multiple Events

For the multi-event severity model, another collision follows after the first collision. We assume that if one occupant is injured during the first collision, one cannot be harmed similarly a second time. This idea equals the concept of time-course sensitivity, as part of the survival theory presented in Ch. 3. The total probability of getting injured $p\left(i n j_{\mathrm{tot}}^{q} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)$ by considering the escape and distributed collision event rates $\tau_{\text {ESC }}^{-1}$ and $\tau_{\text {DISTR }}^{-1}$ over an infinite time horizon is given by:

$$
\begin{align*}
& p\left(i n j_{\mathrm{tot}}^{q} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)=\ldots  \tag{6.1}\\
& \ldots p\left(i n j^{q} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)+\left(1-p\left(i n j^{q} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)\right) \cdot \ldots \\
& \ldots \int_{k \Delta t}^{\infty} p\left(i n j^{q} \mid e(s)=e_{\mathrm{COLL}}, \mathbf{x}(s)\right) \tau_{\mathrm{DISTR}}^{-1}(s) \exp \left(-\int_{0}^{s} \tau_{\mathrm{AGG}}^{-1}(t) d t\right) d s .
\end{align*}
$$

Here, the time-continuous case like Eq. (3.17) is used, because the events are formulated as rates. Eq. (6.1) considers the full time interval from first contact between the involved vehicles until the occupants vehicle has stopped. The corresponding Bayesian model is depicted in the top row of Fig. 6.2. Now, it is possible to predict the probability of getting an


Figure 6.2: Bayesian Model for concatenating injury outcomes of a simple occupant $q$ over predicted time steps after a collision and in case of an uncontrolled intention $I_{\text {nonctrl }}$ (first row) and the concatenation of injuries of different multiple occupants or victims.
injury of one potential victim and therefore an approximation of the crash severeness for one victim.

## Collision Event Costs for Multiple Traffic Participants

In contrast to crashes with other static objects, dynamic objects mostly have occupants, which can also be harmed during the collision. In crashes, where the colliding objects are very unequal, one traffic participant is often less protected due to different masses, contact points, compartment stiffnesses or is more physically vulnerable than the other one. Therefore the probabilities of injuries are not equal and the question arises, how to concatenate both injury probabilities. In case of a simple addition, the phenomenon during a motion planning arises that the decrease of ones probability is at the expense of the other participant. Therefore, an ethical model $f_{\text {eth }}$ with an alternative concept is needed to obtain a representative injury value $i n j_{\text {occ }}$ from different injury probabilities of each
of the $N_{\mathrm{OC}}$-involved occupants:

$$
\begin{aligned}
& p\left(i n j_{\mathrm{occ}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)=f_{\mathrm{eth}}\left(p\left(i n j_{\mathrm{tot}}^{1} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right), \ldots\right. \\
& \left.\left.\ldots, p\left(i n j_{\mathrm{tot}}^{q} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right), \ldots, p\left(i n j_{\mathrm{tot}}^{N_{\mathrm{OC}}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)\right)\right)
\end{aligned}
$$

The corresponding Bayesian model is also represented in Fig. 6.2.
The focus on the injury of occupants instead of property damage can lead to issues of disappearing collisions costs in case of missing predicted injuries. So crashes with slight touches and only some scratches would have zero risk, because of zero predicted injury probability, which stands in contrast to the requirement that a planning system should not produce any crashes at all [79]. So to avoid zero severity prediction, a constant offset $c_{\text {CONST }}$ is added to a weighted representative injury $i n j_{\text {occ }}$ like in the following equation:

$$
\begin{equation*}
c_{\mathrm{COLL}}\left(\mathbf{x}_{k}\right)=w_{\mathrm{inj}} p\left(i n j_{\mathrm{occ}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)+c_{\mathrm{CONST}} \tag{6.2}
\end{equation*}
$$

This constant severity offset $c_{\text {CONST }}$ could represent things like administration costs for police, insurance management and so on. The $w_{\mathrm{inj}}$ is hard to quantify, because it implicitly weight injury against economical costs. This has to be discussed in more detail e.g. by the whole society or an representative instrument like suggested in [107]. Here, we set $w_{\text {inj }} \gg c_{\text {CONST }}$ to emphasize the importance of harms compared to other costs. Cost parts like comfort, utility or law restrictions are neglected, because they have for sure lower priority in crash scenes (see 2.4.4).

According to Eq. (3.12) the mean severity $\hat{c}_{\text {sev,ext }}\left(e_{k}\right)$ is the expected severity by integrating over the collided state PDF $p_{\mathrm{x}, \mathrm{CoLL}, k}\left(\mathbf{x}_{k}\right)$. For simplicity, it is assumed that the collided state PDF is narrowly distributed so that only the mean collided state scene $\hat{\mathbf{x}}_{k}^{c}$ of Eq. (4.16) needs to be evaluated to obtain the mean collision severity $\hat{c}_{\mathrm{sev}}\left(e_{k}=e_{\mathrm{COLL}}\right)$ :

$$
\hat{c}_{\mathrm{sev}}\left(e_{k}=e_{\mathrm{COLL}}\right)=c_{\mathrm{COLL}}\left(\hat{\mathbf{x}}_{k}^{c}\right)
$$

This approximation helps to dispense with the PDF prediction technique for non-linear filtering and to reduce the computational effort.

### 6.4 Components of Severity

In the previous section, four different sub-models were introduced but not further discussed in more detail: the physical crash model, the coping model, the injury model and the ethical model. Together with the
aforementioned described prediction and cost structure, these sub-models provide the foundation for the different severity models at the end of this chapter. In the following sections each of these sub-models is outlined.

### 6.4.1 Physical Crash Model

The physical crash model $p\left(\mathbf{x}_{\mathrm{COLL}, k} \mid e_{k}=e_{\mathrm{CoLL}}, \mathbf{x}_{k}\right)$ predicts the states $\mathbf{x}_{\text {CoLl }, k}$, right in the moment after a collision event $e_{\text {CoLL }}$ has happened, depending on the a priori states $\mathbf{x}_{k}$. Imagine, there are two vehicles crashing frontally like in overtaking scenarios with opposing traffic. If both vehicles have the same speed but in different directions, their speed were immediately reduced in only a few milliseconds of the crashing contact. To predict this state change requires a modeling of the deceleration behavior during the contact. As shown in the aforementioned section, this model is not only needed to predict the starting point of the after crash trajectory, it is also determining coping ability after the crash and the harm itself.

## Related Work

There are several ways to describe the physical crash. To get detailed time curves of states, the vehicle bodies are modeled by multiple submasses connected with different dampers and springs to depict damping and stiffness properties of their physical structure [114, 123]. In [123], the authors use a model with only one mass for each vehicle and a combination of stiffnesses and dampers between both vehicles to imitate the intrusion behavior in frontal crashes. Other works use multiple masses to represent the motor engine and the passenger body, to obtain accelerations on the human body and fatal contacts of the head to interior parts in frontal impacts [51]. A detailed Finite Element Method (FEM) provides best predictions for a known set of parameters, material behavior and human body proportions [11]. These types of model provide dynamic behavior and detailed state changes, but need assumptions about masses, stiffnesses and geometries, which are known for test cases like frontal impacts to barriers, but maybe not for each other vehicle in any other constellation. Furthermore, because of the nonlinearities during the intrusions, the dynamical system has to be simulated, mostly numerically, which takes a lot of computational time and often provides wavy potential fields, where it is hard to find local optima for motion optimizers.

Other approaches are data-driven. In case of using real-world data of crashes a huge database is needed for predicting different crash constel-
lations and vehicle combinations. Databases like the US-American traffic agency named National Highway Traffic Safety Administration (NHTSA) or German In-Depth Accident Study (GIDAS) collect data from vehicle's accidents like contact points, vehicle masses and wearing belts. Implemented event data recorder (EDR)[62] or other "blackboxes" provide speed-time-series during the crash, so that these curves help to reconstruct crashes. These models are often used to predict severities and injuries, but as far as the author knows, they do not predict any after crash states. In [80], the authors use an accident database for obtaining dynamic crash model parameters and model them as normal distributed.

In reconstruction techniques, the a priori velocities are estimated to obtain the a priori traffic situation so that it provides answers to e.g. questions of which driver did a fault $[11,86]$. Often, the conservation of momentums techniques and wheel track analysis are executed to obtain a proper a priori crash assumption. The conservation of momentum method provides the advantage to obtain a posteriori crash states without detailed time series or dynamics during the contact. The material and crash properties are represented by only one parameter, a crash restitution coefficient $k_{\text {REST }}$, which depicts the elasticity of the crash, which can be fully elastic with $k_{\text {REST }}=1$, inelastic with $\left.k_{\text {REST }}=\right] 0,1[$ or totally plastic $k_{\text {REST }}=0$. Additional assumptions about the crash constellation like whether the impulse forces showing to the mass center of the vehicles (central and decentralized), the direction of velocity (straight or oblique impact) and the contact conditions (gliding, scratching or getting caught) have to be determined beforehand [11]. E.g. the author of [55] uses point masses in a central, straight impact to obtain the probability of crash fatalities depending on the speed change. In [147] the conservation of momentum for a central, oblique and fully elastic impact and some other crash characteristics were used to predict the kinetic energy. For motion planning, the conservation of mechanical momentum is often used like in $[38,79,155]$ to calculate severity measures out of state changes.

## Approach

The minimal requirements for a crash model $p\left(\mathbf{x}_{\mathrm{COLL}, k} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)$ is to depict differences in

1. crash constellations between slight and full overlapping crashes and
2. vehicle masses to represent trucks, passenger cars and motor cycles.


Figure 6.3: Collision region (blue) with collided PDF (red) and projection point $\Delta \mathbf{r}_{\mathrm{CON}}$ of contact point $\Delta \mathbf{r}$ in relative positional space (left) and corresponding contact point constellation in world coordinate system with center positions $\mathbf{r}_{\text {CON }}^{i}, \mathbf{r}_{\text {CON }}^{y}$, velocities $\mathbf{v}_{\text {CON }}^{i}, \mathbf{v}_{\mathrm{CON}}^{j}$ and shapes(blue) of crash-involved vehicles (right). The collision force direction $\mathbf{n}_{\text {force }}$ is on the connection line between both vehicle center positions.

The choice of a proper crash model is on the conservation of momentum, because the model becomes analytically calculable, can incorporate masses and the material specific impact behavior is described by only one crash characteristic parameter $k_{\text {REST }}$, which on the one hand reduces the amount of needed material parameters drastically and is accurate enough for acting sufficiently. For that, a central, oblique and inelastic impact is assumed where the impact force impulse always aligns to the mass/geometric centers of the rectangular-shaped vehicles (see Fig. 6.3). Depending on the constellation between both vehicles, this assumption can depict in a way scratching of the vehicle's surfaces or getting caught on another. Furthermore, forces pointing to the center do not lead to a rotation of vehicles around their axis. In addition, the calculation of a posteriori velocities stays very simple.

Before the velocity change of the vehicles can be calculated, the constellation, where the vehicles touch each other, has to be determined or the point in time when the constellation will take place to infer on the predicted constellation. In the motion-planning framework, the detection of a collision can only state, whether a collision took place in a small time interval instead of a single point in time. So during this time interval the states continue to change and will end somewhere inside the collision region with overlaps, but not tangential shapes. Taking the end point of the corresponding time interval the crash constellation itself will be imprecise in case of highly dynamical motions. That's why the current scene state
$\mathrm{x}_{k}$ has to be back propagated until the first touch of vehicle's shape where body intrusion is primarily detected.

Assuming a constant velocity during the time interval $\mathbb{T}=[(k-1) \cdot \Delta t, k \Delta t]$, the touching time $\tilde{\Delta} t_{\mathrm{CON}}$ and especially the touching constellation $\mathbf{x}_{\mathrm{CON}}$ on the edge of the Minkowski collision region $\partial \mathbb{M}_{\text {Coll,poly }}$ are calculated as follows:

$$
\begin{aligned}
\tilde{\Delta} t_{\mathrm{CON}} & =\min \left\{\tilde{\Delta} t \in \mathbb{T} \mid A_{\tilde{\Delta t}}^{-1} \mathbf{x}_{k} \in \partial \mathbb{M}_{\mathrm{COLL}, \mathrm{poly}}\right\} \\
\mathbf{x}_{\mathrm{CON}, k} & =A_{\tilde{\Delta} t_{\mathrm{CON}}}^{-1} \mathbf{x}_{k}
\end{aligned}
$$

Mind that this is not the position on the surface of the rectangular shaped vehicles, it rather is the position of the vehicles center, when a collision arises. The inverse of the motion matrix $A_{\tilde{\Delta t}}$ is linear in time $\tilde{\Delta t}$ (see Eq. (2.3)), the determination of time candidates for the minimum touching time can be easily executed by checking each Minkowski edge plane for crossing.

After the state of collision was determined, the conservation of linear momentum provides the following set of equations for the a priori state $\mathbf{x}_{\mathrm{CON}, k}=\left[\mathbf{r}_{\mathrm{CON}}^{i}, \mathbf{v}_{\mathrm{CON}}^{i}, \mathbf{r}_{\mathrm{CON}}^{j}, \mathbf{v}_{\mathrm{CON}}^{j}\right]^{T}$ and a posteriori scene state $\mathbf{x}_{\mathrm{COLL}, k}=$ $\left[\mathbf{r}_{\mathrm{COLL}}^{i}, \mathbf{v}_{\mathrm{COLL}}^{i}, \mathbf{r}_{\mathrm{COLL}}^{j}, \mathbf{v}_{\mathrm{COLL}}^{j}\right]^{T}$ with positions and velocities as row vectors:

$$
\begin{equation*}
m^{i} \mathbf{v}_{\mathrm{CON}}^{i}+m^{j} \mathbf{v}_{\mathrm{CON}}^{j}=m^{i} \mathbf{v}_{\mathrm{COLL}}^{i}+m^{j} \mathbf{v}_{\mathrm{COLL}}^{j}, \tag{6.3}
\end{equation*}
$$

where $m^{i}$ and $m^{j}$ are masses of the involved vehicles.
The two contact conditions are depending on the constellation between both vehicles. The force direction $\mathbf{n}_{\text {force }}\left(\mathbf{r}_{\mathrm{CON}}\right)=\mathbf{r}_{\mathrm{CON}}^{j}-\mathbf{r}_{\mathrm{CON}}^{i}$ determines the orthogonal and tangential direction on the connection line of the involved vehicle center. The resulting equations in the vectorial form are as follows:

$$
\begin{align*}
k_{\mathrm{REST}}\left(\mathbf{v}_{\mathrm{CON}}^{j}-\mathbf{v}_{\mathrm{CON}}^{i}\right) \mathbf{n}_{\text {force }}^{T} & =-\left(\mathbf{v}_{\mathrm{COLL}}^{j}-\mathbf{v}_{\mathrm{COLL}}^{i}\right) \mathbf{n}_{\text {force }}^{T}  \tag{6.4}\\
\mathbf{v}_{\mathrm{CON}}^{i}\left(\mathbf{n}_{\text {force }} \mathbf{R}_{\text {rot }}^{90}\right)^{T} & =\mathbf{v}_{\mathrm{COLL}}^{i}\left(\mathbf{n}_{\text {force }} \mathbf{R}_{\text {rot }}^{90}\right)^{T} . \tag{6.5}
\end{align*}
$$

The first contact condition according to Eq. (6.4) depicts the velocities the direction where the inelastic impact happens, described by the coefficient of restitution $k_{\text {REST }}$. This coefficient depends on the collision partners, so that the crash into a stiff wall has a different coefficient than a crash with another vehicle. The second condition describes the non-impact-effected orthogonal direction of Eq. (6.5). In combination with the assumption of non-changing positions during the crash $\mathbf{r}_{\text {COLL }}^{i}=\mathbf{r}_{\mathrm{CON}}^{i}$ and $\mathbf{r}_{\mathrm{COLL}}^{j}=$
$\mathbf{r}_{\text {CON }}^{j}$, the four unknown elements of velocities $\mathbf{v}_{\text {COLL }}^{i}$ and $\mathbf{v}_{\text {COLL }}^{j}$ can be determined by taking the conservation of momentum equations according to Eq. (6.3) and both contact conditions Eq. (6.4), Eq. (6.5) to rewrite it into an inhomogeneous linear system:

$$
\begin{align*}
\mathbf{H}\left(\mathbf{r}_{\mathrm{CON}}\right)\left[\mathbf{v}_{\mathrm{COLL}}^{i}, \mathbf{v}_{\mathrm{COLL}}^{j}\right]^{T} & =\mathbf{G}\left(\mathbf{r}_{\mathrm{CON}}\right)\left[\mathbf{v}_{\mathrm{CON}}^{i}, \mathbf{v}_{\mathrm{CON}}^{j}\right]^{T}  \tag{6.6}\\
\mathbf{H}\left(\mathbf{r}_{\mathrm{CON}}\right) & =\left[\begin{array}{cc}
m^{i} \mathbf{E}_{2} & m^{j} \mathbf{E}_{2} \\
\mathbf{n}_{\text {force }}\left(\mathbf{r}_{\mathrm{CON}}\right) & -\mathbf{n}_{\text {force }}\left(\mathbf{r}_{\mathrm{CON}}\right) \\
\mathbf{n}_{\text {force }}\left(\mathbf{r}_{\mathrm{CON}}\right) \mathbf{R}_{\text {rot }}^{90} & \mathbf{0}
\end{array}\right] \\
\mathbf{G}\left(\mathbf{r}_{\mathrm{CON}}\right) & =\left[\begin{array}{cc}
m^{i} \mathbf{E}_{2} & m^{j} \mathbf{E}_{2} \\
-k_{\text {REST }} \mathbf{n}_{\text {force }}\left(\mathbf{r}_{\mathrm{CON}}\right) & k_{\mathrm{REST}} \mathbf{n}_{\text {force }}\left(\mathbf{r}_{\mathrm{CON}}\right) \\
\mathbf{n}_{\text {force }}\left(\mathbf{r}_{\mathrm{CON}}\right) \mathbf{R}_{\text {rot }}^{90} & \mathbf{0}
\end{array}\right] .
\end{align*}
$$

Here, the matrix $\mathbf{E}_{2}$ represents the $2 \times 2$ - identity matrix. In case of not vanishing masses $m^{i}, m^{j}>0$ and a non-zero force direction $\left\|\mathbf{n}_{\text {force }}\right\|>0$, the linear inhomogeneous system of Eq. (6.6) can simply be solved by calculating the inverse of $\mathbf{H}$ and multiplying it on the left side:

$$
\begin{equation*}
\left[\mathbf{v}_{\mathrm{COLL}}^{i}, \mathbf{v}_{\mathrm{COLL}}^{j}\right]^{T}=\mathbf{H}\left(\mathbf{r}_{\mathrm{CON}}\right)^{-1} \mathbf{G}\left(\mathbf{r}_{\mathrm{CON}}\right)\left[\mathbf{v}_{\mathrm{CON}}^{i}, \mathbf{v}_{\mathrm{CON}}^{j}\right]^{T} . \tag{6.7}
\end{equation*}
$$

The Eq. (6.7) provides an analytical equation for predicting velocities after a crash between two vehicles in two dimensional space.

### 6.4.2 Coping Model

The coping model $p\left(I_{k}^{i}=I_{\text {safe }}^{i} \mid \mathbf{x}_{k}^{i}, \mathbf{x}_{\mathrm{COLL}, k}^{i}\right)$ describes the capability to not loosing control over the vehicle $i$ after a hit of another vehicle $j$. Depending on the contact point and the crash constellation, lateral and longitudinal forces deflect the vehicle away from its original a priori states $\mathbf{x}_{k}^{i}$, reducing or increasing its speed. In best case, the vehicles stick together and slow down on their lane until they stop. In worst cases, the vehicles are moving apart, loose friction between wheels and road surfaces, leave their lanes and finally end up in a non-controllable curvy motion patterns, where additional crashes are very likely. Therefore the after crash state $\mathbf{x}_{\mathrm{COLL}, k}$ relative to the a priori crash state $\mathbf{x}_{k}$ is crucial for the probability of loosing control.

If the a posteriori velocity vector $\mathbf{v}_{\text {COLL }}^{i}$ is pointing into the same direction as the a priori velocity vector $\mathbf{v}_{\mathrm{CON}}^{i}$, the vehicle should keep control after these contacts. Any reduction or increase of speed along the moving direction does not provoke rotation momentums. Therefore, the two following cases have less probability of loosing control:


Figure 6.4: After crash evolution for ego vehicle (blue) with circular counter steering trajectory to get back on path.

1. Central and straight crashes, where the force direction and the velocity direction are (anti-)parallel, e.g. in frontal or rear-end crashes.
2. Slight crashes e.g. scratching the vehicle's body side or destroying only the side-view mirror, where only small lateral forces occur, so that the vehicle does not loose road friction.

An after crash situation will become very dangerous, if the vehicle leaves its lane, especially in tree-lined roads. As long as the vehicle stays on its lane, it can brake until stop in a controlled manner. How far, the vehicle will leave its path after a crash is determined by the initial velocity angle after crash $\alpha_{\text {COLL }}$ related to the road direction $\gamma^{i}$ :

$$
\alpha_{\mathrm{COLL}}=\angle\left(\mathbf{v}_{\mathrm{COLL}, k}^{i}\right)-\gamma^{i}
$$

If the vehicle counteracts to its lane leaving movement without loosing friction, the minimal lateral distance $\Delta d$ of the vehicle's current center point can be approximated by:

$$
\Delta d=\frac{\left\|\mathbf{v}_{\mathrm{COLL}, k}^{i}\right\|^{2}}{\mu_{\mathrm{f}} g}\left(1-\left|\cos \left(\alpha_{\mathrm{COLL}}\right)\right|\right),
$$

assuming a motion on a short circular arc, with a radius balancing the friction and centrifugal forces having constant velocity $\left\|\mathbf{v}_{\text {COLL }, k}^{i}\right\|$ (see Fig. 6.4). The parameter $\mu_{\mathrm{f}}$ describes the friction coefficient between road and wheels and $g$ is the gravity constant. Note, that the after crash velocity norm $\left\|\mathbf{v}_{\text {COLL }, k}^{i}\right\|$ is the most influential factor for the radius and therefore the maximum lateral distance $\Delta d$.

However, the maximum lateral distance $\Delta d$ is a predictor for having subsequent crashes. The likelihood of having another crash increases with
growing maximum lateral distance $\Delta d$, which is represented by a sigmoid function $L$ (see Eq. A.6.1 in attachment for definition):

$$
\begin{aligned}
p\left(I_{k+1}^{i}=I_{\mathrm{safe}} \mid \mathbf{x}_{k}^{i}, \mathbf{x}_{\mathrm{COLL}, k}^{i}\right) & =1-p\left(I_{k+1}^{i}=I_{\mathrm{nonctrl}} \mid \mathbf{x}_{k}^{i}, \mathbf{x}_{\mathrm{COLL}, k}^{i}\right) \\
& =1-L\left(\Delta d\left(\mathbf{v}_{\mathrm{COLL}, k}^{i}\right) ; \Delta d_{\mathrm{th}}, \Delta d_{\mathrm{sl}}\right)
\end{aligned}
$$

where $\Delta d_{\mathrm{th}}$ represents the lateral distance threshold and $\Delta d_{\mathrm{sl}}$ is the scale parameter for the sigmoid function.

The probability of a second crash depending on the after-crash velocity norm $\left\|\mathbf{v}_{\text {COLL }, k}^{i}\right\|$ and after crash angle $\alpha_{\text {Coll }}$ according to the presented coping model is depicted in Fig. 6.5 with the coping parameter listed in A.5. Consider a crash with a velocity vector showing into the direction of the road $\angle\left(\mathbf{v}_{\mathrm{CoLL}, k}^{i}\right)=\gamma^{i}$ like after a rear-end crash, $\alpha_{\mathrm{CoLL}}$ and $\Delta d$ become zero and the likelihood to keep control $p\left(\mathbf{I}_{k+1}=I_{\text {safe }} \mid \mathbf{x}_{k}^{i}, \mathbf{x}_{\mathrm{COLL}, k}^{i}\right)$ becomes maximal. Similar consideration holds for scratchy crashes, where the $\alpha_{\text {Coll }}$ and the after crash probability becomes zero, too. For high deviation angles $\alpha_{\text {coll }}$ in case of side crashes and high velocities, the probability of loosing control is nearly one, and subsequent crashes can occur.

All in all, the presented coping model describes scenarios, where the driver is most likely to regain control of its vehicle within a small surrounding of its lane. In other scenarios, with high crashing angles or aftercrash velocities the probability that the vehicle looses control is maximal, so that a subsequent crash is very certain.

Note that the coping model is not depicting the probability of a subsequent crash, it rather determines the likelihood that the vehicle ends up in scenarios, where it is very likely that crashes can occur. The vehicle is able to regain its capability during the braking maneuver, so that the coping probability calculates only the maximum likelihood that something will happen.

### 6.4.3 Injury Model

There exists much data analysis to predict the injuries of car occupants in case of crashes depending on road infrastructure, weather conditions, vehicle types, crash constellation and speeds. A good review of models with different input and output variables was done in [147]. The output variables are mostly classifiers describing the injury level. These levels are defined by e.g. the Abreviated Injury Scale (AIS), which splits injuries for one body parts into six different levels, ordered by their severity [72].

$$
p\left(I_{k+1}^{i}=I_{\text {nonctrl }} \mid \mathbf{x}_{k}^{i}, \mathbf{x}_{\mathrm{COLL}, k}^{i}\right)
$$

low



Figure 6.5: Potential plot of probability to loose control after collision depending on angle $\alpha_{\text {CoLL }}$ between lane and vehicle and the norm of the after crash velocity $\left\|\mathbf{v}_{\text {COLL }, k}^{i}\right\|$, where red indicates probability equal to one and blue indicates zero injury likelihood.

Based on this arrangement, measures like the Injury Severity Score (ISS) [16, 17, 147] or the Maximum AIS (MAIS) [72], which tries to represent the general physical constitution of a patient, by either taking the sum of squared AIS-levels of the three highest injured body parts or by taking the maximum AIS-level. In addition, the MAISn+ with a specific level $n$ or higher is taken to determine the probability of reaching at least an specific injury level [74, 89, 90, 144, 168].

Some model outputs are based on scores like the Head Impact Criterion (HIC) [118], where the acceleration of the head center is taken into account, which needs a detailed analysis of the acceleration time series and is therefore not practical for the used crash model of Sec. 6.4.1.

For predicting the injuries, there are mainly three different kinematic values used: the impact speed of the ego vehicle, the velocity difference between both vehicles, and the velocity difference between the a priori and a posteriori velocity, the Delta-v value. Sometimes, additional information like whether the occupant wore a belt or the constellation like frontal, rear
or side crashes or age is taken into account.
In [61], the authors show that the impact Speed and the Delta-v are good predictors for a logistic regression model for MAIS3+ levels for collisions between vehicles. In [132] and [168], the prediction of different severity levels like severe and fatal are predicted by a logistic regression.

According to the ethic commission [53] and [75], the decision process should not incorporate sex, gender, age, job (or guilty) or other person related characteristics into the decision making process of a motion planner. Furthermore [75] stated that a minimization of injuries or probabilities can be taken into account, which can be satisfied by a planner minimizing injury probabilities.

Based on the related work, the injury model for one occupant $q$ in a vehicle $i$ is given by a sigmoid:

$$
\begin{equation*}
p\left(i n j^{q} \mid \mathbf{x}_{\mathrm{COLL}}, \mathbf{x}\right)=L\left(\left\|\mathbf{v}_{k}^{i}-\mathbf{v}_{\mathrm{COLL}, k}^{i}\right\| ; v_{\mathrm{th}}, v_{\mathrm{sl}}\right) \tag{6.8}
\end{equation*}
$$

where $v_{\text {th }}$ is the threshold velocity for which the probability becomes 0.5 and $v_{\mathrm{sl}}$ describes the slope at $\left\|\mathbf{v}_{k}^{i}-\mathbf{v}_{\text {CoLl }, k}^{i}\right\|=v_{\text {th }}$. For occupants protected by the vehicle compartment, the threshold velocity $v_{\text {th }}$ is higher than for pedestrians without a stiff compartment. According to [61], the MAIS3+ parameters for belted occupants are around $v_{\text {th }}=15.0 \mathrm{~m} / \mathrm{s}$ and $v_{\mathrm{sl}}=$ $2.0 \mathrm{~m} / \mathrm{s}$ in case of vehicle crashes. In contrast, a pedestrian will be injured with MAIS level three or higher according to the parameters $v_{\text {th }}=8.0 \mathrm{~m} / \mathrm{s}$ and $v_{\mathrm{sl}}=3.0 \mathrm{~m} / \mathrm{s}[132]$. The corresponding curves are depicted in Fig. 6.6.

### 6.4.4 Ethical Model

In contrast to the injury model, determining the probability of only one crash participant, the ethical model considers injuries of multiple traffic participants to obtain one representative value, which can be used as cost indicator for an event. The incorporation of other traffic participants, additionally to the ego vehicles occupants, belongs to the concept of thoughtfulness in traffic environment to protect weaker or less protected traffic participants. In this section, a rough argumentation line about the final ethical model is given.

A naive approach is to sum up all the consequences and human lives. According to the report of German ethic commission, this way of aggregation is strictly forbidden [53]. The authors of [75] have a similar claim to not maximize a utility sum or minimize consequences of an additive function over all injured occupants or pedestrians $q \in\left\{1, \ldots, N_{\text {OC }}\right\}$ for


Figure 6.6: Injury probability of MAIS3+ depending on norm of the vectorial velocity change $\left\|\mathbf{v}_{k}^{i}-\mathbf{v}_{\text {CoLl }, k}^{i}\right\|$ for belted vehicle occupants and pedestrians.
$i n j^{q}$ :

$$
\begin{gather*}
f_{\mathrm{eth}}^{\mathrm{agg}}\left(p\left(i n j_{\mathrm{tot}}^{1} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right), \ldots, p\left(i n j_{\mathrm{tot}}^{N_{\mathrm{oCC}}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)\right)=\ldots \\
\cdots=\sum_{q=1}^{N_{\mathrm{OC}}} p\left(i n j_{\mathrm{tot}}^{q} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right) \tag{6.9}
\end{gather*}
$$

This approach would lead to the phenomenon that different scenarios with big difference in the individual predicted injuries are evaluated identically. For example, one person could be sacrificed to protect others life is similar to the case that all occupants becoming physically disabled (see left picture of Fig. 6.7). The ethic commission goes one step forward and states that there is not an obligation of an individual to save other lives by sacrificing oneself to act in a solidarity manner [53]. Furthermore, the authors also state that each individual is "sacrosanct" and is not "billable" [53]. Therefore, another approach should solve the problem between individual rights and one representative value for different subjects.

Following the guidelines, there are several points, which some authors had recommended. First of all, the risk of all victims should be considered equally [53], so that no preference for any occupant exists. Also in [75], the authors expound that the minimization of risk for each ego vehicle occupant has to be considered in the same manner, that would also be of
ones interest. Additionally, they state that the reduction of the number of victims and of victim's risk at the same time, is a good direction [75] or at least acceptable [53]. This tendency is also confirmed by [160], where probands have to solve a dilemma situation and decide, which people in the scene should kept alive or less harmed. The test was significant for the statement that less people should be hit in an experiment of two choices with different amount of victims for one option.

In the severity calculation, the number of involved or assumed individuals in one vehicle is fixed, so that groups cannot outweight other smaller groups or single persons, which is in compliance with [75]. To avoid exaggerated self-sacrificing but considering all potential victims, the ethical model takes the maximum injury $i n j^{q}$ of all injured participants $N_{\text {OC }}$ :

$$
\begin{aligned}
& f_{\mathrm{eth}}^{\max }\left(p\left(i n j_{\mathrm{tot}}^{1} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right), \ldots, p\left(i n j_{\mathrm{tot}}^{N \mathrm{OC}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)\right)=\ldots \\
& \cdots=\max \left(p\left(i n j_{\mathrm{tot}}^{1} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right), \ldots, p\left(i n j_{\mathrm{tot}}^{N \mathrm{NoC}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)\right) .
\end{aligned}
$$

Combined with a motion planner based on cost minimization, this approach focuses on the reduction of predicted harms of the most injured victim. Other victims in the scene have to hazard the consequences or are self-sacrificing until one of them becomes the most harmed occupant (see center picture of Fig. 6.7). During the cost minimization, the maximum level of risk is decreased and the targeted injuries of the affected persons become of comparable size.

The maximum approach has at least one unresolved limitation: In scenes where the maximum injury cannot be reduced, this approach is not able to distinguish between options with different harms for the minor injured participants. This indifference could lead randomly to increasing injuries for all others. According to the injury model of the previous section (Sec. 6.4.3), the severity is a probability approximated by a sigmoid function, so that there is theoretically always a chance to increase the likelihood of staying non-injured or alive by steering and accelerating. Furthermore, experiments presented in [160] show that people would not reject self-sacrificing completely and would consider it, when a high threshold of injuries for others was reached, which is also not represented appropriately by this model. Another ethical decision experiment [29] shows that the number of killed pedestrians is significant for the choice. At this point the model taking only maximum harm, has also to be discarded.

The finally proposed ethical model is derived by the idea that danger is the absence of safety or in other words: the absence of safety is danger. Transferred to this model this means that the risk is the counter probability


Figure 6.7: Potential lines of different ethical models for concatenating injury probabilities of two occupants 1 and 2. Left: Normalized addition of injury probabilities. Center: Maximum of injury probabilities. Right: Probability of at least one occurring injury of occupant 1,2 or 1 and 2.
to the case that nobody was injured, which is equal to the probability that at least one occupant is injured. The corresponding ethical model is as follows, where the single injuries are treated as conditionally independent:

$$
\begin{array}{r}
f_{\mathrm{eth}}^{\text {as }}\left(p\left(i n j_{\mathrm{tot}}^{1} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right), \ldots, p\left(i n j_{\mathrm{tot}}^{N_{\mathrm{OC}}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)\right)=\ldots \\
\cdots=1-\prod_{q=1}^{N_{\mathrm{OC}}}\left(1-p\left(i n j_{\mathrm{tot}}^{q} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)\right) \tag{6.10}
\end{array}
$$

The effect of this model is a mixture of both aforementioned approaches (see Fig. 6.7). It approximately aggregates the severity between different victims like the sum model in scenarios with very low severity. Additionally, in scenes with high injury probability for one victim, the focus is mostly fixed on this victim. The behavior in fatal scenes imitates the maximum model but with a smoother adaptation, so that the focus will not completely ignore the less injured victims (see right picture of Fig. 6.7).

The ethical topic around autonomous driving is highly discussed. So note, that the assumed ethical model of Eq. 6.10 and the injury model are proposals by the author. In [107], the report of the German ethic commission was commented by the statement that ethical judgment in inevitably "evil" decisions should not be taken by a programmer. The author of [107] suggests that an independent Non-Governmental Organization keeps track of the implemented ethic principles, which should be discussed by the society to ensure feedback-loops and to relieve pressure on the programmer or car manufacturers. The author of this thesis appreciates that idea to not make decisions for a whole population.

### 6.5 Severity Models

In the previous sections, sub models for predicting crash, post-crash behavior, consequences and their relationships were introduced. In this section, three severity models for collision evaluation are presented, which are closely related to typical approaches from literature. For this, some of the exhaustively presented sub models are neglected or simplified e.g. taking only the first contact into account or neglecting ethical models because of an ego-centric view. At the end of this section, one severity model is presented, which aggregates the full costs of a crash and its after-crash consequences until the vehicle is standing still like it is proposed in the Ch. 3. In the next chapter, these models are elaborated with regards to their impact on the vehicle motion behavior based on findings from this section.

### 6.5.1 Constant Severity

The first model is not really a model. It is assuming that the costs of each crash are constant and bigger than zero:

$$
c_{\mathrm{COLL}}^{\text {const }}\left(\mathbf{x}_{k}\right)=c_{\mathrm{CONST}}+w_{\mathrm{inj}}>0 .
$$

This constant severity model is the most used model in threat detection or risk assessment monitoring systems like in [141] or for parallel lane scenarios in [133]. Also many Time-To-X (TTX) measures [18, 21, 151, 161] ignore dependencies on input variables and implicitly neglect different crash severities. Here, crash costs will only be of interest in mitigation scenarios but not in normal driving scenarios, that's why they are set as constant. In normal driving, any crash should be avoided or at least monitored, which can be achieved by calculating the collision probability, so that the focus is on the reduction of collision probability. This approach is very conservative and cannot differentiate between highly dynamical crashes with high impact energy and small scratches on a car's body, which is of interest in the transition from normal driving to moderate risk scenes, where future evolutions have multiple risk sources with different crash consequences.

In this thesis, the simple constant severity model is presented to show differences to more sophisticated approaches.

### 6.5.2 Wall-Impact Severity

The wall-impact model is based on the ideas of risk assessment techniques in highly critical scenarios, where the reduction of the velocity is used to decrease additionally the severity and not only the collision probabilities. In the work of [99], the severity was a quadratic function depending on ego speed. According to a predefined risk level, the vehicle automatically chooses the speed level according to the predicted collision probability and results were shown in a scenario, where the vehicle was slowing down in a narrow tunnel. In [91], the kinematic energy of the ego vehicle was incorporated into a crash mitigation system to force the vehicle to decrease its velocity. In [35], a criticality index for left turnings was introduced, which multiplies the squared ego velocity with the inverse time-to-collision measure, to depict on one side the higher severeness of high velocity crashes and on the other side incorporates time to evade.

As one can see, the previously mentioned models include only states of the ego vehicle and/or harms of the ego vehicle's occupant and nothing or nobody else. This ego-centered view is approximated by representing any collision as a crash into wall (see Fig. 6.8). Here, the ethical model is neglected because of missing other occupants in an ego-centric view. In addition the coping model is not needed, because only the first contact is of interest. Instead of using the kinetic energy or similar squared velocity dependencies like in related works, the injury model of Eq. (6.8) is used to properly predict occupant's harm. The physical crash model of Sec. 6.4.1 between two vehicles is simplified by letting the $m^{j}$, representing the mass of the second collision partner $j$ (which is a wall), going to infinity and assuming a straight and central impact. The following model represents the velocity change by an inelastic impact into a wall according to the law of conservation of momentum like in Eq. (6.3) and contact condition for inelastic impacts Eq. (6.4):

$$
\begin{equation*}
p^{\text {wall }}\left(\mathbf{x}_{\mathrm{COLL}} \mid e_{k}=e_{\mathrm{COLL}}, \mathbf{x}_{k}\right)=\delta\left(\mathbf{v}_{\mathrm{COLL}, k}^{i}+k_{\mathrm{REST}, \text { wall }} \cdot \mathbf{v}_{k}^{i}\right) \tag{6.11}
\end{equation*}
$$

where $\mathbf{v}_{k}^{i}$ is the speed of the ego vehicle $j$ at touching time point, similarly to the touching velocity $\mathbf{v}_{\mathrm{CON}, k}^{i}, \mathbf{v}_{\mathrm{COLL}, k}^{i}$ is the velocity after the crash and $k_{\text {REST, wall }}$ is the restitution coefficient between wall and vehicle.

The overall wall-impact severity model can be rewritten into one final equation, using Eq. (6.8) as injury model, Eq. (6.11) as crash model and the cost structure for one crash according to Eq. (6.2):

$$
c_{\mathrm{COLL}}^{\mathrm{wall}}\left(\mathbf{x}_{k}\right)=w_{\mathrm{inj}} \cdot L\left(\left(1+k_{\mathrm{REST}, \text { wall }}\right) \cdot\left\|\mathbf{v}_{k}^{i}\right\|, v_{\mathrm{th}}, v_{\mathrm{sl}}\right)+c_{\mathrm{CONST}} .
$$



Figure 6.8: Idea of the wall-impact severity model in a two-vehicle crash, where the collision is treated as a frontal crash of the ego vehicle(blue) into an imaginary wall.

It is obvious that the severity is only depending on the ego velocity $\left\|\mathbf{v}_{k}^{i}\right\|$ at the collision time point.

### 6.5.3 Vehicle-to-Vehicle Impact Severity

Instead of using the kinetic energy of the ego velocity, the authors of [39], [129] and [171] take the internal energy (heat and plastic deformation) of the collision as a representative quantity in a motion planning system: The higher the internal dissipated energy, the higher the severity. This dissipated energy is derived from a centric, straight impact and results in a formula, which is depended on relative velocities. Furthermore, [39] and [171] take formulas, which are also depending on the vehicle masses. The severity increases for larger masses involved in a crash.

A drawback of this approach is that these equations does not distinguish between the involved vehicles, it only aggregates the full energy without having any information about the single entities with occupant injuries and so on. Therefore, this approach cannot determine, which occupant will be harmed most. So in asymmetric cases e.g. where a truck hits a passenger car, the overall internal energy is not a good predictor for the occupant injuries, because the injury of the car occupants will be much higher than for the truck driver. In this case, the injuries are not equally distributed, so that its underlying ethical model is similar to Eq. (6.9), which was from the ethical point of view not appropriate (see Sec. 6.4.4). Furthermore, the internal energy rises if both vehicles have equal masses, which is in contrast to findings in [56], where the author states a dependency on mass ratio, not on mass sum or product.

However, to adapt the idea of considering both crash participants and


Figure 6.9: Idea of the vehicle-to-vehicle impact severity model in a two-vehicle crash, where the physical crash model based on conservation of momentum is used, but no further events are taken into account.
keeping the character of depending on the relative velocity, the vehicle-tovehicle severity model $c_{\text {COLL }}^{\mathrm{v} 2 \mathrm{v}}$ is structured as follows: The presented crash model of Sec. 6.4.1 calculates the a posteriori velocities of both vehicles. The injury probabilities of both occupants are determined according to Eq. (6.8). These are inputs for the ethical model according to Eq. (6.10), which based on the calculation of the probability for at least one injury of one of the occupants. The cost from the ethical model is additive to a constant value according to Eq. (6.2). Similar to the wall-impact crash, a subsequent crash is not taken into account, so that a coping model is not needed, like it is seen in Fig. 6.9, where only the first contact plays a role.

### 6.5.4 Multi-Collision Event Severity

The last model mentioned in this thesis combines the wall-impact severity and the vehicle-to-vehicle impact severity to one severity model and has no origin in the literature. In the previous section it was shown that the wall-impact severity only depends on the ego velocity and the vehicle-tovehicle impact severity only depends on the relative velocity. The new model takes both inputs, so that the severity of a crash depends on the velocity change through the inter-vehicle crash and the current velocity level. This is realized by assuming multiple events: The first event is an inter-vehicle crash like discussed in the previous section (Sec. 6.5.3) and a second, subsequent event is a crash into a wall according to Sec. 6.5.2.

The probability of the second crash is influenced by multiple variables and parameters. First of all, the coping model determines whether the vehicle will loose control after the first crash event and will end up in a subsequent crash. First, the related probability depends on the angle be-


Figure 6.10: Idea of the multi-event impact severity model with a vehicle-tovehicle crash as the first event and a probable crash into a wall as a potential second event.
tween the contact and the after-crash velocity (see Sec. 6.4.2). Second, the capability to regain control and avoid crashes in case of uncontrolled motion is expressed by a constant escape rate $\tau_{\text {ESC }}^{-1}$, explained in Sec. 5.3. It enables the vehicle to not have any further crashes, although it was out of control directly after the first crash. The third component is the crash occurrence with occupied regions in surrounding traffic environment like barriers, walls, standing and driving vehicles. According to Sec. 6.3.1 a collision rate $\tau_{\text {DISTR }}^{-1}$ depending on the velocity describes the collision probability of one vehicle in an homogeneously distributed static environment. The last component is the time interval when the vehicle is out of control or has the potential to crash into static objects. The time interval length depends the after-first-crash velocity $\mathbf{v}_{\mathrm{COLL}, k}^{i}$ and its deceleration $a_{\text {brake }}$ during its after crash braking maneuver: $v^{i}(t)=\| \mathbf{v}_{\text {COLL }, k}^{i}| |-\left|a_{\text {brake }}\right| t$. The collision rate of Eq. (5.1) incorporates the decelerating behavior into a simplified collision rate $\tau_{\text {DISTR }}^{-1}$ :

$$
\tau_{\mathrm{DISTR}}^{-1}(t)=\rho_{\mathrm{DISTR}} \cdot v^{i}(t),
$$

where $\rho_{\text {DISTR }}$ is the number of collisions per meter. Taking Eq. (6.1) for total harm, where the harm model of one occupant consists of the injury model according to Eq. (6.8) and the physical crash model according to Eq. (6.11) for impacts with walls. For practical reasons the infinite time horizon in Eq. (6.1) after the first crash is restricted to the moment, where the vehicle is standing still $t_{\text {max }}=\left|a_{\text {brake }}\right| /\left|\left|\mathbf{v}_{\text {COLL }, k}^{i}\right|\right|$.

The crashing evolution of both vehicles is modeled identically. Nevertheless, the velocity change during the first crash and the initial after-firstcrash velocities can differ, so that the injury likelihoods may also differ. The combined representative injury is determined by the ethical model
according to Eq. (6.10) calculating the probability of having at least one severe injury. The overall multi-event severity $c_{\text {COLL }}^{\text {multi }}$ is according to the cost structure in Eq. (6.2) like the aforementioned severity models, with a constant severity $c_{\text {Const }}$ offset and the weighted representative injury probability $w_{\mathrm{inj}}$.

### 6.6 Comparison of Severity Models

In this section a short analysis is given to show the main differences between the state-dependent models like the wall, the inter-vehicle and the multi-event model. The constant model is not discussed here, because of its simplicity it rather serves as a comparative baseline.

In Fig. 6.11 each severity model is shown for different crash constellations, the parameters of all models are listed in Tab. A.5. In the left column the severities are shown for different vehicle speed constellations under a crashing angle of $20^{\circ}$. The wall impact model (top row) has potential lines parallel to the ordinate, meaning that the model is independent of the velocity of the other vehicle $j$, as a consequence of the ego-centric view and the wall as assumed crashing partner. Furthermore, the logistic injury model provides three different regions: a plateau of low severities for small ego velocities $\left\|\mathbf{v}^{i}\right\|$, an ego speed interval of strong increasing severities and a plateau of high severities in case of high ego speeds. In the right column of Fig. 6.11, the severity is depicted for different crashing angles and ego velocities, where the vehicle speed is set to $\left\|\mathbf{v}^{j}\right\|=7.5 \mathrm{~m} / \mathrm{s}$. One can see that the severity is also independent of the crash constellation and only provides ego speed dependent velocities which are symmetric around $\left\|\mathbf{v}^{i}\right\|=0 \mathrm{~m} / \mathrm{s}$.

In contrast to the wall impact model, the inter-vehicle crash model depends on all mentioned variables. As one can see in the left picture of the center row, the velocities create a valley with minimal values at $\left\|\mathbf{v}^{i}\right\|=\left\|\mathbf{v}^{j}\right\|$, meaning that a crash is evaluated as being of low criticality if their relative velocities are small and is independent of the absolute velocities, so the higher the velocity difference is, the higher the severity. The severity also varies depending on the crashing angle. For low angle crashes like crashes from behind the severity is maximal. For crashes, where the vehicles are scratching the exterior parts, the severity reduces until the fixed constant value for any collision is reached.


Figure 6.11: Crash severity for wall-impact severity (top row), inter-Vehicle severity (middle row) and multi-event severity (bottom row) depending on the ego velocity $\left\|\mathbf{v}^{i}\right\|$, other velocity $\left\|\mathbf{v}^{j}\right\|$ and crashing angle $\angle\left(\mathbf{n}_{\text {force }}\right)-\gamma^{i}$. Left column: Fixed crashing angle $\angle\left(\mathbf{n}_{\text {force }}\right)-\gamma^{i}=20^{\circ}$. Right column: Fixed other velocity $\left\|\mathbf{v}^{j}\right\|=7.5 \mathrm{~m} / \mathrm{s}$.

The multiple-event model (bottom row) which is an extension of the inter-vehicle impact model with another subsequent event shows two main differences. First, the velocity plot inherits the valley of the inter-vehicle impact but this valley is narrowing with higher ego velocity (compare center left with bottom left of Fig. 6.11). This is an effect of the second crash with the wall, because the speed level on which the vehicles have a crash increases the post crash velocity and therefore the probability of a further collision. Second, for small crashing angles, the severity is similar to the severity of the inter-vehicle crash. This is a cause of the neglected probability of subsequent crashes due to small lateral forces during a frontal or rear-end crash. With smaller forces, the vehicle has higher chance to stay on the lane and to not loose control. For higher angles, the influence of the second crash gains importance, because the severity caused by the first inter-vehicle crash becomes small and the lateral forces which push the vehicle out of the lane get higher. For big crashing angles, e.g. where the vehicles have only a slight touch, the lateral forces become small, which let the probability of the second crashes decrease again.

All in all, the wall-impact severity only depends on the ego velocity, the inter-vehicle impact severity depends on the velocity difference and the constellation and the multiple-event model depends on all mentioned inputs and combines qualitatively both severity models.

### 6.7 Conclusion

In this chapter, the design of severity models for collision event was in focus. The main contributions are as follows:

- A new severity scheme incorporating injury models, ethical considerations between occupants, after-crash coping capabilities and physical crash model, which depends on masses, velocities and crash constellations for a risk-based motion planner with limited computational resources.
- A new coping capability model representing the ability to drive back towards its own lane.
- A new ethical weighting based on the likelihood that at least one occupant gets severely injured.
- A new severity model incorporating ethical considerations and subsequent crashes.

As this chapter shows, not only the probability model depends on the predicted scene states, the presented severity models also include state variables like crashing constellations and velocities. As one can expect that the severity evaluation as part of the risk costs can impact the motionplanning behavior for mitigation like the collision probability evaluation is modeled to produce crash avoiding behavior.

Each of the severity models takes a different set of scene state variables e.g. only ego-states in a wall crash severity model comparing to relative states in a vehicle-to-vehicle severity model, a combined variable set for the new multi-event severity model and an empty set for a constant severity. They all based on different assumptions (partly from literature) about the crash evolution and the consequences. So it is of interest, how will they affect the motion behavior and which differences will occur between them?

## 7 Severity's Influence on Motion Behavior

In this chapter, the severity models as part of the collision events are investigated to show their impact on the behavior of an vehicle equipped by the motion-planning framework outlined in Ch. 2 and Ch. 3. The collision event has its representation within the framework as a cost-producing risk quantity containing the probability model and the severity model. In the following investigations, the probability model outlined in Ch. 4 is implemented, which imitates the qualitative behavior of Monte Carlo Simulations by adapting the Gaussian probability density function (PDF) shape due to a dynamic collision region and split the non-collided PDF parts according to the constellation of PDF and collision region. Possible corresponding collision severity models are discussed in Ch. 6, where four different models introduced and compared regarding their state dependencies. Next to the collision event, the artificial escaping event (Sec. 5.3) is implemented to the planner to reduce the influence of events far in the future and to emphasize those which will happen in few seconds.

In previous works, collision risk assessments, especially in combination with a severity model, showed effects on the motion planning especially for speed adaptations, e.g. in [99] a maximum risk value was set, which calculates appropriate speed levels for managing scenarios with static objects like tunnels or walls. The speed level was reduced while passing other objects to hold a predefined risk level. Similar behavior is shown in [46], where a Foresighted Driver Model also decreases the speed level while passing another vehicle on the opposite lane. In [64], increasing injury MAISn+ levels lead to reducing speed levels in bad weather conditions like fogs.

A detailed investigation of different severity models and their influences on behavior for multiple scenarios has to the best knowledge of the author not been tackled yet. Therefore, a set of different parallel lane scenarios like overtaking and frontal approaching are introduced in Sec. 7.1 so that the four different severity models of Ch. 6 are compared in each of the scenario to show the differences, whether they lead to speed reduction,
how they do it and which safety distances are targeted. To concentrate on the influence of collision risk, desired speeds or other events are not incorporated.

Furthermore, in [54] it was shown that an asymmetric mass distribution between colliding vehicles has a big impact on the harm of occupants, especially for those in the lower weighted vehicle. In Sec. 7.4 this influence of vehicle masses, depicted by different collision partners like trucks, motor cycles or passenger cars, is shown for two severity models. In the end of this chapter, the behavior in case of distributed collision events (see Sec. 5.1) with passengers or static objects on the road is shortly investigated with and without a detailed severity model (see Sec. 7.5).

### 7.1 Scenario Overview

To limit the amount of different scenarios but to impart an impression of the way how collision severity models influence the motion planning, only scenes with two-vehicles, an ego vehicle $i$ and another vehicle $j$ are presented. Furthermore, scenarios where the ego or other vehicle are exposed to a risk over a long simulation time are same lane scenarios or parallel lane scenarios. By limiting lateral steerings and avoidance maneuvers, the planner's last degree of freedom is to adapt the ego-velocity to a specific level or position itself relatively to the other vehicle like in the following scenario. An overview of scene constellations belonging to same lane scenarios are presented in Fig. 7.1. Here, both vehicles share the same lane so that their lateral offset is around zero. Risky scenarios corresponding to this group are following and being tailgated in case of vehicles driving in the same direction. If the vehicles are driving into the opposite direction but on the same lane, then this scenario known as "chicken game" is called frontal approaching. In these three scenarios, the initial velocities and positions of the vehicles are in a way that it would come to a collision in finite time, if the vehicles won't intervene.

In Fig. 7.2 those critical scenes are presented, which have a non-zero lateral offset between ego and other lane and are similarly defined like in the case of same lane scenarios: overtaking, being overtaken and frontal passing. In all scenes the vehicle is able to overcome the critical situation by passing each other. These three parallel scenes represent the transition from same lane scenarios to scenarios where both vehicles are far distant from each other so that predicted collision probabilities are vanishing and both can drive and pass freely without interventions.


Figure 7.1: Categorization of different same lane scenarios for two vehicles depending on scene states with $\Delta r_{\mathrm{y}} \approx 0$ and from the perspective of vehicle $i$. The bold written scenarios indicate scenes with high risk potential.


Figure 7.2: Categorization of different parallel or neighbor lane scenarios for two vehicles depending on scene states with $\left|\Delta r_{y}\right|>0$ from the perspective of vehicle $i$. The bold written scenarios indicate scenes with high risk potential.

### 7.2 Same Lane Scenarios

The first category of scenarios deals with those scenarios, where both vehicles are driving on the same lane like the following and frontal approaching scenario.

### 7.2.1 Following and Being Tailgated

In Fig. 7.3, the integral total costs of the predicted trajectories are shown depending on the initial scene states with ego velocity and relative positions, where the other vehicle is predicted with constant speed $v_{\mathrm{x}}^{j}=7.5 \mathrm{~m} /$ $s$. In addition to the total integral cost potential field (color range bluered), trajectories are drawn into the plot, which are created by letting the planner execute optimal calculated accelerations, i.e., those accelerations which lead to minimal cost. The thick green curves depict a trajectory which brakes with maximum power to avoid a collision.

One can see that for a constant severity (top left) with maximum value, the thick red barrier splits the scene into two regions, where at the left side the ego vehicle is behind the other and on the right side it is vice versa. On the left side, there exists an attractor point in a following scenario representing the headway point at $v^{1}=v^{2}=7.5 \mathrm{~m} / \mathrm{s}$ and $\left|\Delta r_{\mathrm{x}}\right| \approx 50 \mathrm{~m}$ towards which the black trajectories converge. As long as the vehicle is physically able to avoid crashes the real-driven trajectories in a following scenario end up in this stable headway point. On the right side, in a tailgated scene, the ego vehicle has a positive relative distance, the vehicle accelerates according to the comfort, the progress utility and the risk pressure in case of smaller ego velocities relative to the other vehicle's speed.

In comparison to the constant severity, the wall severity in the right upper picture of Fig. 7.3 shows reduced risk zones in scenes, where the ego vehicle drives with small velocity. The MAIS3+ injury saturation for high ego-velocities provides predicted risk potential fields and trajectories which are similar to the planner with constant severity model. For tailgating scenes, there is a region, where trajectories are forced to do a collision. This suck-in is an effect of the higher punishment for high ego velocities. Because the wall-impact severity model is independent of the consequences for the other crash partner, the risk becomes small for low ego speeds, which becomes more attractive for the motion planner.

In this experiment, the inter-vehicle and multiple-event severities in the second row of Fig. 7.3 show similar potential fields and driven trajectories. Although the risk is smaller than for constant severity, the models
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Figure 7.3: Following and Being Tailgating scenarios with total costs potential field and trajectories in $\Delta r_{\mathrm{x}}, v_{\mathrm{x}}$ - state space for different severity models. Red areas indicate high predicted cost regions and the green curves indicate the last braking trajectories to avoid a crash. Top left: constant severity model. Top right: Wall-Impact severity model. Bottom left: Inter-Vehicle impact severity. Bottom right: Multiple-Event impact severity model.
produce crash avoiding and mitigating behavior in following and tailgated scenes. The increasing total costs for higher velocity difference punish scenes, where the speed levels of both traffic participants are dissimilar.

Each severity model shows an attractor region for following scenes, where the ego vehicle velocity becomes equal to the other vehicle speed and converges to a specific headway distance. In Fig. 7.4, the headway distances depending on the velocity level of the other vehicle for the four severity models are depicted. The uncertainties of measurement and behavior are equal for all models and speed levels. One can see, that the


Figure 7.4: Headway distance $\Delta r_{\mathrm{x}}$ between following and frontal vehicle on the same lane depending on velocity level $v_{\mathrm{x}}=v_{\mathrm{x}}^{1}=v_{\mathrm{x}}^{2}$ and severity models. One can see that the headway distance of the multi-event severity model increases linearly in a similar qualitative manner like the two-seconds headway distance rule.
constant severity model with the always maximal evaluated crash outcome creates the highest distances independent of the other vehicle's speed. The wall-impact severity converges for high velocities to the maximum distance, whereas the inter-vehicle impact model has small headway distances independently of the other speed levels, which only depends on the velocity difference. The multiple-event severity starts also with very low headway distances like the inter-vehicle severity model but has increasing distances because of the additional severity of the second crash, which becomes more serious, when the first inter-vehicle crash is on a higher velocity level. The approximately linear curve reminds qualitatively of the two seconds headway distance rule, but quantitatively this curve is flatter. This driving-school rule regards also long-term braking maneuvers of the ego vehicle in case of frontal stopping vehicles, which is not represented by a constant ego-velocity prediction, where only a deceleration is possible in a short-termed time interval.

### 7.2.2 Frontal Approaching

In the second group of scenarios, both vehicles approach each other on the same lane while having opposite moving directions. In Fig. 7.5 it is shown that for all severity models, the planner will slow down to a standstill immediately, because it is expecting a crash in future with high severity and probability. In contrast, the planner using the wall-impact severity shows a slightly different behavior, when the ego velocity is around zero (top right). Here, the trajectories converge smoothly to zero compared to the other models, because for small ego velocity in case of wall impacts risk dimension becomes similar to the small dimensions of utility and comfort.

$$
C_{\mathrm{tot}}\left(\mathbf{u}_{0: \mathrm{H}}^{1}, \mathbf{x}_{0}\right)
$$



Figure 7.5: Frontal approaching scenarios with total costs potential field and trajectories in $\Delta r_{\mathrm{x}}, v_{\mathrm{x}}$ - state space depending on different severity models. Top left: constant severity model. Top right: wall- impact severity model. Bottom left: inter-vehicle impact severity. Bottom right: multiple-event impact model

### 7.3 Parallel Lane Scenarios

In the previous section, the same-lane scenarios were discussed, where the ego and the other vehicle drive on an equal lane. In overtaking scenarios, a lateral offset is needed to pass vehicles. The point, where the following behavior switches into an overtaking behavior is depending on the severity model and has different qualitative characteristics. In Fig. 7.6, the predicted total costs are depicted in a potential field depending on the lateral offsets and ego velocities for the constant severity model on the left picture and the multiple-event severity model on the right picture. The black lines represent the relative velocities $\Delta v_{\mathrm{x}, \text { opt }}\left(\Delta r_{\mathrm{y}}\right)$ with local cost minima for fixed lateral offsets.

One can see, that for the constant severity model the local minimum switches abruptly from negative relative velocities to very high relative velocities, so scenes with overtaking behavior become suddenly attractive in a discrete manner at $\Delta r_{y}=3.4 m$ (car width $w_{\text {veh }}=2 m$ ). In contrast, the multiple-event severity model has a two-step transition, starting normally in the following scenario for low lateral offsets, where no overtaking will


Figure 7.6: Overtaking scenario with total costs potential field and minimum cost curve in $\Delta r_{y}, \Delta v_{\mathrm{x}}$ - state space for the constant severity model (left) and the multiple-event model (right). One can see that the multiple-event model in contrast to the constant severity model has a lateral offset range $\Delta r_{y}[3.8 \mathrm{~m}, 4.2 \mathrm{~m}]$, where the velocity differences $\Delta v_{\mathrm{x} \text {, opt }}$ smoothly increase with higher lateral offsets. The negative optimal velocity $\Delta v_{\mathrm{x}, \text { opt }}<0$ means that, the ego vehicle will brake in these scenes and will not overtake the frontal vehicle.
take place, until around $\Delta r_{\mathrm{y}}=3.4 \mathrm{~m}$. Then, there is a switch to an overtaking behavior with smoothly increasing overtaking velocity differences $\Delta v_{\mathrm{x}, \text { opt }}$ with higher lateral offsets until $\Delta r_{\mathrm{y}}=4.2 m$. For $\Delta r_{\mathrm{y}}>4.2 m$, the ego vehicle will be not affected anymore and shows similar behavior like the constant severity model. The range of lateral offsets for the smoothly increasing velocity region depends on the model noise like measurements or uncertain behavior assumptions. Nonetheless, both models show qualitatively different behavior in narrow overtaking cases especially in terms of an adaptive velocity in-between range which can be seen as a risk-based explanation for behavior similar to human drivers.

### 7.3.1 Overtaking

In Fig. 7.7, the velocity difference depending on the longitudinal distances is depicted for a lateral offset of $\Delta r_{\mathrm{y}}=4.25 \mathrm{~m}$ between the vehicle. In case of the multiple-event severity model on the right side of Fig. 7.7, the planner produces different behavior depending on its initial states. Trajectories on the left and below the high risk region converge to the headway distance. On trajectories starting at the right of the high risk region, the ego vehicle is braking down to a specific velocity level and passes the other vehicle like it was previously shown from the $\Delta r_{\mathrm{y}}-\Delta v_{\mathrm{x}}$ perspective. Trajectories with initial speed difference faster than $25 \mathrm{~m} / \mathrm{s}$ are passing without velocity reduction. In case of a constant severity, depicted on the left side of Fig. 7.7, only two main behaviors appear where the trajectories are either converging to the attractor point defined by the headway distance or are overtaking the other vehicle by accelerating with maximum power. Both starting regions are divided by the high risk diagonal region in red color. The region above the potential hill produces a suck-in behavior, where the ego vehicle is forced to overtake the other vehicle as fast as possible. In this experiment it becomes obvious that depending on the severity model the ego vehicle behaves very differently, and that some severity models provide driver behaviors that are more compatible with the human driving than others.

Both experiments show that there exists a specific relative velocity depending on the lateral offset, which is targeted by the ego vehicle during the overtaking process. Fig. 7.8 shows that these relative velocities depends on the lateral offset and on the other vehicle's speed. In case of higher velocities, the constant severity model (top left) and the wall impact severity model (top right) produce a discrete switch between following and accelerating overtaking behavior. The inter-vehicle impact severity model


Figure 7.7: Overtaking and overtaken scenario with total costs potential field and trajectories in $\Delta r_{\mathrm{x}}, v_{\mathrm{x}}^{1}$ - state space depending on different severity models and with fixed lateral offset $\Delta r_{y}=4.25 \mathrm{~m}$. Left: Constant severity model. Right: multiple-event severity model. One can see that not all trajectories lead to overtaking behavior and that in case of taking the multiple-event severity model, the trajectories executes a dip during the overtaking.
(bottom left) has a broad range in lateral offsets, where a limiting relative velocity occur which is independent of the other's velocity. In contrast, the multiple-event model shows a similar broad range of adapted velocities but the band size is adapted in width and offset depending on the other vehicle's velocity. This leads to a behavior where the ego vehicle is more cautious in scenarios with small overtaking offsets and where the ego vehicle reduces its velocity differences in case of greater scene speed levels.

### 7.3.2 Being Passed

In a scene state of "being passed", the other vehicle is faster than the ego vehicle. For the constant severity model and the wall-impact severity model, the targeted velocities $\Delta v_{\mathrm{x}, \text { opt }}$ depends on the lateral offset $\Delta r_{\mathrm{y}}$ and the other velocity $v_{\mathrm{x}}^{2}$. In Fig. 7.9 one can see that for the wall severity model on the right plot the relative velocity magnitude is similar to the other vehicle's speed for small offsets, meaning that the ego vehicle is forced to standstill in case of a tailgating scenes. The ego vehicle is reducing its relative velocity with higher offsets. For high lateral offsets, the relative speed is not raising anymore because of an applied speed limitation for the


Figure 7.8: Relative overtaking velocities depending on other's velocity level and lateral offset for specific severity models. Top left: constant severity model. Top right: wall- impact severity model. Bottom left: inter-vehicle impact severity. Bottom right: multiple-event impact model
ego vehicle. In contrast, taking the constant severity model on the left of Fig. 7.9 the ego vehicle will only brake to standstill while being overtaken in case moderate lateral offsets. The inter-vehicle and the multiple-event impact severity models do not show any braking behavior while being overtaken (plots not shown): the vehicle will accelerate to avoid any crash similar to the tailgating cases of the shown severity models.

### 7.3.3 Frontal Passing

The last experiment to evaluate the different severity models in parallel scenes is the frontal passing like on country roads, where another vehicle is driving on a neighboring lane into the opposite direction of the ego


Figure 7.9: Relative targeted velocities while being passed depending on other's velocity level and lateral offset for specific severity models. Left: constant severity model. Right: wall- impact severity model
vehicle's motion. In Fig. 7.10, the ego velocity instead of the relative velocity between both vehicles is shown in case of different other vehicle's passing velocities and lateral offsets. The constant severity (top left) shows a hard switch between stopping and passing with acceleration like in the overtaking case. As expected, the wall-impact severity (top right) shows an independence of the other vehicle's velocity by choosing the optimal passing velocity. The inter-vehicle (bottom left) and multi event severity model (bottom right) influences the cost calculation in a way, that the ego velocities are reduced for larger other vehicle's velocities. That behavior remains up to a specific velocity $v_{\mathrm{x}}^{j}$, where the severity saturates because of the injury sigmoid function, behaving like the constant severity model with one discrete switch. The three state-dependent models show more cautious behavior by having smaller driving velocities in case of narrower frontal passings.

### 7.3.4 Behavior Overview

An overview of same lane and parallel lane scenarios, discussed in the previous sections, for all severity models is given by the following table:

Tab. 7.1 summarizes that the motion planner with constant severity model shows only discrete switches between same lane and parallel lane scenarios. In contrast, the state-depending severity models overcome this problem and adapt their velocities according to the lateral offset. In these
 contain parallel lane scenarios, where the transition over the lateral distance (discrete or smooth) and the target velocity
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\begin{array}{ll}
-v_{\mathrm{x}}^{2}=0 \frac{\mathrm{~m}}{s} & -v_{\mathrm{x}}^{2}=7.5 \frac{\mathrm{~m}}{s} \\
v_{\mathrm{x}}^{2}=22.5 \frac{m}{s} & -v_{\mathrm{x}}^{2}=30 \frac{m}{s}
\end{array}
$$






Figure 7.10: Ego velocities while frontal passing depending on other's velocity level and lateral offset for specific severity models. Top left: constant severity model. Top right: wall- impact severity model. Bottom left: inter-vehicle impact severity. Bottom right: multiple-event impact model.
moderate risk scenarios, the severity and the probability work against each other. The severity increases with higher velocities, whereas the probability declines. Therefore the risk, the product of both, leads to a minimum at specific velocities.

In general, the constant severity and wall-impact model show special behavior in tailgating scenes, where they force the motion planner to zero velocity and therefore evoking critical scenarios. The wall-impact model shows ego-state dependent behavior for low ego-velocities, and similar behavior to the constant severity for high ego-velocities. The vehicle-tovehicle severity model provides collision avoiding behavior in all shown scenarios and creates a relative velocity adaptivity for lateral offset in moderate risk scenarios e.g. overtaking and frontal passing. The multiple-
event severity keeps the collision avoidance behavior in all scenarios of the vehicle-to-vehicle severity model, as well as its relative velocity adaptivity. Furthermore, it has an ego velocity dependent behavior similar to the wall-impact model.

### 7.4 Influence of Vehicles Mass-Ratio

In the previous sections, the differences of the four different severity models and their general behavior in different initial scenes are discussed. In these settings, the ego and other vehicle have similar masses and geometry. The derivation of the physical model of the inter-vehicle crash (see Sec. 6.4.1) with conservation of momentum shows a dependency of the after-crash states of both vehicles on the vehicle masses.

In Fig. 7.11, the influence of the mass ratio $\tilde{m}=m^{i} / m^{j}$ on the overtaking velocity difference for the inter-vehicle impact and the multiple-event impact severity is shown, where $v^{j}=7.5 \mathrm{~m} / \mathrm{s}$. Both models show that the overtaking velocity get reduced for higher mass ratios. This is caused by the raising injuries for the weakest collision partner, because higher relative masses increase the crash-related accelerations within the smaller weighted partner, which leads to higher occupant injuries and raises the probability


Figure 7.11: Relative overtaking velocities depending on mass ratio $\tilde{m}$ and severity model. Left: inter-vehicle impact severity. Right: multiple-event impact model.
of a subsequent crash. This feature is also in compliant with the findings of $[54,56]$. The models enable the effect that the collision partner with the lower mass is more protected, because additional information about the mass distribution between the vehicles is considered appropriately.

### 7.5 Distributed Collision Areas

As introduced in Sec. 5.1, a collision event does not have to be necessarily deterministic. For these distributed collision events, a severity model can also be implemented to model state dependent outcomes. Fig. 7.12 shows the dependency of the obstacle density parameter $\rho_{\text {DISTR }}$ on the targeted driving speed in case of a crash with wall-like objects or pedestrians. One can see that with increasing object density the ego speed is reduced. Furthermore higher injury probabilities like for hitting pedestrians in comparison to the harm likelihood of the ego vehicle's occupants into a wall, reduces also the targeted velocity. Depending on the expected harm of the traffic participants, the behavior will be more cautious in terms of lower velocities if the traffic participant is less protected.


Figure 7.12: Optimal driving velocity in an area of distributed events for constant severity and different injury parameter settings of the wall-impact severity.

### 7.6 Conclusion

To sum up the chapter of the influence of severity model on the vehicle's behavior, the following findings are:

- Motion planners with state-dependent severity models show a smoother transition from same lane to parallel lane scenes by targeting specific passing velocities.
- Severity models including masses are more cautious in scenarios where the collision partners are unequal.
- The simple constant severity model and the wall-impact model can accelerate the entrance into critical scenes through braking maneuvers in tailgating scenarios.
- The multiple-event severity model shows the best critical scene avoidance behavior by creating speed adaptations depending on collision speeds and relative velocities in parallel lane scenarios, whereas other state-dependent models can only produce either-or behavior. It can best simulate behaviors known from human drivers like speed adaptivity in narrow streets.
- The four severity models have different dependencies of driving velocity on the headway distance in the following scenario. The vehicle-to-vehicle severity model and the constant severity model shows independence of the driving velocity, whereas the other models have increasing headway distances for higher speed levels.
- For distributed collision events, the wall-impact severity model produces behavior, where the motion planner drives through the collision region on specific velocity levels, which decrease by more fragile collision partners and higher obstacle density.

All in all, one can state that the severity models introduced in the previous Ch. 6 keep their state dependency according to their derivations and show in a different manner their influence on the motion behavior.

## 8 Summary and Outlook

### 8.1 Summary

The main hypothesis that a severity calculation affects the motion planner can be confirmed. Each of the designed severity models are used as a component of risk assessment and show different behavior in comparison to each other and to the naive constant severity model. Especially in terms of headway distances in following scenarios and speed levels in narrow passing scenarios, where the relative speed is adaptive in a range of lateral offsets and do not switch binary between following and free driving. Furthermore, parameters like masses, only used by a subset of the presented severity models, provokes smaller relative speeds to achieve similar risk levels between dissimilar collision partners. Another fact is that ego-centered severity models, e.g. the wall-impact model, or simple constant models show criticality increasing behavior, which could end up in collisions. Only the vehicle-to-vehicle severity model and the multi-event model can guarantee collision avoidance in the investigated scenarios, because they will not brake during a tailgating scenario.

These results show that the limited view only on probability models is not sufficient to produce safe behavior and thus more sophisticated severity models are necessary to decrease criticality in a scene. Furthermore, with sophisticated severity models it is possible to depict known human behavior like the speed adaptivity, increasing headway distances and mass dependent cautious behavior to protect vulnerable traffic participants.

In the following, the other questions in the introduction of this thesis are answered in more detail:

The first questions of this thesis regard the incorporation of different types of events into a behavior planning framework. It was necessary to build a foundation for investigating collision event-forced severities as one part of different behavior determining factors next to utility and comfort in a broad range of scenarios from free driving to collision mitigation. In Ch. 2 a general structure of the behavior planning including the prediction, evaluation and decision is introduced, which calculates optimized acceler-
ation outputs for an ego vehicle based on objects in the environment. To add events into the stochastic-based prediction framework, event detection models are incorporated to identify critical events dependent on their relative states and enable the determination of event probabilities by a given state distribution. Events mostly have influence on the goals of the drivers that is why a long-term intention variable was introduced. This driver intention impacts the evaluation of considered events by weighting factor according to their importance in the current scene e.g. utility is neglected after a collision was predicted. The evaluation of events is done by determining their risk, the product of probability and severity, so that severity reducing crash mitigation strategies and probability reducing collision avoidance strategies and their combined strategy can be incorporated into one framework. Different events are evaluated according to a hierarchy of importance to not outweight e.g. comfort against severe injuries. To simplify the behavior investigation impacted by severity models, the planner is limited to a ramped velocity prediction which chooses the first-step acceleration input to minimize the total predicted costs.

The complexity of the prediction process with its multiple scene evolutions addresses the need to simplify the scene prediction part. For that, in Ch. 3 an approach was introduced to determine recursively the probability magnitude and the distribution shape dependent on the initial states distribution and a predicted behavior. This approach focuses on the noncollided trajectory distribution and truncates those parts engaged in a collision and keeps the conditional dependence between events and between discrete time points.

Examples for different event types are given in Ch. 4 and Ch. 5. Both tackle the question of how different event probabilities can be determined. The main focus of this thesis was related to collision events between two vehicles, discussed in Ch. 4. Typical Monte Carlo simulations needs a lot of computational effort and other approaches in the literature cannot depict crash forced PDF adaptations in all geometrical constellations and with multiple objects. To tackle these drawbacks, a new technique was derived based on multiple analytic truncations of the predicted PDF according to the representation of the geometrical overlap of two vehicles. To increase the prediction and detection accuracy of future events, this approach was extended on the one hand by a PDF splitting procedure to depict several evolution scenarios like yielding and not yielding and on the other hand by a dynamic collision region to tackle sampling issues in scenarios with high relative velocities and high sampling time intervals to not miss collisions. Furthermore, this new truncation model for probability calculation and
prediction confirmed the split from shape and magnitude and shows better performance to produce safe behavior than shape-neglecting approaches like rate-based approaches.

In Ch. 5, three more types of events are introduced: 1. for physically not reachable states like in case of limited engine power or internal speed limitations, 2. for distributed collision events for quasi-homogeneous distributed objects like in case of occluded objects through fog or darkness and 3 . for escaping events representing an immediate opportunity to move into a safe state. The escaping event is already known in the literature but is adapted into the used motion planning framework. All events show high accuracy in shape and magnitude compared to Monte Carlo simulations.

The last and main question was how severity models affect the motion behavior, which is already answered in the first two paragraphs of this summary section. Thus, a preliminary question of how severity models are designed and what should their incorporate was addressed in Ch. 6, where a scheme was introduced consisting of all necessary components to predict and evaluate the crash itself and the after-crash evolution. For the physical crash a decentralized crash impact model from a conservation of momentum approach was used. A coping model was designed to depict the ability to regain control after a collision and coming back to its own lane. Lastly, a prediction model for severe occupant injuries during the collision and an ethical concatenation of injuries of different traffic participants were introduced. Based on these sub models, three severity models are derived, partly according to ideas given in literature: 1. a wall-impact model, assuming that a crash into a wall is similar to a crash between vehicles, 2 . an inter-vehicle crash model regarding only the first event and 3. a multiple-event model with an inter-vehicle crash at the first event and a possible second crash into a wall. As already mentioned above, these severity models show significant behavior differences comparing to the simple constant severity model.

All in all, an event-prediction framework is implemented, which is open to add different types of events and to concatenate them into an overall cost evaluation regarding probability and severity for maneuver planning in moderate risk scenarios, reaching from free driving to collision mitigation.

### 8.2 Published Contributions

The author of this thesis has published three papers as first and second author. These papers only cover a part of the content outlined in this
thesis:

1. In [111], a risk-based planner according to Ch. 2 was introduced based on event rate considerations for calculating event probabilities according to Sec. 3.6 with a collision model described in Sec. 4.7. The severity was an one-dimensional version of the more sophisticated multi-event severity model of Sec. 6.5 .4 with similar sub models like the physical crash model but without ethical considerations. The behavior investigation shows human-imitating behavior like the speed level increase dependent of higher lateral offsets to an overtaken vehicle. It also shows influences on the headway positions, which decreases for larger lateral offsets and tailgating vehicles. Not mentioned there, was the later finding that only a small magnitudes of relative velocities for oncoming shows an converging behavior to the attractor headway position. Higher magnitudes lead to accelerating behavior and as a consequence of that to a crash. This paper has reached a price for best-paper candidate at the 5th International Symposium on Future Active Safety Technology of toward Zero Accidents at 2019.
2. In the work of [47], the survival theory framework of Sec. 3.6 for cost and event probability calculations was introduced in a similar manner like it was presented in Sec. 3.4 of this thesis, but without consideration of PDF shape adaptations. It systematizes the motion planner of the first paper [111]. The models for collision probability and severity calculation were chosen similarly to the first paper [111]. Three different statements were claimed to show the power of the rate-based risk assessment comparing to the very limited, but well-known Intelligent Driver Model [156]. First: the similar behavior between the Intelligent Driver Model and the presented model in a two-car following scenario was highlighted. Second, the rate-based framework was able to handle multiple risk sources in the scene like a frontal vehicle and a tailgating vehicle. Third, the rate-based framework produces velocity adapting behavior while overtaking which cannot be represented by the Intelligent Driver Model.
3. The last paper [110] introduces the analytic truncation method (Sec. 4.5) with static collision region, formulated in Sec. 4.4.1 for calculating collision event probabilities over the full prediction horizon. It shows in different experiments that the analytic model calculates similar collision probability quantities but with higher computational


#### Abstract

speed than a Monte Carlo Simulation. Furthermore, the shapes of the Gaussian PDF's can well represent the particle distribution like it was investigated in Sec. 4.8.1. Because of the broad range of similarities, it highlights the necessity of a time-course sensitive PDF shape consideration in addition to the time-course sensitive magnitude in the survival theory.


### 8.3 Outlook

Until here, the advantages of the introduced framework were discussed and presented, but there are multiple ways to connect further research and extend this work.

The system for risk prediction with different events is only being evaluated off-line via simulated environments for a limited set of scenarios, mostly consisting of only two vehicles in parallel lane scenarios, but the models are designed to be also applicable for more complex scenarios like intersection scenarios with two oncoming vehicles, in-between scenarios, merge-Ins or scenarios with multiple different event types like traffic rule restrictions. They all can be investigated and analyzed on top of these thesis.

Further investigations should also consider the acceptance by humans. This includes on one side the vehicle's behavior in traffic with its interaction with other vehicles and the risk-aversive strategy. On the other side the approaches made by designing the collision severity with its injury assessment and ethical weighting between different injured occupants are also open for discussion and further improvements in terms of ethical decision making.

The analytic collision probability is faster than the MC algorithm with 100 particles, but is not real-time capable for motion planning methods, because the optimization procedure needs a lot of prediction-evaluation cycles to find a local or at best the global minimum. The author suggests that two strategies with the analytic probability calculation to find a fast initial parameter sets for optimal behavior strategies are 1. using higher sampling time intervals for faster risk calculation in lane segments with low curvatures and 2 . using high motion noises and taking the predicted (split) GMM to take the mean states of the highest weighted component as an initial trajectory for the optimization process.

As an advancement for the motion planning framework, the prediction process, which has very simple constant velocity assumptions for other
participants, should include scene-state dependent actions to mimic interactions for a more accurate predictions process. In addition, more events can be incorporated according to the scheme like lane departure events, traffic light events, loss of control in curvatures or also triggering events for changing intentions to avoidance strategy or the detection of inevitable collision scene-states to follow predefined mitigation strategies.

To plan the ego behavior in traffic scenes with multiple objects or events, a more advanced behavior planner with more than a single short-termed velocity ramp is needed as prediction like double-ramps [129] or Rapidly Random Trees (RRT's) [39] and also for lateral motions. Furthermore, after a collision with one other vehicle is predicted, the other vehicles in the traffic scene won't disappear. If it is very crowed, one inter-vehiclecrash can lead to subsequent inter-vehicle crashes which are not addressed by the severity model in this thesis. Not including these additional crashes can lead to drastic underestimations with false escaping behaviors and therefore to more critical evolutions than expected.

Next to the risk, utility and comfort evaluation, also costs for fuel consumption can be taken into account within the evaluation step of the risk-base motion planner to reduce the impact on the environment.

## A Attachment

## A. 1 Hyperplanes Simplification over Time

In this section, a detailed derivation of the simplification in Eq. (4.12) is provided:

$$
\begin{align*}
\widehat{\mathbb{M}}_{\mathrm{COLL}, k}^{d y n} & =\bigcap_{l=1}^{8}\left(\mathbb{H}_{k}^{l}(-\Delta t) \cup \mathbb{H}_{k}^{l}(0)\right)  \tag{A.1}\\
& \approx \bigcup_{\tilde{\Delta t \in \mathbb{T}^{h}}} \bigcap_{l=1}^{8} \mathbb{H}_{k}^{l}(\tilde{\Delta} t)=\mathbb{M}_{\mathrm{COLL}, k}^{d y n}
\end{align*}
$$

The first step to transform the right side of Eq. (A.1) to the left side with its approximated collision region $\widehat{\mathbb{M}}_{\text {COLL }, k}^{d y n}$ is to twist the order of union and intersection, which results in the following relationship:

$$
\begin{equation*}
\bigcup_{\tilde{\Delta} t \in \mathbb{T}^{h}} \bigcap_{l=1}^{8} \mathbb{H}_{k}^{l}(\tilde{\Delta} t) \subseteq \bigcap_{l=1}^{8} \bigcup_{\tilde{\Delta t} t \in \mathbb{T}^{h}} \mathbb{H}_{k}^{l}(\tilde{\Delta} t) \tag{A.2}
\end{equation*}
$$

The right side of Eq. (A.2) is similar to the left side of Eq. (A.1), so that only the following relationship has to be checked:

$$
\mathbb{H}^{l}(-\Delta t) \cup \mathbb{H}^{l}(0)=\bigcup_{\tilde{\Delta t \in \mathbb{T}^{h}}} \mathbb{H}^{l}(\tilde{\Delta} t),
$$

which can be proved by checking the two following conditions:

1. $\mathbb{H}^{l}(-\Delta t) \cup \mathbb{H}^{l}(0) \subseteq \bigcup_{\Delta t \in \mathbb{T}^{h}} \mathbb{H}^{l}(\tilde{\Delta} t)$
2. $\underset{\tilde{\Delta t} t \in \mathbb{T}^{h}}{ } \mathbb{H}^{l}(\tilde{\Delta} t) \subseteq \mathbb{H}^{l}(-\Delta t) \cup \mathbb{H}^{l}(0)$.

The first condition is simply proved by reformulate it by an equivalent transformation:

$$
\begin{aligned}
& \mathbb{H}^{l}(-\Delta t) \cup \mathbb{H}^{l}(0) \subseteq \bigcup_{\tilde{\Delta t \in \mathbb{T}^{h}}} \mathbb{H}^{l}(\tilde{\Delta} t) \\
& \Leftrightarrow \mathbb{H}^{l}(-\Delta t) \cup \mathbb{H}^{l}(0) \cup \bigcup_{\tilde{\Delta t \in \mathbb{T}^{h}}} \mathbb{H}^{l}(\tilde{\Delta} t)=\bigcup_{\tilde{\Delta t \in \mathbb{T}^{h}}} \mathbb{H}^{l}(\tilde{\Delta} t),
\end{aligned}
$$

which is obviously true, because the borders are part of the index set $\Delta t, 0 \in \mathbb{T}^{h}$.

The second condition is reformulated in another way:

$$
\begin{aligned}
& \bigcup_{\Delta t \in \mathbb{T}^{h}} \mathbb{H}^{l}(\tilde{\Delta} t) \subseteq \mathbb{H}^{l}(-\Delta t) \cup \mathbb{H}^{l}(0) \\
\Leftrightarrow & \bigcup_{\Delta t \in \mathbb{T}^{h}} \mathbb{H}^{l}(\tilde{\Delta} t) \backslash\left(\mathbb{H}^{l}(\Delta t) \cup \mathbb{H}^{l}(0)\right)=\emptyset \\
\Leftrightarrow & \bigcup_{\tilde{\Delta t \in \mathbb{T}^{h}}} \mathbb{H}^{l}(\tilde{\Delta} t) \cap\left(\mathbb{H}^{l}(\Delta t) \cup \mathbb{H}^{l}(0)\right)^{C}=\emptyset \\
\Leftrightarrow & \bigcup_{\Delta t \in \mathbb{T}^{h}} \mathbb{H}^{l}(\tilde{\Delta} t) \cap\left(\mathbb{H}^{l}(\Delta t)\right)^{C} \cap\left(\mathbb{H}^{l}(0)\right)^{C}=\emptyset,
\end{aligned}
$$

where $\left(\mathbb{H}^{l}(-\Delta t)\right)^{C}$ and $\left(\mathbb{H}^{l}(0)\right)^{C}$ are the complements of the related sets. The following set of inequalities has to be checked for contradiction to show that there don't exist any constellation which is inconsistent:

$$
\begin{aligned}
\Leftrightarrow \neg \exists \tilde{\Delta} t \in \mathbb{T}^{h}, \mathbf{x} \in \mathbb{R}^{n}: & \mathbf{v}^{l}(\tilde{\Delta} t)^{T} \mathbf{x} \geq w^{l}(\tilde{\Delta} t) \\
& \wedge \mathbf{v}^{l}(-\Delta t)^{T} \mathbf{x}<w^{l}(-\Delta t) \\
& \wedge \mathbf{v}^{l}(0)^{T} \mathbf{x}<w^{l}(0)
\end{aligned}
$$

One can show that the inequalities in Eq. A. 1 with the definitions of the vectors $\mathbf{v}^{l}(\tilde{\Delta} t)$ and shifts $w^{l}(0)$ according to Eq. (4.11) provide solutions $\tilde{\Delta} t \in \mathbb{T}^{h}$ for $\mathbf{u} \neq \mathbf{0}$. So that this condition do not hold in general. So the approximated collision region is really an approximation for the true collision region $\mathbb{M}_{\text {CoLe }, k}^{d y n}$.

## A. 2 Simplifying Dynamic Collision Region

In this attachment, the derivation of the following equality of the following terms for determining the approximated collision region $\widehat{\mathbb{M}}_{\text {COLL}, k}^{d y n}$ is shown:

$$
\begin{aligned}
\widehat{\mathbb{M}}_{\mathrm{COLL}, k}^{d y n} & =\bigcap_{l=1}^{8}\left(\mathbb{H}_{k}^{l}(-\Delta t) \cup \mathbb{H}_{k}^{l}(0)\right) \\
& =\bigcap_{l=1}^{4}\left[\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(-\Delta t) \cap \mathbb{H}_{k}^{l+4}(0)\right] \cup\left[\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(0) \cap \mathbb{H}_{k}^{l+4}(-\Delta t)\right]
\end{aligned}
$$

The left side is extended by the splitting set and its complement $\mathbb{H}_{\mathrm{sp}, k}^{l} \cup$ $\mathbb{H}_{\mathrm{sp}, k}^{l, c}=\mathbb{R}$ as follows:

$$
\begin{array}{r}
\bigcap_{l=1}^{8}\left(\left[\left(\mathbb{H}_{\mathrm{sp}, k}^{l} \cup \mathbb{H}_{\mathrm{sp}, k}^{l, c}\right) \cap \mathbb{H}_{k}^{l}(-\Delta t)\right] \cup\left[\left(\mathbb{H}_{\mathrm{sp}, k}^{l} \cup \mathbb{H}_{\mathrm{sp}, k}^{l, c}\right) \cap \mathbb{H}_{k}^{l}(0)\right]\right)=\ldots \\
\cdots=\bigcap_{l=1}^{8}\left(\left[\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(-\Delta t)\right] \cup\left[\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(-\Delta t)\right] \cup \ldots\right. \\
\left.\cdots \cup\left[\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(0)\right] \cup\left[\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(0)\right]\right)
\end{array}
$$

One can show that the following equations hold in case of hyperplanes defined by parameters according to Eq. (4.11):

$$
\begin{aligned}
\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(0) & \subseteq \mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(-\Delta t) \\
\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(-\Delta t) & \subseteq \mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(0)
\end{aligned}
$$

which results into the following formulation:

$$
\widehat{\mathbb{M}}_{\mathrm{COLL}, k}^{d y n}=\bigcap_{l=1}^{4}\left(\left[\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(-\Delta t)\right] \cup\left[\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(0)\right]\right)
$$

In case of point-symmetric collision regions, the edges are parallel so that $\mathbb{H}_{\mathrm{sp}, k}^{l}=\mathbb{H}_{\mathrm{sp}, k}^{l+4, c}$ and $\mathbb{H}_{\mathrm{sp}, k}^{l, c}=\mathbb{H}_{\mathrm{sp}, k}^{l+4}$ holds. By rewriting the iterating intersect with the maximum parameter $l=8$ to $l=4$ creates the following
formulation:

$$
\begin{aligned}
\widehat{\mathbb{M}}_{\mathrm{COLL}, k}^{d y n}=\bigcap_{l=1}^{4} & \left(\left[\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(-\Delta t)\right] \cup\left[\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(0)\right]\right) \cap \ldots \\
& \cdots \cap\left(\left[\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l+4}(-\Delta t)\right] \cup\left[\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l+4}(0)\right]\right) .
\end{aligned}
$$

Dissolving parentheses for the intersection between the hyperplane sets $l$ and $l+4$ and using $\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{\mathrm{sp}, k}^{l}=\emptyset$, the final equation arises:

$$
\begin{aligned}
& \widehat{\mathbb{M}}_{\text {COLL }, k}^{d y n}=\ldots \\
& \cdots=\bigcap_{l=1}^{4}\left(\left[\mathbb{H}_{\mathrm{sp}, k}^{l} \cap \mathbb{H}_{k}^{l}(-\Delta t) \cap \mathbb{H}_{k}^{l+4}(0)\right] \cup\left[\mathbb{H}_{\mathrm{sp}, k}^{l, c} \cap \mathbb{H}_{k}^{l}(0) \cap \mathbb{H}_{k}^{l+4}(-\Delta t)\right]\right)
\end{aligned}
$$

To sum up, the statement for the approximated collision region $\widehat{\mathbb{M}}_{\text {Coll }, k}^{d y n}$ reformulates to an union of convex regions for a parallel edge pair.

## A. 3 Transition of Dynamic Collision Region to Flux Calculation

The flux approach is often a starting point in the literature to derive the collision probability of two agents [125]. This approach counts the volume of a weighted vector field which is colliding into a boundary. In the following, it is shown, how a probability calculation with state space collision region can simply be transformed into a flux approach.

The flux approach only considers new collided states instead of having new collided states and those, which already started in a collision region $\mathbb{M}_{\text {COLL }, k-1}^{\text {stat }}$. So that the region $\mathbb{M}_{\text {COLL }, k}^{n e w}$, depicting only the new collided states is as follows:

$$
\begin{equation*}
\mathbb{M}_{\mathrm{COLL}, k}^{n e w}=\mathbb{M}_{\mathrm{COLL}, k}^{d y n} \backslash \mathbb{M}_{\mathrm{COLL}, k-1}^{s t a t} \tag{A.3}
\end{equation*}
$$

Assuming an one coordinate example with $r$ as position, $v$ as velocity, and $u$ as input of the previous time step $k-1$, so the state vector is $\mathbf{x}_{k}=[r, v]^{T}$.

The boundary of a collision region with $r \geq r_{0}$ is according to Eq. (A.3):

$$
\begin{aligned}
\mathbb{M}_{\mathrm{COLL}, k}^{n e w}= & \left\{\mathbf{x}_{k} \in \mathbb{R}^{2} \left\lvert\,\left[\begin{array}{ll}
1 & \Delta t
\end{array}\right] \mathbf{x}_{k} \geq r_{0}-\frac{\Delta t^{2}}{2} u\right.\right\} \backslash\left\{\mathbf{x}_{k} \in \mathbb{R}^{2} \left\lvert\,\left[\begin{array}{ll}
1 & 0
\end{array}\right] \mathbf{x}_{k} \geq r_{0}\right.\right\} \\
= & \left\{\mathbf{x}_{k} \in \mathbb{R}^{2} \left\lvert\,\left[\begin{array}{ll}
-1 & 0
\end{array}\right] \mathbf{x}_{k}>-r_{0}\right.\right\} \cap \\
& \left\{\mathbf{x}_{k} \in \mathbb{R}^{2} \left\lvert\,\left[\begin{array}{ll}
1 & \Delta t
\end{array}\right] \mathbf{x}_{k} \geq r_{0}-\frac{\Delta t^{2}}{2} u\right.\right\}
\end{aligned}
$$

From these subsets follow that $v \geq-\frac{\Delta t}{2} u$, if $\Delta t>0$.
Furthermore, the intersect itself can be parametrized by calculating those states which will collide with the boundary $r=r_{0}$ for each point in the time interval $t \in[0, \Delta t]$ :

$$
\left[\begin{array}{ll}
1 & t
\end{array}\right] \mathbf{x}_{k}=r_{0}-\frac{t^{2}}{2} u \quad \Rightarrow r(t, v)=r_{0}-t v-\frac{t^{2}}{2} u .
$$

The overall transformation function with $t$ as a new coordinate changes the collision probability calculation for an arbitrary PDF $p\left(\mathbf{x}_{k}\right)$ :

$$
\begin{aligned}
p^{\text {flow }}\left(e_{k}=e_{\mathrm{COLL}}\right) & =\iint_{\mathbb{M}_{\mathrm{COLL}, k}^{n e w}} p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k} \\
= & \int_{-\frac{t}{2} u}^{\infty} \int_{0}^{\Delta t} \frac{\partial r(t, v)}{\partial t} p(r(t, v), v) d t d v \\
= & \int_{-\frac{t}{2} u}^{\infty} \int_{0}^{\Delta t}-v p(r(t, v), v) d t d v .
\end{aligned}
$$

The transition from line 1 to line 2 was possible by using the transformation theorem. Setting $u=0$, this formula equals the flux approach introduced in [125], where only flux with negative velocity through the boundary is part of the collision probability, so that flux from inside to outside is not taking into account.

For the collision probability gained by state collision regions, Eq. (A.3) is applied, where the PDF volume under the collided state region $\mathbb{M}_{\text {CoLL, }, k-1}^{\text {stat }}$ of the previous time step has to be subtracted from the overall collision
region $\mathbb{M}_{\text {CoLL }, k}^{d y n}$ of the current time step $k$.

$$
\begin{aligned}
& p^{\mathrm{dyn}}\left(e_{k}=e_{\mathrm{COLL}}\right)=\iint_{\substack{\mathbb{M}_{\mathrm{COLL}, k}^{d y}}} p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k}
\end{aligned}
$$

To guarantee that the probability of the current dynamic collision region $\mathbb{M}_{\text {coLl }, k}^{d y n}$ provides the proper results, the volume under the collision region of the previous time step has to be zero:

$$
\iint_{\mathbb{M} \mathbb{M s}_{\operatorname{sitat}}} p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k} \approx 0
$$

so that the following holds:

$$
p^{\mathrm{dyn}}\left(e_{k}=e_{\mathrm{COLL}}\right) \approx \iint_{\mathbb{M}_{\mathrm{COLL}, k}^{n}} \int_{\substack{\text { and }}} p\left(\mathbf{x}_{k}\right) d \mathbf{x}_{k}=p^{\text {flow }}\left(e_{k}=e_{\mathrm{COLL}}\right) .
$$

It is shown that the collision calculation with the dynamic collision regions $\mathbb{M}_{\text {cole }, k}^{d y n}$ equals the flow approach, if the PDF volume under the static collision region $\mathbb{M}_{\text {CoLL, } k-1}^{s t a t}$ is zero.

## A. 4 Accuracy of Instantaneous Survival Probability

The instantaneous survival probability magnitude according to Eq. (4.17) is also investigated exemplary for static collision regions and with the same constellations like in Sec. 4.5.2 and Sec. 4.5.2. The plots in Fig. A. 4 shows boxplots of different collision probability magnitudes intervals. For very small collision probabilities, the survival probability becomes similar to one, so that the relative error of the survival probability is similar to the absolute error of the collision probability magnitude, which again is very small. For higher collision probabilities, the accuracy of the analytic method (last row) equals the Monte Carlo Simulation (MCS) with 1000 particles (top right).
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Figure A.1: Relative error of survival probability depending on reference collision probability magnitude for static collision region: Monte Carlo Simulation with 100 particles (top left), 1 k particles (top right), 10k particles (center left), 100k particles (center right) and analytic truncation method (Bottom left).

## A. 5 Simulation Parameters

## A.5.1 Time vs. Accuracy

| Variable | Symbol | Min. value | Max. value |
| :--- | :---: | :---: | :---: |
| Vehicle width | $w_{\text {veh }}$ | $2 m$ | - |
| Vehicle length | $l_{\text {veh }}$ | 4 m | - |
| Distance to center | $\\|\Delta \mathbf{r}\\|$ | 0 m | 100 m |
| Polar position angle | $\angle(\Delta \mathbf{r})$ | 0 | $\frac{\pi}{2}$ |
| Vehicle orientations | $\gamma^{i}, \gamma^{j}$ | $0^{\circ}$ | $90^{\circ}$ |
| Variance in y-direction | $\sigma_{y}^{2}$ | $1 \mathrm{~m}^{2}$ | $10 \mathrm{~m}^{2}$ |
| Relative Variance | $\frac{\sigma_{x}^{2}}{\sigma_{y}^{2}}$ | 1 | 10 |
| Velocity norm | $\\|\Delta \mathbf{v}\\|$ | $0 \mathrm{~m} / \mathrm{s}$ | $30 \mathrm{~m} / \mathrm{s}$ |
| Polar velocity angle | $\angle(\Delta \mathbf{v})$ | $0^{\circ}$ | $360^{\circ}$ |
| Time interval | $\Delta t$ | 0.2 s | - |

Table A.1: Range of scene states and parameters for validating accuracy and computational time between Monte Carlo Simulation and analytic truncation approach.

## A.5.2 Parameters of Collision Probability Models

| Variable | Symbol | Value |
| :--- | :---: | :---: |
| Time interval | $\Delta t$ | 0.2 s |
| Slope rate | $\beta_{0}$ | -2.0 |
| Maximum collision rate | $\tau_{\max }^{-1}$ | $10.0 \mathrm{~s}^{-1}$ |

Table A.2: Parameters for collision event-rate model.

| Variable | Symbol | Value |
| :--- | :---: | :---: |
| Time interval | $\Delta t$ | 0.2 s |
| Proximity parameter | $D_{\text {prox }}^{l i m}$ | 0.1 |
| Allocation parameter | $D_{\text {alloc }}^{\text {iim }}$ | 0.2 |

Table A.3: Parameters for analytic collision event model with PDF shape split.

| Variable | Symbol | Value |
| :--- | :---: | :---: |
| Time interval | $\Delta t$ | 0.2 s |
| Initial amount of particles | - | 10000 |

Table A.4: Parameters for Monte Carlo Simulation.

## A.5.3 Parameters of Severity Models

| Variable | Symbol | Value |
| :--- | :---: | :---: |
| Severity offset | $c_{\mathrm{CONST}}$ | 0.001 |
| Restitution coefficient vehicle to wall | $k_{\mathrm{REET}}^{v 2( }$ | 0.2 |
| Restitution coefficient vehicle to vehicle | $k_{\mathrm{REET}}^{v 2(2)}$ | 0.1 |
| MAIS3+ vehicle occupant threshold | $v_{\mathrm{tc}}^{\mathrm{oc}}$ | $15.0 \mathrm{~m} / \mathrm{s}$ |
| MAIS3+ vehicle occupant slope | $v_{\mathrm{sl}}^{\text {occ }}$ | $2.0 \mathrm{~m} / \mathrm{s}$ |
| MAIS3+ pedestrian threshold | $v_{\mathrm{th}}^{\text {ped }}$ | $8.0 \mathrm{~m} / \mathrm{s}$ |
| MAIS3+ pedestrian slope | $v_{\mathrm{sl}}^{\text {ped }}$ | $3.0 \mathrm{~m} / \mathrm{s}$ |
| Barrier distance threshold | $\Delta d_{\mathrm{th}}$ | 0.5 m |
| Barrier distance slope | $\Delta d_{\mathrm{sl}}$ | 0.1 m |
| Friction coefficient | $\mu_{\mathrm{f}}$ | 0.8 |
| Gravity constant | $g$ | $9.81 \mathrm{~m} / \mathrm{s}^{2}$ |
| Collision distribution parameter | $\rho_{\text {DISTR }}$ | 0.01 |
| After collision deceleration | $a_{\text {brake }}$ | $-5.0 \mathrm{~m} / \mathrm{s}^{2}$ |

Table A.5: Parameters for severity models.

## A.5.4 Parameters of Behavior Planner

| Variable | Symbol | Value |
| :--- | :---: | :---: |
| Maximal acceleration | - | $2.0 \mathrm{~m} / \mathrm{s}^{2}$ |
| Maximal deceleration |  | $-7.0 \mathrm{~m} / \mathrm{s}^{2}$ |
| Escape event rate | $\tau_{\text {ESC }}^{-1}$ | $0.25 \mathrm{~s}^{-1}$ |
| Progress utility weight | $w_{\text {prog }}$ | 0.00001 |
| Progress limiting velocity weight | $w_{\text {prog }}$ | 0.00002 |
| Comfort weight | $w_{\text {comf }}$ | $' 0.00001$ |

Table A.6: Parameters for behavior planner.

## A.5.5 Multi-Object Overtaking Scenarios

| Variable(s) | Symbol(s) | Value(s) |
| :---: | :---: | :---: |
| Vehicle widths | $w_{\text {veh }}^{1 / 2 / 3}$ | 2 m |
| Vehicle lengths | $l_{\mathrm{veh}}^{1 / 2}, l_{\mathrm{veh}}^{3}$ | $4 m, 20 \mathrm{~m}$ |
| Initial ego positions | $r_{\mathrm{x}}^{1}, r_{\mathrm{y}}^{1}$ | $-15 m, 2.5 m$ |
| Initial veh. 2 positions | $r_{\mathrm{x}}^{2}, r_{\mathrm{y}}^{2}$ | $0 \mathrm{~m}, 0 \mathrm{~m}$ |
| Initial veh. 3 positions | $r_{\mathrm{x}}^{3}, r_{\mathrm{y}}^{3}$ | $30 \mathrm{~m}, 0 \mathrm{~m}$ |
| Ego velocity | $v_{\mathrm{x}}^{1}, v_{\mathrm{y}}^{1}$ | $10 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle 2/3 velocities | $v_{\mathrm{x}}^{2 / 3}, v_{\mathrm{y}}^{2 / 3}$ | $0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle accelerations | $\mathbf{u}^{1 / 2 / 3}$ | $\left[0 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m} / \mathrm{s}^{2}\right]^{T}$ |
| Predicted input noise | $\sigma_{\mathrm{u}, \mathrm{x}}^{2}, \sigma_{\mathrm{u}, \mathrm{y}}^{2}$ | $0.0001 \mathrm{~m}^{2} / \mathrm{s}^{2}, 0.001 \mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| Initial variance matrix (ego vehicle) | $\boldsymbol{\Sigma}_{\text {x, }}^{0}$ | $\operatorname{diag}\left(0.4,0.4,10^{-4} s^{-2}, 10^{-4} s^{-2}\right) m^{2}$ |
| Initial variance matrix (vehicle 2/3) | $\boldsymbol{\Sigma}_{\mathrm{x}, 0}^{2 / 3}$ | $\operatorname{diag}\left(0.4,0.1,10^{-4} s^{-2}, 10^{-4} s^{-2}\right) m^{2}$ |
| Vehicle orientations | $\gamma^{1 / 2 / 3}$ | $0^{\circ}$ |
| Time interval | $\Delta t$ | 0.2 s |
| Time step horizon | $H$ | 35 |
| Initial amount of MC particles | - | 10000 |
| Amount of shown MC particles per time step | - | 50 |
| Time step interval between PDF representations in figure | - | 4 |

Table A.7: Scene states and parameter settings for multi-object prediction scenario shown in Fig. 4.13.

## A.5.6 Intersection Scenario

| Variable(s) | Symbol(s) | Value(s) |
| :--- | :---: | :---: |
| Vehicle widths | $w_{\mathrm{veh}}^{1 / 2}$ | $2 m$ |
| Vehicle lengths | $l_{\mathrm{veh}}^{1 / 2}$ | $4 m$ |
| Initial ego positions | $r_{\mathrm{x}}^{1}, r_{\mathrm{y}}^{1}$ | $-30 m, 0 \mathrm{~m}$ |
| Initial vehicle 2 <br> positions | $r_{\mathrm{x}}^{2}, r_{\mathrm{y}}^{2}$ | $0 \mathrm{~m},-30 \mathrm{~m}$ |
| Initial Ego velocity | $v_{\mathrm{x}}^{1}, v_{\mathrm{y}}^{1}$ | $15 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Initial vehicle 2 <br> velocities | $v_{\mathrm{x}}^{2}, v_{\mathrm{y}}^{2}$ | $0 \mathrm{~m} / \mathrm{s}, 15 \mathrm{~m} / \mathrm{s}$ |
| Vehicle <br> accelerations | $\mathbf{u}^{1 / 2}$ | $\left[0 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m}^{2} \mathrm{~s}^{2}\right]^{T}$ |
| Predicted input <br> noise | $\sigma_{\mathrm{u}, \mathrm{x}}^{2}, \sigma_{\mathrm{u}, \mathrm{y}}^{2}$ | $0.1 \mathrm{~m}^{2} / \mathrm{s}^{2}, 0.1 \mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| Initial variance <br> matrix (veh. ego) | $\mathbf{\Sigma}_{\mathrm{x}, 0}^{1}$ | $\operatorname{diag}\left(0.5,2.0,0.2 \mathrm{~s}^{-2}, 0.1 \mathrm{~s}^{-2}\right) \mathrm{m}^{2}$ |
| Initial variance <br> matrix (veh. 2) | $\mathbf{\Sigma}_{\mathrm{x}, 0}^{2}$ | $\operatorname{diag}\left(2.0,0.5,0.1 \mathrm{~s}^{-2}, 0.2 \mathrm{~s}^{-2}\right) \mathrm{m}^{2}$ |
| Ego vehicle <br> orientation | $\gamma^{1}$ | $0^{\circ}$ |
| Vehicle 2 <br> orientation | $\gamma^{2}$ | $0^{\circ}$ |
| Amount of drawn <br> MC particles per <br> time step | - | 50 |
| Time step interval <br> between drawn <br> PDF <br> representations | - | 4 |

Table A.8: Scene states and parameter settings for intersection prediction scenario shown in Fig. 4.16.

## A.5.7 Overtaking Scenario

| Variable(s) | Symbol(s) | Value(s) |
| :--- | :---: | :---: |
| Vehicle widths | $w_{\mathrm{veh}}^{1 / 2}$ | 2 m |
| Vehicle lengths | $l_{\mathrm{veh}}^{1 / 2}$ | 4 m |
| Initial ego position | $r_{\mathrm{x}}^{1}$ | -15 m |
| Initial vehicle 2 <br> position | $r_{\mathrm{x}}^{2}$ | 0 m |
| Lateral ego velocity | $v_{\mathrm{y}}^{1}$ | $0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle 2 velocity | $v_{\mathrm{x}}^{2}, v_{\mathrm{y}}^{2}$ | $0 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle <br> accelerations | $\mathbf{u}^{1 / 2}$ | $\left[0 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m} / \mathrm{s}^{2}\right]^{T}$ |
| Predicted input <br> noise | $\sigma_{\mathrm{u}, \mathrm{x}}^{2}, \sigma_{\mathrm{u}, \mathrm{y}}^{2}$ | $0.1 \mathrm{~m}^{2} / \mathrm{s}^{2}, 0.01 \mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| Initial variance <br> matrices | $\boldsymbol{\Sigma}_{\mathrm{x}, 0}^{1,2}$ | $\operatorname{diag}\left(0.4,0.4,0.2 \mathrm{~s}^{-2}, 0.5 \mathrm{~s}^{-2}\right) \mathrm{m}^{2}$ |
| Vehicle orientations | $\gamma^{1 / 2}$ | $0^{\circ}$ |
| Time interval | $\Delta t$ | 0.2 s |

Table A.9: Scene states and parameter settings for overtaking scenario analysis shown in Fig. 4.17.

## A.5.8 Overtaking Scenario with variable Sampling Time

| Variable(s) | Symbol(s) | Value(s) |
| :--- | :---: | :---: |
| Vehicle widths | $w_{\mathrm{veh}}^{1 / 2}$ | $2 m$ |
| Vehicle lengths | $l_{\mathrm{veh}}^{1 / 2}$ | $4 m$ |
| Initial ego vehicle <br> positions | $r_{\mathrm{x}}^{1}, r_{\mathrm{y}}^{1}$ | $-20 \mathrm{~m}, 3 \mathrm{~m}$ |
| Initial vehicle 2 <br> positions | $r_{\mathrm{x}}^{2}, r_{\mathrm{y}}^{2}$ | $0 \mathrm{~m}, 0 \mathrm{~m}$ |
| Ego velocity | $v_{\mathrm{x}}^{1}, v_{\mathrm{y}}^{1}$ | $10 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle 2 velocity | $v_{\mathrm{x}}^{2}, v_{\mathrm{y}}^{2}$ | $0 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle <br> accelerations | $\mathbf{u}^{1 / 2}$ | $\left[0 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m} / \mathrm{s}^{2}\right]^{T}$ |
| Predicted input <br> noise | $\sigma_{\mathrm{u}, \mathrm{x}}^{2}, \sigma_{\mathrm{u}, \mathrm{y}}^{2}$ | $0.1 \mathrm{~m}^{2} / \mathrm{s}^{2}, 0.01 \mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| Initial variance <br> matrices | $\mathbf{\Sigma}_{\mathrm{x}, 0}^{1,2}$ | $\operatorname{diag}\left(0.4,0.4,0.2 \mathrm{~s}^{-2}, 0.5 \mathrm{~s}^{-2}\right) \mathrm{m}^{2}$ |
| Vehicle orientations | $\gamma^{1 / 2}$ | $0^{\circ}$ |

Table A.10: Scene states and parameter settings for overtaking scenario with different sampling time $\Delta t$ shown in Fig. 4.18.

## A.5.9 Scenario with distributed Events

| Variable(s) | Symbol(s) | Value(s) |
| :---: | :---: | :---: |
| Vehicle widths | $w_{\text {veh }}^{1}$ | $2 m$ |
| Vehicle lengths | $l_{\text {veh }}^{1}$ | 4 m |
| Initial ego positions | $r_{\mathrm{x}}^{1}, r_{\mathrm{y}}^{1}$ | $-50 \mathrm{~m}, 0 \mathrm{~m}$ |
| Ego velocity | $v_{\mathrm{x}}^{1}, v_{\mathrm{y}}^{1}$ | $10 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle accelerations | $\mathbf{u}^{1}$ | $\left[0 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m} / \mathrm{s}^{2}\right]^{T}$ |
| Predicted input noise | $\sigma_{\mathrm{u}, \mathrm{x}}^{2}, \sigma_{\mathrm{u}, \mathrm{y}}^{2}$ | $10^{-3} \mathrm{~m}^{2} / \mathrm{s}^{2}, 10^{-3} \mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| Initial variance matrices | $\boldsymbol{\Sigma}_{\text {x, }}^{1}$ | $\operatorname{diag}\left(0.4,0.4,3.0 s^{-2}, 10^{-4} s^{-2}\right) m^{2}$ |
| Vehicle orientations | $\gamma^{1}$ | $0^{\circ}$ |
| Occupation density | $\rho_{\text {DISTR }}$ | $0.05 m^{-2}$ |

Table A.11: Scene states and parameter settings for prediction scenario with distributed events shown in Fig. 5.2 and Fig. 7.12.

## A.5.10 Scenario with Restriction Event

| Variable(s) | Symbol(s) | Value(s) |
| :--- | :---: | :---: |
| Vehicle widths | $w_{\mathrm{veh}}^{1}$ | 2 m |
| Vehicle lengths | $l_{\mathrm{veh}}^{1}$ | 4 m |
| Initial ego positions | $r_{\mathrm{x}}^{1}, r_{\mathrm{y}}^{1}$ | $0 \mathrm{~m}, 0 \mathrm{~m}$ |
| Ego velocity | $v_{\mathrm{x}}^{1}, v_{\mathrm{y}}^{1}$ | $10 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle accelerations | $\mathbf{u}^{1}$ | $\left[-3 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m} / \mathrm{s}^{2}\right]^{T}$ |
| Predicted input noise | $\sigma_{\mathrm{u}, \mathrm{x}}^{2}, \sigma_{\mathrm{u}, \mathrm{y}}^{2}$ | $0.1 \mathrm{~m}^{2} / \mathrm{s}^{2}, 0.01 \mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| Initial variance <br> matrices | $\mathbf{\Sigma}_{\mathrm{x}, 0}^{1}$ | $\operatorname{diag}\left(0.4,0.4,0.3 \mathrm{~s}^{-2}, 10^{-4} \mathrm{~s}^{-2}\right) \mathrm{m}^{2}$ |
| Vehicle orientations | $\gamma^{1}$ | $0^{\circ}$ |

Table A.12: Scene states and parameter settings for prediction scenario with restriction shown in Fig. 5.5.

| Variable(s) | Symbol(s) | Value(s) |
| :--- | :---: | :---: |
| Vehicle widths | $w_{\mathrm{veh}}^{1}$ | 2 m |
| Vehicle lengths | $l_{\mathrm{veh}}^{1}$ | 4 m |
| Initial ego positions | $r_{\mathrm{x}}^{1}, r_{\mathrm{y}}^{1}$ | $-40 \mathrm{~m}, 0 \mathrm{~m}$ |
| Ego velocity | $v_{\mathrm{x}}^{1}, v_{\mathrm{y}}^{1}$ | $10 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle accelerations | $\mathbf{u}^{1}$ | $\left[0 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m} / \mathrm{s}^{2}\right]^{T}$ |
| Predicted input noise | $\sigma_{\mathrm{u}, \mathrm{x}}^{2}, \sigma_{\mathrm{u}, \mathrm{y}}^{2}$ | $0.1 \mathrm{~m}^{2} / \mathrm{s}^{2}, 0.01 \mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| Initial variance <br> matrices | $\mathbf{\Sigma}_{\mathrm{x}, 0}^{1}$ | $\operatorname{diag}\left(0.4,0.4,0.3 \mathrm{~s}^{-2}, 10^{-4} \mathrm{~s}^{-2}\right) \mathrm{m}^{2}$ |
| Vehicle orientations | $\gamma^{1}$ | $0^{\circ}$ |

Table A.13: Scene states and parameter settings for prediction scenario with escape events shown in Fig. 5.7.

## A.5.11 Scenario with Escaping Event

| Variable(s) | Symbol(s) | Value(s) |
| :--- | :---: | :---: |
| Vehicle widths | $w_{\mathrm{veh}}^{1}$ | $2 m$ |
| Vehicle lengths | $l_{\mathrm{veh}}^{1}$ | $4 m$ |
| Initial ego positions | $r_{\mathrm{x}}^{1}, r_{\mathrm{y}}^{1}$ | $-40 \mathrm{~m}, 0 \mathrm{~m}$ |
| Ego velocity | $v_{\mathrm{x}}^{1}, v_{\mathrm{y}}^{1}$ | $10 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle accelerations | $\mathbf{u}^{1}$ | $\left[0 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m} / \mathrm{s}^{2}\right]^{T}$ |
| Predicted input noise | $\sigma_{\mathrm{u}, \mathrm{x}}^{2}, \sigma_{\mathrm{u}, \mathrm{y}}^{2}$ | $0.1 \mathrm{~m}^{2} / \mathrm{s}^{2}, 0.01 \mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| Initial variance <br> matrices | $\mathbf{\Sigma}_{\mathrm{x}, 0}^{1}$ | $\operatorname{diag}\left(0.4,0.4,0.3 \mathrm{~s}^{-2}, 10^{-4} \mathrm{~s}^{-2}\right) \mathrm{m}^{2}$ |
| Vehicle orientations | $\gamma^{1}$ | $0^{\circ}$ |

Table A.14: Scene states and parameter settings for prediction scenario with escape events shown in Fig. 6.5.

| Variable(s) | Symbol(s) | Value(s) |
| :--- | :---: | :---: |
| Vehicle widths | $w_{\mathrm{veh}}^{1 / 2}$ | 2 m |
| Vehicle lengths | $l_{\mathrm{veh}}^{1 / 2}$ | 4 m |
| Initial vehicle 2 <br> positions | $r_{\mathrm{x}}^{2}, r_{\mathrm{y}}^{2}$ | $0 \mathrm{~m}, 0 \mathrm{~m}$ |
| Initial vehicle 2 <br> velocities | $v_{\mathrm{x}}^{2}, v_{\mathrm{y}}^{2}$ | $7.5 \mathrm{~m} / \mathrm{s}, 0 \mathrm{~m} / \mathrm{s}$ |
| Vehicle accelerations | $\mathbf{u}^{1 / 2}$ | $\left[0 \mathrm{~m} / \mathrm{s}^{2}, 0 \mathrm{~m} / \mathrm{s}^{2}\right]^{T}$ |
| Predicted input noise | $\sigma_{\mathrm{u}, \mathrm{x}}^{2}, \sigma_{\mathrm{u}, \mathrm{y}}^{2}$ | $0.1 \mathrm{~m}^{2} / \mathrm{s}^{2}, 0.01 \mathrm{~m}^{2} / \mathrm{s}^{2}$ |
| Initial variance matrix <br> (veh. ego) | $\boldsymbol{\Sigma}_{\mathrm{x}, 0}^{1}$ | $\operatorname{diag}\left(0.4,0.4,0.01 \mathrm{~s}^{-2}, 0.01 \mathrm{~s}^{-2}\right) \mathrm{m}^{2}$ |
| Initial variance matrix <br> (veh. 2) | $\boldsymbol{\Sigma}_{\mathrm{x}, 0}^{2}$ | $\operatorname{diag}\left(0.1,0.1,0.01 \mathrm{~s}^{-2}, 0.01 \mathrm{~s}^{-2}\right) \mathrm{m}^{2}$ |
| Ego vehicle orientation | $\gamma^{1}$ | $0^{\circ}$ |
| Ego's lateral position | $r_{\mathrm{y}}^{1}$ | 4.25 m |
| Ego's longitudinal <br> position | $r_{\mathrm{x}}^{1}$ | -10 m |

Table A.15: Scene states and parameter settings for behavior analysis.

## A. 6 Probability Distributions

This attachment section provides an introduction of probability density distributions (PDF) in general regarding their properties and different types for those readers who are not familiar with this topic or want to refresh their knowledge. Furthermore, this section provides some basic concatenation tools for two ore more PDF's and presents similarity measures, which both are essential parts of this thesis to either create algorithms or validate the results.

System and models with noises often have to deal with uncertainties. So variables in the system are not deterministic anymore, not having one fixed resulting value. The variables can have different values with different probability of occurrence. The description of a random variable $\mathcal{X}$ is the starting point from where further mathematical fundamentals are presented.

## A.6.1 Probability Density Function

The probability of a continuous distributed variable $x \in \mathbb{R}$ can be expressed by a probability density function ( PDF$) p(x)$ which must be positive and which integral over its domain is equal to one [24, 152]:

$$
\begin{align*}
p(x) & \geq 0  \tag{A.4}\\
\int_{\mathbb{R}} p(x) d x & =1
\end{align*}
$$

The indefinite integral of a PDF is called cumulative density function (CDF) $P(x)$ and is defined as:

$$
P(x)=\int_{-\infty}^{x} p(\tilde{x}) d \tilde{x}
$$

There is an infinite number of possible candidate functions fulfilling the conditions for a PDF $p(x)$ according to Eq. (A.4). Some of them, which are used in this thesis, are presented in the following.

The most simplest one is the delta-function $\delta(x)$ :

$$
\begin{aligned}
& \delta(x)= \begin{cases}1 & \text { if } x=0 \\
0 & \text { else }\end{cases} \\
& \sigma(x)= \begin{cases}1 & \text { if } x \geq 0 \\
0 & \text { else }\end{cases}
\end{aligned}
$$

where its CDF is equivalent to the step function $\sigma$. Both functions are depicted in Fig. A.2.



Figure A.2: Dirac distribution with $\operatorname{PDF} \delta(x)$ (left) and $\operatorname{CDF} \sigma(x)$ (right)



Figure A.3: Logistic distribution with its $\operatorname{PDF} l(x \mid \mu, m)$ (left) and CDF $L(x \mid \mu, m)$ (right)

One additional property of the dirac distribution $\delta(x)$ is that a convolution with another PDF $p(y)$ of a second variable $y$ gives the probability density value at $x$ :

$$
\int_{\mathbb{R}} \delta(x-y) p(y) d y=p(x)
$$

The second type of PDF's is the logistic PDF $l(x)$, which is symmetric around $\mu$ with a maximum height at $l(x=\mu \mid \mu, m)=\frac{1}{4} m$ depending on the scale parameter $m$ :

$$
l(x ; \mu, m)=\frac{\exp \left(\frac{x-\mu}{m}\right)}{m\left(1+\exp \left(\frac{x-\mu}{m}\right)\right)^{2}} .
$$

The corresponding CDF $L(x ; \mu, m)$ is given by:

$$
L(x ; \mu, m)=\frac{\exp \left(\frac{x-\mu}{m}\right)}{1+\exp \left(\frac{x-\mu}{m}\right)}
$$

and is often used for a binomial logistic regression to categorize a variable $x$ into two sets, where $L(x ; \mu, m)$ provides the probability that the value $x$ belongs to a predefined class or not. The point $x=\mu$, where $L(x ; \mu, m)=$ $\frac{1}{2}$ expresses that the regression models output is indifferent. The logistic PDF and its CDF are depicted in Fig. A.3.

The last presented type of PDF's is the normal distribution or Gaussian distribution $\mathcal{N}\left(x ; \mu_{x}, \sigma_{x}^{2}\right)$ with mean $\mu_{x}$ and standard deviation $\sigma_{x}$ :

$$
\begin{equation*}
\phi(x)=\mathcal{N}\left(x ; \mu_{x}, \sigma_{x}^{2}\right)=\frac{1}{\sqrt{2 \pi \sigma_{x}^{2}}} \exp \left(-\frac{\left(x-\mu_{x}\right)^{2}}{2 \sigma_{x}^{2}}\right) \tag{A.5}
\end{equation*}
$$




Figure A.4: Gaussian distribution with its $\operatorname{PDF} \phi(x)=\mathcal{N}\left(\mathbf{x} ; \mu, \sigma_{x}\right)$ (left) and CDF $\Phi(x)$ (right)

With the help of the error function $\operatorname{erf}$ the $\operatorname{CDF} \Phi(x)$ can be written as:

$$
\begin{align*}
\Phi(x) & =\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{x-\mu_{x}}{\sqrt{2} \sigma_{x}}\right)\right]  \tag{A.6}\\
\operatorname{erf}(x) & =\frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp \left(-\tilde{x}^{2}\right) d \tilde{x}
\end{align*}
$$

In Fig. A.4, the Gaussian PDF and CDF are shown.
Sometimes, distributions depend on multiple variables $\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}$. In case of the normal distribution, the multivariate Gaussian $\phi(\mathbf{x})$ arises out of the univariate Gaussian, defined in Eq. (A.5):

$$
\begin{equation*}
\phi(\mathbf{x})=\mathcal{N}\left(\mathbf{x} ; \mu, \boldsymbol{\Sigma}_{\mathbf{x}}\right)=\frac{1}{\left(2 \pi\left|\boldsymbol{\Sigma}_{\mathbf{x}}\right|\right)^{n / 2}} \exp \left(-(\mathbf{x}-\mu)^{T} \boldsymbol{\Sigma}_{\mathbf{x}}^{-1}(\mathbf{x}-\mu)\right) \tag{A.7}
\end{equation*}
$$

Note, as long as the covariance matrix $\boldsymbol{\Sigma}_{\mathrm{x}}$ is not diagonal, the CDF cannot be determined analytically. In case of a diagonal covariance matrix, Eq. (A.7) can be separated as a product of univariate Gaussian, where the multivariate CDF is the product of each individual variable according to Eq. (A.6).

The aforementioned PDF's are all unimodal functions, meaning that they have only one value $x$ or vector $\mathbf{x}$ where the PDF has a local maximum. Distributions with more than one extrema can be created by superpose different placed unimodal functions. An often used distribution is a Gaussian Mixture Model (GMM) $\mathcal{G}(\mathbf{x})$, where $D>1$ weighted Gaussian functions $\mathcal{N}\left(\mathbf{x} ; \mu^{d}, \boldsymbol{\Sigma}_{\times}^{d}\right)$ are summed up:

$$
\mathcal{G}(\mathbf{x})=\sum_{d=1}^{D} w_{d} \mathcal{N}\left(\mathbf{x} ; \mu^{d}, \boldsymbol{\Sigma}_{\mathbf{x}}^{d}\right) \quad \text { with } \sum_{d=1}^{D} w_{d}=1 .
$$

The GMM can also be used as a regression model for other complex multimodal distributions.

## A.6.2 Stochastic Moments

A stochastic moment $m$ with order $r$ of a distributed random variable $\mathcal{X}$ is defined as [124]:

$$
m_{k}:=\mathbb{E}\left[\mathcal{X}^{r}\right] .
$$

With stochastic moments $m$, properties like location and shape of the distributions can be described. With help of the first and second moment $m_{1}, m_{2}$, quantities like mean value $\hat{\mathbf{x}}(r=1)$ and covariances $\boldsymbol{\Sigma}_{\mathbf{x}}(r=2)$ can be derived. Using the linearity of the expectation operator $\mathbb{E}$ these quantities can be expressed as follows:

$$
\begin{aligned}
\hat{\mathbf{x}} & =\mathbb{E}[\mathcal{X}]=\int_{\mathbb{R}^{n}} \mathbf{x} p(\mathbf{x}) d \mathbf{x}=m_{1} \\
\boldsymbol{\Sigma}_{\mathrm{x}} & =\mathbb{E}\left[(\mathcal{X}-\hat{\mathbf{x}})^{2}\right]=\mathbb{E}\left[\mathcal{X}^{2}\right]-2 \mathbb{E}[\mathcal{X}] \hat{\mathbf{x}}^{T}+\hat{\mathbf{x}} \hat{\mathbf{x}}^{T} \\
& =m_{2}-m_{1} m_{1}^{T} .
\end{aligned}
$$

This shows that the second moment $m_{2}$ is a sum of the covariance matrix and another matrix shift given by the dyadic product of the mean vectors $\hat{\mathrm{x}}$.

Assume a distribution $p(\mathbf{x})$ of a multivariate random variable which is a weighted sum of sub-functions $p^{d}(\mathbf{x})$, where the mean $\hat{\mathbf{x}}^{d}$ and the variance $\boldsymbol{\Sigma}_{\mathrm{x}}^{d}$ of each component are known.

$$
p(\mathbf{x})=\sum_{d=1}^{D} w_{d} p^{d}(\mathbf{x}) \quad \text { with } \sum_{d=1}^{D} w_{d}=1 .
$$

To conserve the first two stochastic moments, the overall mean value $\hat{\mathbf{x}}$ and covariance matrix $\boldsymbol{\Sigma}_{\mathrm{x}}$ are as follows:

$$
\begin{align*}
\hat{\mathbf{x}} & =\sum_{d=1}^{D} w_{d} \hat{\mathbf{x}}^{d}  \tag{A.8}\\
\boldsymbol{\Sigma}_{\mathrm{x}} & =\sum_{d=1}^{D} w_{d}\left(\boldsymbol{\Sigma}_{\mathrm{x}}^{d}+\hat{\mathbf{x}}^{d}\left(\hat{\mathbf{x}}^{d}\right)^{T}\right)-\hat{\mathbf{x}} \hat{\mathbf{x}}^{T} .
\end{align*}
$$

## A.6.3 Truncated Gaussian Probability Density Functions

In Sec. A.6.1, the univariate Gaussian PDF was introduced, where the distribution is non-zero for all $x \in \mathbb{R}$. In case of a restricted domain $x \in\left[b^{-}, b^{+}\right]$with $-\infty<b^{-}<b^{+}<\infty$, the truncated Gaussian PDF $\phi^{t}(x)$ is set to zero outside the new interval and normalized to one:

$$
\begin{aligned}
\phi^{t}(x) & =\frac{\mathcal{N}\left(\mathbf{x} ; \mu, \mathbf{\Sigma}_{\mathbf{x}}\right)}{\Phi\left(b^{+}\right)-\Phi\left(b^{-}\right)} \quad \text { with } x \in\left[b^{-}, b^{+}\right] \\
& =\sigma\left(x-b^{-}\right) \sigma\left(b^{+}-x\right) \frac{\mathcal{N}\left(\mathbf{x} ; \mu, \boldsymbol{\Sigma}_{\mathbf{x}}\right)}{\Phi\left(b^{+}\right)-\Phi\left(b^{-}\right)} \quad \text { with } x \in \mathbb{R}
\end{aligned}
$$

Here, $\phi(x)$ and $\Phi(x)$ are the parameterized PDF and CDF according to Eq. (A.5) and Eq. (A.6), respectively.

Through the two-sided truncation boundaries with $b^{-}$and $b^{+}$, the mean $\hat{x}^{t}$ and standard deviation $\sigma_{x}^{t}$ are given by $[68,152]$ :

$$
\begin{align*}
\hat{x}^{t} & =\hat{x}-\sigma_{x} \frac{\phi\left(b^{+}\right)-\phi\left(b^{-}\right)}{\Phi\left(b^{+}\right)-\Phi\left(b^{-}\right)}  \tag{A.9}\\
\left(\sigma_{s}^{t}\right)^{2} & =\sigma_{x}^{2}\left(1-\frac{\alpha^{+} \phi\left(b^{+}\right)-\alpha^{-} \phi\left(b^{-}\right)}{\Phi\left(b^{+}\right)-\Phi\left(b^{-}\right)}-\left[\frac{\phi\left(b^{+}\right)-\phi\left(b^{-}\right)}{\Phi\left(b^{+}\right)-\Phi\left(b^{-}\right)}\right]^{2}\right)
\end{align*}
$$

where $\alpha^{+}=\left(b^{+}-\mu\right) / \sigma_{x}$ and $\alpha^{-}=\left(b^{-}-\mu\right) / \sigma_{x}$. For an one-side truncated Gaussian the parameters has to adapted in case of only having a lower limitation $\left[b^{-}, \infty\left[\right.\right.$ with $\phi\left(b^{+} \rightarrow \infty\right)=0$ and $\Phi\left(b^{+} \rightarrow \infty\right)=1$ or only having an upper limitation $\left.]-\infty, b^{+}\right]$with $\phi\left(b^{-} \rightarrow-\infty\right)=0$ and $\Phi\left(b^{-} \rightarrow-\infty\right)=0$. Taking the mean $\mu^{t}$ and the variance $\sigma_{x}^{t}$, a Gaussian distribution $\tilde{\phi}^{t}$ can be formulated, which approximates $\phi(x)^{t}$ (see Fig. A.5).

In case of a multivariate Gaussian with a two-sided truncation the boundaries can be represented as two parallel linear planes with $\mathbf{a}^{T} \mathbf{x} \geq b^{-}$ and $\mathbf{a}^{T} \mathbf{x} \leq b^{+}$, where the normal vector a pointing into the direction of the non-truncated part of the first plane and the shifts $b^{-}<b^{+}$represent the lower and upper limitation like for the univariate case.

The two-sided truncated multivariate distribution $\phi^{t}(\mathbf{x})$ can be expressed with the help of two step functions $\sigma(x)$ :

$$
\phi^{t}(\mathbf{x})=\sigma\left(\mathbf{a}^{T} \mathbf{x}-b^{-}\right) \sigma\left(b^{+}-\mathbf{a}^{T} \mathbf{x}\right) K^{t} \mathcal{N}\left(\mathbf{x} ; \mu^{d}, \mathbf{\Sigma}_{\mathbf{x}}^{d}\right) \quad \text { with } \mathbf{x} \in \mathbb{R}^{n}
$$

where $K^{t}$ is the normalizing factor. To obtain the normalizing factor, the mean vector $\hat{\mathbf{x}}^{t}$ and covariance matrix $\boldsymbol{\Sigma}_{\mathrm{x}}^{t}$ of the truncated Gaussian $\phi^{t}(\mathbf{x})$,



Figure A.5: Gaussian distribution as an approximation of a truncation by linear boundaries for univariate (left) and multivariate case (right).
one has to project the axis $\mathbf{x}$ according to the normal vector $\mathbf{a}$, so that the Gaussian PDF is represented as an univariate instead of an multivariate Gaussian PDF. Afterwards, the univariate Gaussian PDF can be truncated according to the univariate case like in Eq. (A.9). The resulting mean and variances are used to manipulate the non-truncated, multivariate Gaussian to obtain the truncated case.

However, the projection $x^{p}=\mathbf{a}^{T} \mathbf{x}$ results in the following projected mean $\hat{x}^{p}$, projected variance $\boldsymbol{\Sigma}_{\mathrm{x}}^{p}$ and a normalization factor $K^{p}$ :

$$
\begin{aligned}
\hat{x}^{p} & =\mathbf{a}^{T} \hat{\mathbf{x}} \\
\sigma_{x}^{p} & =\mathbf{a}^{T} \boldsymbol{\Sigma}_{\mathbf{x}} \mathbf{a} \\
K^{p} & =\frac{1}{\Phi^{p}\left(b^{+}\right)-\Phi^{p}\left(b^{-}\right)}
\end{aligned}
$$

where $\Phi^{p}(x)$ is the CDF of the projected Gaussian. The truncated, projected mean $\hat{x}^{p, t}$ and variance $\sigma_{x}^{p, t}$ are calculated according to the univariate case given in Eq. (A.9). The effect on the multivariate, non-truncated Gaussian is a back transformation into the $n$-dimensional space [122] and determines the desired mean vector $\hat{\mathbf{x}}^{t}$ and $\boldsymbol{\Sigma}_{\mathrm{x}}^{t}$ of the multivariate, truncated Gaussian PDF:

$$
\begin{align*}
\hat{\mathbf{x}}^{t} & =\hat{\mathbf{x}}-\frac{\boldsymbol{\Sigma}_{\mathrm{x}} \mathbf{a}}{\sigma_{x}^{p}}\left(\hat{x}^{p}-\hat{x}^{p, t}\right)  \tag{A.10}\\
\boldsymbol{\Sigma}_{\mathrm{x}}^{t} & =\boldsymbol{\Sigma}_{\mathrm{x}}-\frac{\boldsymbol{\Sigma}_{\mathrm{x}} \mathbf{a}}{\sigma_{x}^{p}}\left(\sigma_{x}^{p}-\sigma_{x}^{p, t}\right) \frac{\mathbf{a}^{T} \boldsymbol{\Sigma}_{\mathrm{x}}}{\sigma_{x}^{p}} \\
K^{t} & =K^{p}
\end{align*}
$$

In case of only a one-sided truncation line, the shifts $b^{-}$and $b^{+}$has to be set appropriately like described for the univariate case.

## A.6.4 Distance Measures

In some applications it is necessary to evaluate, how distant a data point is to a reference distribution given by a random variable $\mathcal{X}$. The Mahalanobis-Distance $D_{\text {meha }}$ describes the distance of a vector $\mathbf{y}$ to the center $\hat{\mathbf{x}}$ of a Gaussian PDF by skewing the state space according to the covariance matrix $\boldsymbol{\Sigma}_{\mathrm{x}}[24]$ :

$$
D_{\text {meha }}=(\mathbf{y}-\hat{\mathbf{x}})^{T} \boldsymbol{\Sigma}_{x}^{-1}(\mathbf{y}-\hat{\mathbf{x}}) .
$$

As one can see, this distance bases on the exponent of a multivariate Gaussian PDF like in Eq. (A.7).

Instead of determining the distance of only one point to another distribution, it is also sometimes necessary to determine the distance of a full distribution to a reference distribution. For this, different similarity measures are developed, which mostly integrates over the state space of the random variable. To handle also sampled distributions without a given parametrized $p(x)$, the measure should handle cases where $d p=d P(x) / d x=0$ holds, which means that in specific sub areas $\mathbb{R}^{n}$ samples do not exists. A known measures solving this issue is the Hellinger Distance [24] which co-domain is [0, 1], where one represents the case that the PDF's are totally different and zero indicates an equivalence of both PDF's.

The Hellinger Distance $D_{\text {hell }}$ for two PDF's $p(\mathbf{x})$ and $q(\mathbf{x})$ is calculated according to:

$$
D_{\text {hell }}^{2}(P, Q)=\frac{1}{2} \int_{\mathbb{R}^{n}}(\sqrt{d p}-\sqrt{d p}) .
$$

For two samples with $K$ discrete bins with $d P^{k}$ and $d Q^{k}$, the Hellinger Distance is calculated as follows:

$$
D_{\mathrm{hell}}=1-\sum_{k=1}^{K} \sqrt{d P^{k} \cdot d Q^{k}} .
$$

Note, that for creating a histogram from samples drawn from a PDF, the number of samples must be high enough and the bins small enough to obtain a good approximation of $d p$. For a high dimensional space, this becomes a highly computational task.

## A. 7 Bayesian Theory

In Sec. A.6, the distribution of a random variable was presented. In the following part, the decomposition of numerous random variables is discussed. Different rules for reformulating PDF's like the sum and product rule are presented in the first part. Afterwards, the terms independence and conditional independence are repeated. At the end, this section closes with the Bayes theorem and Bayesian Network as a graphical representation of relationships between variables. The formulas are extracted from [24].

## A.7.1 Sum and Product Rule

Consider a multivariate random variable $\mathcal{X}$, which can be described by a PDF $p(\mathbf{x})$. If one is interested only in the distribution of the first element $x_{1}$ of the vector $\mathbf{x}$, the distribution has to be marginalized over all the other elements $x_{2}, \ldots, x_{\mathrm{n}}$ :

$$
\begin{equation*}
p\left(x_{1}\right)=\int_{\mathbb{R}^{n-1}} p\left(x_{1}, x_{2}, \ldots, x_{\mathrm{n}}\right) d x_{2} \cdots \cdots d x_{\mathrm{n}} . \tag{A.11}
\end{equation*}
$$

This is called the sum rule for continuous distributed variables. For discrete element in $\mathcal{X}$, the sum instead of the integral is used to marginalize over the corresponding element. For a multivariate Gaussian PDF with $\hat{x}$ and $\boldsymbol{\Sigma}_{\mathbf{x}}$, the univariate distribution $p\left(x_{1}\right)$ can be determined by using the first basis vector $\mathbf{e}_{1}=[1,0, \ldots, 0]^{T}$ :

$$
p\left(x_{1}\right)=\mathcal{N}\left(x_{1} ; \mathbf{e}_{1}^{T} \hat{\mathbf{x}}, \mathbf{e}_{1}^{T} \boldsymbol{\Sigma}_{\mathbf{x}} \mathbf{e}_{1}\right) .
$$

For cases where a PDF is extracted with more than one element of $\mathbf{x}$, one can use a multi-column matrix consisting of the corresponding basis vector instead of one single basis vector.

Another important rule is the product rule, which states that a joint distribution $p(\mathbf{x})$ can be decomposed into a product of conditional probabilities:

$$
\begin{align*}
p(\mathbf{x}) & =p\left(x_{1} \mid x_{2}, \ldots, x_{\mathrm{n}}\right) \cdot p\left(x_{2} \mid x_{3}, \ldots, x_{\mathrm{n}}\right) \cdots p\left(x_{\mathrm{n}}\right)  \tag{A.12}\\
& =p\left(x_{\mathrm{n}}\right) \cdot \prod_{i=1}^{n-1} p\left(x_{\mathrm{i}} \mid x_{\mathrm{i}+1}, \ldots, x_{\mathrm{n}}\right)
\end{align*}
$$

The order of variables can be chosen freely, but the conditional probabilities remain in general. The number of combination is $n!$.

## A.7.2 Bayesian Theorem

The Bayesian theorem describes an explicit change of a cause-effectdependency of two variables. Given an independent variable $\mathcal{X}_{1}$ and a dependent variable $\mathcal{X}_{2}$, representing the cause and effect, respectively, their conditional probability $p\left(x_{2} \mid x_{1}\right)$ can be used to infer on the effect-cause probability:

$$
\begin{equation*}
p\left(x_{1} \mid x_{2}\right)=\frac{p\left(x_{2} \mid x_{1}\right) p\left(x_{1}\right)}{p\left(x_{2}\right)}=\frac{p\left(x_{2} \mid x_{1}\right) p\left(x_{1}\right)}{\int_{\mathbb{R}} p\left(x_{2} \mid x_{1}\right) p\left(x_{1}\right) d x_{1}} \tag{A.13}
\end{equation*}
$$

where $p\left(x_{1}\right)$ is the distribution of the independent variable. The Bayesian theorem is a direct consequence of the different ways to decompose a PDF by the product rule of Eq. (A.12).

## A.7.3 Statistical Independence

The independence of two variables $\mathcal{X}_{1}$ and $\mathcal{X}_{2}$ means that both distributions can be treated individually, so one random variable is not depending on the other one. There is no correlation between the variables. In this case the following equations hold:

$$
\begin{gathered}
p\left(x_{1}, x_{2}\right) \stackrel{(\mathrm{A} .12)}{=} p\left(x_{1} \mid x_{2}\right) \cdot p\left(x_{2}\right)=p\left(x_{2} \mid x_{1}\right) \cdot p\left(x_{1}\right) \\
=p\left(x_{1}\right) \cdot p\left(x_{2}\right)
\end{gathered}
$$

For a Gaussian PDF, the covariance matrix becomes diagonal if Eq. (A.14) is satisfied.

The term conditional independence means that two variables become independent if another independent variable $\mathcal{X}_{3}$ is observed.

$$
\begin{gather*}
p\left(x_{1}, x_{2} \mid x_{3}\right) \stackrel{(\mathrm{A} .12)}{=} p\left(x_{1} \mid x_{2}, x_{3}\right) \cdot p\left(x_{2} \mid x_{3}\right)=p\left(x_{2} \mid x_{1}, x_{3}\right) \cdot p\left(x_{1} \mid x_{3}\right) \\
=p\left(x_{1} \mid x_{3}\right) \cdot p\left(x_{2} \mid x_{3}\right) \tag{A.14}
\end{gather*}
$$

The independence criteria is a special case with strong underlying assumptions. In multivariate models there are often mixed, where one variable is only depending on a subset of other variables. A decomposition according to Eq. (A.12) with the correct order and dependencies can drastically reduce the complexity.


Figure A.6: Bayesian networks representing $p^{1}\left(x_{1}, x_{2}, x_{3}\right)$ (left), $p^{2}\left(x_{1}, x_{2}, x_{3}\right)$ (center) and $p^{3}\left(x_{1}, x_{2}, x_{3}\right)$ (right), which are mathematically formulated in this section.

## A.7.4 Bayesian Network

As it already discussed, probability models can have different representations depending on the order, how this model is decomposed. An often used way is to illustrate the modeled dependencies in a Bayesian network. This network is a directed, non-cycled graphs with random variables as nodes and edges with arrows showing the cause-effect dependencies between the variables. Typical examples are shown in Fig. A.6.

With this representation, the joint distribution model can easily being extracted as follows:

$$
\begin{aligned}
& p^{1}\left(x_{1}, x_{2}, x_{3}\right)=p\left(x_{3} \mid x_{1}, x_{2}\right) p\left(x_{2} \mid x_{1}\right) p\left(x_{1}\right) \\
& p^{2}\left(x_{1}, x_{2}, x_{3}\right)=p\left(x_{3} \mid x_{1}\right) p\left(x_{3} \mid x_{1}\right) p\left(x_{1}\right) \\
& p^{3}\left(x_{1}, x_{2}, x_{3}\right)=p\left(x_{3} \mid x_{2}\right) p\left(x_{2} \mid x_{1}\right) p\left(x_{1}\right)
\end{aligned}
$$

Here, the joint probability of $p^{1}\left(x_{1}, x_{2}, x_{3}\right)$ was decomposed according to the product rule of Eq. (A.12). The model $p^{2}\left(x_{1}, x_{2}, x_{3}\right)$ shows a case if one variable $\mathcal{X}_{1}$ influences two other variables. If $\mathcal{X}_{1}$ is observed, $\mathcal{X}_{2}, \mathcal{X}_{3}$ becomes conditionally independent according to Eq. (A.14). The model $p^{3}\left(x_{1}, x_{2}, x_{3}\right)$ has a structure similar to a Dynamic Bayesian Network, where each node represents a variable at a specific point in time and one time point is only depending on the previous time point.
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