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Abstract.
Being able to identify and analyse reading impact expressed in online book
reviews allows us to investigate how people read books and how books affect
their readers. In this paper we investigate the feasibility of creating an En-
glish translation of a rule-based reading impact model for reviews of Dutch
fiction. We extend the model with additional rules and categories to measure
reading impact in terms of positive and negative feeling, narrative and stylistic
impact, humour, surprise, attention, and reflection. We created ground truth
annotations to evaluate the model and found that the translated rules and new
impact categories are effective in identifying certain types of reading impact
expressed in English book reviews. However, for some types of impact the rules
are inaccurate, and for most categories they are incomplete. Additional rules are
needed to improve recall, which could potentially be enhanced by incorporating
Machine Learning. At the same time, we conclude that some impact aspects are
hard to extract with a rule-based model. When applying the model to a large
set of reviews, lists of the top-scoring books in the impact categories show the
model’s prima-facie validity. Correlations among the categories include some
that make sense and others that require further research. Overall, the evidence
suggests that for investigating the impact of books, manually formulated rules
are partially successful, and are probably best used in a hybrid approach.

1. Introduction

Online book reviews are an important source of data for analysing how people read
books and how they describe reading experiences (Holur et al. 2021). This paper builds
on our earlier work (Boot and Koolen 2020) in detecting the impact of reading fiction
as it is expressed in online book reviews. That paper presented a rule-based model for
measuring four categories of reading impact (affective, narrative, stylistic and reflective)
in Dutch-language book reviews. As these rules are language-specific, the model cannot
be used on the huge numbers of English-language reviews available online. In that
article, we also mentioned potential types of reading impact that the model did not
capture. In this paper, we present a model for measuring reading impact expressed in
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Extracting Reading Impact

English-language book reviews. We created this model by translating the Dutch model
and adding rules for four new categories of impact: attention, humour, surprise and
negative impact. To account for these new categories and refine the Dutch model, we
re-categorised some rules and added more rules based on manual analysis of modes
of expression in a corpus of Goodreads reviews. We analyse and validate the English
model using crowdsourced ground truth annotations.

We formulate two research questions:

1. How effective is our adaptation of the Dutch model?

(a) Can the new impact categories we add to the model be captured in a rule-
basedmodel? Can these new categories bemeaningfully identified by human
annotators?

(b) Is adapting an existing rule-basedmodel for use in another language a produc-
tive approach? Is our method of translating and changing rules an effective
way to do this? What are the challenges and advantages of transferring knowl-
edge or tools from Dutch to English through translation and adaptation?

2. Is a rule-based model a productive tool for assessing the impact of fiction as
expressed in online book reviews? What are the advantages of a rule-based model
compared to other approaches, such as Machine Learning (ML)?

First, we discuss the impact model and explain our selection of new impact categories
in Section 2. Then, we describe how we created the rules that make up the English-
language model by adapting the Dutch model in Section 3. We evaluate these adapted
rules using the ground truth annotations and conduct an error analysis in Section 4.
Human annotators recognise and distinguish categories of impactwith some consistency,
resulting in acceptable Inter-Rater Agreement. For several impact categories the rule-
basedmodel attains good performance in terms of precision and recall, but more ground
truth data is needed to reliably validate some other categories, and for most categories
more rules would be needed to cover the various ways impact can be expressed. In
Section 5, we assess the quality of our results, using the model to detect reading impact
in a large set of Goodreads reviews for a set of popular novels. We observe, aggregated
over many reviews per novel, that the results mostly meet expectations. Finally, in
Section 6, we formulate some suggestions for how to improve the model, and argue that
taking a rule-based approach to assessing reading impact is a productive approach that
may, in future work, be supplemented with other methods and tools.

Both the annotations and the rule-set used in the current paper are publicly available.

2. Impact Model and New Categories

2.1 Book Reviews as Data

Online book reviews are increasingly used to gauge reader response to books (Rebora
et al. 2019; Spiteri and Pecoskie 2016). However, using online reviews for this purpose
has its drawbacks and limitations: online reviews are not necessarily representative
of all readers, they do not necessarily reflect readers’ ‘true’ opinions, writing a review
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may influence the reading experience (Kuhn 2015) and they may be fabricated. We
discuss these issues briefly in Boot and Koolen (2020). Prompted by the epistemological
issues raised by one of this paper’s reviewers, we want to make clear that we do not
argue here that online reviews directly reflect the reading experience or necessarily
provide insight into the general public’s reading experiences. What the reviews can
do is to provide us with insight into differences that exist among reviews or among
reviewers. We hypothesise that such differences in the impact reported in reviews reflect
differences in the experienced impact. By examining these differences, we can increase
our understanding of how reading affects readers more generally. In this way studying
online reviews complements existing research on reader response that uses interviews
(Ross 1999; G. Sabine and P. Sabine 1983) or questionnaire data from readers reading
selected short stories and passages in a controlled setting (Koopman 2016; Koopman
and Hakemulder 2015; Miall and Kuiken 2002; Nell 1988). As online reviews are a more
public form of reader response than interviews and questionnaires, we should remain
aware that differences between reviews may also be attributable to social factors, such
as the interactive nature of the reviewing platform or reviewers’ desire to cultivate a
persona or gain followers.

Using online book reviews as data also has some important advantages: the texts are
accessible online in a digital format and they are primarily produced by groups of
readers overlooked in much traditional literary scholarship. The writers of reviews on
platforms like Goodreads are around 75% female (Thelwall and Kousha 2017), and
users of Goodreads represent various nationalities and ethnicities (Champagne 2020).
Thus, these reviews offer diverse perspectives that much of the field of literary studies
lacks. We therefore consider them a useful source of information for literary scholarship
in general and reception studies in particular.

Given the brevity of most online book reviews, we do not expect our model to perfectly
identify all impact expressed in individual reviews. Instead, our aim is to develop a
model that can identify relationships between aggregates of reviews grouped together by
features like length, book genre or author gender, and the kinds of reading experiences
described in reviews. In other words, we are producing a tool that enables literary
scholars to assess the impact of books or collections of books on groups of readers by
comparatively analysing the ways these books are reviewed online. Even though the
representation of reading experience in reviews is nowhere near exhaustive, differences
between these representations can nonetheless lead to insights into the impact of reading
on reviewers. Eventually, we hope to be able to answer questions such as: How does
the impact of the Harry Potter books change over the course of the series? How do
readers differ in their responses, for instance by age, gender, or reading preferences?
What patterns can we discern in the impact of specific genres or authors? Do reviewers
review books differently depending on author gender or book popularity? Are there
discernible patterns in how reviewers develop as readers?

We define impact as any effect a book has on its reader, large or small, permanent or
fleeting. Thus, we conceptualise impact as a wider category than the personal or social
longer-term benefits researched by e.g. Belfiore and Bennett (2007) or Usherwood and
Toyne (2002). Impact includes what happens in the mind of the reader in response
to reading fiction. As we did in Boot and Koolen (2020), where we based ourselves
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on Koopman and Hakemulder (2015), we investigate the following four categories of
impact: Reflection, Positive affect and its two subcategories Narrative feeling and Stylistic
feeling, and add four new categories.

2.2 Existing and New Impact Categories

In the final section of Boot andKoolen (2020)we express the expectation that smaller and
more clearly defined impact categories might be better suited for validation in a survey.
We therefore added four categories to our English version of the model: Humour as an
additional subcategory of Positive affect, and three independent categories: Attention,
Surprise and Negative feeling. This section introduces each new category and explains
our motivation for adding it to the model.

Attention is one of the dimensions of Story World Absorption (M. M. Kuijpers et al.
2014), defined as “a deep concentration of the reader that feels effortless to them. As
a consequence the reader can lose awareness of themselves, their surroundings and
the elapse of time.” Green and Brock (2000, p. 702) hypothesise that this feeling of
absorption relates to changing beliefs and attitudes in readers. We chose attention as a
category rather than suspense, although we consider the two closely related, because
textual manifestations of attention can be distinguished more clearly than those of
suspense. Attention is predicted in our model by terms such as ‘immersed’, ‘absorbed’
and ‘engrossed.’

Humour, perceiving events or language as humorous, is a distinctive formof appreciation,
related to but separate from stylistic or narrative feeling. Defining it as a separate
category might make the categories of stylistic and narrative feeling more homogeneous.
Humour is also relevant to the study of reading impact for its role in introducing young
people to reading (Shannon 1993).

We addedNegative feeling, which includes responses such as being bored or disappointed
by a book, to help differentiate between positive and negative expressions of impact.
Although some research examines the negative effects of reading (Schmitt-Matzen 2020)
and a negative response to prescribed reading (Poletti et al. 2016), previous research
has overwhelmingly focused on trying to validate the hypothesis that reading is good
for personal development and social behaviour (Koopman and Hakemulder 2015),
while negative feelings towards reading are often overlooked. Rather than having a
singleNegative feeling category, we could have distinguished positive and negative feeling
towards narrative, style and humor. We decided against this option because we expected
(based on exploratory analysis of reviews using (Kilgarriff et al. 2014)) that negative
stylistic feeling and negative references to humor would not occur frequently enough to
be detectable.

We included Surprise as a category of impact, because it shows engagement with a story.
If surprises in reading are defined unexpected story elements, experiencing surprise
requires one to have expectations of a book which are subsequently defied, and these
expectations are a sign of engagement. We therefore considered including Surprise in
Narrative feeling. On the other hand, surprise also indicates cognitive processing (Tobin
2018) and could thus be considered part of Reflection. It is also possible to conceptualise
Surprise, which can incorporate elements of “violence and enlightenment, physical
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attack and aesthetic pleasure” (Miller 2015) as a type of Stylistic feeling. In the end, to
navigate this complex process of conceptualisation, we chose to measure Surprise by
itself. Correlations with other categories could help us theorise the nature of Surprise
further.

2.3 Definitions

These considerations led to the following definitions for eight categories of impact:

• Attention: the reader’s feeling of concentration or focus on their reading.

• Positive affect: any positive emotional response to the book during or after reading.
A feeling is positive if it contributes to a positive reading experience, so even sad
or awful story-events can contribute to a positive affective response.

– Narrative feeling: a subcategory of positive affect, specifically response to a
book’s narrative properties, including feelings about storylines, characters,
scenes or elements of the story world.

– Stylistic feeling: a subcategory of positive affect, specifically response to a
text’s stylistic properties such as feelings of admiration or defamiliarisation
about its tone, choice of words, use of metaphor or the way the sentences
flow.

– Humour: a subcategory of positive affect, specifically a response of laughter,
smiling or amusement; the effect of any type of humour in the text.

• Surprise: a feeling of surprise at some element of the book, such as a plot devel-
opment, part of the story world or a stylistic feature.

• Negative feeling: feelings of dislike or disapproval towards any element of the
book. This could mean a dislike for a storyline or character or a feeling of boredom
or frustration with the book as a whole. A feeling is negative if it contributes to a
negative reading experience, so unsympathetic characters or dark story elements
that a reviewer appreciates as part of a story do not fit within this category.

• Reflection: any response to a reading experience that makes the reader reflect on
something from the book, such as a theme or topic, or on something in the real
world.

3. Methods

This section introduces how the impact model works and explains the method of its
validation.

3.1 Model Development

Ourmodel uses a set of rules to identify different types of impact expressed in individual
sentences of reviews, similar to the setup used in Boot and Koolen (2020). Each rule
belongs to a category and consist of an impact term, an impact term type and in some
cases a condition. For each combination of sentence and rule the software checks
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whether the impact term is present in the sentence and, if there is a condition, whether
that condition is met. If so, it outputs a rule match with the associated impact type.

Impact terms can be lemmas or phrases. If they are lemmas, their impact term types
include a POS-tag. For example, if the impact term is ‘mesmerize’, and the type is ‘verb’
the software will check for each word in the sentence whether it is a verb form with that
lemma. POS-tags can also be ‘noun’, ‘adjective’ or ‘other’. In phrasal impact terms, no
lemma or POS information is used, and terms can contain wildcards (*), so ‘redeeming
qualit*’ finds both ‘redeeming quality’ and ‘redeeming qualities’. Phrases consist of
groups that are matched to tokens in the input sentences. A group can be a single
word or a set of alternatives, such as ‘(hard|difficult)’. A phrase can be continuous
or discontinuous. In a continuous phrase the groups must match a set of contiguous
tokens. In a discontinuous phrase each group must match a token in the same sentence
in the same order as in the phrase, but they need not be adjacent. For examples, see
Table 1.

Impact Condition

type term term type aspect negate
Attention on the edge of (my|your) seat phrase-continuous – –
Positive affect makes (me|you|reader) sad phrase-discontinuous – –
Narrative feeling enamoured lemma-adj reader –
Stylistic feeling elegant lemma-adj – –

Table 1: Example rules from the English reading impact model.

Conditions can also have different types. Most common is a reference to one of six
groups of book aspect terms: plot, character, style, topic, reader and general. For example,
aspect terms in the reader group are words referring to the reader, such as ‘I’, ‘you’,
‘the reader’ and the general group includes words like ‘book’ and ‘novel’. The implied
condition is that one of the words from the aspect groupmust occur in the same sentence
as the impact term. Thus, a rule linking the impact term ‘great’ to the aspect group
style results in a hit when the word ‘great’ is present in combination with ‘writing’,
‘language’, ‘prose’ or other words in the style category. Conditions can also be groups of
individually named words, such as ‘(part|series|sequel)’. It is also possible to negate
a condition. In that case, the impact term may not be combined with words from the
condition. For example: ‘engage’ is an impact term related to Narrative feeling, unless it
is combined with ‘to’ because ‘engaged to’ is more likely to refer to marriage than to
narration.

To create the rules, we began by translating the 275 rules of Boot and Koolen (2020). To
account for the new impact categories, we reassigned some rules to different categories.
We also created new rules by manually examining a large collection of Goodreads
reviews to find terms related to impact that online reviewers use. In total, the English
model has 1427 rules. The growth of the set of rules has three main reasons. Firstly,
the addition of four categories required adding many rules. Secondly, there are many
possible translations or equivalents for the words and expressions used in the Dutch
model. For example, some words relating to emotional investment in the Dutch model
led to eight new rules in the English model containing various verbs combined with
the noun ‘heart’ (‘break’, ‘steal’, ‘touch’, ‘rip’ and others). Thirdly, there are many more
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reviewers writing in English. Many have their own national or regional variety of
English and many of them are not native speakers. Because of this variety, we assumed
that the range of expressions used in reviews would be larger than in Dutch. To account
for this range, we added many idioms based on manual analysis of a corpus of reviews
from Goodreads. As we found (Boot and Koolen 2020) that human annotators often
detected impact that their Dutch impact model overlooked, we expect that adding more
rules will lead to a better model.

Our choice to follow the rule-based approach needs be compared to alternative ap-
proaches, such as creating ground truth annotations and using ML techniques to train
a generalised model. Our main reason to use rules instead of ML is that we expect
ML to require many more ground truth annotations to train and test a stable and effec-
tive model that can capture subtle expressions of impact. Our model was developed
ahead of gathering ground truth annotations to evaluate it (as discussed in the next
sections). An ML model only learns from the annotated examples, while our rules
potentially also cover cases not seen in the ground truth. If the evaluation shows that
our model captures the different impact categories well, then we have reason to assume
that the rule generation process achieved its aim and that the approach generalises well.
With ML this is not necessarily so, although the recent advances with context-sensitive
token-based word embeddings and fine-tuning of large pre-trained transformer models
like BERT (Devlin et al. 2018) allow such approaches to better capture latent meanings
(Ehrmanntraut et al. 2021; B. Wang et al. 2019; Yile Wang et al. 2019) and generalise
beyond the surface forms of the annotated impact expressions. The manual rule-based
approach can be combined with ML to either derive more rules or to directly assign
sentences to impact categories. We discuss this further in Section 6.

3.2 Ground Truth Annotations

The rules we formulated determined how the impact model defines the various cate-
gories of impact. Next, we needed to verify that the rules we had formulated correctly
operationalised the intended categories of impact. After all, the definitions implicitly
created through the formulation of our impact rules might not agree with a common-
sense idea of how these categories of impact are expressed. To validate our impact rules,
we surveyed recipients of relevant mailing lists, students and conference attendees. We
asked the participants to annotate sentences from reviews on the presence of the eight im-
pact types. The sentences were sampled from a collection of 15 million English-language
Goodreads reviews, crawled by Wan and McAuley (2018) and Wan et al. (2019), and
parsed using spaCy.1 We manually removed sentences that we considered impossible
to annotate, such as sentences containing only punctuation or incorrectly split (partial)
sentences. Each sentence was annotated by at least three different annotators. After
reading an explanation, each annotator was presented with ten sentences to annotate.
Each annotator could annotate as many sentences as they wanted. The questions were
presented to them as shown in Figure 1.

Participants could rate the presence of all eight categories of impact on a five-point scale
from 0 (not or doubtful) to 4 (clearly or strongly). They also could indicate that the

1. The sentences were from a held-out set of reviews, not used to create the impact rules. We used spaCy
version 2.3, https://spacy.io
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Figure 1: Questions in the survey.

questions were impossible to answer, for example if the text only contained gibberish or
required more context to interpret, or that a sentence expressed no reading impact at
all, for example if it contained only a factual statement about a book. We ran the survey
from October 2020 until April 2021.

4. Evaluation

In this section, we assess agreement among the annotators and between the annotators
and our model, and analyse which impact categories our model can meaningfully
identify.

The survey resulted in 266 sentences that were annotated by at least three annotators,
with ratings by 79 different annotators. This number excludes sentences judged to be
impossible to annotate. Themajority of annotators rated 10 sentences, some stopped after
only a few sentences, and others annotated multiples of 10 (up to 80). The distribution
of ratings per impact type is shown in Figure 2. On the left, only the zero ratings are
shown, meaning a rating to indicate that a particular impact type is not present at all.
Positive affect has the fewest ratings of 0, with just over 40%, while Stylistic feeling and
Surprise have around 70% 0 ratings and Humour has more than 80%. Over all categories,
69% of the ratings have score zero. On the right, the distribution of ratings 1–4 are
shown, also with distinct differences between types. Positive affect and Narrative feeling
tend to get high ratings (3 or 4), while Attention and Surprise get mostly low ratings (1
or 2).

4.1 Inter-Annotator Agreement

In Boot and Koolen 2020, we calculated inter-annotator agreement using the Inter-Rater
Agreement (IRA) statistic 𝑟∗

𝑤𝑔 = 1 − 𝑆2
𝑋

𝜎2 , where 𝑆2
𝑋 is the variance of the ratings for a

sentence and 𝜎2 is the expected variance based on a chosen theoretical null-distribution
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Figure 2: Fraction of 0-ratings among all ratings (left) and fraction of positive ratings (1, 2, 3 or
4) among all ratings (right).

Category % all zero 𝑟∗
𝑤𝑔 𝜅

Attention 0.37 0.58 0.27
Positive affect 0.26 0.71 0.57

Narrative 0.36 0.55 0.40
Style 0.49 0.72 0.29
Humor 0.72 0.91 0.19

Negative 0.56 0.79 0.52
Surprise 0.50 0.74 0.25
Reflection 0.39 0.60 0.19

Table 2: Inter-annotator agreement per impact category averaged over 266 sentences. Agree-
ment measures are 𝑟∗

𝑤𝑔 and Fleiss’ Kappa.

(Lindell and Brandt 1997). We used the same 𝑟∗
𝑤𝑔 measure, but with a uniform null-

distribution instead of an inverse triangular one (which assumes annotators tend to
pick ratings at the two extremes), given that we observe a more uniform distribution of
positive ratings when combining ratings across all categories and a larger fraction of
zero ratings (so the overall variance is closer to a uniform distribution than to an inverse
triangular distribution). In addition, we report Fleiss’ Kappa (𝜅) on binarised ratings
where any rating above 0 is mapped to 1, as is more commonly reported in sentence
annotation tasks for e.g. sentiment analysis (Alm and Sproat 2005; Schmidt et al. 2018;
Sprugnoli et al. 2016). Finally, we also report the number of sentences rated zero on a
particular impact category by all three annotators, to get insight into how commonly
each impact category is observed.

Agreement is moderate (0.51-0.70) to very strong (0.91-1.00) according to 𝑟∗
𝑤𝑔 (column

three in Table 2), but the 𝜅 scores are much lower, in the range of 0.20 – 0.50 (column
four). Scores in this range are common for related tasks like sentiment annotation (Alm
and Sproat 2005; Klenner et al. 2020; Schmidt et al. 2018; Sprugnoli et al. 2016). The
low 𝜅 of the more commonly observed categories should not be interpreted as low
agreement, because in the original five-point scale the difference between 0 and 1 is
small, while in the binarised version it is counted as disagreement.

To understand how the differences between 𝑟∗
𝑤𝑔 and 𝜅 should be interpreted, we look at

the number of sentences for which all three annotators agreed on a rating of zero. Since
the majority of the ratings (see the left-hand side of Figure 2) is zero, this can easily
lead to a high 𝑟∗

𝑤𝑔, especially for categories that are rarely rated above zero. If a category
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is rarely observed, it is easy for annotators to agree on the many sentences where it is
clearly not present, but they might disagree on the few sentences where at least one
annotators thinks it is present. Only 26% of all sentences are rated zero on Positive affect
by all three annotators, so its high 𝑟∗

𝑤𝑔 is not caused by being rarely observed. In contrast,
for Humour, 72% of the sentences are rated zero by all annotators, meaning it is rarely
observed. For this category, a high 𝑟∗

𝑤𝑔 could be caused by agreement that the category
is rare, thus masking disagreement on which sentences do express impact of humour.
The 𝜅 score of 0.19 (below the conventional 0.2 threshold for weak agreement) signals
that agreement is lacking. For Reflection, only 39% of sentences are rated zero by all
annotators, so this category is not uncommon, but the 𝜅 score of 0.19 also suggests a lack
of agreement. We stress again that a low 𝜅 does not necessarily mean lack of agreement,
as the binarisation removes information from the five-point rating scale, but for Humour
and Reflection these combined measures strongly suggest either that these categories
are difficult to identify with our current definitions, or that reliable annotation of these
categories requires more training than of the other categories.

The disagreement among annotators signals that this task is difficult and that some
types of impact are more subjectively interpreted than others. This could indicate that
we need to discard the categories with really low agreement. However, several recent
papers suggest that disagreement between annotators is not necessarily a problem and
should not be removed from the published annotation dataset (e.g. Gordon et al. 2021),
but should either be retained in the form of an opinion distribution (Basile 2020; Klenner
et al. 2020) or a special class label Complicated (Kenyon-Dean et al. 2018). Since our data
is based on a rating scale, it makes sense to distribute the annotated sentence data with
the full rating distributions. In the following sections, we discuss whether all impact
categories should be retained in the ground truth data and the rule-based model.

4.2 Evaluating the Model

To compare our model against the ratings of the human annotators, we select the median
of the three ratings per sentence and impact category as the ground truth rating and
compare that to whether our model finds at least one matching impact rule for that
category in the sentence. If the model works well, then it should find matching rules
for an impact category in sentences that received a high median rating from human
annotators.

We measure recall, precision and 𝐹1 of our model’s performance on the annotated
sentences, using two different binarisations. As we have a 5-point rating scale, we want
to know if our model finds impact in sentences that clearly express impact, that is, where
the median rating is high, i.e. 3 or 4, but also for sentences that express any impact
at all, i.e. those with ratings of 1 or higher. The results are shown in Table 3, with
the number of sentences that have a binary rating of 1 for each binarisation (columns
3 and 6). The model scores above 0.7 precision on five of the eight categories for
binarisation 𝑟𝑚𝑒𝑑𝑖𝑎𝑛 ≥ 1: Attention, Positive affect, Narrative feeling, Humour and Negative
feeling. In the majority of cases, the matching rules for these aspects correspond to the
type of impact identified by the median annotator, and therefore at least two of the
three annotators. For Stylistic feeling and Reflection it scores around 0.5 precision, so the
matching rules incorrectly signal impact in half of the cases. For Surprise the model
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Model 𝑟𝑚𝑒𝑑𝑖𝑎𝑛 ≥ 1 𝑟𝑚𝑒𝑑𝑖𝑎𝑛 ≥ 3
Impact # Sent. # Sent. Prec. Rec. 𝐹1 # Sent. Prec. Rec. 𝐹1

Attention 9 83 0.78 0.08 0.15 44 0.78 0.16 0.26
Positive 90 148 0.82 0.50 0.62 102 0.59 0.52 0.55

Narrative 39 101 0.72 0.28 0.40 60 0.51 0.33 0.40
Stylistic 8 59 0.50 0.07 0.12 26 0.50 0.15 0.24
Humour 7 18 1.00 0.39 0.56 4 0.57 1.00 0.73

Negative 15 68 0.73 0.16 0.27 40 0.60 0.23 0.33
Surprise 2 51 0.00 0.00 0.00 17 0.00 0.00 0.00
Reflection 19 68 0.53 0.15 0.23 19 0.26 0.26 0.26

Table 3: Model evaluation per impact category on 266 sentences, with number of sentences
for which the model identifies impact (column 2), and precision and recall of our model for
binarisation of ratings based on median rating 𝑟𝑚𝑒𝑑𝑖𝑎𝑛 ≥ 1 and 𝑟𝑚𝑒𝑑𝑖𝑎𝑛 ≥ 3
.

completely fails. It only finds Surprise in two sentences—both of which are incorrect
according to the ground truth—while there are 51 sentences with a median rating of at
least 1. For binarisation 𝑟𝑚𝑒𝑑𝑖𝑎𝑛 ≥ 3, precision is mostly lower, showing that the model
regularly predicts impact where human annotators consider it doubtful. Humour is
rarely observed by the annotators, with low agreement, and our model also rarely finds
matching rules, but with high precision for 𝑟𝑚𝑒𝑑𝑖𝑎𝑛 ≥ 1 and high recall for 𝑟𝑚𝑒𝑑𝑖𝑎𝑛 ≥ 3.
When annotators agree that Humour is clearly expressed, our model detects it (in the
few cases in this ground truth dataset), and when our model detects Humour, it is
in places where annotators perceive Humour to some extent. Two examples where
annotators and our model clearly agree demonstrate this. For the sentence “I loved
Blaire’s personality she was sassy, funny, extremely witty, I laughed out loud frequently,
much to my embarrassment.” our model has three matching rules, funny, witty and laugh
out loud, and the annotators gave an average rating of 3. For the sentence “We actually
bought a copy for our music history teacher who would appreciate the humour in this
book (he was Jewish, sarcastic, clever).” our model has two matching rules, humour and
sarcastic (which in this sentence does not refer to impact of the book) and annotators
gave an average rating of 3.33. This sheds further light on the low Fleiss’ Kappa scores for
Humour. There are clear cases where annotators agree that humour is expressed, so the
low agreement seems to come from doubtful cases where some annotators are not sure
and give a low rating of 1 or 2 and others say it is not expressed. The binarisationwe used
to compute Fleiss’ Kappa creates a complete disagreement in such doubtful cases, where
the original five-point ratings signal only slight disagreement. The model performance
suggests that, although we need more ground truth annotations and perhaps a better
definition to improve agreement, this is a viable category to include.

The generally low recall scores show that our model misses many expressions of reading
impact. This suggests that our set of impact rules is incomplete. It could be fruitful to
add more rules to our impact model. However, if expressions of impact in reviews have
a long tail distribution, the dwindling number of hits for each added rule may not be
worth the time and labour it takes to formulate, add, and validate additional rules. One
interpretation of the precision and recall scores is that our approach of translating and
extending our Dutch impact model is viable for most of the categories. With additional
rules and some improvements to the existing rules, the model could capture enough of
the expressed reading impact in individual reviews to derive a reliable overall estimate
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of a book’s impact, at least for books with more than a handful of reviews. The only
impact types where the model fails are Surprise, Stylistic feeling and Reflection where
the model not only misses many expressions of impact, but also makes many mistakes.
However, it is also possible that some impact is expressed across multiple sentences, in
which case additional rules would have to operate on larger text units, which makes
them harder to devise and more sensitive to errors. Therefore, another interpretation of
the results is that it is more effective to combine our rule-based approach with a ML
process that learns to assign impact categories directly to individual sentences or to
whole paragraphs or reviews.

4.3 Error Analysis

Annotators found impact in many instances where the model failed to detect it. For
example, the model scored a 0 in the positive emotion category for the sentence “I was
born to love this book,” which received a rating of 4 from all annotators. This suggests
we should add rules to increase the sensitivity of the model. We should also revise the
way that the model processes impact terms and negations to nuance results. Currently,
the model marks the presence of negative terms like ‘skim’ as negative impact, but it
turns out that this is not always accurate: “I didn’t skim at all” actually indicates positive
impact. The negation of the negative impact term ‘skim’ should flip the predicted
impact to positive. To improve performance on sentences with such negations of typical
sentiment words, we could adopt the sentiment flipping technique used in the VADER
sentiment analyser (Hutto and Gilbert 2014). This technique looks for negations in the
word tri-gram preceding a sentiment term, which captures almost 90% of the negated
sentiments in their ground truth data. However, negation should not always flip the
valence from positive to negative or vice versa (Dadvar et al. 2011; Socher et al. 2013).
When a reviewer says that a book is ‘not terrible’ they probably don’t mean to say it is
good.

The responses to the survey showed that annotators struggled to understand some
categories and regularly disagreed over them, albeit to a different degree for different
categories. For instance, the sentence “And then there was Jacob O’Connor,” which we
feel expresses no impact, was rated by annotators with a score of 3.5 in the surprise-
category. Annotators also found Attention difficult to distinguish from Positive affect and
Narrative feeling. They struggled with negative story elements that may contribute to a
positive reading experience, such as a ‘creepy’ character. Respondents tend to annotate
such sentences as negative impact, while that is often impossible to judge without
context. In another example, annotators judged the sentence “My soul is beautifully
crushed” to indicate negative impact, but we think that a reviewer who writes this is
expressing positive impact. These differences between annotator ratings and our own
conceptions of impact categories point towards one of the complexities of developing
computational models for literary studies: while defining categories of impact and
formulating rules for our model, our own subjective understanding and academic
knowledge of impact categories and the impact of reading became part of the model
we produced. These conceptions may not necessarily align with the conceptions of
other people. To resolve issues of annotator agreement, we could consider recruiting
annotators with a background in reception studies or literary studies for future research,
since they will presumably have a shared understanding of these impact categories
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based on the scholarly literature. Therefore, these annotators would probably be better
equipped to distinguish and detect our eight impact categories, but it is also possible that
they would skew results with their pre-existing definitions of the categories. Another
option would be resolving disagreement between annotators using the method for
interrater disagreement resolution outlined by Oortwijn et al. (2021), or recruiting
annotators from within the community of people writing English-language reviews on
Goodreads. This way, we could validate the model using conceptions from within the
community we are studying. While we tried to do this by contacting the moderators of
various Goodreads groups, we received little response.

In the end, developing a flawless model to measure how reading impact is expressed
in online reviews may be impossible, because of the subjectivity and fluidity of the
categories such a model tries to measure. In the act of operationalising impact categories
through rulesets, some of their polysemic meanings are inevitably lost. Nonetheless,
we believe that our current imperfect model has pointed us towards some interesting
insights into the impact of reading expressed in our corpus of reviews. We discuss these
insights in Section 5.

5. Analysing Reading Impact of Fiction

In this section, we analyse the impact identified by our model by applying it to a
collection of 1,313,863 reviews of 402 well-known books, from the Goodreads crawl
introduced in Section 3.2. As the results from the previous section cast doubt on the
viability of measuring some of the categories of impact, this section disregards Surprise
and Reflection. We selected books with at least 10 reviews in both Dutch and English
so that, in future research, we may compare the current and future versions of the
English-language model against the Dutch model.

5.1 Impactful Books

Our model generated a rating for each of the 402 books in each of the model’s categories.
This rating gives an indication of how often a specific type of impact was mentioned in a
specific review. After normalising the scores for the length of the reviews we computed
which books scored highest and lowest in each category. Table 4 lists the books scoring
highest on Stylistic feeling and Humour. The left column contains mostly literary classics
that received high critical acclaim; wewould expect those novels to score high on Stylistic
feeling. The right column contains mostly books that are well-known for their comic
appeal. Similar lists for other categories are not always easy to evaluate, for example
because lesser-known novels appear in the list or because there is no canon of novels
that evoke a high level of narrative engagement, the way there is one, albeit a fuzzy and
contested one, for literary novels. Still, the results suggest that our rules are detecting
some impact accurately. For example, we expect that non-fiction titles would score
low on Narrative feeling, and we find that the four worst-performing titles in terms of
Narrative feeling are non-fiction titles, including Marie Kondo’s The Life-Changing Magic
of Tidying Up. These results provide prima facie evidence for the validity of the rules
that we use to define these impact categories.
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Title Author

Stylistic feeling Monsieur Linh and his Child Philippe Claudel
Lolita Vladimir Nabokov
All the Light We Cannot See Anthony Doerr
Stoner John Williams
The Sense of an Ending Julian Barnes
The Discovery of Heaven Harry Mulisch
HHhH Laurent Binet
The Vanishing Tim Krabbe
A Visit from the Goon Squad Jennifer Egan
The Book Thief Markus Zusak

Humour Weird Things Customers Say in Bookshops Jen Campbell
Look Who’s Back Timur Vermes
The Hitchhiker’s Guide to the Galaxy Douglas Adams
The Secret Diary of Hendrik Groen, 83¼ Years Old Hendrik Groen
The Hundred-Year-Old Man Who Climbed Out of [...] Jonas Jonasson
The Girl Who Saved the King of Sweden Jonas Jonasson
Me and Earl and the Dying Girl Jesse Andrews
The Rosie Project Graeme Simsion
A Totally Awkward Love Story Tom Ellen
Geek Girl Holly Smale

Table 4: Top ten titles on stylistic feeling and humour

Figure 3: Pearson correlation coefficients between impact types and rating of reviews aggre-
gated per novel.

5.2 Correlations between Impact Types

In this section, we analyse the correlation between impact types and the correlation
between selected impact types and the average rating of reviews, when aggregated
per novel, for the same set of 402 novels. For this analysis, we computed impact score
per category based on the recommendation of Koolen et al. (2020), where we suggest
weighing the number of impact rule matches per review by the log-length of the review
in number of words. This weighing should account for the fact that long reviews
potentially have more impact matches without actually indicating stronger impact.
The Pearson correlations are shown in Figure 3, with levels of correlation above 0.2
highlighted in green. Unsurprisingly, Positive affect is positively correlated with its
components Narrative feeling, Stylistic feeling and Humour. We discuss the correlations
of Attention and Negative feeling with the other impact categories and these categories’
correlations with reviewer rating.
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5.2.1 Correlations of Attention

The most important correlation (.60) for Attention is with Narrative feeling. This suggests
that Narrative feeling draws readers in and leads to a sense of absorption and immersion.
Attention-related questions are also an important part of the Story World Absorption
Scale (M. M. Kuijpers et al. 2014). On the other hand, the lack of correlation between At-
tention and Stylistic feeling suggests that stylistic appreciation is not central to absorption.
Attention is weakly negatively correlatedwithHumour. In an analysis of evaluative terms,
Knoop et al. (2016) distinguish between emotionally charged terms such as ‘sad’ and
‘beautiful’ and more cognitive terms such as ‘funny’ or ‘humorous’. The relationship
between cognitive and emotional impact is an area of further research that could help
refine our model and generate insight into different ways that readers evaluate texts
and texts impact readers.

5.2.2 Correlations of Negative feeling

It is surprising that Negative feeling is weakly to moderately positively correlated with
Attention, Positive affect andNarrative feeling. As this is not just a book-level effect (Positive
and Negative feeling are also correlated within individual reviews), we speculate that
these correlations occur because negative terms are often used concessively, as in ‘the
plot may be a bit unrealistic but the characters are lovely’. More research on these
correlations is needed.

5.2.3 Correlations of Impact Categories and Reviewer Rating

On Goodreads, reviewers have the option of rating a book on a five-star scale in addi-
tion to, or instead of, providing a written review. Only one impact category shows a
correlation with reviewer rating: Negative feeling. The moderate negative correlation
suggests that negative terms are not just used concessively but often do express a lack
of appreciation.

The lack of correlation between rating and the other impact categories may at first seem
surprising. Positive feeling, as measured by sentiment analysis tools, is known to predict
rating (De Smedt andDaelemans 2012). Wewould also expectAttention, which is closely
related to enjoyment (M. M. Kuijpers et al. 2014), to correlate positively with rating.
This lack of correlations could indicate that the impact model succeeds in extracting new
information, independent from rating, from the review text. In other words, reviews
may be more than just a textual representation of the associated rating.

The correlations among impact types, or lack thereof, as well as those between impact
types and rating, call for further analysis of the nature of their relation. For instance, the
collection of reviews is skewed towards high ratings (over 71% of reviews have a positive
rating of 4 or 5 stars, while less than 10% have a negative rating of 1 or 2 stars). As there is
a lot of variation in positive impact matches in the positive reviews, the positive reviews
dominate at any level of positive impact, leading to a low correlation. Moreover, reviews
also have high variance in terms of length, with long reviews having a wider range of
possible values for positive impact or any other type of impact than short reviews. If we
bin reviews on the logarithm of their length and look at correlations between rating and
impact within each bin, we get somewhat higher positive correlations. For reviews of
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more than 20 words, reviews of roughly the same length show a correlation of 0.13-0.16
between rating and positive impact. This is still no more than a weak correlation, given
further evidence that reviews reflect more than just a rating-related evaluation.

Reader characteristics may also influence the relation between review and rating. For
instance, we found a negative correlation between impact in the Reflection category
and reviewer ratings (not shown in Figure 3). This could mean that reviewers are less
appreciative of books that encourage reflection. But it could also mean that readers
who engage in more reflection generally give more moderate ratings. More generally,
this prompts the question how rating behaviour relates to reading preference and other
reader characteristics.

6. Discussion

Our findings allow us to address our two main research questions and to indicate a
number of areas for future research into the impact of fiction and the usefulness of
computationally measuring and analysing that impact in online book reviews. In the
upcoming research project Impact and Fiction we will build on the findings presented in
the current paper.

6.1 Conclusions

1. How effective is our adaptation of the Dutch model?
Based on the results from the English impact model so far, the model is effective
in some categories but not all of them. For several impact categories the rule-
based model attains good performance in terms of precision and recall, but more
ground truth data is needed to reliably validate some other categories, and for
some categories more rules are needed to cover the various ways impact can be
expressed. When ranking books by scores in individual impact categories, the
model appears to do a good job. In future work, we intend to compare the English
impact model presented in this paper with the existing Dutch model.

(a) Can the new impact categories we add to the model be captured in a rule-based model?
Can these new categories be meaningfully identified by human annotators?
We added four new impact categories to the impact model described in
Boot and Koolen (2020), in the hope that adding more categories would
lead to a more fine-grained and accurate model. Some of these newly added
categories proved difficult for annotators to identify consistently. For example,
annotators frequently seemed to confuse Attention and Narrative feeling. For
example, according to the annotators “Lots of twists and turns and good
characters” indicated Attention as well as Narrative feeling. Yet we, and the
rules of our model, see this sentence as indicating only Narrative feeling.
Conversely, annotators labelled the sentence “The third book of the trilogy is
just as compelling as the other two” as both Narrative feeling and Attention,
while our model and conceptualisation of categories would only see it as
Attention. Such overlap, disagreement or confusion between categories shows
that, similar to the original categories, identifying which sentences express a
specific type of impact remains a difficult and subjective task.
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One way of approaching this issue might be to compare the correlations
between the impact categories as established by ourmodel and those between
the impact categories as rated by the annotators. That could provide us with
a sense of how the annotators’ conceptualisation of the impact categories
differs from our model’s conceptualisation. All the same, the combination
of inter-annotator agreement analysis, evaluation of the model based on
the ground truth annotations, and comparing the reading impact of novels
identified in sets of reviews, already illustrates that some of the new impact
categories can be meaningfully identified using a rule-based model.

(b) Is adapting an existing rule-based model for use in another language a productive
approach? Is our method of translating and changing rules an effective way to do
this? What are the challenges and advantages of transferring knowledge or tools from
Dutch to English through translation and adaptation?
Our results indicate that the translation of the rules, in combination with
adding new rules specific to English, is a viable approach to building a
reading impact model for English-language reviews and expanding on the
existing Dutch model. However, since human annotators detect impact in
many words and phrases that the model disregards, the model is certainly
not complete. Also, adapting the model was a labour-intensive process.

2. Is a rule-based model a productive tool for assessing the impact of fiction as expressed in
online book reviews? What are the advantages of a rule-based model compared to other
approaches, such as ML?
A rule-basedmodel has advantages and drawbacks compared to other approaches,
like ML. Rule-based approaches are more transparent than trained ML models
because users can inspect every rule and understand how the model arrived at
a specific decision. With ML models, especially neural network-based models,
the knowledge is distributed over and represented by a large number of weights
between the network nodes. In a rule-basedmodel researchers can add or translate
impact-rules, and this way they can adapt the tool to specific research questions
and language domains without requiring large amounts of ground truth annota-
tions. Moreover, for fine-grained annotation in specific domains, like identifying
expressions of different types of reading impact, it can be difficult to attain good
performance with ML, as ML models need to be trained on domain-specific data
to adapt to the domain-specific terminology and nuances (Mishev et al. 2020; Thel-
wall et al. 2010; Wu and Huang 2016), which requires large amounts of training
data. For instance, for the simpler task of sentiment polarity classification, many
thousands or tens of thousands of annotated examples are needed (Mishev et al.
2020; Yao and Yan Wang 2020). At the same time, formulating and validating
rules is also a labour-intensive process and our model did not attain great results
for every category. However, the impact model presented in this paper could
potentially be used to gather relevant data for annotation. Thus, the best approach
for future research may be to combine rule-based and ML methods.
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6.2 Directions for Future Research

As discussed in 2, online book reviews are not necessarily representative of the un-
mediated reading experience, let alone of the spectrum of reading experiences that a
book may evoke in different readers. Given the increasing amount of work that uses
online book response in the study of reading, research that bridges these gaps seems
particularly urgent, for ourselves as well as for the wider field of research in reading
and reception.

Another ambitious next step in studying reading impact is the possibility of connecting
the impact reported in online book reviews to specific features of individual books. This
is the aim of the Impact and Fiction project (https://impactandfiction.huygens.knaw.
nl/), where we will develop new metrics to computationally identify high-level features
of literary texts such as mood, style and narrative structure, in order to examine the
relationship between these book-intrinsic features and the impact of books expressed in
online reviews. Additionally, we will differentiate between groups of readers to take
into account that different groups of readers respond to book features in different ways
(Van den Hoven et al. 2016). The research presented in this paper serves as a first step
towards answering such questions.

7. Data Availability

Data can be found here: https://zenodo.org/record/5798598

8. Software Availability

Software can be found here: https://github.com/marijnkoolen/reading-impact-m
odel/
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