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1 Assisting Peer Review

Peer review is a common instrument of quality control in the academic world. New scientific knowledge is only accepted and, in
many cases, only published when it has passed this barrier. However, in its current state, peer review has two major shortcomings.
First, it is work-intensive and slow. Paired with the continuous increase in submissions (Publons, 2018), this means that more and
more time of researchers is spent with the peer review of others’ submissions, and publications are delayed. Second, there have been
several investigations showing that acceptance decisions based on peer review are in part arbitrary (Cortes & Lawrence, 2021; Lee
et al., 2013). Our research aims to address some of these shortcomings by assisting researchers in reading and evaluation of scientific
publications. To help make peer reviewing faster and more reliable, and to give guidance in this process to young researchers, our lab
is developing CARE (Collaborative Augmented Reading Environment, formerly PEER), an Artificial Intelligence (AI) assisted software
to support researchers in the annotation phase of reading and evaluation of scientific publications. To provide the maximum benefit
to researchers from any field, we design CARE to adapt to (i) the user, (ii) the domain of research, and (iii) the document at hand.
For this, we need to know how researchers from various fields interact with scientific publications, and what their needs in such a tool
are. Our research at the Center for Advanced Internet Studies (CAIS) was aimed to answer these questions, and brought valuable
insights that will guide the future development of CARE.

This report first introduces the CARE software tool in greater detail. It then presents the setup and results of two studies performed
at CAIS. In one, a survey was distributed among the CAIS members, in which we wanted to know more about the practices of
publishing, reading and reviewing in the scientific communities of the CAIS researchers, and their personal scientific work. In the
other study, the CAIS members tried out CARE first hand in a simulated peer reviewing scenario, and were asked for feedback on
the software. Finally, the report summarizes the main findings and provides an outlook on the future of CARE.

2 The CARE Tool

CARE is meant to support researchers in reading and evaluation of scientific articles. The process from the first read of a scientific
manuscript to a (written) evaluation usually consists of several steps such as an initial fast read, in-depth read of specific sections,
writing comments or annotations, notes in bullet point style and composing the final evaluation text. CARE focuses on the annotation
phase. First, because we assume (and here verify) that annotation is a common and natural mode of interaction with unknown texts.
Second, because it is an under-researched aspect of the reviewing process, which means that the potential for assistance is not fully
explored.

Our software is accessible from the web browser with an easy-to-use interface to load, read, highlight and comment on scientific
articles (or any other document in PDF format). Comments can be made on the full article or any part (a text span, a table, …) of
it. We are developing two modes of AI assistance the tool can provide.

In the first one, the user is guided through the evaluation of an article along a sequence of aspects, which serve as a “scaffold” known
from educational research (Sandoval & Reiser, 2004). An example for such an aspect would be the evaluation of the appropriateness
of the method for the given research question. For each of the aspects in a scaffold, the AI agent retrieves and highlights relevant text
spans from the article and adds a comment with the aspect (e.g. “Is the method appropriate for the research question?”). The user
can then reply to the comment with their evaluation of the respective aspect. The guidance by CARE should make peer reviewing
more accessible to junior researchers (Fok et al., 2022).
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Figure 1: The CARE interface (review view). The colors show highlights of different categories. The comments are on the right.

The second AI functionality of CARE is meant to facilitate the generation of a full review report from the comments made in the
annotation phase, as well as collaborative reviewing. A user can leave comments on any part of an article. CARE’s AI agent recognizes
the category of the comment (e.g. “strength” or “weakness”) and marks the comment with the category. The classification itself,
but not the implementation in a user-oriented software, has been done in other studies for several sets of categories (Hua et al.,
2019; Kennard et al., 2022). CARE can then assemble an overview of the comments, structured according to the categories. This
structured overview can help the user to formulate the full review text. It can also be exchanged between researchers to give an
easily accessible overview of a peer’s opinions expressed in the comments.

CARE was initially developed in the context of computer science and the life sciences. As we want it to be useful for researchers
from many disciplines, we need to know their specific requirements for the functionalities of the software. Furthermore, we would
like to receive input on the usability of the tool in its current form. With its fellowships and members, the CAIS gathers excellent
researchers interested in the digital transformation of society. Therefore, the CAIS was an ideal platform to learn about their needs
when working with scientific articles, to test CARE, and to promote its interdisciplinary use.

3 Practices of Peer Reviewing: Survey

As the first step of our research agenda, we elucidated the practices of publishing, reading and reviewing in the scientific communities
of the CAIS researchers, and their personal scientific work. Our questions could be summarized as

• How do people review, and where is potential for improvement by assistance?

• How should a software tool for reading and reviewing be designed (e.g. which file formats should be supported)?

To answer these questions, we designed a survey with 31 content items, 6 demographic items and a feedback section. The
demographic items asked for information such as the field of study and academic position. They helped us to assess the representivity
of our sample. The content items were grouped into four topics: (1) Scientific publishing, (2) properties of scientific articles and
personal reading practices, (3) peer review in the field of study of the participant, and (4) personal peer review practices.

The survey was distributed via E-Mail among the CAIS members and their affiliates. In total, the survey was completed by 17
researchers. 9 participants identified as female, 8 as male. All participants worked in academia, most being PhD students or post-
doctoral researchers, and 5 being professors. The participants came from diverse fields such as philosophy, digital studies and media
psychology. All came from the humanities or social sciences. Except 2 participants, all had served as a reviewer at least once in the
year before the survey. While being a rather small group of participants, the diversity of fields of study represented and the shared
academic background make for an interesting snapshot of reading and reviewing in humanities and social sciences. In the following,
we will present a selection of results from the survey.
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Figure 2: The importance of annotations during review. n=17, multiple answers possible.

As our software CARE is focused on the annotation phase, one of our biggest priorities was to see how common the practice of
annotation actually is. The results can be seen in Fig. 2. It is clear that the large majority of participants add some sort of annotations
to articles they read and review, whether it be on paper or in digital form. Annotation indeed is an important step in the process of
analyzing scientific articles, which validates our approach in CARE. When asking for the problems in the current peer review system,
subjective reviews without sufficient standardization and time constraints were mentioned multiple times. With CARE we try to help
with both points, by assisting in the education of reviewers and streamlining the process from annotations to the full review report.

Two questions in the survey asked which parts of a paper the participants would read if they only had a short time to assess whether
an article is worthy for reading or publishing, respectively. For the hypothetical review under time constraints, many participants
mentioned that they would start by reading the methods section. When deciding whether to fully read a paper, several participants
would read the abstract and the conclusions first and some would check the bibliography. In a related question, we asked whether
the participants follow a typical reading order during reviewing (irrespective of time constraints). The majority read sequentially
from start to finish, but some have special orders such as jumping to the conclusions after reading the abstract. The answers to these
questions inform the assistance workflows to be implemented in CARE.

A distinguishing feature of CARE is the addition of categories to comments made by the users. The categories can be added
either by the users themselves or the integrated AI agent. In the survey, we asked the participants for typical categories they see
in structured review reports. Here, a range of possibilities was mentioned such as originality or readability. However, we could not
identify a common set of categories, showing that in CARE, the set of categories should be flexible, and adapted to the field of study
of the user.

4 Annotation-based Peer Reviewing: User Study

The survey provided theoretical insights to guide the development of CARE. As our second research intervention at CAIS, we carried
out a user study of CARE. With this user study, we wanted to get practical feedback on the usability of our software and the focus
on annotations as a main part of the reviewing process.

We implemented a simulated peer reviewing scenario. The participants were split into two groups, each of which received a
different scientific article from the open science platform F1000Research. Both articles were short, previously unknown to the par-
ticipants, and from the field of meta-science. They were selected such that they could be understood by most practicing researchers.
The participants were asked to individually produce an annotation-based review of the article they received using our software. For
this, they were given 40 minutes. They could add highlights, attach comments to highlights and comment on the full article. All
comments had to be given a category, which could be strength, weakness, or other (for all comments that did not fit into the first two
categories). After the 40 minutes ended, the reviews (in the form of an article, highlights and comments) were exchanged between
the groups, such that each participant received a review and an article he or she had not seen before. The participants had to make
an “acceptance decision” based on the article and the review under a time constraint of 15 minutes. They were given less time in
this phase to have them use the review as much as possible. To make the use of the reviews easier, the participants could switch
to a structured report view, in which the review comments were sorted by category. After this practical part of the user study, the
participants were given a questionnaire. This questionnaire contained demographic items similar to those in the survey, as well as
questions on the user experience and the potential of the use of annotations in peer review.

https://f1000research.com
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11 persons participated in the study, 9 of them having reviewed at least one scientific article in the last 5 years. All of them at
least sometimes add annotations to an article during reviewing. They were again from a diverse set of fields from the humanities
and social sciences.

The participants wrote around 150 categorized comments during reviewing. This data can be used to train and evaluate our AI
assistance models, and give insights into the commenting behavior of the participants.

The majority of the participants were satisfied with the ease of use of CARE, and reported that they were able to quickly complete
the tasks given in the user study with the help of the software. Most participants also agreed that CARE could help to speed up the
reviewing process. However, the majority also thought that the software does not yet have all the functions and capabilities they
would expect it to have. This feedback shows that we are on the right track with our software, but that some further development
is needed.

We were interested in the potential of using annotations as a form of communication in peer review. Most participants agreed
that it was easy for them to put all their thoughts into the comment format. We asked the participants whether annotation-based
reviews could replace traditional peer review reports, and obtained mixed feedback. Nevertheless, this is a promising sign towards
the usefulness of comments themselves. During an informal feedback round after the user study, several participants mentioned that
they liked the structured report function of CARE. However, they found that it would be of better use for the reviewer him- or herself
rather than an editor. This is because the editor usually does not know the full text of the reviewed article, and the comments can
be hard to understand in isolation. The reviewer can use the structured report as the basis for a full-text review.

5 The Potential of Annotation-based Peer Reviewing

Our research at CAIS showed significant potential in the use of CARE as a software tool for annotation-based reviewing. Our software
was well-received in the user study, as the participants found it both easy-to-use and were able to complete the tasks effectively. We
could verify our central assumption that annotations are a natural way of interacting with text, and a common step during peer review.
Several participants in the survey mentioned problems of current peer reviewing systems regarding time constraints and subjective
reviewing. CARE can help make reviewing more streamlined for experienced researchers, and can be used as an educational tool,
tackling both problems mentioned. The potential of CARE will fully unfold when the AI-enhanced functionalities of CARE, such
as automatic categorization of comments, have come to shape. We are one step closer towards this goal with the comment data
collected during the user study, as it will help us to train our AI models. In our upcoming work on CARE, we will add functionalities
that help transform the structured report into a full-text review.

Our software can also be applied in scenarios other than academic peer reviewing, such as in high school and undergraduate
education, collaborative writing or the collection of annotation data.
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