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Abstract

The objective of mesh and model adaptation is to locally choose the mesh and the model
to be employed from a model hierarchy in order to reduce the computational resources
needed. We do this by balancing the two sources of error, namely discretization and
modelling error. In this work, we devise a mesh and model adaptation strategy for a class
of model hierarchies consisting of two levels of model complexity. In particular, the fine
model, also referred to as the complex system, consists of a system of hyperbolic balance
laws with stiff reaction terms and the coarse model, also referred to as the simple system,
consists of a system of hyperbolic conservation laws. The governing equations of the simple
system are derived by making a simplifying assumption that the system is in equilibrium,
i.e. the speed of the reaction is infinitely fast. Furthermore, the complex system is
assumed to have an entropy structure, i.e. it is assumed to be equipped with a strictly
convex entropy and entropy flux. The structure of the model hierarchy allows us to show
that the simple system is analogously equipped with a strictly convex entropy and entropy
flux. The relative entropy stability framework is employed to derive a posteriori error
estimates with identifiable contributions of discretization and modelling error estimates.
Furthermore, since the use of two different models in the computational domain gives
rise to cell boundaries across which the model employed differs, we propose a coupling to
be employed at these cell boundaries. In addition, mesh and model coarsening distances
are defined, which provide complementary information to the defined error indicators.
The defined error indicators and coarsening distances are employed to propose a mesh
and model adaptation strategy. The efficacy of the mesh and model adaptation strategy
is demonstrated by conducting simulations for chemically reacting fluid mixtures in one
space dimension.
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Zusammenfassung

Das Ziel der Gitter- und Modelladaption ist die lokale Auswahl des zu verwendenden
Gitters und Modells aus einer Modellhierarchie auszuwählen, um die benötigten Rechen-
ressourcen zu reduzieren. Wir tun dies, indem wir die beiden Fehlerquellen ausgleichen,
nämlich Diskretisierungs- und Modellierungsfehler. In dieser Arbeit entwickeln wir eine
Strategie zur Gitter- und Modelladaption für eine Klasse von Modellhierarchien, die aus
zwei Ebenen der Modellkomplexität bestehen. Insbesondere besteht das feine Modell,
auch als komplexes System bezeichnet, aus einem System hyperbolischer Bilanzgesetzen
mit steifen Reaktionstermen, und das grobe Modell, auch als einfaches System beze-
ichnet, besteht aus einem System hyperbolischer Erhaltungsgesetze. Die Gleichungen
des einfachen Systems werden unter der vereinfachenden Annahme hergeleitet, dass sich
das System im Gleichgewicht befindet, d.h. die Reaktionsgeschwindigkeit ist unendlich
schnell. Für das komplexe System wird eine Entropiestruktur angenommen, d.h. es wird
angenommen, dass es mit einer streng konvexen Entropie und einem Entropiefluss aus-
gestattet ist. Die Struktur der Modellhierarchie ermöglicht es uns zu zeigen, dass das
einfache System analog dazu mit einer streng konvexen Entropie und einem Entropiefluss
ausgestattet ist. Der Rahmen der relativen Entropie-Stabilität wird zur Herleitung von
a posteriori-Fehler Schätzungen mit identifizierbaren Beiträgen von Diskretisierungs- und
Modellierungsfehlern abzuleiten. Da die Verwendung von zwei verschiedenen Modellen im
Rechengebiet zu Zellgrenzen führt, an denen sich das verwendete Modell unterscheidet,
schlagen wir eine Kopplung vor, die an diesen Zellgrenzen eingesetzt wird. Darüber hinaus
werden Gitter- und Modellvergröberungsabstände definiert, die ergänzende Informationen
zu den definierten Fehlerindikatoren liefern. Die definierten Fehlerindikatoren und Ver-
gröberungsabstände werden verwendet, um eine Gitter- und Modelladaptive Strategie
vorzuschlagen. Die Wirkung der Gitter und Modellanpassungsstrategie wird durch die
Durchführung von Simulationen für chemisch reagierende Flüssigkeitsgemische in einer
Raumdimension demonstriert.
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Chapter 1

Introduction

Hyperbolic balance laws are an important class of equations, which have an extensive
scope of applications arising in continuum physics, cf. [17],[60],[87], [93]. The applications,
in numerous cases, are characterised by a wide range of length and time scales. As a
result, simulating these by numerical methods can be computationally expensive. The
high computational expenses, in the cases where the source terms are stiff and non-linear,
is due to the necessity of employing an implicit time stepping method, cf. [9], [76],[77],
or small time steps in the case of explicit time stepping, cf. [22],[49]. In some cases, the
system of equations can be simplified given some constraints hold, leading to a system
of conservation laws. This gives rise to a model hierarchy consisting of two levels of
complexity; a system of hyperbolic balance laws and a system of hyperbolic conservation
laws. Throughout the thesis, we refer to the system of hyperbolic balance laws as the
complex system and the system of hyperbolic conservation laws as the simple system.
Furthermore, models of different levels of complexity are referred to as models of different
refinement levels. Employing the simple model is also colloquially referred to as employing
a coarse model. Additionally, it is assumed that the complex system is endowed with a
strictly convex entropy and entropy flux. This assumption constraints the system of
balance laws to be compatible with the second law of thermodynamics. The assumed
constraints employed to simplify the system of balance laws allow us to show that the
model hierarchy has certain geometric and entropy properties, consequently allowing us to
show that the simple system inherits a strictly convex entropy and entropy flux satisfying
the standard compatibility conditions, cf. [26],[47].

Given a model hierarchy as described above, one way to reduce the computational
resources required for the numerical simulations is to a priori decompose the computa-
tional domain and employ the complex system in a sub-domain and the simple system
everywhere else, see for example [7], [8] and [23]. This approach requires some a priori
knowledge about the problem at hand in order to determine the decomposition. Even
in the case that the a priori decomposition is done based on some knowledge about the
problem, the numerical accuracy of the simulation might be sensitive to the location of
the interfaces, i.e. the cell boundaries across which the models employed differ. Fur-
thermore, in transient simulations, the time evolution may be such that the sub-domains
where the simplifying assumption holds may change. Hence, a static decomposition of
the computational domain will not always be appropriate.
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Chapter 1 Introduction

Another approach is employing a so called dynamic heterogeneous model adaptation
technique, where the model refinement is determined locally in space and time with the
objective of keeping the reduction in the accuracy of the resulting model adaptive sim-
ulation small. Devising a dynamic heterogeneous model adaptation technique poses two
challenges. The first is estimating the decrease in accuracy due to locally employing a
coarse model. The second being the fact that employing two different models in a decom-
posed computational domain gives rise to interfaces, consequently requiring coupling to
be specified in the form of numerical fluxes at the interfaces. The coupling employed and
the location of the interfaces should be such that the presence of an interface, which is
inherently artificial, does not produce artefacts and significantly affect the accuracy of the
simulations. It would also be appropriate for the model adaptation to be combined with
mesh adaptation in order to reduce the computational resources needed. In this thesis,
we propose and numerically test a dynamic mesh and model adaptation approach for the
model hierarchies of the general form stated above.

To carry out a mesh and model adaptive simulation, local indicators are needed to
make an informed decision about the mesh and model refinement to be employed. Model
adaptation strategies have been previously proposed employing different mathematical
approaches such as dual weighted residuals, cf. [5],[11], and Chapman-Enskog expansion,
cf. [65],[66], albeit the two approaches have some limitations. The dual weighted residuals
approach consists of solving a dual problem to measure the impact on a target functional
depending on the model being employed. However, the dual problem may become ill-posed
for non-linear hyperbolic conservation laws, for example in the case of Euler equations
[54]. In the approach based on a Chapman-Enskog expansion, the first order term in the
expansion is employed as a numerical indicator. The approach is heuristic and does not
provide error estimates in general for the case of systems of balance laws. However, in
the special case of decoupled scalar equations, error estimates can be derived [13]. Mesh
adaptation is also an extensively researched field. The mesh adaptive strategies fall under
three major categories [38]. One approach is to employ a posteriori error estimates for
mesh adaptation, cf. [42]. Another approach is where a local indicator, for example
gradient or curvature of the solution, is employed to locally coarsen or refine the mesh,
cf. [3],[83]. Finally, perturbation methods such as multiresolution based Runge-Kutta
Discontinuous Galerkin method proposed by Müller et al., where the central idea is to
preserve the accuracy of a mesh adaptive solution in comparison to a reference simulation,
i.e. simulation on a uniformly refined mesh, cf. [37],[38].

We propose a mesh and model refinement strategy based on a posteriori error analysis
by employing the relative entropy stability framework, cf. [26],[94], for the model hier-
archy at hand. This stability framework requires one of the solutions being compared
to be Lipschitz continuous [26]. Since the numerical solution will not generally have the
necessary regularity, a reconstruction of the numerical solution needs to be computed.
The reconstruction method proposed in [40], in the context of a posteriori error analysis
of Discontinuous Galerkin methods for hyperbolic conservation laws, is employed. Gies-
selmann et. al. proposed a model adaptation strategy employing the relative entropy
stability framework for model hierarchy consisting of the Euler equations and Navier-
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Stokes Fourier equations in [44]. In the same spirit, we derive error estimates and propose
a mesh and model adaptation strategy for model hierarchies consisting of hyperbolic bal-
ance and conservation laws.

The coupling that should be employed depends on the application and the objective of
the numerical simulation. It is a well studied area of research in the field of hyperbolic
conservation laws and a wide range of sophisticated methods have been proposed, cf.
[1],[12], [48],[88]. We propose a simple coupling between the complex and the simple
system. The coupling is expected to work reasonably well given the placement of the
interfaces in space is such that the numerical solution in the cells near the interfaces
satisfies some constraints. Greedier placements of the interface gives rise to artefacts
producing significant errors and is detrimental to the accuracy of the resulting model
adaptive simulation and counterproductive to the objective of model adaptation.

The a posteriori error analysis is independent of the numerical method employed and
provides an upper bound for the difference between the mesh and model adaptive solution
and the exact solution to the complex system. The error analysis is carried out such that
the error estimate consists of identifiable contributions of the two sources of error; namely
discretization and modeling errors. The discretization and modeling error indicators can
then be employed locally for mesh and model adaptation. We employ explicit strong
stability preserving Runge-Kutta Discontinuous Galerkin methods for the numerical sim-
ulations, cf. [22], [56], in particular multiresolution based Discontinuous Galerkin method
proposed by Müller [37] et. al. is employed.

A pertinent problem which fits into the framework described above is that of chemically
reacting flows. It has a broad range of applications in a large number of engineering and
scientific fields like combustion [4],[59], atmospheric physics [86] and electro-chemistry [31]
to name a few. Chemically reacting flows can be modeled by employing multi-component
Euler equations with source terms [10], [74]. Since the problem is grounded in thermody-
namics [10], [27], the notion of mathematical entropy and entropy flux follows from the
physical entropy and entropy flux. The mesh and model adaptation strategy proposed is
tested and its efficacy is demonstrated for chemically reacting flows in one space dimen-
sion. Note that, we conduct numerical experiments to demonstrate the effectiveness of
the mesh and model adaptive strategy in terms of understanding if the strategy coarsens
the mesh and the model in the regions where it would be suitable to do so. We do not
quantitatively evaluate the reduction in computational resources since it would necessitate
an optimal implementation and is out of the scope of the thesis.

Outline

The outline of the thesis is as follows:

Chapter 2: In this chapter, we abstractly describe the model hierarchy under consideration
and specify assumptions that are made on its structure. In particular, we assume that
the complex system possesses a compatible entropy structure and that the systems have
certain geometric properties. This enables us to derive the error estimates.

3



Chapter 1 Introduction

Chapter 3: In this chapter, the numerical methods employed to carry out the mesh
and model adaptive simulations are described. The Runge-Kutta Discontinuous Galerkin
method is briefly presented followed by a procedure to obtain a Lipschitz continuous
reconstruction from the Discontinuous Galerkin solution. A mesh and model adaptation
strategy is proposed next, where the structure of the error estimates and properties of the
reconstruction are taken into account.

Chapter 4: In this chapter, the modeling of chemically reacting flows is discussed. Clo-
sures for the equation of state and chemical reactions are provided to ensure a complete
description of chemically reacting fluid mixtures. The entropy structure provided by
the second law of thermodynamics is described and the compatibility with the abstract
framework presented in Chapter 1 is assessed.

Chapter 5: In this chapter, the numerical simulations conducted to evaluate the efficacy
of the mesh and model adaptation strategy and coupling are presented and their results
are discussed. The test case of disassociation of molecular oxygen into atomic oxygen
with nitrogen acting as a catalyst is considered.

Chapter 6: This chapter concludes the thesis, where we provide a brief outlook.

Research funding

Part of this research was funded from 2017-2020 by the German research Foundation
(DFG) via the project DFG Gi 1131/1-1: Dynamical, spatially heterogeneous model adap-
tation in compressible flows.
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Chapter 2

A posteriori error analysis

In this chapter, the a posteriori error analysis is presented.

Outline

The outline of this chapter is as follows

Section 2.1: In this section, the general ideas behind mesh and model adaptation are
discussed.

Section 2.2: The model hierarchy and the governing equations of the models in the model
hierarchy, for which we propose a mesh and model adaptation approach, is discussed in
Section 2.2.

Section 2.3: In this section, some noteworthy geometric properties, which are to be em-
ployed in the error analysis, are derived.

Section 2.4: In this section, a review of the previous research pertaining to the relative
entropy framework is carried out and the notions of relative entropy and relative entropy
flux are introduced.

Section 2.5: In this section, equipped with the necessary prerequisites, the a posteriori
error estimates are derived.

2.1 Ideas behind mesh and model adaptation
Numerical simulations enable study of phenomena arising in a wide range of fields like
physics, chemistry, biology and economics to name a few. Ideally, numerical simulations
would require adequately small amount of computational resources. Unfortunately, due
to the inherent complexity of the phenomena arising in the real world, the phenomena
as well need to be modeled with a high degree of complexity. However, in some cases it
may be possible to simplify the modeling given suitable conditions are met. This leads
to a model hierarchy, where the same phenomena can be described by employing varying
levels of complexity. As a result, the computational resources required to carry out the
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Chapter 2 A posteriori error analysis

simulations depend on the complexity of the model chosen. The accuracy of the resulting
numerical simulations also depends on the extent to which the simplifying assumptions
are met.

The idea behind model adaptation is to decompose the computational domain and
locally choose a model from the model hierarchy with the required level of complexity.
Note that there is no universal definition of model adaptation and has been interpreted
in various ways. First the approach we take is discussed, followed by giving examples of
other methods of model adaptation. In this work, we deal with systems of hyperbolic
balance and conservation laws, where the numerical solution depends on time and space.
Initially, the finest model is employed in the entire computational domain. Thereafter,
after each time step the computational domain is spatially decomposed into sub-domains
and a model from the model hierarchy with a suitable level of complexity is chosen. The
decision about which model to employ is made based on a mesh and model adaptation
strategy employing the error estimates we derive. We refer to this model adaptation
approach as heterogeneous model adaptation. We also refer to the resulting system of
equations, where different models are employed in the sub-domains as the model adaptive
system. This model adaptation approach has been visualized in Figure 2.1 for a model
hierarchy consisting of two models: a fine model and a coarse model.

Figure 2.1: Mesh and model adaptation

Model adaptation has been interpreted in other ways. In the work of Munz et. al. [7], [95],
the simulation of aeroacoustic problems was accelerated by employing a priori decomposed
computational domain and employing either the Navier-Stokes equations, the linearized
Euler equations or the far field wave equations in the sub-domains. In the work of Sarna
and Torrilhon [92], a hierarchical solution method for the Boltzmann equations was pro-
posed, where successive simulations are carried out by globally employing a finer model
in each subsequent simulation from a hierarchy of models. In the the work of Godlewski
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2.2 Model hierarchy

et al. [65] on hyperbolic systems with relaxation, model adaptation is interpreted in the
same manner as we do, where after each time step the computational domain is sub-
divided in subdomains based on an error indicator. The central issue of model adaptation
is taking into account the mathematical characteristics of the system and the underlying
physics, in order to derive error estimates that allow model adaptation strategy without
introducing significant errors. This chapter deals with deriving such error estimates for
the model hierarchy in consideration.

Furthermore, the numerical methods employed to simulate the model can be adapted to
minimize the computational resources needed, in particular by employing a mesh adap-
tation approach. The objective is to distribute the degrees of freedom with the intent
of reducing the computational costs without significantly affecting the accuracy of the
numerical solution. It is well known that solutions to hyperbolic conservation laws can
be extremely heterogeneous, with the solution being discontinuous in some region to hav-
ing large gradients in others or being relatively smooth. The degrees of freedom need to
be heterogeneously distributed in the computational domain so that huge computational
expenses are not incurred. This can be achieved by employing a highly refined grid in
regions of strong gradients and discontinuities and a coarser grid in the smooth regions.

Altogether using a heterogeneous mesh and model adaptation approach, where the
necessary level of mesh and model refinement is chosen locally in time and space has the
potential to lead to significant savings in computational costs.

2.2 Model hierarchy
In this section, we introduce the abstract framework, i.e the governing equations of the
models in the model hierarchy. We briefly discuss the difference in the physics for the
models in the model hierarchy. The error estimates we derive hold for systems that fulfill
the abstract structure discussed in this section.

The objective is to model the time evolution of quantities U ∈ RN , which we refer
to, with some abuse of terminology, as quantities of interest. The model hierarchy we
investigate consists of two levels of complexity, a fine model and a coarse model. The
system of governing equations of the fine model is referred to as the complex system
and the system of governing equations of the coarse model is referred to as the simple
system. First we discuss the governing equations of the fine model and then turn to the
governing equations of the coarse model, which are derived by making some simplifying
assumptions.

The complex system, consists of a system of balance laws given by

∂tU + ∂xF(U) = 1
ε

R(U), U : T× R+ → RN , (2.1)

where ε > 0, F : RN → RN is a given flux function and R : RN → RN is a given source
term. The computational domain T is assumed to be the one dimensional torus, i.e. we
assume periodic boundary conditions. Note that in (2.1) R+ := {x ∈ R : x > 0}.

7



Chapter 2 A posteriori error analysis

The complex system accounts for two processes; convection dynamics and reaction. In
this context, by process we mean a mechanism which leads to a change of state. The
reaction drives the evolution towards a state of equilibrium, i.e. states for which the source
term vanishes. The manifold of equilibrium states, is called the equilibrium manifold
and is denoted by M. Note that, once equilibrium is reached, convection may act in
the direction normal to the equilibrium manifold, therefore pushing the states out of
equilibrium. However, this will immediately be counteracted by the reaction. In the
complex system, the convection dynamics is accounted for by the flux function and the
reaction by the source term, in which 1

ε
characterises the speed of the reaction. A few

examples of reaction and its equilibrium in the field of fluid mechanics are: chemical
reactions and chemical equilibrium [45], phase change and phase equilibrium [82],[90]. In
the model hierarchy we look at, other processes such as viscosity are not accounted for.

At equilibrium, the source term vanishes and the modeling can be simplified. The
governing equations of the coarse model, i.e. the simple system are obtained as follows.
Projecting the complex system, employing a projection matrix P : RN → Rn such that

PR(U) = 0, rank (P) = n (2.2)

and defining u := PU : T× R+ → Rn, we get

∂tu + ∂xPF(U) = 0.

Note that the projection matrix P is assumed to be constant.

The equilibrium states are parameterized by the conserved quantities u ∈ Rn by employing
a function M such that

M : Rn → RN , R(M(u)) = 0, PM(u) = u. (2.3)

We refer to the function M as the Maxwellian.

The gradient of the source term on the equilibrium manifold is assumed to satisfy the
following non-degeneracy conditions

dim Ker (D R(M(u))) = n, dim Im (D R(M(u))) = N − n. (2.4)

Formally, in the limit ε→ 0, the conserved quantities u satisfy the system of conservation
laws given by

∂tu + ∂xg(u) = 0, (2.5)
where g(u) := PF(M(u)) : Rn → Rn.

System (2.5) is referred to as the simple system.

It can be observed that the processes accounted for by the complex system can be
modeled by quantities in RN . On the other hand, the simple system, makes the simplifying
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assumption that the evolution of the quantities can be adequately described by evolution
on the equilibrium manifold, i.e. the reaction is infinitely fast. As a result the dynamics
can be described by quantities in Rn. This results in a model hierarchy of two levels of
complexity where the governing equations of the coarser model form a system of equations
of a smaller size than that of the fine model.

2.2.1 Entropy structure
Mathematically, the notion of entropy has been employed in the field of hyperbolic con-
servation laws to show uniqueness of solutions and also to derive admissibility criteria.
Extensive research has been conducted for hyperbolic conservation laws in this direction.
The interested reader is referred to standard texts such as [26],[47].

For systems of the form (2.1), the notion of entropy was employed by Dafermos in [25]
to show stability. Here, stability is interpreted as continuous dependence of the solution
on the initial state. It was shown that provided suitable regularity conditions are satisfied
the second law of thermodynamics in the form of Clausius-Duhem inequality is sufficient
for stability. Furthermore, the global existence of smooth solutions for initial states near
equilibrium was shown in [97]. For further results for systems of the form (2.1), the reader
is referred to the cited works and the references within.

The relative entropy framework we employ also relies on the notion of entropy. In this
section, the entropy structure for the model hierarchy at hand is discussed.

The complex system is assumed to be equipped with a strictly convex entropy H :
RN → R and an entropy flux Q : RN → R satisfying the structure discussed here.

The entropy-entropy flux pair (H,Q) satisfies the compatibility condition

DQ(U) = DH (U) ·D F(U), ∀ U ∈ RN . (2.6)

Furthermore, due to the fact that the Hessian of the entropy flux is symmetric, we have

(D F(U))T D2H(U) = D2H (U) D F(U). (2.7)

As a result, smooth solutions of (2.1) satisfy the following entropy balance law

∂tH (U) + ∂xQ(U) = 1
ε

DH (U) R(U). (2.8)

For the complex system, it is assumed that

1
ε

DH (U) ·R(U) ≤ 0. (2.9)

holds. Inequality (2.9) can be viewed as compliance with the second law of thermody-
namics.

9
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From hereon, if a system of equations is equipped with a strictly convex entropy and
entropy flux and the pair satisfies a compatibility condition such as in (2.6), this is referred
to as the entropy structure of the system.

Many systems of the form (2.1) that are based in thermodynamics satisfy the entropy
structure, such as combustion [98], thermomechanics [24],[61], multiphase flows [31] to
name a few.

Entropy consistency

The restriction of the entropy-entropy flux pair to the equilibrium manifold, i.e. the
composition of the Maxwellian with the entropy and entropy flux of the complex system
induces an entropy structure for the simple system. This is a consequence of the model
hierarchy having the structure discussed in Section 2.2 and the complex system having
entropy structure discussed above. We refer to the fact that the simple system fulfills the
entropy structure as entropy consistency.

Entropy consistency for the simple system does not trivially follow but needs to be
shown. In the work of Tzavaras [94], it was proved that the induced entropy for the
simple system is strictly convex and it was assumed that the entropy and entropy flux
pair satisfies an equivalent compatibility property. We employ a different approach, where
we employ geometric properties in Section 2.3 to show entropy consistency. In this section
the entropy structure for the simple system is outlined and is later proven in Section 2.3.2.

The induced strictly convex entropy and entropy pair is denoted by (η, q) and given by

η(u) := H(M(u)), q(u) := Q(M(u)). (2.10)

The entropy-entropy flux pair (η, q) satisfies the compatibility condition

Duq(u) = Duη(u) ·Dug(u). (2.11)

And as a result, the pair also satisfies the commutativity property

(Du g(u))T D2
u η(u) = D2

u η(u) Du g(u). (2.12)

Hence smooth solutions to (2.5) satisfy the entropy conservation law

∂tη(u) + ∂xq(u) = 0. (2.13)

Remark 2.2.1. Note that, from henceforth, unless otherwise indicated, the subscript u
is dropped when denoting the Jacobian and the Hessian with respect to u for functions
of u.

2.3 Geometrical Structure
Based on the abstract framework discussed in Section 2.2 and the entropy structure
discussed in Section 2.2.1, some noteworthy geometric properties can be derived. These
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properties can be physically motivated and the error analysis relies heavily on having this
geometric structure.

Some of the geometric properties we discuss were introduced by Tzavaras in [94]. These
have been reproduced since they play an important role in the error analysis. We further
derive some properties, which enable us to show entropy consistency and are to be em-
ployed in the error analysis. Where deemed necessary, for ease of use, the properties have
been expressed in index notation.

2.3.1 Geometric properties

Lemma 2.3.1. Let the linear projection P : RN → Rn satisfy

dim Im
(
PT
)

= n, dim Ker (P) = N − n. (2.14)

Then RN can be decomposed as

RN = Im (PT )
⊕

Ker (P) (2.15)

i.e. any vector U ∈ RN can be decomposed as

U = PTw + V, w ∈ Rn, V ∈ Ker (P), (2.16)

where
w =

(
PPT

)−1
PU, V =

(
I−PT

(
PPT

)−1
P
)

U. (2.17)

Proof. We know that
Im (PT ) ⊥ Ker (P),

which allows RN to be decomposed as a direct sum as in (2.15). Hence any vector V ∈ RN

can be decomposed as per (2.16).

Note that
PU = PPTw,

hence
w =

(
PPT

)−1
PU,

which gives the decomposition

w =
(
PPT

)−1
PU, V =

(
I−PT

(
PPT

)−1
P
)

U.

Note that PPT is invertible because the assumption is that the projection matrix P has
full rank.
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Lemma 2.3.2. The entropy gradient is orthogonal to the gradient of the source term and
the null space of the projection matrix P on the equilibrium manifold, i.e.

Im (D R(M (u))) = Ker (P) ∀ u ∈ Rn, (2.18)

DH (M(u)) ⊥ Ker (P) ∀ u ∈ Rn. (2.19)

Proof. Recalling (2.2)
PR(U) = 0.

Differentiating with respect to U and multiplying from the right by a vector A ∈ RN , we
have

PD R(U)A = 0.

Hence, we can infer that Im (D R(U)) ⊂ Ker (P).

Due to (2.4) and (2.14), we have

Im (D R (M (u))) = Ker (P). (2.20)

Next, we show that (2.19) holds. The entropy structure is such that

1
ε

DH (U) ·R(U) ≤ 0 (2.21)

holds. Furthermore, on the equilibrium manifold

DH (M(u)) ·R(M(u)) = 0.

Let
φ(t) := DH (M(u) + tA) ·R(M(u) + tA) ≤ 0, ∀ t ∈ R, A ∈ RN .

φ(0) = 0 is an extremum, which implies

φ′(0) = (D2H (M(u)) A) ·R (M(u)) + DH (M(u)) ·D R (M(u)) A = 0

The first term vanishes since the source term vanishes for states on the equilibrium man-
ifold. As a result, we get

DH (M(u)) ⊥ Im (D R (M(u))) .

Employing (2.18), we get the desired orthogonality condition

DH (M(u)) ⊥ Ker (P).
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Remark 2.3.3. For any vector V ∈ Ker (P), employing (2.19) gives

VT ·DH (M(u)) = 0,

which in index notation can be written as

N∑
k=1

∂H

∂Uk
(M (u)) · Vk = 0

where Vk is the kth component of the vector V.

The dissipative dynamics occur in RN and the equilibrium dynamics can be modeled
by quantities in Rn. This allows to derive relations between the projection matrix, the
Maxwellian and the basis in Rn as presented in the next lemma.
Lemma 2.3.4. For the Maxwellian as defined in (2.3), the following holds

N∑
j=1

Pij
∂Mj(u)
∂uk

= δik, i, k = 1, 2, . . . , n, (2.22)

N∑
j=1

Pij
∂2Mj(u)
∂uk∂ul

= 0, i, k, l = 1, 2, . . . , n, (2.23)

Proof. Recalling (2.5)
PM(u) = u.

Differentiating with respect to u, we have

PDuM(u) = I,

The above equation can be written in index notation to give (2.22). The above equation
can also be expressed as

P
∂M (u)
∂uk

= ek = (0 . . . 1 . . . 0)T , k = 1, . . . , n

where uk is the kth component. We can observe the the vectors ek form a basis in Rn.

Next, differentiating (2.22) again with respect to ul we get (2.23).

Lemma 2.3.5. For the Maxwellian as defined in (2.3), the following holds

Im (DuM(u)P− I) ⊂ Ker (P) ∀ u ∈ Rn. (2.24)
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Proof. Multiplying (2.22) from the right by the projection matrix and employing the fact
that multiplication with the identity matrix is commutative, we get

PDuM(u)P = IP = P I

Hence

PDuM(u)P− P I = 0

⇒ P (DuM(u)P− I) = 0
We can deduce that the columns of DuM(u)P− I are in Ker (P), i.e.

Im (DuM(u)P− I) ⊂ Ker (P).

Remark 2.3.6. Note that (2.24) can be written in index notation as
N∑
j=1

Pij
n∑
k=1

(
∂Mj (u)
∂uk

· Pkm − δjmδik
)

= 0, ∀ m = 1, 2, . . . , N and i = 1, 2, . . . , n.

Next, we derive an orthogonality property which will be useful when deriving the error
estimates.
Lemma 2.3.7. Let u ∈ Rn, then any vector V of the form

V = A−DM (u) · PA, A ∈ RN (2.25)

satisfies

VT ·D2H (M (u)) ·DM (u) = 0 (2.26)

Proof. To show that (2.26) holds, we first derive some other geometric properties.

Employing (2.22), we have
PDM (u) · PA = PA. (2.27)

Hence
PV = 0 (2.28)

and
V ∈ Ker (P).

Next, differentiating the vector V with respect to u and projecting it, we get

PDu V = −Du (PDM(u) · PA) = 0, (2.29)

where we have employed (2.27). Hence

Du V ∈ Kern (P). (2.30)

14



2.3 Geometrical Structure

From (2.19) and (2.28) we have

VT ·DH (M (u)) = 0.

Differentiating with respect to u, we get

Du

(
VT ·DH (M (u))

)
= (DH (M (u)))T ·Du V + VT ·D2H (M (u)) ·DM (u) = 0

The first term to the right vanishes due to (2.19) and (2.30), which gives

VT ·D2H (M (u)) ·DM (u) = 0. (2.31)

Remark 2.3.8. Note that Tzavaras derived the properties (2.15)-(2.22) in [94]. We have
further introduced (2.24)-(2.26).

2.3.2 Entropy consistency
Next, we employ the geometric properties presented in Section 2.3 to show entropy con-
sistency for the induced entropy-entropy flux pair (η, q) of the simple system, i.e. we show
that η is strictly convex and that the pair (η, q) satisfies compatibility condition (2.11).
Lemma 2.3.9. The induced entropy η as defined in (2.10) is strictly convex.

Proof. From orthogonality conditions (2.19) and (2.23) we have

N∑
k=1

∂H (M (u))
∂Uk

· ∂
2Mk(u)
∂ui∂uj

= 0,∀ i, j = 1, 2, . . . , n. (2.32)

H is strictly convex, hence D2H (U) is a symmetric positive definite matrix and as a
result

N∑
i=1

Xi ·
N∑
j=1

∂2H (M (u))
∂Ui∂Uj

·Xj > 0 (2.33)

holds.

The components of D2 η(u) in index notation can be written as

∂2η(u)
∂ui∂uj

= ∂2H (M (u))
∂ui∂uj

=
N∑
k=1

∂Mk(u)
∂uj

·
N∑
m=1

∂2H (M (u))
∂Uk∂Um

· ∂Mm(u)
∂ui

+
N∑
k=1

∂H (M (u))
∂Uk

· ∂
2Mk(u)
∂ui∂uj

=
N∑
k=1

∂Mk(u)
∂uj

·
N∑
m=1

∂H (M (u))
∂Uk∂Um

∂Mm(u)
∂ui

,
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where the second term vanishes due to (2.32).

Hence for y ∈ Rn

yT D2 η(u)y =
N∑

m=1

(
n∑
i=1

yi
∂Mm(u)
∂ui

)
·
N∑
k=1

∂2H (M (u))
∂Uk∂Um

·

 n∑
j=1

∂Mk(u)
∂uj

yj


= (y DM (u))T ·D2H (M (u)) · (y DM (u)) > 0,

where we have used the fact that H is convex (2.33) and that DM (u) is injective.
Lemma 2.3.10. The induced entropy and entropy flux pair (η, q) of the model hierarchy
2.2 as defined in (2.10) satisfies the compatibility condition

Duη(u) ·Dug(u) = Duq(u). (2.34)

Proof. Employing (2.19) and (2.24), we have

N∑
j=1

∂H (M (u))
∂Uj

·
n∑
k=1

(
∂Mj (u)
∂uk

· Pkm − δjmδik
)

= 0, form = 1, 2, . . . , N, and i = 1, 2, . . . , n.

(2.35)
Let V ∈ RN , then from (2.35) we have

n∑
k=1

N∑
m,j=1

∂H (M (u))
∂Uj

·
(
∂Mj (u)
∂uk

· Pkm − δjmδik
)
· Vm = 0 for i = 1, 2, . . . , n. (2.36)

We wish to show that (2.34) holds. This can be written as follows

(Du η(u) ·Du (PF (M (u))))j = (D q(u))j = ∂Q(M (u))
∂uj

for j = 1, . . . , n.

Expanding the quantity to the left

(Du η(u) ·Du (PF (M (u))))j =
n∑
k=1

(
N∑
m=1

∂H (M (u))
∂Um

· ∂Mm(u)
∂uk

)
·
(

N∑
s=1

Pks
∂Fs (M (u))

∂uj

)

=
n∑
k=1

N∑
s,m=1

∂H (M (u))
∂Um

·
(
∂Mm(u)
∂uk

Pks
)
· ∂Fs (M (u))

∂uj

=
n∑
k=1

N∑
s,m=1

∂H (M (u))
∂Um

·
(
∂Mm(u)
∂uk

Pks + δmsδjk − δmsδjk
)
· ∂Fs (M (u))

∂uj

=
n∑
k=1

N∑
s,m=1

∂H (M (u))
∂Um

·
(
∂Mm(u)
∂uk

Pks − δmsδjk
)
· ∂Fs (M (u))

∂uj

+
n∑
k=1

N∑
s,m=1

∂H (M (u))
∂Um

· δmsδjk ·
∂Fs (M (u))

∂uj
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The first term vanishes due to (2.36). Hence, we have

(Du η(u) ·Du (PF (M (u))))j =
n∑
k=1

N∑
s,m=1

∂H (M (u))
∂Um

· δmsδjk ·
∂Fs (M (u))

∂uj

=
n∑
k=1

δjk
N∑
m=1

∂H (M (u))
∂Um

· ∂Fm (M (u))
∂uj

=
N∑
m=1

∂H (M (u))
∂Um

· ∂Fm (M (u))
∂uj

Further expanding using the chain rule, we get

N∑
m=1

∂H (M (u))
∂Um

· ∂Fm (M (u))
∂uj

=
N∑
m=1

∂H (M (u))
∂Um

·
N∑
i=1

∂Fm (M (u))
∂Ui

· ∂Mi (u)
∂uj

=
N∑
i=1

(
N∑
m=1

∂H (M (u))
∂Um

· ∂Fm (M (u))
∂Ui

)
· ∂Mi (u)

∂uj

=
N∑
i=1

∂Q (M (u))
∂Ui

· ∂Mi (u)
∂uj

= ∂Q(M (u))
∂uj

Hence the pair (η, q) satisfies the compatibility condition (2.11).

2.4 Relative entropy stability framework
The relative entropy stability framework is a well established stability theory for hy-
perbolic balance laws. It has been used to show weak-strong uniqueness under suitable
regularity conditions. It has also been employed to derive a posteriori error estimates for
discontinuous Galerkin schemes and model adaptation. Some relevant works are briefly
described in this section. The list of works is not meant to be exhaustive but to give
an impression of the previous work done. The interested reader is referred to the cited
research and the references within.

Dafermos [26] and DiPerna[29] established the weak-strong stability framework for
multi-dimensional systems of conservation laws equipped with convex entropy-entropy
flux. It was shown that the weak solution satisfying the entropy inequality is unique as
along as a Lipschitz continuous solution exists. However, if a Lipschitz solution does not
exist, then the entropy inequality is no longer sufficient to guarantee uniqueness. For
instance, De Lellis and Székelyhidi showed [28] that one entropy inequality is not enough
to single out a unique entropy admissible weak solution for the Euler equations in more
than one space dimension. In fact, for a large class of initial data it is possible to construct
infinitely many weak solutions.
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The structure and the model hierarchy we look at was introduced by Tzavaras in [94],
where the relative entropy stability framework was employed to show the convergence of
smooth solutions to the complex system with vanishing ε to that of the simple system, as
long as the simple system has a strong solution. This was further extended in the work
of [69] where an additional weakly dissipative source term was introduced.

The relative entropy framework has also been employed in various other contexts. We
cite a few examples to given an idea of the range of the research that has been con-
ducted. Berthelin and Vasseur [6] proved that the kinetic equations (Fokker-Planck
equation for isothermal case and BGK- like equations) asymptotically converge to the
multi-dimensional isentropic gas dynamics equations. Lattanzio and Tzavars showed in
[61] the convergence of weak entropy admissible solutions of compressible gas dynamics
in large friction limit to the porus media equations. Feireisl et. al. [33] showed for the
compressible Navier-Stokes equations that any finite energy weak solution, i.e a weak
solution satisfying an energy inequality, is a suitable weak solution [34], i.e a weak so-
lution satisfying a relative entropy inequality with a couple of functions satisfying some
constraints.

Furthermore, the stability framework was exploited in [40], [42],[43] for constructing a
posteriori error estimates for Runge Kutta Discontinuous Galerkin methods. It was also
employed in [44] to construct a posteriori error estimates to carry out mesh and model
adaptation for convection dominated problems. The model hierarchy consisted of the
Navier-Stokes-Fourier system and the compressible Euler equations.

The analysis in our research is in the spirit of the ideas that came before. The novelty of
this research is exploiting the entropy and the geometric structure to derive computable a
posteriori error estimates for the model hierarchy under consideration, which allow error
balancing between the two sources of error; discretization and modeling errors, allowing
heterogeneous mesh and model adaptation.

Next, the notions of relative entropy, relative entropy flux and relative entropy dissipa-
tion, which form the basis of the relative entropy stability framework are introduced.

2.4.1 Relative entropy
The relative entropy stability framework uses the notion of relative entropy and relative
entropy flux to compare two solutions.

The relative entropy and entropy flux to compare states U,V ∈ RN is defined as

H (U|V) := H(U)−H(V)−DH(V) · (U−V) , (2.37)

Q (U|V) := Q(U)−Q(V)−DH(V) · (F (U)− F (V)) . (2.38)
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2.4.2 Relative entropy dissipation
The difference in modeling of the reaction is characterised by so called relative entropy
dissipation. This approach was introduced by Tzavaras in [94] and also employed by
Miroshnikov et.al. in [69].

The relative entropy dissipation is defined as

D(U|V) := − (DH (U)−DH(V)) · (R(U)−R(V)) , (2.39)

for states U,V ∈ RN .

The relative dissipation between the state U and its counterpart on the equilibrium
manifold M(PU) is of particular interest, i.e.

D(U|M(PU)) = − (DH (U)−DH(M(PU))) · (R(U)−R(M(PU))) . (2.40)

The relative entropy dissipation in this case simplifies to

− 1
ε
D(U|M(PU)) = 1

ε
DH (U) ·R(U). (2.41)

We assume that for every B ⊂ RN , such that U,M(PU) ∈ B, there exists ν (B) > 0 such
that

D(U|M(PU)) ≥ ν|U−M(PU)|2. (2.42)

2.5 A posteriori error analysis
Equipped with the abstract framework of the model hierarchy, we turn to the a posteriori
error analysis.

2.5.1 Domain decomposition
As discussed in Section 2.1, dynamic heterogeneous model adaptation involves decom-
posing the computational domain after each time step and employing the simple system
in a sub-domain and the complex system in the rest of the computational domain. But,
for the sake of simplicity and clarity of the error analysis, in this chapter we fix the sub-
domains in which the simple and the complex system are employed. A heterogeneous
mesh and model adaptation strategy, where the domain is decomposed after each time
step, is proposed in Chapter 3.

Let the sub-domain where we solve the complex system and the sub-domain where we
solve the simple system be denoted by Ωc and Ωs respectively. The sub-domains are such
that they do not intersect, i.e.

Ωc ∪ Ωs = T, Ωc ∩ Ωs = ∅. (2.43)

The set of interfaces is denoted by

Ωc ∩ Ωs =: Γ. (2.44)
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2.5.2 Reconstruction
We employ the relative entropy stability framework to derive the error estimates. The
error analysis requires the quantity being compared to the exact solution to be Lipschitz
continuous. As the numerical solution itself generally will not have the necessary regu-
larity, a reconstruction technique is employed. The reconstruction should be such that it
is explicitly computable and that it satisfies the necessary regularity conditions so that
relative entropy framework can be applied. The error analysis itself is independent of the
discretization method and the reconstruction method. Hence at this point, we assume the
existence of a numerical solution to the model adaptive system and a Lipschitz continuous
reconstruction of the numerical solution.
Hypothesis 2.5.1. Let Vh ∈ RN be a numerical solution for time 0 ≤ t ≤ T on the
computational domain T, with initial condition V0 : T → RN on a decomposed domain
as defined in Section 2.5.1, such that the restrictions

Uh := Vh

∣∣∣∣
Ωc
, uh := PVh

∣∣∣∣
Ωs

(2.45)

are numerical solutions to (2.1) and (2.5) on Ωc and Ωs respectively, where appropriate
coupling conditions are employed at the interfaces.

Based on the numerical solution as defined in the Hypothesis 2.5.1, we assume the
existence of a reconstruction as follows.
Hypothesis 2.5.2. We assume the existence of a space-time Lipschitz continuous recon-
struction Ûh : Ωc× [0, T ]→ RN , ûh : Ωs× [0, T ]→ RN of the numerical solution defined
in Hypothesis 2.5.1 on Ωc and Ωs respectively, such that

Ûh(x, t) = M(ûh(x, t)), ∀ x ∈ Γ, t ∈ [0, T ]. (2.46)

The reason for reconstructing the numerical solution such that (2.46) is satisfied at the
interface will become apparent in Section 2.5.6, where we derive the error estimates.
Remark 2.5.3. The reconstructions defined in Hypothesis 2.5.2 satisfy the following
perturbed systems of equations

∂tÛh + ∂xF(Ûh)−
1
ε

R(Ûh) =: Rc (2.47)

∂tûh + ∂xPF(M(ûh)) =: rs (2.48)

∂tM (ûh) + ∂xF(M(ûh)) =: Rs (2.49)

with explicitly computable residuals Rc ∈ L2(Ωc × [0, T ],RN), Rs ∈ L2(Ωs × [0, T ],RN)
and rs ∈ L2(Ωs × [0, T ],Rn), where PRs = rs.

The reconstructions also satisfy the following entropy balance laws

∂tH (M (ûh)) + ∂xQ(M (ûh)) = DH (M (ûh)) · Rs (2.50)
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and
∂tH(Ûh) + ∂xQ(Ûh) = 1

ε
DH(Ûh) ·R(Ûh) + DH(Ûh) · Rc (2.51)

on Ωs and Ωc respectively.
Remark 2.5.4. We employ a multiwave resolution based Runge-Kutta Discontinuous
Galerkin method (RKDG) for discretization [37], [39] and the reconstruction method
introduced in [40], [42] in the context of a posteriori error analysis for hyperbolic con-
servation laws. The details of the discretization method and the reconstruction will be
provided in Chapter 3.

2.5.3 Structure of the error estimate
The objective of the error analysis is to bound from above the distance between the ex-
act solution to the complex system and the numerical solution to the model adaptive
system. The two sources of error present are the discretization and the modeling error.
The discretization error is incurred for both the simple system and the complex system
and the modeling error only for the simple system. We have the choice to either model
or mesh coarsen when employing the complex system to reduce the required computa-
tional resources. The nature and the consequence of mesh and model coarsening are very
different. Hence, the decision to mesh or model coarsen should be made independently.
To enable this, the error estimates should consist of distinguishable contributions of the
discretization and modeling error.

We wish to bound the distance between the numerical and the exact solution. To this
end, we assume the existence of an exact solution U as follows.
Hypothesis 2.5.5. Let there exist a smooth solution U : T× [0, T ]→ RN where T > 0
to (2.1) with initial condition V0 : T → RN . Furthermore, we assume that the solution
U takes values in a a priori known compact and convex set D, i.e.

U(x, t) ∈ D, ∀(x, t) ∈ T× [0, T ]. (2.52)

Remark 2.5.6. Let U take values in D and let u := PU. Furthermore, let hi : RN → R
and mk : Rn → Rn be as follows

hi(U) := ∂H(U)
∂Ui

, i = 0, . . . , N, (2.53)

mk(u) := DuMk(u), k = 0, . . . , N. (2.54)

Then, there are constants 0 < CF̄ <∞ and 0 < C
¯
H , CH̄ , CM̄ <∞ such that

(
N∑
i=0

(
VT D2 Fi(U)V

)2
) 1

2

≤ CF̄ |V|2 (2.55)

C
¯
H |V|2 ≤ VT D2H(U)V ≤ CH̄ |V|2 (2.56)
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(
N∑
i=0

(
VT D2 hi(U)V

)2
) 1

2

≤ CH̄ |V|2 (2.57)

(
n∑
k=0

(
(PV)T Dumk(u) (PV)

)2
) 1

2

≤ CM̄ |V|2 (2.58)

for all V ∈ RN , where | · | is the Euclidean norm for vectors and Frobenius norm for
matrices. The constants can be explicitly calculated from D, H,M and F.
Remark 2.5.7. Furthermore, for U,V ∈ D, the strict convexity of the entropy implies

C
¯
H |U−V|2 ≤ H(U|V). (2.59)

We can observe that the relative entropy forms a measure of distance between the states
U and V.

In the error analysis, we wish to bound the distance between U and Vh. To this end,
we employ the following error splitting

|U−Uh| ≤ |U− Ûh|+ |Ûh −Uh|,
|U−M (uh) | ≤ |U−M(ûh)|+ |M(ûh)−M(uh)|.

The first terms on the right in the equations above will be bounded by the error estimates,
derived employing the relative entropy framework, and the second terms on the right are
explicitly computable.

2.5.4 Residual Splitting
The residual of the simple system contains information about the discretization and mod-
eling errors. In this section, we propose a splitting of the residual of the simple system,
with the objective of distinguishing the modeling and the discretization error. Further-
more, the residual splitting is done such that the modelling assumption inherent to the
simple system is suitably accounted for.

The simplifying assumption we make in order to derive the simple system is that the
dynamics is the equilibrium dynamics. Specifically, the assumption is that the speed
of the reaction is infinitely fast. As a result, the evolution of the quantities of interest
takes place on equilibrium manifold M. Furthermore, since the governing equations of
the complex system are simplified by projecting the complex system using the projection
matrix P, the simple system accounts for the part of the convection that takes place in
Ker (P)⊥, but not the part that takes place in Ker (P). If the unaccounted convection
becomes significantly large, it could push the system out of equilibrium. Even if the
reaction speed is fast, it will be finite. Hence, assuming equilibrium may no longer be
appropriate. We should switch to the complex system, if the ratio of convection which
might push the states out of equilibrium and the speed of the reaction becomes large.
The modelling error indicator, that we have to define, should appropriately reflect this.
To this end, a residual splitting is proposed.
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Multiplying (2.48) by the Jacobian of the Maxwellian, we get

DM (ûh) · ∂tûh + DM (ûh) · P∂xF(M(ûh)) = DM (ûh) · rs. (2.60)

Furthermore, (2.49) can be expanded as

DM (ûh) · ∂tûh + ∂xF(M(ûh)) = Rs. (2.61)

Subtracting the above two equations we have

(I−DM (ûh) · P) · ∂xF(M(ûh)) = Rs −DM (ûh) · rs. (2.62)

From Lemma 2.3.5 we can infer that (I−DM (ûh) · P) maps the derivative of the flux
to the Kernel of P. Hence, the quantity to the right in (2.62) measures the part of the
convection dynamics which is not accounted for when employing the simple system.

This observation inspires the following residual decomposition of the residual Rs:

Rs = Rδ +Rε, (2.63)

where
Rε := Rs −DM (ûh) · rs, Rδ := DM (ûh) · rs. (2.64)

Rε is referred to as the modeling residual and Rδ as the weighted discretization residual
of the simple system.
Remark 2.5.8. Note that

PDM (ûh) · rs = rs ⇒ Rε ∈ Ker (P), (2.65)

where we have employed (2.22).

2.5.5 Relative entropy identities
Relative entropy allows to bound from above the distance between two states. With the
objective of deriving the error estimates, identities for time evolution of relative entropy
are derived.

Simple System

For the simple system we wish to compare U as defined in Hypothesis 2.5.5 and ûh
as defined in Hypothesis 2.5.2. To this end, we derive a relative entropy identity for
H(U|M (ûh)).

To account for the finite speed of the reaction, we are able to derive the error estimates
such that the modelling error indicator that we define scales with ε0.5. A method to
derive the error estimates in order to achieve a better scaling seems to be not possible.
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The scaling by ε0.5 is achieved by introducing the term 1
ε
D
(
U|M (u)

)
in the relative

entropy identity we derive below.

From (2.8),(2.39), (2.50), (2.51) and the definitions (2.37) and (2.38) we have

∂tH (U|M (ûh)) + ∂xQ (U|M (ûh)) + 1
ε
D
(
U|M (u)

)
=
(
∂tH (U) + ∂xQ(U)

)
−
(
∂tH (M (ûh)) + ∂xQ (M (ûh))

)
+ 1
ε
D
(
U|M (u)

)
− ∂t

(
DH (M (ûh)) · (U−M (ûh))

)
− ∂x

(
DH (M (ûh)) · (F (U)− F (M (ûh)))

)
= −

(
D2H (M (ûh)) ∂tM (ûh)

)
·
(
U−M (ûh)

)
−
(

D2H (M (ûh)) ∂xM (ûh)
)
·
(
F (U)− F (M (ûh))

)
− 1
ε

DH (M (ûh)) ·R (U)

The last term on the right vanishes due to the fact that R(U) ∈ Ker (P), for which
property (2.19) holds.

Furthermore employing (2.50) and the commutativity property (2.7), we get

∂tH (U|M (ûh)) + ∂xQ (U|M (ûh)) + 1
ε
D
(
U|M (u)

)
= −

(
D2H (M (ûh)) ∂xM (ûh)

)
·
(
F (U)− F (M (ûh))−D F (M (ûh)) · (U−M (ûh))

)
−
(

D2H (M (ûh))Rδ

)
·
(
U−M (ûh)

)
−
(

D2H (M (ûh)) · Rε

)
·
(
U−M (ûh)

)
.

(2.66)

From (2.64) we can observe that Rε is of the form (2.25). Employing Lemma (2.26), we
have (

D2H (M (ûh))Rε

)
·
(

DM (ûh)
)

= 0 (2.67)

Equation (2.67) can be employed to express the second term on the right in (2.66) as(
D2H (M (ûh))Rε

)
·
(
U−M (ûh)

)
=
(

D2H (M (ûh))Rε

)
·
(
U−M(u) +M(u)−M (ûh)−DM (ûh) · (P (M(u)−M (ûh)))

)
(2.68)

=
(

D2H (M (ûh))Rε

)
·
(
U−M(u)

)
+
(

D2H (M (ûh))Rε

)
·
(
M(u)−M (ûh)−DM (ûh) · (P (M(u)−M (ûh)))

)
.

(2.69)

Altogether, we have

∂tH (U|M (ûh)) + ∂xQ (U|M (ûh)) + 1
ε
D
(
U|M (u)

)
= Js1 + Js2 + Js3 . (2.70)
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where

Js1 := −
(

D2H (M (ûh)) ∂xM (ûh)
)
·
(
F (U)− F (M (ûh))−D F (M (ûh)) · (U−M (ûh))

)
,

(2.71)
Js2 := −

(
D2H (M (ûh))Rδ

)
·
(
U−M (ûh)

)
, (2.72)

Js3 := −
(

D2H (M (ûh))Rε

)
·
(
U−M(u)

)
−
(

D2H (M (ûh))Rε

)
·
(
M(u)−M (ûh)−DM (ûh) · (P (M(u)−M (ûh)))

)
.

(2.73)

Complex System

Next, we proceed in a similar fashion to derive a relative entropy identity for the complex
system. When we employ the complex system, we wish to compare U as defined in
Hypothesis 2.5.5 to (2.1) and Ûh satisfying (2.47) as defined in Hypothesis 2.5.2. To this
end, we derive a relative entropy identity for H(U|Ûh).

We have

∂tH(U|Ûh) + ∂xQ(U|Ûh)
=
(
∂tH (U) + ∂xQ(U)

)
−
(
∂tH(Ûh) + ∂xQ(Ûh)

)
− ∂t

(
DH(Ûh) ·

(
U− Ûh

) )
− ∂x

(
DH(Ûh) ·

(
F (U)− F(Ûh)

) )
= 1
ε

DH (U) ·R(U)− 1
ε

DH(Ûh) ·R(U)

− ∂t
(

DH(Ûh)
)
·
(
U− Ûh

)
− ∂x

(
DH(Ûh)

)
·
(
F (U)− F(Ûh)

)
= −

(
D2H(Ûh)∂tÛh

)
· (U− Ûh)−

(
D2H(Ûh)∂xÛh

)
·
(
F (U)− F(Ûh)

)
+ 1
ε

(
DH (U)−DH(Ûh)

)
·R(U)

= −
(

D2H(Ûh)∂xÛh

)
·
(
F (U)− F(Ûh)−D F(Ûh) ·

(
U− Ûh

) )
+
(

DH (U)−DH(Ûh)
)
· 1
ε

R(U)−
(

D2H(Ûh)
(1
ε

R(Ûh) +Rc

))
·
(
U− Ûh

)

where we have employed (2.51) along with the commutativity property (2.7).
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Rearranging the terms, we have

∂tH(U|Ûh) + ∂xQ(U|Ûh)
= −

(
D2H(Ûh) · ∂xÛh

)
·
(
F (U)− F(Ûh)−D F(Ûh) ·

(
U− Ûh

) )
−
(
D2H(Ûh)Rc

)
·
(
U− Ûh

)
+
(
DH (U)−DH(Ûh)−D2H(Ûh) ·

(
U− Ûh

))
· 1
ε

R(Ûh)

+ 1
ε

(
DH (U)−DH(Ûh)

)
·
(
R(U)−R(Ûh)

)

Employing (2.39) to express the last term to the right as 1
ε
D
(
U|Ûh

)
, we have

∂tH(U|Ûh) + ∂xQ(U|Ûh) + 1
ε
D
(
U|Ûh

)
= J c1 + J c2 + J c3 (2.74)

where

J c1 := −
(
D2H(Ûh) · ∂xÛh

)
·
(
F (U)− F(Ûh)−D F(Ûh) ·

(
U− Ûh

))
, (2.75)

J c2 := −
(
D2H(Ûh) · Rc

)
·
(
U− Ûh

)
, (2.76)

J c3 :=
(
DH (U)−DH(Ûh)−D2H(Ûh) ·

(
U− Ûh

))
· 1
ε

R(Ûh). (2.77)

2.5.6 Error estimates
Grönwall’s lemma and Young’s inequality for products (for exponent 2) is frequently
employed in the error analysis. We state these next for the sake of completeness.
Lemma 2.5.9. Let T > 0 and φ(t) ∈ C0([0, T ]) and a(t), b(t) ∈ L1([0, T ]) be non-negative
functions with b being a non-decreasing function and satisfying

φ(t) ≤
∫ t

0
a(s)φ(s)ds+ b(t), ∀ t ∈ [0, T ] (2.78)

then
φ(t) ≤ b(t) · exp

(∫ t

0
a(s)ds

)
, ∀ t ∈ [0, T ]. (2.79)

Lemma 2.5.10. Let a,b ∈ RN and α > 0, then for the scalar product between the vectors

a ∗ b ≤ |a|
2

2α + α|b|2

2 (2.80)

holds.
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Remark 2.5.11. Let f : Ω× [0, T ]→ R, then the L2 and the L∞ norms are denoted by

‖f‖L2 :=
(∫ T

0

∫
Ω
f 2(z, t) dz dt

) 1
2

,

‖f‖L∞ := inf { C ≥ 0 : |f(z, t)| ≤ C for z ∈ Ω, t ∈ [0, T ] a.e }.

respectively.

Next, we derive the error estimates for the model hierarchy under consideration.
Theorem 2.5.12. Let U be a smooth solution as defined in Hypothesis 2.5.5 and Ûh and
ûh be Lipschitz continuous reconstructions as defined in Hypothesis 2.5.2 on Ωc and Ωs

respectively. Furthermore, Let U and Ûh, ûh take values only in D. Then for 0 ≤ t ≤ T ,
the following error estimate holds∫

Ωc

∣∣∣U(·, t)− Ûh(·, t)
∣∣∣2 dx +

∫
Ωs
|U(·, t)−M(ûh(·, t))|2 dx (2.81)

≤ 1
C

¯
H

(I +Dc +Ds +Ms) exp
(

1
C

¯
H

max (Gc, Gs) t
)
,

where

I =
∫

Ωs
H(U|M(ûh))

∣∣∣∣
t=0

dx +
∫

Ωc
H(U|Ûh)

∣∣∣∣
t=0

dx,

Dc = 1
2

∫ t

0

∫
Ωc
|D2H(Ûh) · Rc|2 dx dτ ,

Ds = 1
2

∫ t

0

∫
Ωs
|D2 η(ûh) · Rδ|2 dx dτ ,

Ms = ε

ν

∫ t

0

∫
Ωs
|D2 η(ûh) · Rε|2 dx dτ ,

Gc = 1
2 + CF̄CH̄‖∂xÛh‖L∞ + CH̄

(∥∥∥∥1
ε

R(Ûh)
∥∥∥∥
L∞

+
∥∥∥∥1
ε

D R(Ûh)
∥∥∥∥
L∞

)
,

Gs = 1
2 + CF̄CH̄‖∂xM (ûh) ‖L∞ + CH̄CM̄ |P|2‖Rε‖L∞ .

Proof. Integrating (2.74) and (2.70) on Ωc and Ωs, we have
∫ t

0

∫
Ωc
∂tH

(
U|Ûh

)
+ ∂xQ(U|Ûh) + 1

ε
D
(
U|Ûh

)
dx dτ

+
∫ t

0

∫
Ωs
∂tH (U|M (ûh)) + ∂xQ(U|M (ûh)) + 1

ε
D
(
U|M (u)

)
dx dτ

=
∫ t

0

∫
Ωs
Js1 + Js2 + Js3 dx dτ +

∫ t

0

∫
Ωc
Js1 + J c2 + J c3 dx dτ ,
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which simplifies to
∫

Ωs
H (U|M (ûh)) dx +

∫
Ωc
H
(
U|Ûh

)
dx +

∫ t

0

∫
Ωs

1
ε
D (U|M (ûh)) dx dτ +

∫ t

0

∫
Ωc

1
ε
D
(
U|Ûh

)
dx dτ

=
∫

Ωs
H (U|M (ûh))

∣∣∣∣
t=0

dx +
∫

Ωc
H
(
U|Ûh

) ∣∣∣∣
t=0

dx

+
∑
xγ∈Γ

∫ t

0
Q (U (xγ, ·) |M (ûh (xγ, ·)))−Q

(
U (xγ, ·) |Ûh (xγ, ·)

)
dτ

+
∫ t

0

∫
Ωs
Js1 + Js2 + Js3 dx dτ +

∫ t

0

∫
Ωc
Js1 + J c2 + J c3 dx dτ .

From the relative entropy dissipation condition (2.42), we get
∫

Ωs
H (U|M (ûh)) dx +

∫
Ωc
H
(
U|Ûh

)
dx +ν

ε

∫ t

0

∫
Ωs
|U−M(u)|2 dx dτ

≤
∫

Ωs
H (U|M (ûh))

∣∣∣∣
t=0
dx+

∫
Ωc
H
(
U|Ûh

) ∣∣∣∣
t=0

dx

+
∣∣∣∣∫ t

0

∫
Ωc

1
ε
D
(
U|Ûh

)
dx dτ

∣∣∣∣
+
∫ t

0

∫
Ωs
Js1 + Js2 + Js3 dx dτ

+
∫ t

0

∫
Ωc
Js1 + J c2 + J c3 dx dτ

+
∑
xγ∈Γ

∫ t

0
Q (U (xγ, ·) |M (ûh (xγ, ·)))−Q

(
U (xγ, ·) |Ûh (xγ, ·)

)
dτ ,

Note that for xγ ∈ Γ

∫ t

0
Q (U (xγ, ·) |M (ûh (xγ, ·)))−Q

(
U (xγ, ·) |Ûh (xγ, ·)

)
dτ

=
∫ t

0
Q
(
Ûh (xγ, ·)

)
−Q (M (ûh (xγ, ·))) dτ (2.82)

+
∫ t

0

(
DH

(
Ûh (xγ, ·)

)
−DH (M (ûh (xγ, ·)))

)
· F (U (xγ, ·)) dτ

−
∫ t

0
DH

(
Ûh (xγ, ·)

)
· F

(
Ûh (xγ, ·)

)
−DH (M (ûh (xγ, ·))) · F (M (ûh (xγ, ·))) dτ

Since the reconstruction satisfies the condition (2.46) the term above vanishes. We can
observe that (2.82) would not be computable if the reconstruction would not satisfy
condition (2.46) since it would require knowledge about the value of the flux for the exact
solution at the interface.

Next, we derive estimates for the terms Js1 , Js2 , Js3 and J c1 , J c2 , J c3 .
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For Js1 , employing (2.55), (2.56) we have∣∣∣∣ ∫ t

0

∫
Ωs
Js1 dx dτ

∣∣∣∣
=
∣∣∣∣ ∫ t

0

∫
Ωs

(
D2H (M (ûh)) · ∂xM (ûh)

)
·
(
F (U)− F (M (ûh))−D F (M (ûh)) · (U−M (ûh))

)
dx dτ

∣∣∣∣
≤ CF̄CH̄‖∂xM (ûh) ‖L∞

∫ t

0

∫
Ωs
|U−M (ûh) |2 dx dτ .

Next, employing Young’s inequality of products and (2.56) for Js2 we have∣∣∣∣ ∫ t

0

∫
Ωs
Js2 dx dτ

∣∣∣∣ =
∣∣∣∣ ∫ t

0

∫
Ωs

(
D2H (M (ûh)) · Rδ

)
· (U−M (ûh)) dx dτ

∣∣∣∣
≤ 1

2

∫ t

0

∫
Ωs
|D2H (M (ûh)) · Rδ|2 dx dτ +1

2

∫ t

0

∫
Ωs
|U−M (ûh) |2 dx dτ .

Next, we derive an error estimate for Js3∣∣∣∣ ∫ t

0

∫
Ωs
Js3 dx dτ

∣∣∣∣ ≤ ∣∣∣∣ ∫ t

0

∫
Ωs

(
D2H (M (ûh)) · Rε

)
· (U−M(u)) dx dτ

∣∣∣∣
+
∣∣∣∣ ∫ t

0

∫
Ωs

(
D2H (M (ûh)) · Rε

)
· (M(u)−M (ûh)−DM (ûh) · P (M(u)−M (ûh))) dx dτ

∣∣∣∣.
To derive an upper bound for Js3 we can employ Young’s inequality of products for the
first term on the right. For the second term on the right employing (2.56),(2.58) and the
fact that PM(u) = PU, we have∣∣∣∣ ∫ t

0

∫
Ωs
Js3 dx dτ

∣∣∣∣ ≤ ε

ν

∫ t

0

∫
Ωs
|D2H (M (ûh)) · Rε|2 dx dτ

+ ν

ε

∫ t

0

∫
Ωs
|U−M(u)|2 dx dτ

+ CH̄CM̄ |P|2‖Rε‖L∞
∫ t

0

∫
Ωs
|U−M (ûh) |2 dx dτ .

We can observe that the introduction of the dissipation term 1
ε
D
(
U|M (u)

)
and intro-

ducing zeros in (2.66)-(2.68) allows to introduce the scaling by ε in the error estimates.

We proceed similarly to bound the terms arising in Ωc where the complex system is
employed.

For J c1 , we have∣∣∣∣ ∫ t

0

∫
Ωc
J c1 dx dτ

∣∣∣∣ =
∣∣∣∣ ∫ t

0

∫
Ωc

(
D2H(Ûh) · ∂xÛh

)
·
(
F (U)− F(Ûh)−D F(Ûh) ·

(
U− Ûh

))
dx dτ

∣∣∣∣
≤ CF̄CH̄‖∂xÛh‖L∞

∫ t

0

∫
Ωc
|U− Ûh|2 dx dτ .
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Next employing Young’s inequality of products for J c2 , we have∣∣∣∣ ∫ t

0

∫
Ωc
J c2 dx dτ

∣∣∣∣ =
∣∣∣∣ ∫ t

0

∫
Ωc

(
D2H(Ûh) · Rc

) (
U− Ûh

)
dx dτ

∣∣∣∣
≤ 1

2

∫ t

0

∫
Ωc
|D2H(Ûh) · Rc|2 dx dτ +1

2

∫ t

0

∫
Ωc
|U− Ûh|2 dx dτ .

For J c3 , employing (2.57) we have∣∣∣∣ ∫ t

0

∫
Ωc
J c3 dx dτ

∣∣∣∣ =
∣∣∣∣ ∫ t

0

∫
Ωc

(
DH (U)−DH(Ûh)−D2H(Ûh) ·

(
U− Ûh

))
· 1
ε

R(Ûh) dx dτ
∣∣∣∣

≤ CH̄

∥∥∥∥1
ε

R(Ûh)
∥∥∥∥
L∞

∫ t

0

∫
Ωc
|U− Ûh|2 dx dτ .

Finally∣∣∣∣∫ t

0

∫
Ωc

1
ε
D
(
U|Ûh

)
dx dτ

∣∣∣∣ ≤ CH̄

∥∥∥∥1
ε

D R(Ûh)
∥∥∥∥
L∞

∫ t

0

∫
Ωc
|U− Ûh|2 dx dτ . (2.83)

Using (2.56) we have∫
Ωc
|U− Ûh|2 dx +

∫
Ωs
|U−M (ûh) |2 dx

≤ 1
C

¯
H

(I +Ms +Dc +Ds)

+ 1
C

¯
H

max (Gc,Gs)
(∫ t

0

∫
Ωc
|U− Ûh|2 dx dτ +

∫ t

0

∫
Ωs
|U−M (ûh) |2 dx dτ

)
.

Using Grönwall’s lemma we obtain
∫

Ωc
|U−Ûh|2 dx +

∫
Ωs
|U−M (ûh) |2 dx ≤ 1

C
¯
H

(I +Ms +Dc +Ds)·exp
(

1
C

¯
H

max (Gc, Gs) t
)
.
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Chapter 3

Numerical Methods

In this chapter, the numerical methods employed to carry out the mesh and model adap-
tation simulations are discussed.

Outline

The outline of this chapter is as follows

Section 3.1: In this section, the spatial semi-discretization employing Discontinuous
Galerkin method is discussed. Since numerical solutions to hyperbolic conservation laws
may develop numerical oscillations near discontinuities, the numerical solution needs to
be limited. The limiting method we employ is introduced.

Section 3.2: We need to compute a Lipschitz reconstruction from the numerical solution
to be able to employ the relative entropy stability framework. To this end, a method to
reconstruct Runge Kutta Discontinuous Galerkin solutions is discussed.

Section 3.3: In this section, the notations employed for mesh and model adaptive numer-
ical solutions are discussed. Model adaptation requires that we convert the solution from
one system to the other. Algorithms to do so are described next. Furthermore, limiting
and reconstruction of the mesh and model adaptive solution is discussed.

Section 3.4: In this section, a mesh and model adaptation strategy based on the error
analysis done in the previous chapter is proposed.

3.1 Semi-discrete scheme
We employ the Runge Kutta Discontinuous Galerkin Method (RKDG), i.e. the spatial dis-
cretization is done using the Discontinuous Galerkin method (DG) and the time stepping
is done by solving the resulting system of ordinary differential equations by employing
a strong stability preserving Runge-Kutta (SSP-RK) scheme. In the following section,
semi-discretization employing modal Discontinuous Galerkin (DG) method on a uniform
mesh is discussed. For more details on DG methods the reader is referred to text books
such as [56] and [79] and for details on SSP-RK the reader is referred to [20],[22].
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Chapter 3 Numerical Methods

3.1.1 Discontinuous Galerkin Method
We discuss the semi-discretization for the complex system. The simple system can be
semi-discretized in a similar fashion.

We seek to approximate solutions to

∂tU + ∂xF(U) = 1
ε

R(U), U : Ω× [0, T ]→ RN (3.1)

for some T > 0, subject to initial condition U0 ∈ L∞(Ω,RN) on the computational domain
Ω := [a, b] with periodic boundary conditions.

The solution is approximated at times 0 = t0 < t1 < . . . tN = T employing an equidistant
mesh with NE number of cells. The cells in the equidistant mesh are given by

Vk := (xk, xk+1), k ∈ I := {1, . . . ,NE}, (3.2)

where
xk := a+ kh, h := b− a

NE
. (3.3)

The solution to (3.1) is approximated by piece-wise continuous polynomials of degree p.
To this end, we introduce the space

Sp,Nx (Ω) := {v : Ω→ RN : v|Vk ∈ Πp(Vk,RN) ∀ k ∈ I} (3.4)

where Πp(Vk,RN) is the space of polynomials of degree less than or equal to p.

In order to approximate the solution in space Sp,Nx (Ω) we make use of orthonormal set
of basis functions as defined below.
Definition 3.1.1. Let

Φ := {φki , k ∈ I, i = 0, . . . , p} (3.5)

be a set of basis functions spanning Sp,Nx (Ω) such that

〈φki , φk
′

i′ 〉 = δii′δkk′ and supp(φki ) = Vk. (3.6)

Let Uh ∈ Sp,Nx (Ω) be a numerical solution such that

Uh(x, t) :=
NE∑
k=1

p∑
i=0

Uk
i (t)φki (x), ∀ x ∈ Ω, t ∈ {tn}Nn=0, (3.7)

where the coefficients are obtained by

Uk
i (t) =

∫
Vi

Uh(x, t)φki (x) dx, ∀ k ∈ I,∀ i = 0, . . . , p. (3.8)
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3.1 Semi-discrete scheme

The semi-discrete numerical scheme, i.e. the time evolution of the coefficients is derived
by multiplying (3.1) by φki and integrating by parts over Ω. Then, the orthogonality
properties (3.6) can be employed to give

d Uk
i (t)

dτ = −
(
Fk+1
h (t)φki (x−k+1)− Fk

h(t)φki (x+
k )
)

(3.9)

+
∫
Vk

F (Uh (x, t)) dφ
k
i (x)
dx

+ 1
ε

R (Uh (x, t))φki (x) dx, ∀ k ∈ I, i = 0, . . . , p,

where
x±k = lim

s→0+
x± s, (3.10)

and Fk
h is a consistent and Lipschitz continuous numerical flux of the form

Fk
h(t) = Fh

(
Uk−1
h (x−k , t),Uk

h(x+
k , t)

)
. (3.11)

In particular, we employ the Local Lax-Friedrichs numerical flux given by

Fk
LLF (t) := 1

2
(
F
(
Uk−1
h

(
x−k , t

)
+ F

(
Uk
h(x+

k , t
)))
− 1

2λmax
(
Uk
h

(
x+
k , t

)
−Uk−1

h

(
x−k , t

))
,

(3.12)
where

λmax = max
(

max
i∈1,...,N

(
|λi
(
Uk
h(x+

k , t)
)
|
)
, max
i∈1,...,N

(
|λi
(
Uk−1
h (x−k−1, t)

)
|
))

(3.13)

and λi (U) , i = 1, . . . , N are the eigenvalues of D F (U) .

Other types of numerical fluxes such as approximate Riemann solvers, like Roe’s Riemann
solver are available but are more computationally expensive. Hence, we restrict ourselves
to Local Lax Friedrichs flux. See [53], [84] and [91] for more details.

We employ an explicit strong stability preserving Runge-Kutta method of order q = p+1
to step in time. For more information about SSP-RK schemes in the context of hyperbolic
conservation laws the reader is referred to [21], [50] and [85].
Remark 3.1.2. When employing explicit time discretization, there is a limitation on the
size of the time step ∆t employed in the form of Courant-Friedrichs-Levy (CFL) condition
[19],[50]. The CFL condition can be expressed as

∆t ≤ c ·min
(

∆xmin

λf
,

1
λs

)
, (3.14)

where ∆xmin is the global minimum mesh width and λf and λs is the spectral radius of
the Jacobian of the flux function and the Jacobian of the source term respectively. The
factor c depends on the SSP-RK scheme employed [50].

The following restriction is is sufficient in most cases [14],[21]

∆t ≤ 1
2p+ 1 ·max

(
∆xmin

λf
,

1
λs

)
. (3.15)
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Remark 3.1.3. For the sake of convenience, for n = 0, . . . ,N, the numerical solution at
time tn is denoted by Un

h where Un
h = Uh(·, tn) and the numerical solution in cell Vi, i ∈ I

at time tn by Un,i
h := Un

h|Vi .

3.1.2 Limiting
Limiting is required when employing RKDG method for hyperbolic balance or conser-
vation laws to suppress spurious numerical oscillations near discontinuities. Limiting
generally consists of identifying so called troubled cells which are cells with significant
oscillations. The numerical solution in these cells is locally corrected by limiting the slope
of the numerical solution so as to remove the oscillations. Since the limiter purely modifies
the higher order coefficients of the DG solution, it preserves the mean values in the cells,
i.e. the zeroth order coefficients, hence maintaining conservation. The limiter we employ
[36] is based on the Cockburn-Shu limiter developed for multidimensional systems of con-
servation laws [19],[22]. The Cockburn-Shu limiter consists of using a minmod function
to identify troubled cells. Additionally, a constant m > 0 is employed in order to avoid
limiting at critical points in regions where the solution is locally smooth. A review on
limiters in the context of hyperbolic conservation laws can be found in [18], [81].

Before we discuss limiting, we recall some basic properties of hyperbolic systems of
conservation laws, which are to be employed in the limiting procedure. More details on
the properties of hyperbolic conservation laws can be found in text books such as [26],
[47] and [62].
Definition 3.1.4. The system of equations (3.1) is hyperbolic if ∀ U ∈ RN the Jacobian
of the flux function function has real eigenvalues and it possesses a complete set of left
and right eigenvectors. Consequently, the Jacobian of the flux is diagonizable, allowing it
to be expressed as

D F(U) = R(U)Λ(U)L(U), (3.16)
where

LT (u) := (l1(U), l2(U), . . . , lN(U)) , R(u) := (r1(U), r2(U), . . . , rN(U)) (3.17)

are the matrices containing the left and the right eigenvectors, satisfying

LR = I (3.18)

and
Λ(U) := diag (λ1, λ2, . . . , λN) (3.19)

is a diagonal matrix containing the eigenvalues.
Remark 3.1.5. We assume that the left and right eigenvectors are normalized such that

|li| = |ri| = 1, 1 ≤ i ≤ N. (3.20)

Lemma 3.1.6. Let the system of equations (3.1) be hyperbolic, then any vector U ∈ RN

can be spanned by the eigenvectors such that

U =
N∑
i=1
〈li(U),U〉ri = Rw (3.21)
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3.2 Reconstruction

where w := LU is the vector of local characteristic variables.

With that in mind, the limiting of the numerical solution is done as follows.

Algorithm 1 Limiting
1: procedure L(Un,i

h ,m)
2: Locally transform the numerical solution in cell Vi to characteristic variables wi

h :=
L(Ui

0(tn))Un,i
h .

3: Project the characteristic variables to Π1(Vi,RN), i.e.

PΠ1wi
h(x, tn) = wi

0(tn) + wi
1(tn) · (2x− (xi + xi+1))

xi+1 − xi
, x ∈ Vi (3.22)

4: Let
w̃i,k1 = m(wi,k1 , wi+1,k

0 − wi,k0 , wi,k0 − w
i−1,k
0 ), (3.23)

for k = 1, . . . , N . Note that the superscript k denotes the kth entry of the vector and
m is the function

m(a, b, c) :=

a, if |a| ≤ m (xk+1 − xk)2

m̃(a, b, c), otherwise
, (3.24)

where m̃ is the minmod function

m̃(a, b, c) :=

sign(a) min(|a|, |b|, |c|), if sign(a) = sign(b) = sign(c)
0, otherwise

. (3.25)

5: If w̃i
1 6= wi

1 then set wi
1 = w̃i

1.
6: Transform the characteristic variables wi

h back to give the limited numerical solu-
tion Ūn,i

h := R(Ui
0(tn))wi

h.
7: return Ūn,i

h

8: end procedure

3.2 Reconstruction
We employ the relative entropy framework to derive the error estimates, which requires
the quantity being compared to the exact solution to be Lipschitz continuous. The nu-
merical solution in general will not have the necessary regularity. In this section, we
discuss a method to compute such a space-time reconstruction from SSP-RK DG nu-
merical solutions to hyperbolic balance laws. The reconstruction method was introduced
by Giesselmann et al. in [40] and [42] in the context of a posteriori error analysis for
hyperbolic conservation laws. We provide technical details of the reconstruction method
and highlight some important properties, but do not provide an in depth analysis and
discussion of the reconstruction method. The details can be found in the works cited
above.
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Before defining the reconstructions first we introduce a space of piecewise polynomial
functions

Sqt (tn, tn+1;V) := {v : [tn, tn+1]→ V : v ∈ Πq((tn, tn+1),V)} (3.26)
where V is some vector space.

The reconstruction of the numerical solution is done in two steps; first a reconstruc-
tion in time Ût ∈ Sqt (0, T ;Sp,Nx (Ω)) is computed followed by a space-time reconstruction
Ûst(·, t) ∈ Sp+1,N

x (Ω) for t ∈ [tn, tn+1].

3.2.1 Reconstruction in time
The reconstruction in time is computed as a piecewise polynomial in time. The polynomial
degree is chosen to be equal to the convergence order of the time stepping method. The
reconstruction is computed employing a Hermite interpolation. To this end, the numerical
solutions {Un

h}Nn=0 at times {tn}Nn=0 are employed. The reconstruction does not depend
on the type of time stepping method employed, which provides flexibility in the choice of
time stepping method.

The reconstruction in time Ût is defined by prescribing the values and the time derivatives
at certain points in time. To this end, let (m, d, r) ∈ N3

0 where N0 is the set of all natural
numbers and zero. A reconstruction in time such that the values and the first d + 1
derivatives at tn−m, . . . , tn and the values and first r+ 1 derivatives at tn+1 are prescribed
is denoted as a H(m, d, r) reconstruction.

Let Ûn be a polynomial corresponding to Ût|[tn,tn+1]. The difference between the two is
that Ûn is defined on all R. Then Ût|[tn,tn+1] can be computed by prescribing, as per
H(m, d, r) Hermite interpolation, the values and derivatives in time for Ûn.
Definition 3.2.1. Let Ût ∈ Sqt (0, T ;Sp,Nx (Ω)) be the H(m, d, r) reconstruction in time
with q = (d+ 2)(p+ 1) + r + 1 defined by requiring

dkt Ûn(tj) = dktUj(tj), for k = 0, . . . , d+ 1 and j = n−m, . . . , n (3.27)
dkt Ûn(tn+1) = dktUn+1 for k = 0, . . . , r + 1 (3.28)

Ût|[tn,tn+1] = Ûn|[tn,tn+1], for n = 0, . . . ,N− 1 (3.29)

Remark 3.2.2. The first and zeroth order derivative in time is readily available from
(3.9) and computed by default for time stepping. Higher order time derivatives of the
numerical solution can be replaced by approximations without affecting the optimality
of the reconstruction. For more details on the computation of higher derivatives refer to
Section 2.3 in [40].

Since Hermite interpolation is employed, from the standard results for Hermite inter-
polation [58],[89], we have the following result for the reconstruction in time.
Lemma 3.2.3. Let Ût be a H(m, d, r) reconstruction as defined in 3.2.1, then Ût is well
defined, explicitly computable, Lipschitz continuous and min(d + 1, r + 1) times differen-
tiable.
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3.2 Reconstruction

3.2.2 Reconstruction in space
The method outlined in the previous section can be employed to obtain a Lipschitz con-
tinuous reconstruction in time Ût ∈ Sqt (0, T ;Sp,Nx (Ω)) from the numerical solution. In the
next step, Ût is employed to compute a space time reconstruction.

To this end, we employ a locally Lipschitz function W as stated below.
Hypothesis 3.2.4. Let there be a locally Lipschitz function W : RN × RN → RN such
that for any compact K ⊂ RN there exists a constant C(K) > 0 such that

|W(U,V)−U| ≤ C(K)|U−V|, |W(U,V)−V| ≤ C(K)|U−V|, ∀ U,V ∈ K. (3.30)

Hypothesis 3.2.5. Employing the locally Lipschitz function W, we assume the numerical
flux Fh : Rn × RN → RN falls into one of the following two categories:

i
Fh(U,V) = F(W(U,V)), ∀ U,V ∈ RN (3.31)

ii

Fh(U,V) = F(W(U,V))−µ(U,V;h)hα(U−V), ∀ U,V ∈ RN and some α ∈ N0
(3.32)

where the function µ is such that for any compact K ∈ RN and h small enough
there exists µK > 0 such that

|µ(U,V;h)| ≤ µK

(
1 + |U−V|

h

)
. (3.33)

Remark 3.2.6. We employ second order polynomials for DG semi-discretization and a
third order strong stability preserving Runge Kutta scheme when conducting numerical
experiments. In particular, we employ the Local Lax Friedrichs flux. To reconstruct the
numerical solution obtained from the mentioned SSP-RK scheme, we employ H(0, 0, 0)
for reconstruction in time and W(U,V) := 1

2 (U + V) for reconstruction in space. Note
that the Lax-Friedrichs flux is of the form (3.32) with

α = 0, µ(U,V) = λ I−F (U)− 2F (W (U,V)) + F(V)
2|V−U|2

⊗
(V−U) . (3.34)

With the help of the function W, we can define a spatial reconstruction method, which
when applied to the reconstruction in time Û(·, t) for some t ∈ [0, T ] provides a space-time
Lipschitz continuous reconstruction Û ∈ Sp+1,N

x (Ω). The definition of the reconstruction
in space is as follows.
Definition 3.2.7. Let Ût be the reconstruction in time in accordance with Definition
3.2.1. Then, the space-time reconstruction Ûst(·, t) ∈ Sp+1,N

x (Ω) for t ∈ [0, T ] is defined
by ∫

Ω
Ûst(·, t)φki (x) dx =

∫
Ω

Ût(·, t)φki dx, for ∀ k and i = 0, . . . , p− 1 (3.35)

Ûst(x±k , t) = W(Ût(x+
k , t), Ût(x−k , t)), ∀ k. (3.36)
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Employing Lemma 3.2.3 and Definition 3.2.7 for reconstruction in space, we have the
following.
Lemma 3.2.8. Let Ûst be the space-time reconstruction as defined in 3.2.7, then for
t ∈ [0, T ] the function Ûst(·, t) is well-defined, locally computable and Lipschitz continuous
in space and time.

The reader is referred to [40] for the proof.
Remark 3.2.9. Note that the reconstruction in time defined above employing H(m, d, r)
Hermite interpolation requires that the numerical flux and the source term needs a certain
amount of regularity, particularly Fh,R ∈ Cmax(d,r)

(
RN ,RN

)
.

Remark 3.2.10. The reconstruction as defined in 3.2.7, allows us to compute a residual
as follows

Rc := ∂xÛst + ∂xF
(
Ûst

)
− 1
ε

R(Ûst). (3.37)

We can refer to the reconstruction as optimal if the convergence order of the residual Rc

matches the convergence order of the numerical method. We assume that the time step
is such that it satisfies a CFL type condition, i.e. ∆t = O(∆xmin), and that the order
of the time stepping method is q = p + 1. Chi-Wang Shu et al. [99],[100] derived error
estimates for second and third order RK-DG schemes. The error estimates they derived
for a qth order Runge-Kutta DG method employing polynomial of degree p for systems
of hyperbolic conservation laws is O(hp+γ) where γ = 1 for upwind type fluxes and 1

2 for
general monotone fluxes.

The optimality of the space time reconstruction in particular depends on the choice of the
numerical flux and the function W. Assuming that the error of the SSP-RK DG scheme
is O(hp+γ), Giesselmann et al [42] showed that the reconstruction is conditionally optimal
for numerical fluxes of type (3.31), where the residual is of the order O(hp+γ) and in
general sub-optimal for fluxes with artificial viscosity of type (3.32), where the residuals
are of the order O(hp+γ+α−1). For more details, the reader is referred to the cited works.
Note that in the numerical experiments we conducted, where we employed the Local Lax
Friedrichs flux, the error was of order O(hp+1). Hence, in the mesh and model adaptation
strategy we propose, the order of the residual is assumed to be O(hp) when employing
the Local Lax Friedrichs flux.

3.3 Mesh and model adaptive simulation
Dynamic mesh and model adaptation consists of locally making a decision about the
mesh and model refinement level to be employed with the objective of reducing the com-
putational resources needed without significantly affecting the accuracy of the numerical
simulation. This leads to a sub-domain where the complex system is employed and a sub-
domain where the simple system is employed. In Sections 3.3.1 and 3.3.2, the notations
employed for mesh and model adaptive meshes and numerical solutions are introduced.
Since our error analysis requires that we compute a Lipschitz reconstruction from the
numerical solution, we define a method of reconstruction for mesh and model adaptive
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solutions in Section 3.3.3. Furthermore, since the sub-domains can dynamically change
after each time step, when switching from the complex to the simple system in some cells,
the numerical solutions in those cells need to be converted from the complex to the simple
system and vice versa. The algorithms to do such conversions are defined in Section 3.3.4.
Finally, coupling between the two models needs to be specified at the spatial interfaces,
which is defined in Section 3.3.6.

3.3.1 Notation for mesh
Let the mesh and the index set of cells at time tn be denoted by Gn and In := {1, . . . ,N n}
respectively, where N n is the total number of cells in the mesh Gn.

Furthermore, let ∆xn be an array containing the mesh-widths of the cells in the mesh.
Consequently, the cells in the mesh Gn are given by

Vk := (xk, xk+1) , ∀ k ∈ In, (3.38)

where
xk = a+

k−1∑
i=1

∆xni . (3.39)

Model indicator

Let Θn be an array indicating the model being employed in the cells that constitute mesh
Gn.

The entries of the array Θn are such that

Θn
k :=

1, if complex system is employed in Vk ∈ Gn

0, if simple system is employed in Vk ∈ Gn
.

Furthermore, let
Ωn
c :=

⋃
k∈In,Θk=1

Vk, Ωn
s :=

⋃
k∈In,Θk=0

Vk, (3.40)

be the sub-domains where the complex and the simple system are employed respectively.

The set of interfaces, i.e. the cell boundaries where different models are employed in the
cells sharing the cell boundary is denoted by Γn, where

Γn := Ω̄n
c ∩ Ω̄n

s. (3.41)

Remark 3.3.1. Since the model and mesh refinement level to be employed is determined
after each time step, the mesh and the models employed may differ from one time step to
the next.
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3.3.2 Numerical Solution
The numerical solution at time tn, where the mesh employed is Gn and models employed
in the cells are according to the model indicator Θn, is denoted by Un,i

h and un,j
h for some

cell Vi ∈ Ωn
c and for some cell Vj ∈ Ωn

s respectively.

Since the simple system is employed in Ωn
s and the complex system in Ωn

c , for Un,i
h and

un,j
h

Un,i
h ∈ Sp,Nx (Vi), un,j

h ∈ Sp,nx (Vj) (3.42)
holds.

3.3.3 Reconstruction
We need to compute a Lipschitz reconstruction from the numerical solution of a mesh and
model adaptive numerical simulation in order to employ the error estimates derived in the
previous chapter. Furthermore, the space-time reconstruction should satisfy the condition
(2.46) at the interface. Next, we discuss a method to obtain a Lipschitz continuous space-
time reconstruction from a mesh and model adaptive solution.

For cells away from the interface, the reconstruction is carried out by employing the
method outlined in Section 3.2. For cells at the interface, i.e. a cell boundary where the
complex system is employed on one side of the interface and the simple system on the
other side, the reconstruction in time is carried out as discussed in Section 3.2.1, while
the method to reconstruct in space needs to be modified.

We discuss the reconstruction, without loss of generality, assuming q = 3 and p = 2 and
employing H(0, 0, 0) Hermite interpolation for reconstruction in time. Let xk ∈ Γn and
let the complex system be employed in cell Vk and the simple system in cell Vk+1.

The reconstruction in space for cells on the interface is done as follows.
Definition 3.3.2. Let the reconstruction in time on the time interval [tn−1, tn] for cells Vk
and Vk+1 be Ût,n

k ∈ S
q
t (tn−1, tn;Sp,Nx (Vk)) and ût,nk+1 ∈ S

q
t (tn−1, tn;Sp,nx (Vk+1)) respectively.

Then the space-time reconstructions Ûst
k (·, t) ∈ Sp+1,N

x (Vk) and ûst(·, t) ∈ Sp+1,n
x (Vk+1) for

t ∈ [tn−1, tn] on cells Vk and Vk+1 are defined by requiring∫
Vk

Ûst,n
k (x)φki (x) dx =

∫
Vk

Ût,n(x, t)φki (x) dx, for i = 0, . . . , p− 1 (3.43)∫
Vk+1

ûst,nk+1(x)φk+1
i (x) dx =

∫
Vk+1

ût,nk+1(x, t)φk+1
i (x) dx, for i = 0, . . . , p− 1 (3.44)

Ûst
k (xk, t) = M

(1
2
(
ût,n(xk, t) + PÛt,n(xk, t)

))
(3.45)

ûst(xk, t) = PM
(1

2
(
ût,n(xk, t) + PÛt,n(xk, t)

))
(3.46)
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3.3.4 Model conversion
Dynamic heterogeneous model adaptation involves switching between the models. To this
end, we need to define algorithms to convert the numerical solution from one model to the
other. In this section, the algorithms employed for the model conversion are described.

Simple system to the complex system

Let cell Vi be such that the numerical solution in the cell

un,i
h (x) :=

p∑
k=0

uik(tn)φik(x), x ∈ Vi (3.47)

needs to be converted from the simple system to the complex system. We wish to convert
un,i
h ∈ Sp,nx (Vi) to Ũn,i

h ∈ Sp,Nx (Vi).

The first step is to change the representation of the numerical solution un,i
h in the cell Vi

from a modal to a nodal form. We employ Gauss-Legendre nodes to do so. Next, the
values of the Maxwellian at the nodes are calculated. Finally, an interpolating polynomial
can be calculated using polynomial interpolation and represented in the desired form.

Algorithm 2 Converting the numerical solution from the simple to the complex system
1: procedure Ccs(un,i

h )
2: Calculate the values of the numerical solution

un,ki := un,i
h (xki ), k = 0, . . . , p (3.48)

at the Gauss-Legendre nodes x0
i < . . . < xpi on the cell Vi.

3: Calculate the Maxwellian of the nodal values, given by

Un,k
i := M(un,ki ), k = 0, . . . , p. (3.49)

4: Calculate an interpolating polynomial employing the calculated values of the
Maxwellian and express it in the desired form

Ũn,i

h (x) :=
p∑

k=0
Ũn,i

k (tn)φik(x), x ∈ Vi. (3.50)

5: return Ũn,i

h

6: end procedure
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Complex system to the simple system

Next, we describe the algorithm to convert the numerical solution from the complex to
the simple system. Let cell Vi be such that the numerical solution in the cell

Un,i
h (x) :=

p∑
k=0

Ui
k(tn)φik(x), x ∈ Vi. (3.51)

needs to be converted from the complex to the simple system. We wish to convert Ui
h ∈

Sp,Nx (Vi) to ũih ∈ Sp,nx (Vi). The numerical solution is converted into the desired form by
simply projecting it with the projection matrix P.

Algorithm 3 Converting the numerical solution from the complex to the simple system
1: procedure Csc(Un,i

h )
2: The numerical solution converted to the simple system will be given by

ũn,i
h (x) :=

p∑
k=0

PUi
k(tn)φik(x), x ∈ Vi (3.52)

3: return ũn,i
h

4: end procedure

3.3.5 Limiting
As previously discussed in Section 3.1.2, limiting is needed to suppress numerical oscilla-
tions near discontinuities for numerical solutions to hyperbolic conservation and balance
laws. We employ a limiter, where the limiting is performed on the characteristic variables.
We need to know the eigenvectors of the Jacobian of the flux to convert the balanced or
the conserved variables to the characteristic variables. The flux of the simple system is
a function of the Maxwellian of the conserved variables u. To obtain the Maxwellian
values, a system of non-linear equations needs to be solved. Hence, the eigenvectors for
the simple system will in general not be explicitly known as a function of the conserved
variables of the simple system. On the other hand, the eigenvectors of the Jacobian of
the flux for the complex system are explicitly known. Therefore, in the model adaptive
simulations, limiting for the cells in which the simple system is employed is carried out
by converting the numerical solution to the complex system, followed by limiting the con-
verted numerical solution and finally the limited numerical solution is converted back to
the simple system, i.e. for un,i

h in cell Vi such that Θn
i = 0 is limited by Ccs

(
L
(
Csc

(
un,i
h

)))
.

3.3.6 Coupling conditions
In the model adaptive numerical simulations, we employ models of different complexity
in different sub-domains, which gives rise to interfaces, which are inherently artificial.
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3.3 Mesh and model adaptive simulation

Consequently coupling conditions in the form of numerical fluxes at the interface need to
be specified.

Coupling of non-linear hyperbolic conservation and balance laws is a well studied area
of research. The coupling approach strongly depends on the problem at hand. In the
works [1], [2], coupling of two-phase flows between a homogeneous relaxation and a ho-
mogeneous equilibrium model is discussed. The flow is in physical equilibrium when the
homogeneous equilibrium model is employed and in non-equilibrium when the relaxation
model is employed. In [48] and [80], the authors studied coupling of hyperbolic prob-
lems with discontinuous fluxes with applications to acoustic flows. Another key area
with industrial and scientific applications is coupling of different physical systems, such
as coupling of the linear elastic equations with compressible fluid flow equations in fluid-
structure interaction problems [55] or compressible gas flows coupled with gas generators
in gas networks [88]. Coupling of systems of hyperbolic conservation and balance laws
pose non-trivial difficulties since the coupling methods need to be physically consistent
and should avoid creation of artefacts at the interface.

For the problem at hand, we propose a coupling and give a heuristic argument as to
why we expect the coupling to work reasonably well provided that the interface is placed
suitably.

Let cells Vi,Vi+1 at time tn be such that the complex system and the simple system is
used in cells Vi and Vi+1 respectively. Let the numerical solution in cells Vi,Vi+1 be Un,i

h

and un,i+1
h . The cell boundary at xi+1 is an interface since we employ different models

across the cell boundary at xi+1. We need to specify numerical fluxes Fi
h(tn) and gi+1

h (tn)
at xi+1 for cell Vi and Vi+1.

Let
U−i (tn) := lim

s→0+
Un,i
h (xi+1 − s), u+

i (tn) := lim
s→0+

un,i+1
h (xi+1 + s). (3.53)

be the trace values at the interface.

If the numerical solution in the cell Vi is away from the equilibrium manifold M, it
implies that U−i (tn) 6= M(PU−i (tn)). The larger the distance |U−i − M(PU−i )| is, i.e.
the further away the numerical solution in cell Vi is from the equilibrium manifold, the
higher the likelihood of producing artefacts at the interface. This can be reasoned both
mathematically and physically. From the viewpoint of physics, the further away the
numerical solution in cell Vi is from the equilibrium manifold, the higher the likelihood
for the dynamics in cell Vi to significantly differ from equilibrium dynamics. The non-
equilibrium dynamics will be disregarded if the numerical solution travels from cell Vi
to Vi+1. From the viewpoint of mathematics, if the numerical solution is away from
the equilibrium manifold, it will result in a jump discontinuity at the interface since we
employ the projection matrix and the Maxwellian in cell Vi+1. Both perspectives hint
that if the numerical solution is away from the equilibrium manifold or if the dynamics
in cell Vi differs to a large extent from the equilibrium dynamics, the coupling would lead
to artefacts.
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The objective of model adaptation is to employ the simple model instead of the complex
one to reduce the computational resources employed, but not at the expense of huge
modelling errors. Hence, the domain decomposition should be done in such a way that
it does not gives rise to artefacts. Greedily decomposing the domain would be counter-
productive to the objective of model adaptation.

Hence, when proposing the numerical fluxes at the interface we proceed under the as-
sumption that the domain decomposition is carried out such that it satisfies the following
criteria:

(i) The interfaces are at points in space such that the numerical solution in the cell
where the complex system is employed is close to the equilibrium manifold, i.e.(

1
∆xi

∫
Vi
H
(
Un,i
h (x)|M

(
PUn,i

h (x)
))

dx
)0.5

� 1. Note that, relative entropy is em-

ployed to quantify the distance to the equilibrium manifold in order to remain
consistent with the rest of mesh and model adaptation strategy.

(ii) We assume that the time evolution of the quantities in cell Vi and Vi+1 can be
adequately described by evolution on the equilibrium manifold.

The above two assumptions are equivalent to requiring that the modelling assumption
employed to derive the simple system is largely satisfied in cell Vi. In the case that the
above two criteria are satisfied, we expect the coupling to work reasonably well. But, if
not the case, then the expectation is that the coupling will give rise to artefacts.

Another desirable characteristic is for the numerical flux to be conservative. With this in
mind, we define a numerical flux below.
Definition 3.3.3. Let Fh(U,V) : RN × RN → RN be a conservative numerical flux for
the complex system. Let U−i (tn) and u+

i (tn) be the trace values as defined in (3.53) then
let

Fi
h(tn) := Fh

(
U−i ,M(u+

i )
)
, (3.54)

gi+1
h (tn) := PFh

(
U−i ,M(u+

i )
)
.

3.3.7 Mesh adaptation
We employ a multiresolution based Runge-Kutta Discontinuous Galerkin method devel-
oped by Müller et. al. for mesh and model adaptive simulations. The core idea is to
employ a hierarchy of nested meshes. Starting from a uniform mesh, the mesh is recur-
sively subdivided at the midpoints of the cells. This results in a hierarchy of meshes at
different resolution levels as shown in Figure 3.1. For the sake of illustration, let the order
of polynomials employed be p = 0. Then, the cell averages, i.e. the numerical solution
also referred to as single scale information, on some fine level l can be represented as cell
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averages, i.e. single scale information on the coarser level l− 1, plus an array of detail co-
efficients. This process can be recursively repeated. The decomposition of the numerical
solution into fine scale information and single scale information can be exploited to carry
out mesh adaptation by locally discarding the detail coefficients deemed insignificant and
adding more details where needed. This leads to an adaptive mesh as shown in Figure
3.2. The details about the multiresolution based RKDG method in one space dimension
can be found in [36], [37] and its extension to multiple space dimensions in [39].

Figure 3.1: Nested mesh hierarchy Figure 3.2: Mesh adaptation

Remark 3.3.4. The numerical simulations are carried out using the Multiwave library
developed for first-order non-linear hyperbolic PDE systems developed and maintained
by Siegfried Müller and Aleksey Sikstel [70].

3.3.8 Notation for mesh adaptation
In the mesh and model adaptive numerical simulations, the maximum level of refinement
is denoted by L and the number of cells on the coarsest mesh at level 0 by N0. In addition
to the notations introduced in Section 3.3.1, let Ln be an array containing the resolution
levels being employed in cells constituting the mesh Gn. Due to the dyadic refinement of
the meshes in the mesh hierarchy, the mesh width of cell Vi is given by

∆xni = b− a
N0

· 1
2Lni , ∀ i ∈ I

n. (3.55)

3.4 Model and mesh adaptation
Let the mesh employed at time tn be Gn and the models employed be in accordance with
the model indicator array Θn. Let the array of mesh widths and resolution levels be ∆xn
and Ln respectively. In the discussion that follows, the assumption is that Local Lax
Friedrichs flux is employed.

The objective of mesh and model adaptation is to reduce the computational resources
needed by mesh coarsening and/or model coarsening. The level of mesh and model refine-
ment to be employed in the next time step is locally determined for each space time cell
Vk × [tn−1, tn] for k ∈ In. To this end, we define error indicators in the next section. The
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error indicators will be defined based on the a posteriori error analysis conducted in the
previous chapter. To complement the information provided by the error indicators, we
also define mesh and model coarsening distances and finally propose a mesh and model
adaptation strategy.

3.4.1 Mesh and modelling error indicators
With the intent of defining the error indicators, let cells Vi and Vj be such that the complex
system is employed in cell Vi and the simple system in cell Vj. Let the numerical solution
and the reconstruction in the cells Vi and Vj be Un

i , Û
st,n
i and un

j , û
st,n
j respectively.

With the above quantities in hand, let

Dn,i
c := ∆xni ·

(
1

∆xni
· 1
tn+1 − tn

· 1
2

∫ tn+1

tn

∫
Vi
|DH

(
Ûst,n
i

)
· Ri

c|2 dx dτ
)0.5

(3.56)

be the so called discretization error indicator for the complex system, where the residual
Ri
c is the residual in cell Vi as defined in (2.47).

Analogously, let

Dn,j
s := ∆xnj ·

(
1

∆xnj
· 1
tn+1 − tn

· 1
2

∫ tn+1

tn

∫
Vj
|D η

(
ûst,nj

)
· Rj

δ|2 dx dτ
)0.5

(3.57)

be the discretization error indicator for the simple system where the residual Rj
δ is as

defined in (2.64).

Furthermore, for the simple system, we can define the modelling error indicator

Mn,i
s :=

(
1

∆xj
· 1
tn+1 − tn

· ε
ν

∫ tn+1

tn

∫
Vj
|D2 η(ûst,nj ) · Rj

ε|2 dx dτ
)0.5

, (3.58)

where the residual Rj
ε is as defined in (2.64).

The error indicators defined above are based on the error estimates derived in Theorem
2.5.12. In particular, Dn,i

s , Dn,i
s and Mn,i

s are the terms Dc, Ds and Ms that appear in the
pre-exponential factor scaled by the mesh width and time-step to account for the size
of the space-time cell Vi × [tn−1, tn]. The discretization error indicators are additionally
scaled by the mesh width.

Some notable characteristics and observations about the above defined error indicators
are as follows:

(i) Due to the sub-optimality of the reconstruction in the case of Local Lax Friedrichs
flux, as noted in Remarks 3.2.6 and 3.2.10, even if the solution is smooth, the residual
of the complex system behaves like Ri

c = O ((∆xni )
p) . Similarly, for the simple
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system; rjs = O
((

∆xnj
)p)

and numerical experiments show that Rj
δ = O

((
∆xnj

)p)
.

In contrast, in smooth regions, the error scales like O
((

∆xni/j
)p+1

)
. To account

for this sub-optimality, the discretization error indicators are additionally scaled
by the mesh width. Consequently, the discretization error indicators behave like
O
((

∆xni/j
)p+1

)
.

(ii) Near discontinuities ‖∂xÛst,n
i ‖L∞ and ‖∂xûst,nj ‖L∞ behave like O(∆x−1

i/j). As a result,
when ∆x → 0 the upper bound in (2.5.12) will not converge. This is due to the
fact in general the entropy solutions need not be unique if the solution is not Lips-
chitz continuous [26]. In the case of one space dimension and given that the initial
data and the characteristic fields satisfy some conditions, it can be shown that the
entropy solutions are unique, see [47]. Hence, the error indicators in general will
not be informative near discontinuities. On the other hand, the likelihood that the
simplifying assumption made to derive the simple system holds at discontinuities
will be slim. Consequently, by default, we have to employ the complex system at
discontinuities. Hence, although the error indicators are not informative at discon-
tinuities, this does not prove to be an obstacle to the objective of devising a model
adaptation strategy.

(iii) Recall the modelling assumption we make when deriving the simple system is that
the dynamics is the equilibrium dynamics. Hence, if the modelling assumption
holds, the time evolution takes place such that the numerical solution remains on
the equilibrium manifold. Hence, starting from the numerical solution on the equi-
librium manifold, no modelling error should be incurred, when the reaction speed is
infinitely fast, i.e. as ε→ 0 or if the convection is such that it does not push the nu-
merical solution away from the equilibrium manifold. Note that in the regions where
the solution is smooth, as ε→ 0, Mn,i

s → 0. Furthermore, it is clear that if convection
has no contribution to Ker (P), i.e. if Rε :=

(
I−DM(ûst,nj ) · P

)
·∂xF(M(ûst,nj )) = 0

then Mn,j
s = 0. We can conclude that the behaviour of the modelling error indicator

Mn,i
s is consistent with the physics of the problem.

(iv) Dn,j
s , Dn,i

c and Mn,j
s are indicators for the discretization and modelling errors incurred

in the space-time cell Vi× [tn−1, tn]. In the case that these indicators are large, they
point to the need for model and mesh refinement. Although these indicators inform
us about mesh and model refinement, they in themselves do not provide sufficient
information to allow mesh and model coarsening due to the following reasons:

a) When we coarsen the mesh, we loose some information. Hence, the mesh should
be coarsened, only if the amount of information lost is below some threshold.

b) With regards to model coarsening, we should model coarsen only if the numeri-
cal solution is sufficiently close to the equilibrium manifold and if the evolution
of the quantities can be adequately described by evolution on the equilibrium
manifold. If either of these two criteria are not satisfied, to the extent we
prescribe, then the model should not be coarsened.
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To address the points above, we define so called mesh coarsening distance for the
simple and the complex system and model coarsening distance and model coarsening
error indicator for the complex system.

3.4.2 Mesh and model coarsening distances
Since we employ the relative entropy framework to derive the error estimates, we also
employ the relative entropy when defining the coarsening distances.

Model coarsening distance

When the model is coarsened, the numerical solution is converted from the complex to
the simple system. Hence, model coarsening distance is defined as

κn,iε :=
( 1

∆xi
· 1
tn − tn−1

∫
Vi
H
(
Un,i
h |M(PUn,i

h )
)

dx
)0.5

. (3.59)

Note that each time we coarsen the model, the error incurred due to coarsening the model
adds up. To account for this, the integral of the relative entropy between the numerical
solution and the model coarsened numerical solution is scaled by the inverse of the time
step size. This ensures that the total error incurred in a model adaptive simulation is not
sensitive to the total number of time steps taken in a model adaptive simulation.

Mesh coarsening distance

Let cells Vi and Vi+1 be such that the complex system is employed in these cells. Let
the numerical solutions be Un,i

h ∈ Sp,Nx (Vi) and Un,i+1
h ∈ Sp,Nx (Vi+1) in cells Vi and Vi+1

respectively. Assuming that the mesh is to be coarsened, i.e. cells Vi and Vi+1 are to
be combined to give a coarser cell Ṽk = (xi, xi+2) and the coarsened numerical solution
Ũn,k
h ∈ Sp,Nx (Ṽk).

Then, the mesh coarsening distance is defined as

κn,kδ :=
(

1
∆xi
· 1
tn − tn−1 ·

∫
Vi
H
(
Un,i
h |Ũ

n,k
h

)
dx + 1

∆xi+1
· 1
tn − tn−1 ·

∫
Vi+1

H
(
Un,i+1
h |Ũn,k

h

)
dx
)0.5

.

(3.60)
Similar to model coarsening, each time we coarsen the mesh, errors due to coarsening
the mesh aggregate. To account for this, the integral of the relative entropy between the
numerical solution and the mesh coarsened numerical solution is scaled by the inverse of
the size of the time step.

Coarsening distance for the simple system can be analogously defined.

Let cells Vj and Vj+1 be such that the simple system is employed in these cells. Let
the numerical solutions be un,j

h ∈ Sp,nx (Vj) and un,j+1
h ∈ Sp,nx (Vj+1) in cells Vj and Vj+1
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respectively. The numerical solutions can be converted to the complex system employing
Algorithm 2 to give Un,j

c := Csc(un,j
h ) and Un,j+1

c := Csc(un,j+1
h ). Assuming the cells Vj

and Vj+1 are combined to give a coarse cell Ṽk = (xj, xj+2) and the coarsened numerical
solution Ũn,k

c ∈ Sp,Nx (Ṽk).

Then, the mesh coarsening distance is defined as

κn,kδ :=
(

1
∆xj

· 1
tn − tn−1 ·

∫
Vj
H
(
Un,j
c |Ũ

n,k
h

)
dx + 1

∆xj+1
· 1
tn − tn−1 ·

∫
Vj+1

H
(
Un,j+1
c |Ũn,k

h

)
dx
)0.5

.

(3.61)
Remark 3.4.1. The equivalent counterpart of (3.60) for the simple system would be cal-
culating the coarsening distance by evaluating the Maxwellian of the solutions un,j

h ,un,j+1
h

and a coarsened numerical solution ũn,k
c . The coarsening distance defined in (3.61) pro-

vides essentially the same information. Mesh coarsening distance for the simple system
is employed in the form as defined in (3.61) for the ease of implementation. The two
notions differ since coarsening the solution and computation of the Maxwellian does not
commute.

3.4.3 Modeling coarsening error indicator for the complex system
Let the system being employing in cell Vi be the complex system and the numerical
solution be Un,i

h ∈ Sp,Nx (Vi). Let ũn,i
c := Ccs

(
Un,i
h

)
be the numerical solution converted

from the complex to the simple system. Let ûst,nc,i : Vi × [tn−1, tn] → Rn be a space-time
Lipschitz continuous reconstruction of ũn,i

c .

Recall that the modelling error indicator Mn,i
s allows us quantify the extent to which the

simplifying assumption made to derive the simple system holds for cells in Ωn
s. When

switching from the complex to the simple system, it is appropriate that we perform the
same check. To this end, let

Ri
ε,c :=

(
I−DM

(
ûst,nc,i

)
· P
)
· ∂xF

(
M
(
ûst,nc,i

))
. (3.62)

Employing the residual defined above, let

Mn,i
c :=

(
1

∆xi
· 1
tn+1 − tn

· ε
ν

∫ tn+1

tn

∫
Vi
|D2 η(ûst,nc,i ) · Ri

ε,c|2 dx dτ
)0.5

, (3.63)

which we refer to as the model coarsening error indicator for the complex system.

We can observe that Mn,i
c is the the complex system counterpart of Mn,i

s . This helps us
determine the extent to which the simplifying modeling assumption would hold in the
case that we do decide to model coarsen. If the simplifying assumption does not hold to
the extent we prescribe, we continue employing the complex system.
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3.4.4 Mesh and model adaptation strategy
When devising the mesh and model adaptation strategy, we seek to balance the two
sources of errors; discretization and modeling. We take this approach in order to avoid
employing a mesh which is counterproductive to model adaptation and vice versa. For
example, employing a very fine mesh to compensate for employing the coarse model. To
this end, we propose a mesh and model adaptation strategy based on the defined error
indicators and coarsening distances.

The information available to us is in the form of error indicators and coarsening distances
for mesh and model adaptation. That being the case, a tolerance τr is set for the error
indicators and tolerance τκ for the coarsening distances. Two different tolerances are set
for the error indicators and the coarsening distances since they provide two different pieces
of information.

Mesh adaptation

The mesh adaptation strategy needs to account for the structure of the error estimates
and the nature of the solutions to hyperbolic conservation laws.

The mesh refinement level to be employed can be determined based on the behaviour of the
discretization error indicator upon mesh refinement and mesh coarsening. Additionally, if
the mesh is to be coarsened, we should do so only if the mesh coarsening distance is below
the prescribed tolerance τκ. Furthermore, since the behaviour of the discretization error
indicators will not behave exactly as discussed in Section 3.4.1, a factor of safety fδ > 0 is
employed when coarsening the mesh. Bearing this in mind, in the first step, Algorithm 4
is employed to determine the level of mesh refinement to be employed in each cell at the
end of every time step.

In the next step, the mesh refinement levels obtained from the mesh adaptation algo-
rithm are modified to account for the nature of the solutions to hyperbolic conservation
laws. Namely, we know that solutions to hyperbolic conservation laws can develop dis-
continuities in finite time. Hence, solutions to hyperbolic conservation laws may have
regions of high gradients, discontinuities and plateaus. In the regions of high gradients
and discontinuities, the solution will be smeared over a patch of cells. Moreover, the infor-
mation, including discontinuities, propagates with finite time and in a certain direction.
Consequently, discontinuities like shocks can travel in one time step from one cell to the
next.

To account for these characteristics, the mesh refinement levels computed employing Al-
gorithm 4 are modified as follows:

(i) Safety cells are appended to the left and the right of the patches of cells where the
highest level L is employed.

(ii) In the case where the mesh refinement level goes from the highest level L to the
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Algorithm 4 Spatial mesh adaptation
1: procedure (Ln,Ln+1, Dn,i

c/s, κ
n,i
δ )

2:

l =



L if Dn,i
c/s ≥ τr · 2L(p+1)

log
(

Dn,i
c/s

/τr

)
log(2p+1) if τr < log(Dn,i

c/s) < 2L(p+1) · τr

0 if Dn,i
c/s < τr

3: if l < Ln
i and κn,iδ < τκ and (2p+1 + fδ) · Dn,i

c/s < 2(Lni−1)(p+1) · τr then
4:

Ln+1
i = Ln

i − 1

5: else if l > Ln
i then

Ln+1
i = l

6: else
7:

Ln+1
i = Ln

i

8: end if
9: return Ln+1

10: end procedure

smallest level l = 0, the levels are graded, i.e. the mesh refinement levels are chosen
such that the mesh transitions step-wise from the highest to the smallest level.

(iii) When coarsening the mesh, in one time step, the mesh refinement level can only
drop by one, see step 4 in Algorithm 4.

(iv) In mesh and model adaptive simulations, when the mesh at coupling interfaces is
to be coarsened, i.e. when two fine cells are to be combined to give a coarser cell
and the fine cells are such that the simple system is employed in one cell and the
complex system in the other, then the mesh is coarsened and the complex system
is employed in the coarsened cell.

Remark 3.4.2. Recall that at discontinuities, the error indicators diverge as ∆x → 0.
As a result, the discretization error indicator will be of much larger magnitude than
the tolerance τr. Hence, automatically, the highest resolution level L is employed at
discontinuities. This is also necessary to ensure that the discontinuities are resolved well.

Model adaptation

Model adaptation is done employing the model error indicators and the model coarsening
distance. In the same vein as mesh adaptation, the model is coarsened only if the model
coarsening distance is less than τκ. Furthermore, when model coarsening, we employ Mn,i

c
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to ascertain if the simplifying assumption, in the case that we do model coarsen, holds to
the extent we prescribe. Bearing in mind, that the indicator Mn,i

c is the counterpart of Mn,i
s

for the complex system, switching from the complex to the simple system and back to the
complex system in a matter of a few time steps should be avoided. This can occur when
the modelling error indicators are close to the tolerance. To avoid switching frequently
between the two systems, a factor of safety 0 < fε < 1 is employed when comparing Mn,i

c

to the tolerance. Consequently, more caution is taken when switching from the complex
to the simple system.

The models to be employed then are determined using Algorithm 5.

Algorithm 5 Spatial model adaptation
1: procedure (Θn

i ,Θn+1
i , Mn,i

c/s, κ
n,i
ε )

2: if Θn
i = 1 and Mn,i

c < fε · τr and κn,iε < τκ then
3:

Θn+1 = 0

4: else if Θn
i = 0 and Mn,i

s > τr then
5:

Θn+1 = 1

6: else
7:

Θn+1 = Θn

8: end if
9: return Θn+1

10: end procedure

In the next step, the models to be employed are adjusted as follows:

(i) Safety cells are appended to the left and the right of the patch of cells where the
complex system is employed. Since shocks can travel from once cell to the next in
one time step, the presence of safety cells avoids a setting where shock impinges an
interface.

(ii) The patch of cells where simple system is employed cannot be a single cell. Such
a patch will not lead to a significant reduction in computational resources. Fur-
thermore, there is a high likelihood that in the cell where the simple system is
employed, that the complex system would be needed in the next few time steps
since the complex system needs to be employed in the surrounding cells. This could
cause frequent switching between the two systems, which justifies the prevention of
the use of the simple system in patches consisting of single cells.
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3.4 Model and mesh adaptation

Remark 3.4.3. In Section 3.3.6, we proposed a numerical flux to be employed at in-
terfaces. The numerical flux is expected to work well as long as the numerical solution
is sufficiently close to the equilibrium manifold and the dynamics is close to equilibrium
dynamics in the cells at the interfaces where the complex system is employed. The model
adaptation strategy precisely evaluates if these criteria are satisfied. Hence, the strategy
is expected to avert placement of interfaces at points in computational domain which
would lead to the creation of artefacts.
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Chapter 4

Chemically reacting flows

A practically relevant example which fits into the framework discussed in Chapter 2 is
that of chemically reacting flows. In this chapter, the modeling of chemically reacting
flows is discussed.

Outline

The outline of the chapter is as follows

Section 4.1: Multi-component Euler equations can be employed to describe chemically
reacting flows. In this section, the governing equations and the equation of state are
specified for the case of ideal mixtures.

Section 4.2: Along with the equation of state, the reaction rates need to be specified
to complete the description of chemically reacting fluid mixtures. In this section, the
reaction rates employing mass action kinetics are defined.

Section 4.3: Since the modeling of chemically reacting flows employing continuum me-
chanics is grounded in thermodynamics, the system is equipped with an entropic structure.
The entropic structure is discussed in this section.

Section 4.4: We apply the mesh and model adaptation strategy to chemically reacting
flows. A model hierarchy is defined and the compliance of the model hierarchy with the
abstract framework discussed in Chapter 2 is assessed.

4.1 Constitutive relations
Consider a multi-component fluid mixture with miscible (chemical) constituentsA1, A2, . . . , ANc .
The constituents undergo Nr chemical reactions leading to consumption of the reactants
and creation of products which can be formally expressed as

Nc∑
i=1

αjiAi −−⇀↽−−
Nc∑
i=1

βjiAi , j = 1, . . . ,Nr
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Chapter 4 Chemically reacting flows

where αji , β
j
i ≥ 0 are the stoichiometric coefficients of the reactions.

The time evolution of chemically reacting flows can be modeled by continuum physics
with different levels of complexity [10], namely Class-I, Class-II and Class-III models. The
primitive variables of the Class-I models are partial mass densities of the constituents
ρi, i = 1, . . . ,Nc, the barycentric velocity v and the temperature T of the mixture, while
that of the Class-II and Class-III models are partial densities, partial velocities, temper-
ature and partial densities, partial velocities and partial temperatures respectively. The
type of model to be employed depends on the application, for example modeling of plasma
requires the use of Class-III model. We restrict ourselves to chemically reacting flows that
can be described by Class-I model.

Assuming that the fluid mixture occupies a space Ω ⊂ R, balance laws can be derived
from continuum physics to describe the time evolution of the partial mass densities ρi,
the total momentum ρv and total energy ρE of the fluid mixture, where the total mass
density is ρ =

Nc∑
i=1

ρi and v is the barycentric velocity. The derived governing equations
based on the universal principles of conservation of total mass, total momentum and
total energy give rise to an unclosed system of equations. The governing equations need
to be supplemented by closure relations by providing information about the equation of
state and the chemical reaction rates. The constitutive relations are derived based on the
principles of continuum thermodynamics to ensure balance of entropy ensuring compliance
with the second law of thermodynamics.

In this section, the governing equations and the constitutive relations for inviscid chem-
ically reacting flows employing a Class-I model of non-equilibrium thermodynamics is
discussed. We only provide a general outline and description of the governing equations
and the constitutive modeling. For details of the systematic derivation of the closure
relations based on thermodynamics principles for Class-I and Class-II models for viscous
and inviscid fluid flows, we refer to the work of Bothe and Dreyer [10] and the text book
[45]. For analysis on the closed system of equations refer to [52] and [74] and the text
books [27] and [72] for the principles of thermodynamics.

The equations describing the local balance of partial mass densities ρi for i = 1, . . . ,Nc,
total momentum ρv and total energy ρE in multi-component reactive flows are as follows

∂tρi + ∂x(ρiv) = Mi

Nr∑
j=1

νjiRj, (4.1)

∂t(ρv) + ∂x
(
ρv2 + p

)
= 0, (4.2)

∂t(ρE) + ∂x ((p+ ρE) v) = 0, (4.3)

where νji = βji − αji , Mi is the molecular mass of constituent Ai and p is the total
pressure of the fluid mixture. Since the chemical reactions are reversible, the source term
which determines the consumption and production of the constituents is determined by
Rj := Rf

j −Rb
j, where R

f
j is the forward reaction rate and Rb

j the backward reaction rate.
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4.1 Constitutive relations

In order to ensure conservation of total mass, the stoichiometric coefficients are such that

Nc∑
i=1

Miν
j
i = 0 for j = 1, . . . ,Nr. (4.4)

leading to conservation of total mass

∂tρ+ ∂x(ρv) = 0. (4.5)

The total energy of the fluid mixture ρE can be written as the sum of total internal energy
and kinetic energy

ρE = ρe+ ρk, k := 1
2v

2, (4.6)

where k is the kinetic energy density. The pressure p and the total internal energy ρe
can be written as the sum of partial pressures pi and partial internal energies ρei of the
constituents, i.e.

p =
Nc∑
i=1

pi, ρe =
Nc∑
i=1

ρiei. (4.7)

The closure employed needs to be consistent with two standard principles: the principle
of material frame indifference, i.e. the constitutive functions remain invariant under
change of reference and the entropy principle, i.e. compliance with the second law of
thermodynamics. Under these constitutive principles an entropy is defined, where the
dependence is restricted according to

ρs = ρs̃ (ρe, ρ1, . . . , ρNc) , (4.8)

where ρs̃ is a strictly concave function. The concavity postulate characterises the condition
that the free energy of the system has to always decrease and reach its minimum at
equilibrium [10].

From the above defined entropy, the temperature T and the chemical potential µi for
constituent Ai is defined as

1
T

:= ∂ρs̃

∂ρe
, − µi

T
:= ∂ρs̃

∂ρi
. (4.9)

In general, the principle of material frame indifference and the entropy principle are not
sufficient to close the system of equations. Additionally, constitutive functions for partial
internal energies and partial pressures are needed.

In the special case of simple mixtures, the dependence of the partial internal energy and
pressure is restricted, allowing it to be calculated from the Helmholtz free energy [10],[74].
Definition 4.1.1. A mixture of fluids with Nc constituents is called a simple mixture if
the dependence of the partial internal energy densities and partial pressures is of the form

ei = ẽi (T, ρi) , pi = p̃i (T, ρi) . (4.10)
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Chapter 4 Chemically reacting flows

For Class-I models, the Helmoholtz free energy ψ = ψ̃ (T, ρ1, . . . , ρNc) needs to be known.
The partial quantities can be subsequently calculated from the ψ̃ with the help of the
relations

ei = −T 2 ∂

∂T

(
ψ̃

T

)
, si = − 1

ρi

∂ρiψ̃i
∂T

, (4.11)

µi = ∂ρiψ̃i
∂ρi

, pi = −ρiψ̃i + ρiµi. (4.12)

In the case of simple mixture of ideal gases, the Helmholtz free energy is given by

ψ̃i := e0,i + zi
R

Mi

(
T − TR

)
− T ·

(
sRi + zi

R

Mi

ln
(
T

TR

)
− R

Mi

ln
(
ρi
ρRi

))
, (4.13)

where zi = 3
2 ,

5
2 or 3 for mono-atomic, diatomic and poly-atomic constituents respectively,

sRi , e
R
0,i are the reference specific internal energies and entropies at reference states TR, ρRi

for the constituents and R is the universal gas constant, cf. [10] [27]. The reference values
can be found in handbooks of chemistry and physics [16] and [63].

Let
xi = ci

c
where ci = ρi

Mi

, c =
Nc∑
k=1

ck (4.14)

be the molar concentration of species Ai, for i = 1, . . . ,Nc.

Then, from (4.13) we have
ei = e0,i + cv,i

(
T − TR

)
, (4.15)

where
cv,i := ∂ei

∂T
= zi

R

Mi

, cp,i := cv,i +R (4.16)

is the specific heat at constant volume and constant pressure respectively.

The partial entropy density is given by

si = sRi + cv,i ln
(
T

TR

)
− R

Mi

ln
(
ρi
ρRi

)
(4.17)

and the chemical potential of each constituent is given by

µi = gi(T, p) + RT
Mi

ln(xi) , where (4.18)

gi(T, p) = e0,i − TsRi + cv,i
(
T − TR

)
− cp,i ln

(
Mi

RTRρRi
p
)

(4.19)

is the Gibbs free energy.

Finally, the partial pressure is given by

pi = R

Mi

ρiT. (4.20)
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4.2 Chemical reaction kinetics

and the entropy of the fluid mixture can be calculated from the partial specific entropy
densities by ρs = ∑Nc

i=1 ρisi.

Remark 4.1.2. The mixtures which can be described by the closure discussed above are
referred to as ideal mixtures. We can observe that with the closure specified above, the
total pressure of the system is given by

p = RT
Nc∑
i=1

ρi
Mi

(4.21)

which is the well-known ideal gas law [27].

4.2 Chemical reaction kinetics
Closure for the mass production, i.e. the forward and backward reaction rates Rf

j and
Rb
j needs to be provided. This is done by specifying a relation between the forward and

the backward reaction rates and modelling the reaction rates by employing so called mass
action kinetics.

To this end, let

Aj :=
Nc∑
i=1

νjiMiµi, (4.22)

be the so called chemical affinity of the fluid mixture for reaction j. Based on kinetic
theory, [45], the forward and backwards reaction rate is closed by employing the following
non-linear relation

ln

Rf
j

Rb
j

 = −γj
Aj
RT

. (4.23)

The factor γj is often chosen to be one, but is non-negative and may depend on the
variables of the system of equations [30],[32]. The relation (4.23) can be viewed as a
compatibility condition between chemistry and thermodynamics. Namely, in Section 4.3.1
we show that the closure leads to non-negative entropy production.

The reaction rates, employing mass action kinetics, are modeled by

Rf
j = kfj

Nc∏
i=1

x
αji
i , R

b = kbj

Nc∏
i=1

x
βji
i , (4.24)

where kfj > 0 and kbj > 0 are the forward and backward reaction rate constants. The
reaction rate constants depend on temperature and pressure. The reaction rates modeled
by mass action kinetics are applicable for elementary reactions, where the constituents
react in one single step to give products and the characteristic times of the chemical
reactions are larger than the mean free time of the molecules [45].

We can note that either the backward or forwards reaction rate constant needs to be
specified. The other reaction rate constant can then be determined from (4.23) and
(4.18).
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Chapter 4 Chemically reacting flows

For the chemical reactions, equilibrium rate constant is defined as

keq
j =

kfj
kbj

= exp
(
− 1
RT

Nc∑
i=1

νjiMigi

)
(4.25)

The modeling of the forward reaction rate is application dependent, but in most cases
strongly depends on temperature. Some examples of the modeling of the reactions rates
applied to electro-chemistry, hypersonic air flows and combustion can be found in [32],
[46], [78] and [96].

4.3 Entropy Structure
4.3.1 Entropy balance law
Next, we derive the entropy balance law and show that the entropy production due to the
chemical reactions is always non-negative. To this end, first we derive some identities for
balance of internal energy and conservation of total mass and momentum.

To derive the identities, we make use of the material derivative defined below.
Definition 4.3.1. For a macroscopic thermodynamic quantity y : R × R+ → R which
depends on time and space the material derivative is defined by

Dt y := ∂ty + v · ∂xy (4.26)

where v is the velocity.

From the balance of the partial specific densities (4.1), conservation of total momentum
(4.2) and total energy (4.5) we have

Dt ρi = −ρi∂xv +Mi

Nr∑
j=1

νjiRj, (4.27)

Dt ρ = −ρ∂xv, (4.28)
and

Dt ρv = −ρv∂xv − ∂xp. (4.29)
Expanding the total energy as sum of internal and kinetic energy in (4.3) we get

Dt ρe = −∂t
(1

2ρv
2
)
− ∂x

(1
2ρv

2 · v
)
− (ρe+ p) ∂xv − v∂xp. (4.30)

Note that for fluid mixtures that can be described by a Class-I model, [10], [27], the Gibbs-
Duhem equation relates the chemical potential to the entropy and the system variables
as follows

p+ ρe = ρs · T +
Nc∑
i=1

µiρi. (4.31)

60



4.3 Entropy Structure

Employing (4.31), (4.27) and (4.28) in (4.30) gives

Dt ρe = −ρsT · ∂xv −
Nc∑
i=1

µiρi∂xv. (4.32)

Next, we derive a balance law for the entropy.

Differentiating (4.8) with respect to time gives
∂ρs

∂t
= ∂ρs̃

∂ρe
· ∂ρe
∂t

+
Nc∑
i=1

∂ρs̃

∂ρi
· ∂ρi
∂t
, (4.33)

which, employing (4.9), simplifies to
∂ρs

∂t
= 1
T

∂ρe

∂t
−
Nc∑
i=1

µi
T
· ∂ρi
∂t
. (4.34)

Analogously, differentiating entropy with respect to the space variable, we have
∂ρs

∂x
= 1
T

∂ρe

∂x
−
Nc∑
i=1

µi
T
· ∂ρi
∂x

. (4.35)

Employing the transport equations for internal energy (4.34) and partial specific densities
(4.35) gives

∂tρs+ ∂x(ρs · v) = ∂tρs+ v · ∂x(ρs) + ρs · ∂xv

= 1
T
·Dt ρe−

Nc∑
i=1

(
µi
T
·Dt ρi

)
+ ρs · ∂xv. (4.36)

which simplifies to

∂tρs+ ∂x(ρs · v) = − 1
T

Nr∑
i=1

(
Rf
j −Rb

j

)
· Aj, (4.37)

where we have employed (4.32) and (4.27).
Remark 4.3.2. The entropy production due to chemical reactions is

ζ = − 1
T

Nr∑
i=1

(
Rf
j −Rb

j

)
· Aj (4.38)

which from (4.22) and (4.23) can be expressed as

ζ = R
Nr∑
i=1

1
γj

(
Rf
j −Rb

j

)
·
(
ln
(
Rf
j

)
− ln

(
Rb
j

))
. (4.39)

Since logarithm is a monotonously increasing function, we can infer that ζ ≥ 0. Conse-
quently, the closures we employ are compliant with the second law of thermodynamics.

The fluid mixture is said to be in chemical equilibrium, if the reaction terms in the
balance equations for densities in (4.1) vanish and the entropy production ζ vanishes. We
can observe that the entropy production is zero if and only if all of the chemical reactions
are individually in equilibrium, where the forward reaction rate equals the backward
reaction rate. This is an instance of the principle of detailed balance [10], also referred to
as the Wegscheider’s condition in chemical kinetics.
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4.3.2 Convexity of entropy
Let

U :=
[
ρ1 . . . ρNc ρv ρE

]T
,F :=

[
ρ1v . . . ρNcv ρv2 + p

(
ρe+ 1

2ρv
2 + p

)
v
]T
.

(4.40)
In order to derive the constitutive relations, strict concavity of the entropy was assumed
in (4.8) with respect to the internal energy and partial densities. Let H := −ρs, then, we
show that ρs is strictly concave with respect to U by showing that the Hessian of H(U)
is a symmetric positive definite matrix. This approach was employed by Tadmor et. al.
to show strict convexity for multi-component Euler equations in [51].
Remark 4.3.3. Note that H and Q are referred to as the mathematical entropy and
mathematical entropy flux and ρs and ρsv as the physical entropy and physical entropy
flux.

The Hessian of H can be expressed as

H := ∂2H

∂U2 = ∂v
∂U

= ∂v
∂Z

(
∂U
∂Z

)−1

. (4.41)

where
v := (DH)T , Z =

[
ρ1 . . . ρNc v T

]T
(4.42)

are the so called entropy and primitive variables [45].

The Gibbs-Duhem equation can be expressed in the form [51]

T dH = − d ρe+
Nc∑
i=1

µi d ρi (4.43)

and from the definition of internal energy (4.7) we have

d ρe =
Nc∑
i=1

ei d ρi + ρcv dT. (4.44)

Employing (4.43) and (4.44) leads to

dH = 1
T

(Nc∑
i=1

(µi − ei) d ρi − ρcv dT
)
. (4.45)

Hence, the Jacobian of H with respect to the primitive variables is given by

DZ H = 1
T

[
µ1 − e1 . . . µNc − eNc 0 −ρcv

]
(4.46)

and the Jacobian of the mapping from U to the primitive variables and its inverse, [15],
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is given by

∂U
∂Z

=



1 0 0 0
. . . ... ...

0 1 0 0
v . . . v ρ 0

e1 + k . . . eNc + k ρv ρcv

 , (4.47)

(
∂U
∂Z

)−1

=



1 0 0 0
. . . ... ...

0 1 0 0
−v
ρ

. . . −v
ρ

1
ρ

0
k−e1
ρcv

. . . k−eNc
ρcv

− v
ρcv

1
ρcv

 , (4.48)

where k is the kinetic energy as defined in (4.6).

From (4.47) and (4.46) we have

v = 1
T

[
µ1 − k . . . µNc − k v −1

]T
. (4.49)

Furthermore, the Jacobian of the entropy variables with respect to the primitive variables
is given by

∂v
∂Z

=



R
ρiMi

0 − v
T

k−e1
T 2

. . . ... ...
0 R

ρNcMNc
− v
T

k−eNc
T 2

0 . . . 0 1
T

− v
T 2

0 . . . 0 0 1
T 2

 . (4.50)

Employing (4.50) and (4.47) in (4.41) leads to

H = 1
ρcvT 2



−v(k − (e1 − cvT )) −(e1 − k)
ξij

... ...
−v(k − (eNc − cvT )) −(eNc − k)

−v(k − (e1 − cvT )) . . . −v(k − (eNc − cvT )) v2 + cvT −v
−(ei − k) . . . −(eNc − k) −v 1


(4.51)

where for 1 ≤ i, j ≤ Nc

ξij = ρcvT
2
(
δij
ρi

+ v2cvT

)
+ (ei − k)(ej − k). (4.52)

The positive definiteness of the Hessian can be shown by multiplying the matrix from the
left and right by the Jacobian of the basic variables with respect to the primitive variables

63



Chapter 4 Chemically reacting flows

leading to

G =
(
∂U
∂Z

)T
H
(
∂U
∂Z

)
=
(
∂U
∂Z

)T
∂v
∂Z

(4.53)

=



R
ρ1M1

0 0 0
. . . ... ...

0 R
ρNcMNc

0 0
0 . . . 0 ρ

T
0

0 . . . 0 0 ρcv
T 2 .

 (4.54)

Note that, since for i = 1, . . .Nc the partial densities satisfy ρi > 0 and T, ρcv > 0, the
matrix G is positive definite and consequently due to the congruence relation the Hessian
H is also positive definite.

4.4 Abstract framework
In this section, we cast the governing equations for chemically reacting flows in the abstract
form discussed in Section 2.2 in Chapter 2.

4.4.1 Complex system
The system of equations formed by employing equations (4.1)-(4.3) and employing the
closure discussed in Section 4.2 is assigned to be the complex system. This results in a
system of size N = Nc + 2 and the vector of variables and the fluxes are as defined in
(4.40). Furthermore, the source term is given by

1
ε

R(U) :=
[
M1

Nr∑
j=1

νj1Rj . . . MNc
Nr∑
j=1

νjNcRj 0 0
]T

(4.55)

Qualitatively, when employing the complex system, we model the ideal mixture by track-
ing the time evolution of the constituents Nc, total momentum and total energy of the
chemically reacting fluid mixture.
Remark 4.4.1. Note that for j = 1, . . . ,Nr, the reaction term Rj can be expressed as

Rj = kfj

Nc∏
i=1

x
αji
i − kbj

Nc∏
i=1

x
βji
i (4.56)

= kfj

(Nc∏
i=1

x
αji
i −

1
keqj

Nc∏
i=1

x
βji
i

)
. (4.57)

The forward reaction rate is generally assumed to be of the form kfj := CjT
−ζj exp

(
−Ej

T

)
,

where ζj, Cj, Ej ≥ 0 are constants and the keqj can be calculated from (4.25).
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The forward reaction rate constant can then be expressed as

kfj :=
(
CjT

−ζj
r exp

(−Ej
Tr

))
·
((

T

Tr

)−ζj
· exp

(−Tr
T

))
, (4.58)

where Tr is the reference temperature.

Let
k̃fj := CjT

−ζj
r exp

(−Ej
Tr

)
(4.59)

be the the scaled forward reaction rate constant for reactions Rj. The scaled forward
reaction rate constants characterise the speed of the individual reactions. The reference
temperature Tr is introduced to account for the strong dependence of the speed of the
reactions on the temperature of the fluid mixture.

For chemically reacting flows with multiple reactions, let

ε := max
j=1,...,Nr

 1
k̃fj

 . (4.60)

The maximum value is chosen since it corresponds to the slowest reaction speed, for which,
we need to be most cautious when switching to the simple system.

4.4.2 Simple system
The governing equations can be simplified by assuming that the fluid mixture is in chem-
ical equilibrium. We need to define the vector of conserved variables u ∈ Rn and the
Maxwellian for which the relation

PM(u) = u (4.61)
should hold. To this end, we exploit some physical principles and their implications. First,
we discuss ways to enforce chemical equilibrium and conservation of mass, followed by
providing definitions of the simple system. The definition of the simple system depends
on the number of reactions, the number of constituents and the number of non-catalyst
constituents that make up the fluid mixture. In the rest of the section, we assume that
there is not reaction which is independent. By independent reaction, we mean a reaction
such that the reactants and the products involved in that particular reaction do not appear
in any of the other reactions. Furthermore, note that in the cases we discuss, the way to
define the simple system may not be unique, but we present one way to do so.
Remark 4.4.2. Chemical compounds that precipitate chemical reaction but do not in
themselves undergo chemical transformation through those reactions are called catalysts.
Formally, if constituent Ai is such that

νji = 0, for j = 0, . . . ,Nr (4.62)
holds, then it is referred to as a catalyst. We denote the number of non-catalyst con-
stituents in the fluid mixture by Ncr. Note that (4.62) implies Mi

Nr∑
j=1

νjiRj = 0, i.e.
catalysts are always conserved, irrespective of the fluid being in chemical equilibrium.
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Chemical equilibrium

There are two approaches by which chemical equilibrium can be imposed. For all of the
cases for which we explain how to define the simple system, one of the two approaches
needs to be employed in order to ensure that the number of equations match the number
of variables when computing the Maxwellian.

The fluid mixture is in chemical equilibrium when the reaction terms of the complex
system vanish. Then, assuming Ncr = Nc, chemical equilibrium is characterised by

Mi

Nr∑
j=1

νjiRj = 0, for i = 1, . . . ,Nc − 1, (4.63)

which forms a system of non-linear equations of size Nc − 1.
Remark 4.4.3. Since (4.4) holds for stoichiometric coefficients in the reaction terms,
(4.63) implies MNc

Nr∑
j=1

νjNcRj = 0. Hence, the choice of constituents for which (4.63) is
enforced is arbitrary.

A more stringent notion of equilibrium is the principle of detailed balance, which states
that for the fluid mixture to be in chemical equilibrium, each of the reactions, individually,
needs to be in chemical equilibrium, i.e.

Rj = 0 for j = 1, . . . ,Nr. (4.64)

The system of non-linear equations formed by (4.64) is of size Nr.

Conservation of constituent elements

The principle of conservation of mass implies that the total mass of individual elements
that comprise the constituents and the total mass of the fluid mixture has to be conserved.

Assuming that the chemical constituents are made up of chemical elements a1, . . . , aNe ,
for i = 1, . . . ,Nc, the constituent Ai, can be represented as a1

ξ1
i
a2
ξ2
i
. . . aNe

ξNei
, employing the

standard nomenclature of chemistry [67], [68]. For example let constituent A1 be water,
then A1 := H2O and a1 := H and a2 := O and ξ1

1 = 2, ξ2
1 = 1. In this case, conservation

of mass implies that the mass of atomic oxygen (O) and atomic hydrogen (H) will be
conserved, irrespective of the fluid mixture being in chemical equilibrium or not.

This notion can be formalized by requiring
Nc∑
i=1

αji ξ
k
i =

Nc∑
i=1

βji ξ
k
i , for j = 1, . . . ,Nr and k = 1, . . . ,Ne. (4.65)

Definition of the simple system

The definition of the simple system can be split into two cases, where conservation of
mass and chemical equilibrium is enforced in different forms.
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Case I : Nr ≥ Nc

If the number of reactions is greater than or equal to the number of constituents, then
the definition of the simple system is split into two cases:

• Case Ia: Ncr = Nc

• Case Ib: Ncr < Nc

For both of these cases, chemical equilibrium is imposed in the form (4.63).

Case Ia: Ncr = Nc

The projection matrix P ∈ Rn×N , where n = 3, N = Nc + 2, is defined as

P :=

1 . . . 1 0 0
0 . . . 0 1 0
0 . . . 0 0 1

 . (4.66)

In this case, the governing equations of the simple system consists of conservation laws for
the total mass, momentum and total energy of the fluid mixture. Since the total mass (ρ),
the momentum (ρv) and the total energy (ρE) of the fluid mixture is conserved, evidently
PR(U).

The conversion of a vector of variables u ∈ Rn of the simple system to a vector of variables
of the complex system U ∈ RN can be done by employing (4.61) and (4.63), giving rise
to a system of equations of size Nc + 2.

Case Ib: Ncr < Nc

If the number of catalysts in the fluid mixture is non-zero, then the definition of the simple
system is slightly modified, where along with the conservation of total mass, momentum
and energy of the fluid mixture, we need to solve for the conservation of the catalysts.
As an example let constituents A1 and ANc be catalysts, then the projection matrix
P ∈ R5×Nc+2 is defined as

P :=


1 . . . 1 0 0
1 0 . . . 0 0 0 0
0 0 . . . 0 1 0 0
0 0 . . . 0 0 1 0
0 . . . 0 0 1

 . (4.67)

In this case, we can also define the projection matrix as

P :=


0 1 . . . 1 0 0 0
1 0 . . . 0 0 0 0
0 0 . . . 0 1 0 0
0 0 . . . 0 0 1 0
0 . . . 0 0 1

 , (4.68)
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If the projection matrix as defined in (4.68) is employed, then the governing equations
of the simple system consist of conservation of total mass of non-catalysts, total mass of
catalysts, momentum and total energy of the fluid mixture.

Case II : Nr < Nc

Recall that Ne denotes the total number of elements that make up the constituents in the
fluid mixture. Then, if the number of reactions is less than the number of constituents,
the definition of the simple system can be further split into three cases:

• Case IIa: Ne = Nc −Nr

• Case IIb: Ne > Nc −Nr

• Case IIc: Ne < Nc −Nr

For the cases listed above, chemical equilibrium is imposed in the form (4.64).

Case IIa: Ne = Nc −Nr

Let Ne = Nc −Nr, then the projection matrix is defined as

P :=



ξ1
1m1
M1

. . .
ξ1
Ncm1

MNc
0 0

... ... ... ...
ξNe1 mNe
M1

. . .
ξNeNcmNe
MNc

0 0
0 . . . 0 1 0
0 . . . 0 0 1


, (4.69)

where mi, . . . ,mNe are the atomic masses of the elements a1, . . . , aNe . In this case, when
employing the simple system, we model the ideal mixture by assuming the fluid to be
in chemical equilibrium and tracking the time evolution of the densities of the chemical
elements that make up the chemical constituents, the total momentum and the total
energy of the fluid mixture.

Note that, the relation (4.61) along with (4.64) leads to a system of non-linear equations
of size Nc + 2, providing a complete system of equations to convert the variables of the
simple system to the complex system.

Next, we show that PR(U) = 0.
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From (4.69) and (4.55) we have

P
(1
ε

R(U)
)

=
[
Nc∑
i=1

m1ξ
1
i

Nr∑
j=1

(
βji − α

j
i

)
Rj . . .

Nc∑
i=1

mNeξ
Ne
i

Nr∑
j=1

(
βji − α

j
i

)
Rj 0 0

]T
(4.70)

=
[
m1

Nr∑
j=1

Rj

Nc∑
i=1

ξ1
i

(
βji − α

j
i

)
. . . mNe

Nr∑
j=1

Rj

Nc∑
i=1

ξNei
(
βji − α

j
i

)
0 0

]T
(4.71)

= 0,

where the first Ne entries of the vector vanish due to (4.65). Qualitatively, we employed
the fact that mass of the Ne elements that constitute the reactants and the products,
total energy and the momentum of the fluid mixture has to be conserved to show that
the source term lies in the null space of the projection matrix.

Case IIb: Ne > Nc −Nr

Let Nd = Nc −Nr then the projection matrix is defined as

P :=



ξ1
1m1
M1

. . .
ξ1
Ncm1

MNc
0 0

... ... ... ...
ξ
Nd−1
1 mNd−1

M1
. . .

ξ
Nd−1
Nc mNd−1

MNc
0 0

1 . . . 1 0 0
0 . . . 0 1 0
0 . . . 0 0 1


. (4.72)

In this case, the simple system involves tracking the time evolution of the densities of
Nd− 1 elements, the total mass of the fluid mixture, the momentum and the total energy
of the fluid mixture. The choice of elements is arbitrary since we assume that there is
no reaction which is independent and the time evolution of the rest of the constituents is
accounted in the conservation of the total density, ρ, of the fluid mixture.

In this case, relation (4.61) provides a nonlinear system of equations of size Nc −Nr + 2
which along with (4.64) results in a non-linear system of equations of size Nc + 2. Since
the mass of all the elements that make up the chemical constituents and the total mass
of the fluid mixture ρ is conserved, it implies PR(U) = 0.

Case IIc: Ne < Nc −Nr

A generic defintion of the simple system cannot be provided in this case. In addition to
mass of the elements that make up the constituents, momentum and total energy of the
fluid mixture, i.e as done in Case IIa, the vector of variables needs to be further expanded
by Nc−Ne−Nr number of conserved variables. As a result, (4.61) and (4.64) will provide
Nc + 2 number of equations. The additional variables needs to be defined on a case by
case basis by looking at chemical species that is conserved irrespective of the fluid mixture
being in equilibrium or not.
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Remark 4.4.4. The projection matrices defined above are constant and have to be de-
termined once in accordance with the chemical reactions that take place and the chemical
constituents and chemical elements involved. Condition (2.2) on the rank of the projec-
tion matrix (2.2) and the non-degeneracy conditions (2.4) can be checked on a case by
case basis. In general, the likelihood of the projection matrix being rank deficient are slim
due to the varied nature of the chemical constituents present in chemically reacting fluid
mixtures.

4.4.3 Entropy structure
Recalling that we assumed the existence of a strictly convex entropy H(U) and entropy
flux Q(U) in Chapter 2 such that

−DH(U) ·R(U) ≥ 0, DH(U) ·D F(U) = DQ(U). (4.73)

We showed that the physical entropy ρs is strictly concave with respect to U and the
entropy production ξ is always non-negative in Section 4.3. Furthermore as a consequence
of the balance law (4.3.1) it can be shown that, see [45] and [73],

D (ρs) ·D F(U) = D (ρsv) . (4.74)

Hence H := −ρs and Q := −ρsv form compatible entropy and entropy flux functions
in the sense as defined in Section 2.2.1, hence providing the desired entropy structure
discussed in Chapter 2. The pair (H,Q) is referred to as the mathematical entropy and
mathematical entropy flux and (ρs, ρsv) as the physical entropy and physical entropy flux.
Remark 4.4.5. All that remains is to determine the constant ν in the condition (2.39).
Since it is not possible to provide an analytical expression for ν, we calculate it numerically
on a case by case basis by looking at the set of states the numerical solution takes values
in.
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Numerical Results

Outline

The outline of the chapter is as follows

Section 5.1: In this section, the numerical setup and the test case of chemically reacting
flows with which we demonstrate and test the proposed mesh and model adaptation
strategy is described.

Section 5.2: In this section, the numerical tests conducted to test the proposed coupling
method are presented and their results are discussed. The behaviour of rarefactions,
contact discontinuities and shocks as they impinge on a coupling interface is studied. To
this end, we consider the case of a shock tube.

Section 5.3: In this section, the numerical tests conducted to test the model adaptation
strategy are presented. We consider the case of a shock tube and an advecting reaction
front.

Section 5.4: In this section, the numerical tests conducted to test the mesh adaptation
strategy are presented. We consider the case of a shock tube.

Section 5.5: In this section, we discuss the results of simultaneous mesh and model adap-
tation simulations for the case of a shock tube.

5.1 Setup
5.1.1 Chemically reacting flows
We conduct the numerical experiments for the simple case of dissociation of oxygen, where
the molecular oxygen dissociates into atomic oxygen with nitrogen acting as a catalyst:

O2 +N2 −−⇀↽−− 2O +N2 .

The number of reactions, the number of constituents, the number of (non catalyst) re-
acting constituents and the number of elements is given by Nr = 1,Nc = 3,Ncr = 3 and
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Ne = 2 respectively. Note that the problem at hand falls under the Case IIa defined in
Section 4.4.2, with N = 5, n = 4.

The vector of variables of the complex system is given by U :=
[
ρO2 ρO ρN2 ρv ρE

]T
.

According to the definition of model hierarchy for chemically reacting flows, see Section
4.4, the projection matrix is given by

P :=


1 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

 . (5.1)

The vector of the conserved variables of the simple system is given by u :=
[
ρO2 + ρO ρN2 ρv ρE

]T
.

The governing equations and the closure employed, i.e. the equation of state and the
chemical reactions, is as discussed in Section 4.1 and Section 4.2 respectively. The ther-
modynamic and physical constants of the chemical constituents at hand are listed in Table
5.1, cf. [16] and [63].

Table 5.1: Physical and thermodynamics constants

ρO2 ρO ρN2

M (kg) 0.032 0.016 0.028

e0 (J K−1 mol−1) 249200 0 0

cv (J mol−1 ) 5
2MO2

R 3
2MO2

R 5
2MO2

R

ρR (kg) 1145 1141 1308

sR (J K−1 mol−1 ) 205.15 161.1 191.61

The mass of atomic oxygen and atomic nitrogen is 0.016 kg and 0.014 kg respectively. The
value of the specific gas constant is R = 8.314 J K−1 mol−1 and the reference temperature
and pressure are assumed to be TR := 2000K, pR = 1.01325×105m−1 kg ·s−2 respectively.

The forward reaction rate constant is assumed to be of the form

kf := C · T−2 · exp
(−E
T

)
, (5.2)

where the constants C (m3 mol−1 s−1) and E (K) need to be specified. Forward reaction
rate constant of the form (5.2) is commonly employed in non-equilibrium hypersonic
airflows, cf. [46].

5.1.2 Numerical setup
We employ a third order RK-DG scheme, employing quadratic polynomials and a third
order SSP-RK scheme. The Multiwave library [70] along with the GNU Scientific
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Library (GSL) [35] is employed for matrix, vector operations and to solve non-linear
system of equations for computing the Maxwellian.

The computational domain is assumed to be Ω := [−1, 1] and periodic boundary condi-
tions are employed. The maximum mesh refinement level is set to L = 7. Furthermore,
the number of cells in the mesh on the smallest level, i.e. l = 0 in the grid hierarchy, is
assumed to be 10. Hence, the non mesh adaptive computations are done on a uniform
mesh with NE := 10 × 27 = 1280 cells and the number of cells in mesh adaptive simu-
lations can be between 10 and 1280. The size of the time step is fixed throughout the
computations and is such that it satisfies the CFL condition (3.14) with c ≈ 0.1.

5.2 Coupling
In this section, the numerical simulations conducted to test the coupling proposed in
Section 3.3.6 are presented and their results are discussed.

The objective of model adaptation is to locally employ the simple system in order to
reduce the requisite computational resources with only a small drop in the accuracy of
the resulting simulation. The placement of coupling interfaces and the employed coupling
should be in accordance with this objective. To this end, we conduct numerical simulations
to study the following:

(i) The first aspect to be investigated is the behaviour of waves, i.e. shocks, contact
discontinuities and rarefaction waves, as they impinge coupling interfaces and the
effect on the accuracy of the numerical simulations.

(ii) The second aspect to be investigated is the difference in the behaviour observed at
different reaction speeds. The faster the reaction speed is, the closer the numerical
solution will be to the equilibrium manifold as the waves impinge an interface. This
is expected to lead to different behaviour of the coupling.

The above two aspects will help us asses how well suited the proposed coupling method
is to the objective of model adaptation and inform us about reasonable placements of the
interfaces in the computational domain in the model adaptive simulations.

To test the proposed coupling, we consider shock tubes at different reaction speeds. The
system of equations is initialized as follows.

Initial data

The velocity and temperature is set to T = 2000, v = 0 in the entire computational
domain. Pressure and density of atomic oxygen is set to

p = 2 · 106, ρ0 = 0.01, for x < 0 (5.3)
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and
p = 106, ρ0 = 0.005, for x ≥ 0. (5.4)

Based on the values of the temperature, the pressure, the velocity and the density of
atomic oxygen, Ueq =

[
ρO2 ρO ρN2 ρv ρE

]T
is calculated. Here Ueq corresponds

to the equilibrium value and is calculated by employing the equation of state and the
fact that the reaction term in the balance laws of partial densities should vanish, see
(4.21)-(4.25).

We study two cases; waves impinging coupling interfaces, where the waves have been
generated in a sub-domain where the complex system is employed and waves impinging
coupling interfaces, where the waves have been generated in a sub-domain where the
simple system is employed. To this end, the model employed in the computational domain
for some cell Vk is as follows:

• Case I:

Θk :=

complex model if 0.05 ≤ xk+1 ≤ 0.08125 and − 0.1 ≤ xk+1 ≤ −0.128125
simple model otherwise

.

(5.5)

• Case II:

Θk :=

complex model if − 0.1 ≤ xk+1 ≤ 0.05
simple model otherwise

. (5.6)

The system of equations are initialized by setting the initial values to Ueq for cells in Ωc

and PUeq for cells in Ωs. The simulations are conducted until time T = 3 · 10−4.

To study the behaviour at different reaction speeds, the shock tube problem is considered
at three reaction speeds with constants C and E set to

Slow reaction: C = 2.9 · 109, E = 597.5, (5.7)
Intermediate reaction: C = 2.9 · 1010, E = 597.5, (5.8)

Fast reaction: C = 2.9 · 1012, E = 597.5. (5.9)

The initial discontinuity leads to the formation of a shock and a contact discontinuity
travelling to the right and a rarefaction wave expanding as it travels to the left.
Remark 5.2.1. Figures 5.1 and 5.10 show plots of the variables at time t = 3.725 · 10−5

for Case I and II respectively. In these figures and in rest of the plots, the sub-domain
where the simple system is employed is shown with a green background and the sub-
domain where the complex system is employed is shown with a white background. The
Maxwellian is employed to calculate the full set of densities, momentum and energy of
the fluid mixture for cells in Ωs.
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Notation and plots

The numerical solutions of the coupling simulations, i.e. simulations where the domain
is decomposed as defined in (5.5) and (5.6), are denoted by Uc

h. The reference numerical
solutions, i.e. numerical solutions of simulations with complex system being employed
in the entire computational domain and throughout the entire simulation, but with the
same numerical setup including initialization, mesh and time step size, is denoted by Ur

h.
Naturally, the Maxwellian is employed to plot the values of Uc

h for the cells in Ωs.

To study the results of the simulations, the distance to the equilibrium manifold is quan-
tified by calculating and plotting the scaled integral of the relative entropy between the
numerical solution and its projection on the equilibrium manifold, i.e. Uc

h and M (PUc
h).

To this end, for cell Vj let

κn,jε :=
(

1
∆xj

·
∫
Vj
H
(
Uc
h,j|M

(
PUc

h,j

))
dx
)0.5

. (5.10)

Analogously, the error incurred in the coupling simulation for Vj is quantified by

κn,jr :=
(

1
∆xj

·
∫
Vj
H
(
Ur
h,j|Uc

h,j

)
dx
)0.5

. (5.11)

Furthermore, to investigate the behaviour of the waves as they hit the interface, primitive
variables, i.e. the velocity, the temperature and the pressure of the fluid mixture is plotted.

In the next section, we describe some observations made and make some inferences based
on the results of the coupling simulations.

5.2.1 Waves travelling from the complex to the simple system
Figure 5.1 shows the plot of the full set of the variables for the case of the slow reaction.
In the subsequent sections, we study the behaviour of the contact discontinuity and the
shock as it hits the interface at x = 0.05 and as the rarefaction hits the interface at
x = −0.1.

Impingement of shock on a coupling interface

Figure 5.2 shows the plots of the density of molecular oxygen (ρO2) and κnε and κnr for all
reaction speeds at t = 6.2005 · 10−5. Figure 5.3 and Figure 5.4 shows the plots of the
primitive variables and the density of oxygen for the coupling simulation (ρO2) and the
reference simulation (ρrO2) for the slow and fast reaction at t = 6.2005 · 10−5 respectively.

We can observe the following:

75



Chapter 5 Numerical Results

0.04

−0.2 0 0.2

0.001

0.02

1.5

4

−100

650

2× 106

ρ
O

2

ρ
O

ρ
N

2

ρ
v

ρ
E

Figure 5.1: Shock tube: t = 3.725 · 10−5 for slow reaction
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Figure 5.4: Plot of primitive variables at t = 6.2005 · 10−5 fast reaction
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• In Figure 5.2, we can see that the shock splits into a shock travelling (x ≈ 0.06) to
the right a rarefaction travelling to the left (x ≈ 0.04) and a jump discontinuity at
the interface (x = 0.05) for slow and intermediate speed of reaction. The rarefaction
and the shock wave is more apparent in Figure 5.3, which shows the the plots of the
primitive variables for slow reaction speed.

• By comparing Figures 5.3 and 5.4, we can observe that the strength of the waves
generated is smaller for the fast reaction than for the slow reaction. The rarefaction
is distinguishable in the plot of velocity in Figure 5.4 for fast reaction speed, while
not easily distinguishable in plots of other primitive variables. On the other hand,
all of the waves are easily distinguishable in Figure 5.3 in the case of slow reaction
speed.

• The coupling simulation (ρcO2) agrees with the reference solution (ρrO2) to a larger ex-
tent as the reaction speed increases, albeit the sharp peak at the shock is smoothened
out in the coupling simulation of the fast reaction, as observed in Figures 5.3 and
5.4. The better agreement between the reference and the coupling simulation at
faster reaction speeds is observed in the plots of κnr and κnε in Figure 5.2, where the
distance to the equilibrium manifold decreases at faster reaction speeds and so does
the difference between the reference and the coupling simulation.

The behaviour observed above can be explained by noting the following:

• Let Ul and Ur be the left and right states that make up the shock, then for the case
of slow speed of reaction, the numerical solution is far away from the equilibrium
manifold, i.e. |Ul −M (PUl) | � 1 or |Ur −M (PUr) | � 1. On the other hand,
for the case of the fast reaction, the numerical solution is close to the equilibrium
manifold, i.e. |Ul −M (PUl) | � 1 and |Ur −M (PUr) | � 1.

• Furthermore, M (PUl) and M (PUr) cannot be connected by a shock. This can be
reasoned by checking if the jump discontinuity produced by the states M (PUl) and
M (PUr) satisfies the Rankine Huignot jump condition [62]. It was observed that
the jump discontinuity does not satisfy the Rankine Huignot jump condition. In
particular, the mismatch in the speed of the wave being in the one calculated using
the values and the fluxes of ρO2 and ρO. This is expected since the values of the
density of atomic and molecular oxygen, i.e. ρO2 and ρO, differ from their equilibrium
counterpart, i.e the values calculated by projecting the vector of variables of the
complex system using the projection matrix followed by computing the Maxwellian.
On the other hand, the values of ρN2 , ρv and ρE are unchanged. Hence, shocks
formed in Ωc split up when they hit the interface. In particular, it was numerically
verified that the discontinuities generated once the shock hits the interface satisfy
the Rankine Huignot jump condition of the simple system.
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Impingement of a contact discontinuity on a coupling interface

Figure 5.5 shows the plots of the density of oxygen (ρO2), κnε and κnr at t = 1.25 · 10−4 for
all the reaction speeds. Figure 5.6 and Figure 5.7 show the plots of the primitive variables
and the density of oxygen for the coupling simulation (ρcO2) and the reference simulation
(ρrO2) for the slow and fast reaction at t = 1.25 · 10−4. At this point in time, the contact
discontinuity has hit the interface and is at x ≈ 0.06.
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Figure 5.5: Shock tube: t = 1.25 · 10−4

The following can be observed when the contact discontinuity hits the coupling interface:

• The contact discontinuity splits into a rarefaction wave travelling to the left and a
contact discontinuity travelling to the right at x ≈ 0.02 and x ≈ 0.06 respectively
and a small jump discontinuity at the interface. The waves are more apparent for
the case of slow reaction in the plot of the primitive variables in Figure 5.6.

• No easily distinguishable splitting of the contact discontinuity is observed in the
simulation of the fast reaction and the coupling simulation closely agrees with the
reference simulation.

Impingement of a rarefaction on a coupling interface

Figure 5.8 shows the plots of the density of oxygen (ρO2), κnε and κnr at t = 2.67 · 10−4 for
all reaction speeds. At this point in time, the rarefaction wave has crossed the interface at
x = −0.1. Once the rarefaction crosses the interface, it leads to a jump across the interface
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Figure 5.6: Plot of primitive variables at t = 1.25 · 10−4 slow reaction
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Figure 5.7: Plot of primitive variables at t = 1.25 · 10−4 fast reaction
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since the states are constrained to the equilibrium manifold for cells in Ωs. Furthermore,
we can observe that the slower the reaction speed is, the larger the jump produced across
the interface is. This is due the fact that the slower the reaction speed is, the further
away the numerical solution is from the equilibrium manifold.
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Figure 5.8: Shock tube: t = 2.67005 · 10−4

Comparison with reference simulations

Figure 5.9 shows the plots of the square root of the integral of relative entropy between
the coupling simulation and the reference simulation. We can observe that the slower the
reaction speed is, the larger relative entropy is between the reference and the coupling
simulation. This is correlates to the observation that the slower the speed of the reaction
is the further away from the equilibrium manifold the numerical solution is. Consequently,
this leads to creation of larger artefacts. Furthermore, for the fast reaction, the artefacts
created are quickly dampened due to the fast speed of the reaction, leading to a small
reduction in the relative entropy at t ≈ 7.5× 10−5.
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Figure 5.9: Relative entropy for all reaction speeds

5.2.2 Waves travelling from the simple to the complex system
Next, we study the behaviour of waves created in Ωs as they hit coupling interfaces. To
this end, we consider Case II at reaction speeds defined in Section 5.2.

Figure 5.10 shows the plots of the variables at time t = 3.725× 10−5. In the subsequent
sections, we study the behaviour as the waves hit the interface at x = −0.1 and at
x = 0.05.

Impingement of a shock on a coupling interface

Figure 5.11 shows the plot of ρO2 , κnε and κnr for all reaction speeds. Figures 5.12 and 5.13
show the plots of the primitive variables and the density of O2 at time t = 6.2005× 10−5

for slow and fast reaction speed respectively. At this point in time, the shock has hit
the interface at x = 0.05 and crossed into the sub-domain where the complex system is
employed.

We observe and note the following:

• The shock splits into an easily distinguishable shock at x ≈ 0.065, a contact discon-
tinuity at x ≈ 0.05 and a rarefaction wave at x ≈ 0.04 for slow and intermediate
reaction speed. The waves can be observed in Figure 5.12 showing plots of the
primitive variables for slow reaction. The waves are not easily distinguishable for
the case of fast speed of reaction, see Figure 5.13.

• It is expected that a shock generated in Ωs splits once it impinges on an interface
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Figure 5.12: Plot of primitive variables at t = 6.2005 · 10−5 slow reaction
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Figure 5.13: Plot of primitive variables at t = 6.2005 · 10−5 fast reaction
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since a shock in Ωs is not necessarily a shock in Ωc. This can be explained by the
Rankine Huignot condition. Let ul and ur be the left and the right states that make
up the shock in Ωs, then it was numerically verified that the Rankine Huignot jump
condition is satisfied with the states and fluxes of the simple system, i.e. ul,ur and
g(ul),g (ur) respectively. On the other hand, the states and the flux when converted
to the complex system, i.e. M (ul) ,M (ur) and F (M (ul)) ,F (M (ur)) violate the
Rankine Huignot jump condition, indicating that these states cannot be connected
by a shock in Ωc leading to a generation of new waves.

Impingement of a contact discontinuity on a coupling interface

Figure 5.14 shows the plot of ρO2 , κnε and κnr at time t = 1.25 ·10−4 for all reaction speeds.
Furthermore, Figure 5.15 shows the plots of the primitive variables and the density of
O2. At this point in time the contact discontinuity has hit the interface at x = 0.05 and
crossed into the sub-domain where the complex system is employed.
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Figure 5.14: Shock tube: t = 1.25 · 10−4

We can observe and note the following:

• The contact discontinuity does not split into new waves for any of the reaction
speeds. New waves are not created due to the fact that the existing contact discon-
tinuity is also a valid contact discontinuity for the complex system, i.e. the jump
discontinuity satisfies the Rankine Huignot jump condition for the complex system.
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Figure 5.15: Plot of primitive variables at t = 1.25 · 10−4 slow reaction

• The difference in behaviour of a shock and a contact discontinuity is due to the fact
that pressure and velocity is continuous across the jump for a contact discontinuity
and discontinuous for a shock. Consequently, a contact discontinuity travels with
the speed of the fluid mixture. Hence a discontinuity which is a contact discontinuity
for the simple system is always a valid contact discontinuity for the complex system,
while this is not true for a shock.

Impingement of a rarefaction on a coupling interface

Figure 5.16 shows the plots at t = 2.67 · 10−4 of the density of molecular oxygen, κnε and
κnr for all reaction speeds. At this point in time the rarefaction wave has crossed the
interface at x = −0.1. For the slow and the intermediate reaction, the rarefaction keeps
on expanding as it travels to the left, it leads to reactions since the states are no longer
constrained to the equilibrium manifold in Ωc.

5.2.3 Conclusions
We can conclude from the numerical experiments conducted that the coupling works rea-
sonably well, as long as the states that make up the waves generated in Ωc and impinging
on a coupling interface are made up of states that are close to the equilibrium manifold.
If this is not the case, then the coupling leads to artefacts. Furthermore, impingement of
shocks travelling from Ωs on coupling interfaces should be avoided since it may lead to
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Figure 5.16: Shock tube: t = 2.67 · 10−4

artefacts, in particular for slow reaction speeds.

Next, we give a heuristic argument as to why the proposed model adaptation strategy
should in most cases lead to suitable placements of coupling interfaces and should avert
production of artefacts. Recall that the model adaptive simulations are carried out by
starting from the complex system and given suitable conditions hold switching to the
simple system. Qualitatively, the model adaptation strategy ensures that the numerical
solution is close to the equilibrium manifold and that the dynamics is close to the equi-
librium dynamics in regions where we switch to the simple system, before we switch to
the simple system. We employ the simple system, if and only if both these criteria hold.
Moreover, when decomposing the computational domain, safety cells are appended to the
left and right of a patch of cells where the complex system is employed. In addition,
even if the two states that make up a jump discontinuity lie on the equilibrium manifold,
the numerical solution will be spread over a few cells. The smeared shock will in most
cases be constituted of states away from the equilibrium manifold. As a result, the model
coarsening distance in most cases will be larger than the tolerance τκ. This should en-
sure that the complex system is employed in regions near jump discontinuities, averting
impingement of shocks and contact discontinuities in Ωc with coupling interfaces.
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5.3 Model adaptation
In this section, we discuss the results of model adaptive simulations. We consider two
cases: shock tube and a travelling reaction front. The tests are conducted with a uniform
mesh with L = 7,NE = 1280. In each test case, we first make some observations and
then draw conclusions based on the observations.

5.3.1 Shock tube
Initial data

The temperature and velocity is set to T = 2000, v = 0 in the entire computational
domain. The pressure of the fluid mixture and the density of atomic oxygen is set to

p = 2 · 106, ρ0 = 0.01, for |x| ≤ 0.5 (5.12)

and
p = 106, ρ0 = 0.005, for |x| ≥ 0.5. (5.13)

Based on the values of the temperature, the pressure and the velocity, the equilibrium
value Ueq is calculated. Note that in the first time step, the complex system is employed
in the entire computational domain. After which, the model to be employed and the
decomposition of the domain is done at the end of each time step, employing the model
adaptation strategy described in Section 3.3. The constants determining the speed of the
reactions are set to C = 2.9 · 1013, E = 597.5. Fast reaction speed is employed as this
allows the simple system to be employed in large regions of the computational domain.

The initial discontinuity gives rise to a rarefaction wave, a shock and a contact discon-
tinuity. The model adaptive simulations are conduced at four different tolerances, the
simulation with the smallest tolerance being

τ sr = 0.04, τ sκ = 0.0004. (5.14)
Subsequent simulations are carried out by scaling the tolerances by a factor of 2. The
factor of safety is set to fε = 0.25. The conversion of the numerical solution from one
system to the other is done employing the algorithms described in Section 3.3.4 and the
simulations are carried out until time T = 6 · 10−5.

Notation

The numerical solution of the model adaptive simulation is denoted by Uε
h and the refer-

ence numerical solution by Ur
h.

The error incurred in the model adaptive simulations for some cell Vj is quantified by

κn,jr :=
(

1
∆xj

·
∫
Vj
H
(
Ur
h,j|Uε

h,j

)
dx
)0.5

. (5.15)
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Furthermore, we plot the model coarsening distance κnε and the modelling error indicators
Mn
s, Mn

c as defined in (3.59), (3.58) and (3.63) respectively. Recall that these quantities
are employed when making a decision about the model to be employed. Note that the
modelling error indicators are denoted by Mn

s/c in the plots, where Mn
c and Mn

s is plotted in the
sub-domains where the complex system and the simple system is employed respectively.
Furthermore, the absolute value of the first component of the source term in the reference
simulation, i.e. 1

ε
|R1 (Ur

h) | is plotted.

The tolerances τr, fε · τr and τκ employed in the model adaptive simulations are shown in
the plots with horizontal lines as can be seen in Figure 5.17. In particular, τr, fε · τr are
shown with yellow horizontal lines and τκ with a blue horizontal line.

Note that when comparing model adaptive simulations, for the sake of conciseness, the
model adaptive simulations at different tolerances are denoted by τ at tolerance specified
in (5.18), 2τ for the model adaptive simulation where the tolerances in (5.18) are scaled
by a factor of 2 and so on.

Observations

We first discuss the results of the model adaptive simulation with tolerance 4τ, τ and
then compare the behaviour of the model adaptation at different tolerances. We note the
following:

• Initially, after the first time step, the model adaptation strategy leads to the simple
system being employed everywhere, except near the waves created due to the initial
discontinuity, see Figure 5.17.

• As the contact discontinuity and the shock travels to the right and the rarefaction
travels to the left, the numerical solution approaches equilibrium in the two plateaus
between the three waves. As a result, the simple system is employed between the
contact discontinuity and the shock from time 2.6125 · 10−4 onward, as seen in
Figure 5.18, and between the rarefaction and the contact discontinuity from time
t = 3.725 ·10−4 onward. The switch to the simple system is made once the modeling
error indicator and the model coarsening distance are smaller than the prescribed
tolerances and the number of cells in the patch where the simple system is to be
employed is more than one cell.

• The complex system has to be employed near the contact discontinuity, the shock
and the rarefaction. In the case of the rarefaction, this is due to the fact that the
rarefaction continues to expand as it travels to the left. Hence, the states that
make up the rarefaction are away from the equilibrium manifold. In the case of the
contact discontinuity and the shock, since the jump discontinuity is smeared over a
few cells, the states that make up the discontinuity are away from the equilibrium
manifold.

• The size of the two patches of cells, where the simple system is employed, increases
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Figure 5.17: Shock tube: t = 2.6 · 10−4
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Figure 5.18: Shock tube: t = 2.6125 · 10−4
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Figure 5.19: Shock tube: t = 4.375 · 10−4

in the long run. This is due to the fact that the numerical solution approaches
equilibrium in a larger number of cells, see Figure 5.19.

• We can observe, in Figures 5.17-5.19, that the model adaptive solution qualitatively
agrees to a large extent with the reference simulation and no artefacts are produced
in the model adaptive simulations. We can also observe that the order of the source
term in the reference simulation is relatively small in the regions where the sim-
ple system is employed. A cursory glance at the results indicates that the model
adaptation strategy works reasonably well and passes sanity checks.

• Figures 5.20-5.22 show the plots of the model adaptive simulations for tolerance τ
at times 3.2 ·10−5, 3.225 ·10−5 and 3.2375 ·10−4 respectively. In this case, we switch
to employing the simple system in between the contact discontinuity and the shock
at t = 3.2 · 10−4, see Figure 5.20, and after three time steps we switch back to the
complex system at time t = 3.2375 · 10−4, see Figure 5.22. This is a consequence of
the model adaptation strategy giving rise to a safety cell. We can observe in Figure
5.21 that the model coarsening distance increases to a value above τκ in the first
cell to the right of the patch at x ≈ 0.52. As a result, with the added safety cell,
the patch where the simple system can be potentially employed is just a single cell,
which, according to our model adaptation strategy is not permitted. This results in
a switching back to the complex system as seen in Figure 5.22.

• We can also observe, see Figure 5.23, that the size of the patch of cells where
the simple system is employed does not significantly differ when the tolerances
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Figure 5.20: Shock tube: t = 3.2 · 10−4
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Figure 5.21: Shock tube: t = 3.225 · 10−4
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Figure 5.22: Shock tube: t = 3.2375 · 10−4

employed are increased. This is due to the fact that the indicators employed steeply
increase near discontinuities. Hence, the distance between the interface and the
discontinuities does not linearly scale with the tolerances. The differences between
the model adaptive simulations at different tolerances are mainly observed in the
time at which we begin to employ the simple system near the plateaus. Differences
are also observed in the times at which the patches shift as the waves move, with
the patches shifting earlier at lower tolerances, albeit within a margin of a few time
steps.

• Figure 5.24 shows the plot of the square root of the integral of the relative entropy
between the reference simulation and the model adaptive simulations at different
tolerances. We can observe that the first peaks in the plots linearly scale with the
tolerances. On the other hand, the long time behaviour does not. This can be at-
tributed to the observation that, over a long time, the size of the sub-domains where
the simple system is employed, does not significantly differ for different tolerances,
but the time at which we first switch to the simple system does.

• We can also observe a cyclic behaviour in the relative entropy. The relative entropy
increases and gives rise to crests and then decreases over a few time steps, giving
rise to troughs. Consider the patch of cells where the simple system is employed
between the contact discontinuity and the shock. The peaks can be attributed to
the fact that the contact discontinuity approaches the interface leading to a small
rise in the error. The patches shift after a few time steps as the contact discontinuity
advances towards the interface. The decrease in the relative entropy can be observed
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Figure 5.23: Shock tube: t = 4.375 · 10−4
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Figure 5.24: Relative entropy: Shock tube
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subsequently since the numerical solution in the reference simulation approaches
chemical equilibrium in the region where the simple system is employed in model
adaptive simulations.

5.3.2 Reaction front
In this section, we discuss the results of the model adaptive simulations for an advecting
reaction front.

Initial data

The values of the primitive variables, in the entire computational domain, are set to
p = 106, T = 2000, v = 500 and the density of atomic oxygen is set to ρO = 0.01. Based
on these values, the equilibrium value Ueq is calculated. Then, for x ∈ Ω the density of
molecular oxygen is perturbed to ρO2(x) := ρeqO2 · (1 + 0.01 · exp(−80 · x2)), where ρeqO2 is
the equilibrium value of the density of molecular oxygen. Momentum, total energy and
the total density of the fluid mixture is accordingly re-calculated. The complex system
is employed everywhere in the first time step and the models to be employed and the
decomposition of the domain is done at the end of each time step by employing the
proposed model adaptation strategy. We present the results of the simulations at four
different tolerance, the lowest tolerance employed being τr = 0.002, τκ = 0.00002. In the
subsequent simulations, the tolerances are scaled by a factor of two and the factor of
safety is set to fε = 0.25.

We employ the same notations introduced in the previous section to make observations
and draw conclusions.

Observations

We first look at the results of the numerical solutions for tolerance 4τ and then compare
the results of model adaptive simulations at different tolerances.

We note the following:

• The initialization gives rise to a reaction front travelling to the right. The simple
system is employed everywhere, except the reaction front as seen in Figure 5.25.

• The size of the patch of cells, where the complex system is employed, decreases as
the fluid mixture in the reaction front approaches chemical equilibrium, as seen by
comparing the numerical solution at time t = 1.5 · 10−5 in Figure 5.25 and time
t = 6.75 · 10−5 in Figure 5.26. From t = 1.44 · 10−4 onward, the simple system is
employed in the entire computational domain, see Figure 5.27.

• We can also observe that the source term in the reference simulation is significantly
smaller in the regions where the simple system is employed than in the regions
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where the complex system is employed, which informs us that the model adaptation
strategy leads to suitable domain decomposition.
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Figure 5.25: Advecting reaction front: t = 1.5 · 10−5
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Figure 5.26: Advecting reaction front: t = 6.75 · 10−5
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Figure 5.27: Advecting reaction front: t = 1.44 · 10−4

• Figure 5.28 shows the plots of the square root of the integral of the relative entropy
between the reference simulation and the model adaptive simulation over the entire
computational domain. The relative entropy between the model adaptive simula-
tions and the reference simulations scale by a factor of two between two consecutive
simulations, i.e. when comparing model adaptive simulations where the tolerances
are twice in one simulation than in the other. This can be observed by looking at
the initial peaks in the relative entropy and the peaks corresponding to the high-
est value for all the simulations in Figure 5.28. The difference in the long time
behaviour when comparing model adaptive simulations of the shock tube and the
reaction front can be attributed to the fact that in the case of reaction front, away
from the reaction front, the modelling error indicator and the model coarsening
distance decrease gradually. On the other hand, in the case of the shock tube, the
numerical indicator, away from the waves, decrease sharply.

• In the long run, the relative entropy between the model adaptive simulation and the
reference simulation decreases. This is due to the fact that the numerical solution
in the reference simulation approaches chemical equilibrium.

5.3.3 Summary
In this section, we summarize some notable aspects of the model adaptation strategy and
make some inferences based on them.
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Figure 5.28: Relative entropy: advecting reaction front

We note the following:

• The model adaptation strategy leads to employment of the simple system, locally
in time and space, in regions which are suitable empirically. The model adaptation
strategy does not result in undesirable back and forth switch between the simple
system and the complex system. The switch back to the complex system is only
triggered if the number of cells in a patch where the simple system is employed falls
below one. We can infer that the model adaptation strategy works well by ensuring
that the numerical solution is close to the equilibrium manifold and ensuring that the
dynamics is close to that of the equilibrium dynamics before switching to the simple
system. This is also evidenced by the fact that the source term in the reference
simulations is of a smaller magnitude in the regions where the simple system is
employed.

• The model adaptation strategy automatically places the interfaces at points in the
computational domain where the proposed coupling is expected to work reason-
ably well. This averts the production of artefacts which could negatively affect the
accuracy of the model adaptive simulations.

5.4 Mesh adaptation
In this section, we discuss the results of mesh adaptive numerical simulations. We consider
the case of a shock tube.
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5.4.1 Shock tube
Numerical setup

The numerical setup is similar to that as described in Section 5.3.1, except that the com-
plex system is used in the entire computational domain for the entirety of the simulation.
The constants determining the speed of the reaction are set to C = 2.9 · 1013, E = 597.5.
A uniform mesh is employed in the first time step and subsequently the mesh to be em-
ployed is determined at the end each of time step in accordance with the mesh adaptation
strategy outlined in Section 3.4.4. The mesh adaptive simulations are compared with
the reference simulation, i.e. the simulation with the same numerical setup but where a
uniform mesh is employed throughout the simulation. Consequently, the mesh employed
in the first time step in the reference and the mesh adaptive simulations is the same.

The numerical solutions of the mesh adaptive simulations are denoted by Uδ
h and the

reference numerical solution is denoted by Ur
h. As done in the previous sections, the

difference between the mesh adaptive simulations and the reference simulation in cell Vj
is quantified by

κn,jr :=
(

1
∆xj

·
∫
Vj
H
(
Ur
h,j|Uδ

h,j

)
dx
)0.5

. (5.16)

The mesh adaptive simulations are conducted at four different tolerances with the smallest
tolerances being

τ sr = 0.02 τ sκ = 0.0002. (5.17)
The tolerances in the subsequent simulations are scaled by a factor of 2. The mesh
adaptive simulation at tolerances specified in (5.17) is informally referred to as the mesh
adaptive simulation with tolerance τ and the subsequent simulations are referred to as
mesh adaptive simulations with tolerances 2τ, 4τ and 8τ . The values τr and 2(p+1)·L · τr,
which are employed to determine the level to be employed in each cell, see Step 2 of
Algorithm 4, are shown in the plots with green horizontal lines and the tolerance employed
for the mesh coarsening distance, i.e. τκ, is shown with a blue horizontal line. The factor
of safety in the mesh adaptive simulations is set to fδ = 2.

To study the simulation results, the numerical indicators employed in the mesh adaptive
algorithm are plotted, namely the discretization error indicators for the complex system
(Dn
c), the mesh coarsening distance κnδ and the mesh refinement level in each cell Ln.

Recall that the numerical simulations are limited to remove oscillations. It was observed,
and has also been previously noted in [57], that the limiting process interacts with mesh
adaptation. To enable the discussion on the interaction between mesh adaptation and
limiting, we employ limiting indicators ∆r and ∆δ for the reference and the mesh adaptive
simulations respectively. The limiting indicators take the value 1 if the numerical solution
is limited in a cell and the value 0 if it is not.

Observations

The following observations were made in the mesh adaptive simulations:
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• Initially, the highest level is employed in the region where the contact discontinuity,
the shock and the rarefaction wave is. The mesh employed gradually transitions
from the most refined to the most coarse mesh away from the waves. As the waves
move away from each other, regions of plateaus are created between the contact
discontinuity and the shock and the shock and the rarefaction wave. Once the mesh
coarsening distance and the discretization error indicator is small enough, coarser
mesh is employed at the plateaus, see Figures 5.29 and 5.30, which show the plots
of the density of molecular oxygen and the numerical indicators employed in mesh
adaptation at time 1.875 ·10−5 and 6 ·10−5 respectively for mesh adaptive simulation
with tolerance 2τ .
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Figure 5.29: Shock tube at t = 1.875 · 10−5

• Recall that limiting is done in accordance with Algorithm 1, where the so called Shu
constant m is employed in order to avoid limiting in regions where the numerical
solution is locally smooth. This is ensured by limiting the numerical solution in some
cell Vi, if and only if the slope of the characteristic variables is greater than m∆x2

i ,
where ∆xi is the mesh width in that cell. When comparing the numerical solution
of a mesh adaptive solution in a cell to that of the reference solution in the same cell,
i.e. a cell on the highest level in the mesh adaptive solution and the cell in the same
spatial position in the reference simulation, occasionally it can be observed that the
slope of the characteristic variables falls marginally below the value m∆x2

i in one
of the simulations and marginally above in the other. As a result, the numerical
solution is limited in the simulation in which the slope is larger than the value
m∆x2

i and not the other. This can be observed in Figures 5.31-5.34, which show
the plots of mesh adaptive simulation with tolerance 2τ at two consecutive time
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Figure 5.30: Shock tube at t = 6 · 10−5

steps. We can observe that the numerical solution in the mesh adaptive simulation
is limited at x ≈ 0.485 and not in the reference simulation, leading to a sharp
increase in the value of κnr in Figure 5.32. Similarly in Figure 5.34, the reference
simulation is limited in the cell at x ≈ 0.485 while the numerical solution in the mesh
adaptive simulation is not. The difference in behaviour of the limiting is a result of
perturbations introduced in the mesh adaptive simulations when compared to the
reference simulation. For more information about the interplay between limiting
and mesh adaptation, the reader is referred to [57].

• Recall that the residual employed to calculate the discretization error indicators
in some cell Vi scales according to O (∆xpi ), p being the order of the polynomial
employed in that cell, see Section 3.4. Hence, limiting the numerical solution leads
to an increase in the residual and as a result in the discretization error indicator.
This can trigger local refinement of the mesh. Practically, this manifests itself in
two ways:

1. When the mesh is to be coarsened, i.e. two fine cells are to be replaced by
a coarser cell with twice the mesh width of the fine cell, it can happen that
the numerical solution in the fine cells is such that it is not limited, but the
numerical solution in the coarsened cell is limited. This results in an increase
in the discretization error indicator above the tolerance prescribed for cells
with the level of mesh refinement that particular cell has. This is due to the
fact that the order of polynomial falls to p = 1, once the numerical solution is
limited. The increase in the discretization error indicator leads to refining the
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Figure 5.31: Shock tube at t = 2.225 · 10−5
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Figure 5.32: Shock tube at t = 2.2375 · 10−5
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Figure 5.33: Shock tube at t = 2.25 · 10−5
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Figure 5.34: Shock tube at t = 2.22625 · 10−5
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cell which was momentarily coarsened. This can be observed in Figures 5.35-
5.37 showing plots for the mesh adaptive simulation with tolerance τ , where
the numerical solution in the cell (on level 6) at x ≈ 0.52 is limited in the cell
in Figure 5.36, which leads to mesh refinement in Figure 5.37.

2. If the numerical solution is limited in a safety cell, i.e. one of the cells added to
the left and right of a patch of cells on the highest level (see Section 3.4.4), then
limiting the solution in that cell increases the discretization error indicator in
that cell above the tolerance of the level L− 1, and as a result it is no longer
a safety cell. The increase in the discretization numerical indicator results in
cells to be additionally appended to the left and right of the current patch
where cells are on the highest level. These cells become the new safety cells.
This can be observed in Figures 5.35-5.37 where the numerical solution in the
mesh adaptation simulation is limited in Figure 5.36 at x ≈ 0.495 leading to
appending additional cells in the next time step in Figure 5.37.
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Figure 5.35: Shock tube at t = 2.675 · 10−5

• Figure 5.38 shows the plot of the square root of the relative entropy between the
mesh adaptive simulations and the reference simulation for all tolerances. We can
observe, as expected, that the long time behaviour scales linearly with the tolerances.

• Figure 5.39 shows the plot of the total number of cells employed throughout the mesh
adaptive simulations. In the simulations conducted, the number of cells employed
at the end of the simulations is 170 and 132 in the mesh adaptive simulations
with the smallest and highest tolerance as compared to 1280 cells in the reference
simulation. Note that in the mesh adaptive simulations, the number of cells reduces
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Figure 5.36: Shock tube at t = 2.5625 · 10−5
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Figure 5.37: Shock tube at t = 2.575 · 10−5
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Figure 5.38: Relative entropy: Shock tube

over a few time steps from 1280 (not shown) to about 48 cells, after which the
number of cells increases again as the waves separate requiring fine mesh at kinks
and discontinuities.

5.4.2 Summary
Based on the numerical experiments conducted, we can note the following about the
proposed mesh adaptation strategy:

• The mesh adaptation strategy works reasonably well and ensures the jump discon-
tinuities are adequately resolved. The information used to decide upon the mesh
refinement to be employed is the residual, which provides information about the
extent to which the numerical solution satisfies the system of equations. The mesh
coarsening distance provides complementary information allowing us to ensure that
the loss in information is sufficiently small in the case that we do coarsen the mesh.

• Limiting interacts with mesh adaptation. This is to be expected, since by both mesh
coarsening and limiting we discard some information. Although it might be possible
to remove the interaction between the two, since mesh adaptation and limiting per-
form two different functions, namely reducing the computational resources needed
to carry out the simulations and suppressing artefacts, it would not be appropriate
to do so and allowing the two to independently serve their function is preferred.
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Figure 5.39: Total number of cells: Shock tube

5.5 Mesh and model adaptation
In this section, we present and discuss the numerical results of simultaneous mesh and
model adaptive simulations. We consider the case of a shock tube.

5.5.1 Shock tube
Initial data and notation

The numerical setup is identical to that as employed in Section 5.3 for model adaptive
simulations. The complex system and a uniform mesh is employed in the first time step,
after which the mesh and model to be employed is determined according to the mesh
and model adaptation strategy described in Section 3.3. The mesh and model adaptive
simulations are conduced at four different tolerances, the simulation with the smallest
tolerance being

τ sε = 0.04, τ sκ = 0.0004. (5.18)

As done before, subsequent simulations are conducted at tolerances with values twice as
that in the previous simulation. In addition, to enable the discussion about mesh and
model adaptive simulations, the mesh and modelling error indicators Mn

s, Mn
c , Dn

s, Dn
c and the

mesh and model coarsening distances κnε, κnδ are plotted where appropriate. The mesh
and model adaptive simulations are denoted by Uα

h and the reference simulation by Ur
h

and the difference between the mesh adaptive simulations and the reference simulation in
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some cell Vj is quantified by

κn,jr :=
(

1
∆xj

·
∫
Vj
H
(
Ur
h,j|Uα

h,j

)
dx
)0.5

. (5.19)

Observations

The following observations were made in the mesh and model adaptive simulations:

• Figures 5.40 and 5.41 show the plots of the density of molecular oxygen (ρO2),
the mesh refinement level and κnr for mesh and model adaptive simulations with
tolerances τ and 4τ . The regions where the simple system is employed is shown
in a solid green and a hatched red background for the mesh and model adaptive
simulation with tolerance 4τ and τ respectively. Observations similar to those made
in simulations, where solely the mesh or model adaptation is performed, can be
noted. The model and mesh is coarsened at the plateaus, i.e. between the shock and
the contact discontinuity and between the contact discontinuity and the rarefaction.
Naturally, the simple system and a coarser mesh is employed in larger regions in the
simulation with tolerance 4τ than the simulation with tolerance τ .
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Figure 5.40: Shock tube: t = 2.5 · 10−4

• Mesh adaptation does not affect the model adaptation and vice versa, i.e. mesh
coarsening does not lead to model refinement and conversely model coarsening does
not lead to mesh refinement. Mesh and model adaptation for the most part function
independently. Two exceptions noted are as follows:
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Figure 5.41: Shock tube: t = 6 · 10−4

– If coarsening the mesh reduces the number of cells in a patch where the simple
system is being employed to just one cell, it triggers model refinement in the
next time step. This is due to the fact that we do not allow employing the
simple system in single cells. This can be observed in Figures 5.42 - 5.44,
showing plots at three consecutive time steps of mesh and model adaptive
simulation with tolerance 4τ . It can be observed that coarsening the mesh at
x ≈ 0.51 leads to a single cell where the simple system is employed, triggering
model refinement.

– Recall that when the mesh at coupling interfaces is to be coarsened, i.e. when
two fine cells are to be combined to give a coarser cell and the fine cells are
such that the simple system is employed in one cell and the complex system in
the other, then the mesh is coarsened and the complex system is employed in
the coarsened cell. Hence, this leads to a shift in the position of the interface.
This can be observed in Figure 5.45 and Figure 5.46, which show plots at
two consecutive time steps of the mesh and model adaptive simulation with
tolerance 4τ . We can observe that the mesh is coarsened at the interface at
x ≈ 0.485 in Figure 5.46, which leads to a shift in the interface to the right.

• Observations made in Sections 5.3 and 5.4 regarding the mechanics of model adap-
tation and mesh adaptation in pure mesh and model adaptive simulations also hold
true in simultaneous mesh and model adaptive simulations.

• The mesh and model adaptive simulations qualitatively agree with the reference
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Figure 5.42: Shock tube: t = 1.5875 · 10−4
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Figure 5.43: Shock tube: t = 1.6 · 10−4
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Figure 5.44: Shock tube: t = 1.6125 · 10−4
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Figure 5.45: Shock tube: t = 1.5875 · 10−4
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Figure 5.46: Shock tube: t = 1.6 · 10−4

simulation and the mesh and model adaptation strategy does not lead to decomposed
domains which would lead to interfaces placed at positions which could adversely
affect the accuracy of the adaptive simulations.

• Figure 5.47 shows the plots of the square root of the integral of the relative entropy
between the reference and the mesh and the model adaptive simulations. We can
observe that the long term behaviour, as expected, scales approximately linearly
with the tolerances being employed in the simulations.

• Figure 5.48 shows the plots of the number of cells employed with respect to time
for the mesh and model adaptive simulations. In the simulations conducted, the
number of cells employed at the end of the simulations were 146 and 118 in the
simulations with the smallest and highest tolerance as compared to 1280 cells in the
reference simulation
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Figure 5.47: Relative entropy: Shock tube
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Figure 5.48: Total number of cells: Shock tube
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5.5.2 Summary
Based on the numerical experiments conduced, we can conclude that the proposed mesh
and model adaptation strategy works well. Features such as discontinuities and kinks
are resolved well and the coarse model is employed in regions where it is qualitatively
appropriate to do so. The mesh adaptation does not significantly interact with model
adaptation. Mesh and model adaptation work independently and lead to suitable levels
of mesh and model refinement.
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Chapter 6

Outlook

The focus of this thesis was devising a mesh and model adaptation strategy for a model
hierarchy consisting of two levels of model complexity where the fine model, referred to as
the complex model, consists of a system of hyperbolic balance laws and the coarse model,
referred to as the simple system, consists of a system of hyperbolic conservation laws.
We demonstrated the efficacy of the proposed mesh and model adaptation strategy by
conducting simulations. We give a brief outlook on further potential developments and
prospective avenues of research.

1. In the cells where the simple system is employed, the Maxwellian needs to be fre-
quently calculated. Program profiling, [75], showed that a single evaluation of the
Maxwellian is computationally expensive and proves to be the costliest component
of the implementation. This is due to the fact that calculating the Maxwellian con-
sists of solving a non-linear system of equations. The problem is exacerbated by
the fact that in each time step several Maxwellian evaluations are necessary for all
the cells where the simple system is employed. The high cost of Maxwellian evalua-
tion could be alleviated by replacing the Maxwellian by an approximate Maxwellian
which consumes a smaller amount of computational resources. This could be done,
as an example, by employing physics informed machine learning, cf. [41],[64],[71].

2. A Lipschitz continuous reconstruction of the numerical solution needs to be com-
puted in order to enable us to employ the derived error estimates. The reconstruc-
tion technique can be extended to Cartesian meshes in two space dimension, cf.
[44], but the extension to general meshes in two and three space dimension remains
an open problem.

3. The proposed coupling is expected to work well when the numerical solution in the
cells in the vicinity of the interface is close to the equilibrium manifold. However,
coupling interfaces are nevertheless sources of errors. A further topic of research
could be quantifying the errors created due to the presence of interfaces and to
propose a modified adaptation strategy.

4. The real world cost savings when employing the proposed mesh and model adapta-
tion strategy could be investigated by conducting tests for more complex problems
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Chapter 6 Outlook

by employing a sufficiently well optimized code. An example could be simulating
air flows in Earth’s atmosphere by simulating 21 reactions (Model of Park, cf. [46])
or 26 reactions (Model of Dunn and Kang, cf. [78]) using the 11 species air model.
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