
 

Adoption of AI-based Information Systems from an 
Organizational and User Perspective 

  
 

 

 

 

Vom Fachbereich Rechts- und Wirtschaftswissenschaften 
der Technischen Universität Darmstadt 

 
genehmigte 

 

Dissertation 

 
von 

 
Christoph Tauchert, M.Sc. 

geboren in Gießen 
 

zur Erlangung des akademischen Grades 
Doctor rerum politicarum (Dr. rer. pol.) 

 
 
 
 

Erstgutachter:  Prof. Dr. Peter Buxmann 
Zweitgutachter: Prof. Dr. Alexander Benlian 

Darmstadt 2022 
 
 
 
 
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Tauchert, Christoph: Adoption of AI-based Information Systems from an Organizational and 

User Perspective 

Darmstadt, Technische Universität Darmstadt 

Dissertation veröffentlicht auf TUprints im Jahr 2022  

Tag der mündlichen Prüfung: 17.11.2022 

 

Veröffentlicht unter CC BY-SA 4.0 International 

https://creativecommons.org/licenses/ 

 
 



Declaration of Authorship III 

Declaration of Authorship 

I hereby declare that the submitted thesis is my own work. All quotes, whether word by word 

or in my own words, have been marked as such. 

The thesis has not been published anywhere else nor presented to any other examination board. 

 

Ich erkläre hiermit ehrenwörtlich, dass ich die vorliegende Arbeit selbstständig angefertigt 

habe. Sämtliche aus fremden Quellen direkt oder indirekt übernommenen Gedanken sind als 

solche kenntlich gemacht. 

Die Arbeit wurde bisher weder einer anderen Prüfungsbehörde vorgelegt noch veröffentlicht. 

 

 

 

 

      

Christoph Tauchert 

 

Darmstadt, 18.05.2021 



Abstract IV 

Abstract 

Artificial intelligence (AI) is fundamentally changing our society and economy. Companies are 

investing a great deal of money and time into building corresponding competences and 

developing prototypes with the aim of integrating AI into their products and services, as well 

as enriching and improving their internal business processes. This inevitably brings corporate 

and private users into contact with a new technology that functions fundamentally differently 

than traditional software. The possibility of using machine learning to generate precise models 

based on large amounts of data capable of recognizing patterns within that data holds great 

economic and social potential—for example, in task augmentation and automation, medical 

diagnostics, and the development of pharmaceutical drugs. At the same time, companies and 

users are facing new challenges that accompany the introduction of this technology. Businesses 

are struggling to manage and generate value from big data, and employees fear increasing 

automation. To better prepare society for the growing market penetration of AI-based 

information systems into everyday life, a deeper understanding of this technology in terms of 

organizational and individual use is needed. 

Motivated by the many new challenges and questions for theory and practice that arise from 

AI-based information systems, this dissertation addresses various research questions with 

regard to the use of such information systems from both user and organizational perspectives. 

A total of five studies were conducted and published: two from the perspective of organizations 

and three among users. The results of these studies contribute to the current state of research 

and provide a basis for future studies. In addition, the gained insights enable recommendations 

to be derived for companies wishing to integrate AI into their products, services, or business 

processes. 

The first research article (Research Paper A) investigated which factors and prerequisites 

influence the success of the introduction and adoption of AI. Using the technology–

organization–environment framework, various factors in the categories of technology, 

organization, and environment were identified and validated through the analysis of expert 

interviews with managers experienced in the field of AI. The results show that factors related 

to data (especially availability and quality) and the management of AI projects (especially 
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project management and use cases) have been added to the framework, but regulatory factors 

have also emerged, such as the uncertainty caused by the General Data Protection Regulation. 

The focus of Research Paper B is companies’ motivation to host data science competitions on 

online platforms and which factors influence their success. Extant research has shown that 

employees with new skills are needed to carry out AI projects and that many companies have 

problems recruiting such employees. Therefore, data science competitions could support the 

implementation of AI projects via crowdsourcing. The results of the study (expert interviews 

among data scientists) show that these competitions offer many advantages, such as exchanges 

and discussions with experienced data scientists and the use of state-of-the-art approaches. 

However, only a small part of the effort related to AI projects can be represented within the 

framework of such competitions. 

The studies in the other three research papers (Research Papers C, D, and E) examine AI-based 

information systems from a user perspective, with two studies examining user behavior and one 

focusing on the design of an AI-based IT artifact. Research Paper C analyses perceptions of AI-

based advisory systems in terms of the advantages associated with their use. The results of the 

empirical study show that the greatest perceived benefit is the convenience such systems 

provide, as they are easy to access at any time and can immediately satisfy informational needs. 

Furthermore, this study examined the effectiveness of 11 different measures to increase trust in 

AI-based advisory systems. This showed a clear ranking of measures, with effectiveness 

decreasing from non-binding testing to providing additional information regarding how the 

system works to adding anthropomorphic features. 

The goal of Research Paper D was to investigate actual user behavior when interacting with 

AI-based advisory systems. Based on the theoretical foundations of task–technology fit and 

judge–advisor systems, an online experiment was conducted. The results show that, above all, 

perceived expertise and the ability to make efficient decisions through AI-based advisory 

systems influence whether users assess these systems as suitable for supporting certain tasks. 

In addition, the study provides initial indications that users might be more willing to follow the 

advice of AI-based systems than that of human advisors. 

Finally, Research Paper E designs and implements an IT artifact that uses machine learning 

techniques to support structured literature reviews. Following the approach of design science 

research, an artifact was iteratively developed that can automatically download research articles 

from various databases and analyze and group them according to their content using the 

word2vec algorithm, the latent Dirichlet allocation model, and agglomerative hierarchical 
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cluster analysis. An evaluation of the artifact on a dataset of 308 publications shows that it can 

be a helpful tool to support literature reviews but that much manual effort is still required, 

especially with regard to the identification of common concepts in extant literature. 
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Zusammenfassung 

Künstliche Intelligenz (KI) ist gerade dabei, unsere Gesellschaft und Wirtschaft fundamental 

zu verändern. Unternehmen investieren große Geldsummen in den Aufbau entsprechender 

Kompetenzen und die Entwicklung von Prototypen, mit dem Ziel, KI in ihre Produkte und 

Dienstleistungen zu integrieren oder aber auch ihre internen Unternehmensprozesse damit 

anzureichern und zu verbessern. Hierdurch haben zwangsläufig Unternehmens- aber auch 

Privatanwender Kontakt mit einer Technologie, welche im Kern anders funktioniert als 

traditionelle Software. Die Möglichkeit, durch maschinelles Lernen auf der Basis großer 

Datenmengen präzise Modelle zu erzeugen, die in der Lage sind, Muster in diesen Daten zu 

erkennen, birgt große ökonomische und gesellschaftliche Potenziale – beispielsweise in der 

Augmentation und Automatisierung von Aufgaben aber auch in der medizinischen Diagnostik 

und der Entwicklung von Medikamenten. Allerdings stehen Unternehmen und Anwender 

gleichzeitig auch vor neuen Herausforderungen, die mit der Einführung dieser Technologie 

einhergehen. So kämpfen Unternehmen unter anderem damit, die großen Datenmengen zu 

verwalten und Werte daraus zu generieren. Gleichzeitig fürchten Angestellte um ihre Jobs 

durch die zunehmende Automatisierung. Um unsere Gesellschaft besser auf die wachsende 

Durchdringung des Alltags durch KI-basierte Informationssysteme vorzubereiten, wird ein 

tiefergehendes Verständnis dieser Technologie hinsichtlich organisationaler und individueller 

Nutzung benötigt. 

Motiviert durch die vielen neuen Herausforderungen und Fragestellungen für Theorie und 

Praxis, die sich durch KI-basierte Informationssysteme ergeben, werden in dieser Arbeit 

verschiedene Forschungsfragen im Hinblick auf die Nutzung solcher Informationssysteme 

adressiert – sowohl aus Anwenderperspektive als auch aus organisationaler Perspektive. 

Insgesamt wurden fünf Studien durchgeführt und publiziert: zwei Studien aus der Perspektive 

von Unternehmen sowie drei Studien unter Anwendern. Die Ergebnisse der durchgeführten 

Untersuchungen tragen zum aktuellen Stand der Forschung bei und stellen eine Basis für 

zukünftige Studien dar. Zudem ermöglichen die herausgearbeiteten Erkenntnisse das Ableiten 

von Handlungsempfehlungen für Unternehmen, welche KI in ihre Produkte, Dienste oder 

Unternehmensprozesse integrieren wollen. 
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Im Rahmen des ersten Forschungsartikels (Forschungspapier A) wurde untersucht, welche 

Faktoren und Voraussetzungen den Erfolg bei der Einführung und Annahme von künstlicher 

Intelligenz beeinflussen. Basierend auf dem „Technologie-Organisation-Environment-

Framework“ wurden durch die Analyse von Experteninterviews mit Managern, die 

Erfahrungen im Bereich KI gesammelt haben, verschiedene Faktoren in den Kategorien 

Technologie, Organisation und Umwelt identifiziert und validiert. Die Ergebnisse zeigen, 

dass vor allem Faktoren in Zusammenhang mit den Daten (insb. Verfügbarkeit, Qualität) 

sowie im Umgang mit KI-Projekten (insb. Projektmanagement, Anwendungsfälle) 

hinzugekommen sind, aber auch regulatorische Faktoren wie die Unsicherheit durch die 

Datenschutzgrundverordnung zu berücksichtigen sind. 

Der Fokus von Forschungspapier B liegt darin, zu untersuchen, aus welchen Beweggründen 

Unternehmen Data Science Wettbewerbe auf Online Plattformen veranstalten und welche 

Faktoren deren Erfolg beeinflussen. Bestehende Forschung hat gezeigt, dass zur 

Durchführung von KI-Projekten Mitarbeiter mit neuen Fähigkeiten gebraucht werden und das 

viele Unternehmen Probleme haben, entsprechende Mitarbeiter zu rekrutieren. Daher könnten 

solche Wettbewerbe eine Möglichkeit sein, die Durchführung von KI-Projekten per 

Crowdsourcing zu unterstützen. Die Ergebnisse der Studie (Experteninterviews) unter 

Datenwissenschaftlern zeigen, dass die Wettbewerbe viele Vorzüge bieten, wie bspw. der 

Austausch mit erfahrenen Datenwissenschaftlern sowie die Verwendung neuster Ansätze. 

Allerdings kann nur ein kleiner Teil des Aufwands, der bei KI-Projekten anfällt, im Rahmen 

solcher Wettbewerbe abgebildet werden. 

Die Studien der anderen drei Forschungsartikel (Forschungspapier C, D und E) betrachten KI-

basierte Informationssysteme aus Anwenderperspektive – wobei zwei Studien das Verhalten 

von Nutzern untersuchen und bei einer Studie die Erstellung eines KI-basierten IT-Artefakts 

im Fokus steht. Forschungspapier C analysiert die Wahrnehmung von KI-basierten 

Beratungssystemen hinsichtlich der Vorteile, die sich aus deren Nutzung ergeben. Die 

Ergebnisse der empirischen Studie zeigen, dass der größte wahrgenommene Nutzen der 

gebotene Komfort ist, da die Systeme einfach und jederzeit zugänglich sind sowie eine 

sofortige Befriedigung des Informationsbedürfnisses bieten. Des Weiteren, wurde in dieser 

Studie die Wirksamkeit elf verschiedener Maßnahmen zur Steigerung des Vertrauens in KI-

basierte Beratungssysteme untersucht. Hier zeigte sich eine klare Rangfolge der Maßnahmen 

mit abnehmender Wirksamkeit vom unverbindlichen Testen über das Bereitstellen 

zusätzlicher Informationen bezüglich der Funktionsweise des Systems hin zu dessen 

Vermenschlichung. 
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Das Ziel von Forschungspapier D ist die Untersuchung des tatsächlichen Nutzungsverhalten 

von Anwendern während der Interaktion mit KI-basierten Beratungssystemen. Basierend auf 

den theoretischen Grundlagen des „Task-Technology Fit“ und von „Judge-Advisor Systems“ 

wurde ein Onlineexperiment durchgeführt. Die Ergebnisse zeigen, dass vor allem die 

wahrgenommene Expertise als auch die Möglichkeit, durch KI-basierte Beratungssysteme 

effizient Entscheidungen treffen zu können, beeinflussen, ob Anwender diese Systeme als 

geeignet zur Unterstützung bestimmter Aufgaben einschätzen. Zudem gibt die Studie erste 

Hinweise darauf, dass Anwender den Ratschlägen KI-basierter Systeme mehr Beachtung 

schenken könnten als denen menschlicher Berater. 

Schließlich wird in Forschungspapier E ein IT-Artefakt entworfen und implementiert, 

welches durch Nutzung von Techniken des maschinellen Lernens das Durchführen von 

strukturierten Literaturrecherchen unterstützt. Dem Vorgehen der „Design Science“ 

Forschung folgend, wurde iterativ ein Artefakt entwickelt, welches automatisiert 

Forschungsartikel von verschiedenen Datenbanken herunterladen sowie diese hinsichtlich 

ihres Inhalts analysieren und gruppieren kann. Hierzu wurde insbesondere der „word2vec“ 

Algorithmus, das „Latent Dirichlet Allocation“ Modell und agglomerative hierarchische 

Clusteranalyse verwendet. Eine Bewertung des Artefakts auf einem Datensatz von 308 

Veröffentlichungen zeigt, dass es ein hilfreiches Werkzeug zur Unterstützung bei 

Literaturrecherchen sein kann, aber insbesondere hinsichtlich der Identifikation gemeinsamer 

Konzepte weiterhin viel manueller Aufwand erforderlich ist. 
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1 Introduction 

The most important general-purpose technology of our era is artificial intelligence, 

particularly machine learning […]. The effects of AI will be magnified in the coming 

decade, as […] virtually every […] industry transform[s] [its] core processes and business 

models to take advantage of machine learning. The bottleneck now is in management, 

implementation, and business imagination. 

Erik Brynjolfsson and Andrew McAfee (2017) 

1.1 Motivation 

The term artificial intelligence (AI) was coined in a 1956 workshop at Dartmouth College by 

John McCarthy, who described AI as “the science and engineering of making intelligent 

machines, especially intelligent computer programs” (McCarthy 2007, p. 2). While the field of 

AI experienced several setbacks in the mid-1970s and late 1980s through early 1990s, research 

on AI—especially the advancement of deep learning techniques—has rapidly gained 

momentum since the early 2010s (e.g., Schwartz et al. 2020; Yoav Shoham et al. 2018). 

Additionally, the application of AI in organizations also started to gain momentum in the early 

2010s, resulting in Gartner declaring AI a mega-trend and the most disruptive class of 

technology for the decade in 2017 (Panetta 2017). A core technology of AI is machine learning 

(ML), which describes the ability of computer programs to improve their performance at a given 

task using data (Mitchell 1997). To achieve this, complex approaches with varying degrees of 

transparency and explainability are applied. AI models are thus often referred to as “black 

boxes” (e.g., Adadi and Berrada 2018; Miller and Brown 2018), although some approaches—

such as linear regression and decision trees—are inherently transparent and explainable (e.g., 

Letham et al. 2015). 

Due to the ubiquity of information technology (IT) and sensors today, vast amounts of data are 

generated and stored continuously when using digital products or services (Statista 2020; 

Wanner et al. 2020). This data, along with the information that can be extracted from it, 

represents assets for the corresponding enterprises (Ackoff 1989; Chen et al. 2012). As more 
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and more computational power becomes available and the cost of storing large amounts of data 

decreases, organizations can analyze this data to discover knowledge, support decisions, and 

even automate or augment tasks using AI (Brynjolfsson et al. 2011; McAfee and Brynjolfsson 

2012). As a general-purpose technology, AI can be and has been applied to a variety of 

scenarios, including predictive maintenance of machines, drug discovery, and fraud detection 

(e.g., Awoyemi et al. 2017; Fleming 2018; Kanawaday and Sane 2018; Kwon et al. 2019). 

Furthermore, AI can be used to drive different types of analyses with regard to difficulty and 

value (e.g., Akerkar 2013; Krumeich et al. 2016; Lepenioti et al. 2020): (i) descriptive analytics 

to explain historical behavior, answering the questions “What has happened?” and “Why did it 

happen?”; (ii) predictive analytics to anticipate future events (“What will happen?” and “Why 

will it happen?”); and (iii) prescriptive analytics to provide advice on possible actions to take 

to achieve an optimal outcome (“What should I do?” and “Why should I do it?”). Due to the 

opportunities offered by information systems (IS) based on AI algorithms (hereafter, “AI-based 

IS”), such systems have received increasing attention from both technology companies and 

more “traditional” companies that anticipate related competitive advantages (MSV 2018). 

However, organizations are struggling to realize the potential of AI and turn data into real value. 

A study by the Ericsson IndustryLab showed that almost every organization is facing 

difficulties in its journey to operationalize AI, and as many as 91% have to address challenges 

in the three areas—technology, people, and organization (Ericsson 2020). Remarkably, most 

companies are facing more challenges related to managing people and culture (e.g., change and 

innovation resistance, fears regarding loss of jobs and control) than technological challenges 

(e.g., need for dedicated hard- and software, data management). Not adequately addressing 

these challenges can result in failing AI projects during various phases, such as non-working 

prototypes or failure to operationalize and scale projects. According to Gartner research, only 

53% of AI projects that succeed in developing a proof of concept also accomplish the transition 

from prototype to production (Gartner 2020). Even large technology companies are struggling 

with failing AI projects: Microsoft shut down its Twitter bot Tay after it posted racist slurs that 

it had learned from user interactions (Reese 2016), while IBM cancelled Watson for Oncology 

after years of development and spending USD 62 million (Strickland 2019). Nonetheless, 

successful AI projects show that perseverance is rewarded. A recent McKinsey study showed 

that organizations that master the challenges of the AI journey generate three to four times the 

returns from their investments (Atsmon et al. 2021). 
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Given the great potential benefits of AI and ML, even more organizations will begin to invest 

time and money in integrating AI into their services, products, and processes. 52% of US 

companies accelerated their AI investments even in the wake of the COVID-19 crisis (PwC 

2021). Therefore, it is crucial to understand exactly what challenges organizations are facing in 

the context of this “new” technology, why these challenges arise, and how organizations can 

overcome them to eventually achieve the adoption and implementation of AI. To obtain a 

holistic picture of AI adoption, it is necessary to approach the research object from different 

perspectives. Besides understanding organizational challenges, it is necessary to investigate 

how users interact with IS with integrated AI capabilities. Additionally, research is needed to 

understand how AI-based IS can be designed to optimally support users in performing specific 

tasks. 

From a theoretical point of view, the use of IS and the process of their adoption have been the 

focus of many studies in IS research (Burton-Jones et al. 2017). However, due to the newness 

of AI’s importance to economy and society, research on the use of this technology is 

comparably scarce. Generally, it must be considered that decisions towards the adoption and 

use of a general-purpose technology such as AI is usually context-specific. Accordingly, 

existing studies analyzing the adoption of new technologies can primarily be divided into two 

categories: studies in the user context and studies in the organizational context. 

Within the organizational context, extant research on AI is diverse. Some studies have focused 

on the implications on the future of work and the workforce (e.g., vom Brocke et al. 2018; 

Brynjolfsson and Mitchell 2017), while others have focused on specific industries, such as 

finance or service (e.g., Huang and Rust 2018; Kruse et al. 2019), and yet others have 

investigated how specific organizational processes can be technically supported by AI (e.g., 

Moncrief 2017). However, few studies have sought to provide a holistic picture of the 

organizational aspects of AI adoption and its implementation into organizational processes and 

governance structures (Ransbotham et al. 2017). Nonetheless, two studies have already, based 

on the extant literature, identified some aspects that should be considered when investigating 

AI adoption (e.g., commitment, technological expertise) (Alsheibani et al. 2018; Nascimento et 

al. 2018) as well as a possible research framework (Alsheibani et al. 2018). These studies can 

serve as a starting point for empirical studies to gain a better understanding of the factors that 

drive or impede the adoption of AI in organizations. Moreover, no existing study has 

investigated the capabilities of crowdsourcing ML models through data science communities. 
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This approach could potentially help organizations tackle challenges related to their lack of 

resources and experience related to AI. 

From the user perspective, research on the acceptance and use of AI-based IS is also rare. Since 

AI-based chatbots and voice assistants (e.g., Siri, Alexa) were among the first AI-based 

products with which private users had intense contact, studies focused on investigating the 

differences between users’ interactions with chatbots and those with their human counterparts. 

Conversational behavior was found to differ with regard to users’ self-disclosure, message 

length, and content (e.g., Hill et al. 2015; Mou and Xu 2017; Pickard et al. 2016). Other studies 

focused on investigating the effects of different system characteristics, such as transparency or 

appearance, on user behavior and showed that transparency about the system’s decision 

significantly influenced user behavior. For example, increased transparency positively affects 

users’ perceptions of such a system, their satisfaction with its recommendations, and their 

decision-making effectiveness (e.g., Gedikli et al. 2014; Gregor 2001; Xu et al. 2014). 

Additionally, many studies have confirmed the positive effects of human-like appearances on 

user engagement and perceptions of trust and enjoyment (e.g., Qiu and Benbasat 2008; 

Schuetzler et al. 2018). However, while many characteristics that increase trust in AI-based 

systems have been identified, there is a lack of comparative studies evaluating their differences 

in efficacy. Furthermore, as AI is increasingly integrated into a variety of IS, it needs to be 

investigated how users perceive specific AI-based IS—such as AI-based advisory services—

and their generated output. Many studies exploring the use of AI-based systems build on 

quantitative data collected via questionnaires. Therefore, analyses and results are based on 

adoption intentions as stated by the participants. However, psychological research shows that 

intentions do not necessarily lead to consistent actual behaviors (Sheeran 2002). 

1.2 Research Objectives 

Overall, within the user and organizational contexts, many research questions regarding the 

organizational adoption and individual use of AI remain unanswered, as the technology has just 

recently gained significant importance (e.g., Berente et al. 2019; Nascimento et al. 2018; Rai et 

al. 2019). Considering the rapid evolution of AI and the increasing opportunities for its 

application, the need for further research on organizational AI adoption as well as individuals’ 

perceptions of AI-based IS is even more urgent. To address this gap, the overarching objective 

of this dissertation is to advance the understanding of the adoption of AI among organizations 

and users. This dissertation includes five studies, each addressing different research questions. 

The results of the five studies were published in the proceedings of various conferences and 
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provide numerous theoretical contributions as well as practical implications for organizations. 

In the following, a summary of the five research objectives (ROs) is presented. A more detailed 

presentation of the motivation, research gaps, and derived research questions can be found in 

the chapters on the respective studies. 

IS research has just recently begun to examine the organizational aspects of the adoption of AI. 

Therefore, few studies have dealt with general organizational aspects such as the 

implementation of AI in organizational processes and governance (e.g., Alsheibani et al. 2018; 

Baier et al. 2019; Ransbotham et al. 2017). While some published studies have focused on the 

impact of AI on specific business units and industries (e.g., Huang and Rust 2018; Kruse et al. 

2019), a literature review by Nascimento et al. (2018) reveals that overarching mechanisms—

such as the influence of an organization’s strategy or environment on the implementation of 

AI-based IS—have largely been neglected. Therefore, drawing on the technology–

organization–environment (TOE) framework and innovation diffusion theory (DePietro et al. 

1990; Rogers 2003; Zhu and Kraemer 2005), the study in chapter 3 seeks to provide holistic 

insights by exploring factors required for a successful adoption and implementation of AI in 

organizations. 

RO 1: Exploring readiness factors of organizational AI adoption. 

The aforementioned literature review also identified specific aspects that should be considered 

with regard to the adoption of AI, such as the specific skills employees must possess to handle 

AI technology (Nascimento et al. 2018). Additionally, practice-oriented research papers 

emphasize the need for new job profiles and the necessity of developing the skills of the 

workforce (e.g., vom Brocke et al. 2018). Lastly, practitioners themselves have noted the 

importance of correctly staffing AI teams and are worried about an acute shortage of AI talent 

(e.g., Costello 2019; Goasduff 2020). At the same time, many aspiring and experienced data 

scientists are participating in data science communities such as Kaggle and are challenging 

themselves by competing in ML competitions. Therefore, the study in chapter 4 seeks to 

investigate the capability of data science competitions to supplement organizations’ AI projects. 

RO 2: Analyzing organizations’ motives to host data science competitions and 

associated success factors. 

As mentioned in section 1.1, previous research on the introduction and use of new technologies 

has not only taken an organizational perspective but has also investigated users’ perceptions of 

and interactions with such technologies. Likewise, it is necessary to analyze and evaluate the 

behavior of individuals when using AI-based IS (e.g., Rzepka and Berger 2018). Analogous to 
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the organizational context, due to the novelty of the technology, there are also many research 

gaps in the private context. Research is especially rare on users’ perceptions of the advantages 

of AI-based IS, users’ actual behavior while using AI-based IS, and the design of AI-based IS. 

One area in which users are increasingly interacting with AI-based IS is automated advisory 

services that use AI to generate advice in a specific field of knowledge (e.g., wealth 

management, insurance) (e.g., Jung, Dorner, Weinhardt, et al. 2018; Kruse et al. 2019). 

However, these systems have not lived up to expectations in terms of their numbers of users 

(Jung and Weinhardt 2018). When it comes to AI-based advisory services, two concepts have 

received little attention but are key factors in adoption: first, the relative advantage that users 

perceive compared to other services (Choudhury and Karahanna 2008), and second, users’ trust 

in the advisory service’s advice (Lin 2011; Pavlou 2018). Previous research has focused on 

identifying opportunities to manipulate perceived trust in the system (e.g., Nilashi et al. 2016; 

de Visser et al. 2016). However, there is a need to compare different mechanisms and assess 

their relative effectiveness because their implementation is mostly not trivial and requires 

substantial resources. Therefore, the study in chapter 5 seeks to investigate users’ perceptions 

of AI-based advisory services with the following research objective: 

RO 3: Analyzing users’ perceptions of the advantages of AI-based advisory systems and 

their trust in these systems. 

Additionally, extant research shows that people tend to reject help from IS—a phenomenon 

called algorithm aversion (e.g., Castelo et al. 2019; Dietvorst et al. 2015; Jussupow and 

Benbasat 2020). This phenomenon could further hinder customers’ acceptance and use of AI-

based advisory systems (e.g., financial robo-advisors). However, some studies have also found 

evidence of automation bias, wherein people tend to simply adopt an algorithmic 

recommendation (e.g., Skitka et al. 1999). To investigate this behavior further, the study in 

chapter 6 makes use of the judge–advisor system (JAS) paradigm that has been used in many 

studies in the cognitive sciences to analyze the behavior of individuals and groups when giving 

and taking advice with regard to various factors—such as judge and advisor characteristics or 

the type of interaction (e.g., Harvey and Fischer 1997; Sniezek and Van Swol 2001; Van Swol 

and Sniezek 2005). However, these studies have mostly investigated interactions between 

human actors, while the interplay between humans and IS has received less attention (Bonaccio 

and Dalal 2006). A drawback of many studies on the use of IS is that they measure only 

intention to use, rather than actual use (e.g., Hein et al. 2018; Lowry et al. 2012). This study 
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seeks to investigate actual behavior by adopting experimental approaches from the JAS 

literature. 

RO 4: Analyzing users’ actual advice-taking behavior with regard to perceived advisor 

characteristics. 

In IS research, design science is (besides behavioral science) one of the most widely used 

paradigms (Hevner et al. 2004). Among other objectives, it aims to create IT artifacts that 

extend the boundaries of human problem-solving by providing intellectual and computational 

tools (Hevner et al. 2004). The study in chapter 7 uses design science research to evaluate the 

possibilities of using ML to support the important process of structured scientific literature 

reviews. Extant research proposes many algorithms and techniques to analyze natural language 

and specifically for topic segmentation (e.g., Blei 2012; Griffiths and Steyvers 2004). However, 

these algorithms are usually developed and evaluated in isolation, whereas this study seeks to 

integrate ML approaches for text processing and topic segmentation into an end-to-end process 

for literature reviews. 

RO 5: Design of an IT artifact that uses ML to support the process of structured 

literature reviews. 

1.3 Dissertation Structure 

This dissertation is organized into eight chapters (see Figure 1). Following the introduction, 

which lays out the motivation, ROs, and structure of the dissertation, the theoretical and 

methodological fundamentals are presented in chapter 2. Subsequently, five peer-reviewed and 

published research papers represent the core of this cumulative dissertation. The first two 

research papers focus on different aspects of AI from an organizational perspective (chapters 3 

and 4). The other three focus on the user perspective of AI-based IS. While two investigate 

users’ perceptions of AI-based advisory systems (chapters 5 and 6), the last focuses on 

designing an IT artifact that uses AI (chapter 7). Lastly, a brief summary of key findings, 

theoretical contributions, and practical implications is presented in chapter 8. 
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Figure 1. Dissertation Structure 

In the following section, the five research papers included in this dissertation are listed and 

briefly summarized. As these studies were conducted with co-authors, the summaries and the 

research papers in chapters 3 through 7 also represent their work and opinions. The five research 

papers, along with a list of authors, publication outlets, publication years, and publication 

rankings, are listed in Table 1. 

Paper A Pumplun, Luisa; Tauchert, Christoph; Heidt, Margareta (2019): A New Organizational Chassis 

for Artificial Intelligence – Exploring Organizational Readiness Factors. In: European 

Conference on Information Systems (ECIS), Stockholm, Sweden. VHB-Ranking: B. 

Paper B Tauchert, Christoph; Buxmann, Peter; Lambinus, Jannis (2020): Crowdsourcing Data Science: 

A Qualitative Analysis of Organizations’ Usage of Kaggle Competitions. In: Hawaii 

International Conference on System Sciences (HICSS), Wailea, Hawaii, USA. VHB-Ranking: 

C. 
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Paper C Mesbah, Neda; Tauchert, Christoph; Olt, Christian M.; Buxmann, Peter (2019): Promoting 

Trust in AI-Based Expert Systems. In: Americas Conference on Information Systems 

(AMCIS), Cancun, Mexico. VHB-Ranking: D. 

Paper D Tauchert, Christoph; Mesbah, Neda (2019): Following the Robot? Investigating Users’ 

Utilization of Advice from Robo-Advisors. In: International Conference on Information 

Systems (ICIS), Munich, Germany. VHB-Ranking: A. 

Paper E Tauchert, Christoph; Bender, Marco; Mesbah, Neda; Buxmann, Peter (2020): Towards an 

Integrative Approach for Automated Literature Reviews Using Machine Learning. In: 

Hawaii International Conference on System Sciences (HICSS), Wailea, Hawaii, USA. VHB-

Ranking: C. 

Table 1. Research Papers Included in the Dissertation 

Research Paper A (chapter 3) draws on the TOE framework (DePietro et al. 1990) and 

analyzes which factors influence organizations’ decisions and ability to adopt AI, as well as 

how the introduction of AI differs from the introduction of other technologies (see RO 1). 

Twelve interviews with experts focusing on their perceptions of the process of adopting AI 

were conducted in accordance with a qualitative research approach. The results show that the 

TOE framework should be expanded to include additional factors that emerged in the analysis 

of the interviews. Among these factors are data-related aspects as well as regulatory issues (e.g., 

the General Data Protection Regulation). Overall, the results of our study provide a basis for 

future AI adoption research and can serve as guidance for managerial decision-making 

regarding the introduction of AI. 

Research Paper B (chapter 4) uses qualitative interviews and data scraped from the data 

science community Kaggle to explore why organizations host data science competitions and 

when organizations perceive them as successful (see RO 2). The results show some benefits 

related to data science competitions, such as learning new approaches and technical discussions 

among participants; however, conducting such competitions is very time consuming, and 

outcomes are neither certain nor integrated into a holistic solution. In total, 12 factors that 

influence an organization’s perceptions of the success of hosting data science competitions 

were identified. 

Research Paper C (chapter 5) draws on the theory of innovation diffusion (Rogers 2003) to 

investigate whether users perceive AI-based advisory systems as providing a relative advantage 

over human advisors and which mechanisms establish trust in AI-based advisory systems (see 

RO 3). Using an online survey in the context of financial planning, we collected data from 226 
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participants. The results show that users appreciate the convenience that AI-based advisory 

systems offer by providing easy and instant satisfaction of informational needs. Furthermore, 

we found that 11 measures to increase trust in AI-based advisory systems could be classified 

into three categories based on their effectiveness. Non-committal testing improved trust the 

most, while the implementation of human traits was least effective. 

Research Paper D (chapter 6) is based on task–technology fit (TTF) and JAS and analyzes 

users’ actual advice-taking behavior in the context of financial robo-advisors (see RO 4). We 

conducted an experimental study among 197 participants measuring actual advice-taking 

behavior and analyzed the data using group comparisons and structural equation modeling. Our 

results show that the perceived advisor’s expertise is the most influential factor in the task–

advisor fit for robo-advisors and human advisors. Furthermore, the perceived advisor’s integrity 

(only for human advisors) and perceived efficiency-enhancing capabilities (only for robo-

advisors) affect the task–advisor fit. Additionally, we found that task–advisor fit affects users’ 

actual advice utilization. 

Research paper E (chapter 7) uses the design science method to develop an IT artifact that 

supports researchers in conducting structured literature reviews using ML (see RO 5). The 

artifact aims to partially automate the literature review process, from collecting documents 

through analysis. Documents are downloaded from different databases based on defined 

keywords, processed using optical character recognition and the word2vec algorithm, and 

analyzed with latent Dirichlet allocation (LDA) topic modeling, rapid automatic keyword 

extraction, and agglomerative hierarchical clustering. Finally, illustrations such as dendrograms 

are used to visually represent the results.
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2 Theoretical Fundamentals 

This chapter provides an overview of the theoretical foundations of this dissertation, whereas 

the theoretical background related to each paper is presented in more detail in chapters 3 

through 7. 

2.1 Artificial Intelligence and Machine Learning 

AI refers to “the science and engineering of making intelligent machines, especially intelligent 

computer programs” wherein “intelligence is the computational part of the ability to achieve 

goals in the world” (McCarthy 2007, p. 2). A more tangible definition of AI describes it as the 

study of intelligent agents that can perceive their environment and perform actions (Russel and 

Norvig 2009). How an intelligent agent maps perceptions and actions can be determined by a 

variety of functions (e.g., rule-based, model-based) (Russel and Norvig 2009). A common 

approach to generating a mapping function that is often associated with AI is ML. ML can be 

defined as an approach to deriving patterns from data using algorithms to create a model of 

reality (Mitchell 1997). Ideally, these models can be used to determine an agent’s best possible 

action given its perceptions: the so-called “rational action” (Russel and Norvig 2009). 

A common definition of ML is provided by Mitchell (1997, p. 2), who states, “A computer 

program is said to learn from experience E with respect to some class of tasks T and 

performance measure P, if its performance at tasks in T, as measured by P, improves with 

experience E.” ML approaches can broadly be categorized into three classes: supervised 

learning, unsupervised learning, and reinforcement learning (e.g., Bishop 2006; Jordan and 

Mitchell 2015). Supervised learning uses training data that contains examples of corresponding 

input and target vectors (i.e., labeled data) (Bishop 2006). In classification problems, the output 

vector consists of a finite number of discrete categories, whereas in regression problems, the 

output vector contains continuous variables (Bishop 2006). Unsupervised learning is 

characterized by training data in which the input vectors do not have corresponding target 

vectors (Bishop 2006). It can be applied to (for example) clustering (i.e., discovering groups of 

observations that are similar) or anomaly detection (i.e., identifying observations that deviate 

significantly from the majority of the data) (Bishop 2006). Reinforcement learning is a 
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technique wherein an agent learns from a series of reinforcements (i.e., rewards or punishments) 

(Russel and Norvig 2009). Often, this is operationalized by an agent that interacts with an 

environment and evaluates the outcomes of its actions (Bishop 2006). Put simply, the agent 

learns by trial and error. Exemplary applications of reinforcement learning include agents 

learning to play games such as Go or Dota 2 (Berner et al. 2019; Silver et al. 2016) or robotics 

(e.g., Kober et al. 2013). 

Recent research on AI focuses on the development of artificial neural networks (ANN) with 

increasingly complex architectures—referred to as deep learning—and their application (e.g., 

Girshick et al. 2014; Goodfellow et al. 2014; Krizhevsky et al. 2012). In general, ANNs are 

composed of artificial neurons that are typically arranged in multiple layers. Each neuron has 

inputs and calculates one or multiple outputs. Typically, each layer contains multiple neurons 

and ANNs consists of at least three layers—an input layer, one or multiple hidden layer, and an 

output layer (Goodfellow et al. 2016; LeCun et al. 2015). This multi-layered architecture allows 

them to automatically discover representations from raw data (e.g., images, speech) and process 

it for detection or classification (LeCun et al. 2015). Novel deep learning approaches are 

responsible for most of the recent breakthroughs in ML such as image generation, machine 

translation and computer vision (e.g., Gregor et al. 2015; Johnson et al. 2017; Redmon et al. 

2016). However, the high performance of deep learning comes at certain costs. For one, training 

such networks takes a lot of time, money and energy, resulting in a massive carbon footprint 

(Schwartz et al. 2020). Furthermore, due to their nested and non-linear structure, ANNs lack of 

transparency, which is why they are referred to as “black-boxes” (Samek et al. 2017). However, 

rapid progress is made in the field of explainable AI, which seeks to develop techniques that 

enable humans to understand such black-box models (Guidotti et al. 2018; Lundberg and Lee 

2017; Ribeiro et al. 2016). 

2.2 Use of Information Systems 

In IS research, the acceptance, use, and adoption of technology constitute a major research 

stream around one of the most central and most widely studied constructs (Burton-Jones et al. 

2017; Córdoba et al. 2012; Straub and del Giudice 2012). The use of IS can be defined as an 

actor’s employment of an IS to perform a task (Burton-Jones and Gallivan 2007). Under this 

definition, an actor refers to an individual, group (or any other collective), or even entire 

organization (Burton-Jones et al. 2017). Originating from the application and integration of 

many social psychological findings, such as the theory of reasoned action (Fishbein and Ajzen 

1975), the research on IT acceptance and use developed robust theories such as the technology 
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acceptance model (TAM) (Davis 1989) and the unified theory of acceptance and use of 

technology (UTAUT) (Burton-Jones et al. 2017; Venkatesh et al. 2003, 2012). From this point, 

research evolved and gradually refined the understanding of IS use by focusing on each of its 

elements (e.g., actors, tasks, technology) (e.g., Bhattacherjee and Premkumar 2004; Rai et al. 

2012; Sarker and Valacich 2010). Two of the most important constructs that these theories have 

in common relate to the benefits and efforts associated with the use of the technology. This 

emphasizes the relevance of design science to creating IS that can be used effectively and 

efficiently (Hevner et al. 2004; Tsichritzis 1997). Therefore, a complementary research cycle 

between behavioral science and design science can help address fundamental problems in the 

productive application of IS (Hevner et al. 2004). 

The TTF model is a widely accepted approach to investigating IS utilization at an individual 

level. It is a well-studied model that seeks to understand the mechanisms of IS utilization and 

its impact on task performance (Goodhue 1995; Goodhue and Thompson 1995a). TTF refers to 

the state wherein a technology provides features and support that “fit” the requirements of a 

specific task and is affected by technology and task characteristics (Goodhue and Thompson 

1995b). It has already been widely applied in various contexts to investigate the success of new 

technologies such as online shopping, question-answering machines, and management 

information systems (e.g., Goodhue et al. 2000; Klopping and Mckinney 2004; Robles-Flores 

and Roussinov 2012). 

As a complement, the TOE framework can be used to investigate the adoption and 

implementation of IS at an organizational level. As a framework, it provides a useful and 

flexible starting point to study the adoption of innovations (Zhu and Kraemer 2005). In essence, 

the framework suggests that the process by which a firm adopts and implements innovations is 

affected by its technological, organizational, and environmental context (DePietro et al. 1990). 

The technological context refers to internal and external relevant technologies, the 

organizational context describes internal structures and processes, and the environmental 

context refers to the external regulations and conditions imposed on the organization (DePietro 

et al. 1990). The TOE framework has successfully been applied to other contexts, such as 

business intelligence systems (Hatta et al. 2017) and big data (Bremser 2018). 

2.3 Research Methods 

This section provides an overview and discussion of the research methods selected for the five 

research papers included in this dissertation (chapters 3–7). 
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A common and widely accepted categorization for research methods is the distinction between 

qualitative and quantitative methods (Myers 1997). Qualitative research methods stem from the 

social sciences, where they are used to study social and cultural phenomena by using non-

standardized data such as interviews, documents, or observations (Myers 1997). As an open 

and flexible approach, qualitative research is especially useful for collecting more concrete and 

plastic insights into processes and interrelationships; it is therefore well suited to exploring 

complex topics that have not yet been extensively investigated (Flick et al. 2004). Common 

qualitative research approaches include case studies, action research, design science, and 

grounded theory studies (e.g., Corbin and Strauss 2014; Yin 2009). 

Quantitative research methods were developed in the natural sciences and rely on the analysis 

of numerical data (Myers 1997). As a structured and standardized approach, quantitative 

research aims to derive general relationships using statistical analysis. It especially provides the 

benefits of a controlled experimental setting, careful measurement, and generalizable samples 

(Miles and Huberman 1994). Common quantitative research methods include surveys, 

numerical methods, laboratory experiments, and formal approaches (Myers 1997). 

Both types of research are widely accepted in the IS discipline and are applied in the studies 

included in this dissertation. Figure 2 provides an overview of the various research designs used 

in the studies. 

 

Figure 2. Overview of Research Design and Methods Used in the Dissertation 
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To analyze the readiness factors of organizational AI adoption and implementation (Research 

Paper A), a qualitative research approach using expert interviews was selected due to the 

exploratory nature of the study. Using the TOE framework and factors from extant literature as 

a conceptual starting point, the interviews were used to confirm and expand the initial 

conceptualization and to obtain complementary views on the topic. 

Qualitative expert interviews were also used to investigate organizations’ motivations to host 

data science competitions (Research Paper B). This approach was deemed appropriate because 

the amount of organizations hosting such challenges is rather small and the topic has not been 

extensively explored. The interview data was enriched with publicly available data crawled 

from the data science platform Kaggle, where most of these competitions are hosted. A more 

holistic view on the topic was thus gained, and interview statements could be validated. 

In Research Papers C (chapter 5) and D (chapter 6), a quantitative approach was selected. 

Specifically, online surveys were chosen for data collection because this research method 

allows for a standardized, controlled environment, careful measurement, and results that are 

generalizable to a population of interest. 

Finally, Research Paper E (chapter 7) employs a qualitative method by using design science 

research to develop an IT artifact that uses ML to support the process of structured literature 

reviews. The artifact was developed in an iterative manner by continuously assessing 

requirements, implementing features, and evaluating the results.
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Abstract 

In 2018, investments in AI rapidly increased by over 50 percent compared to the previous year 

and reached 19.1 billion USD. However, little is known about the necessary AI-specific 

requirements or readiness factors to ensure a successful organizational implementation of this 

technological innovation. Additionally, extant IS research has largely overlooked the possible 

strategic impact on processes, structures, and management of AI investments. Drawing on TOE 

framework, different factors are identified and then validated conducting 12 expert interviews 

with 14 interviewees regarding their applicability on the adoption process of artificial 

intelligence. The results strongly suggest that the general TOE framework, which has been 

applied to other technologies such as cloud computing, needs to be revisited and extended to 

be used in this specific context. Exemplary, new factors emerged which include data – in 

particular, availability, quality and protection of data – as well as regulatory issues arising from 

the newly introduced GDPR. Our study thus provides an expanded TOE framework adapted to 

the specific requirements of artificial intelligence adoption as well as 12 propositions regarding 
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the particular effects of the suggested factors, which could serve as a basis for future AI 

adoption research and guide managerial decision-making. 
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artificial intelligence, adoption, TOE framework, organizational readiness  
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3.1 Introduction 

“The world’s most valuable resource is no longer oil, but data” – proclaimed by The Economist 

(2017) and a plethora of other articles, the business value of data is widely accepted. If data is 

the new oil of our economy and artificial intelligence (AI) is fuelled by data, then AI can 

analogously be referred to as the engine (Agrawal et al. 2018). Thanks to improved algorithms 

in deep learning and ample access to historical datasets as well as cost-effective computing 

power and storage space, AI applications are on the rise and receive increasing attention from 

both technology companies and more ‘traditional’ companies that anticipate competitive 

advantages (MSV 2018). Despite inconspicuous short term impact, long term commitment is 

important since AI represents a paradigm shift for organizations (Hosanagar and Saxena 2017). 

According to Gartner, “85 percent of CIOs will be piloting AI programs through a combination 

of buy, build, and outsource efforts” by 2020 (Andrews et al. 2017, p. 2) – however, just like a 

new engine for electric vehicles requires a new chassis, approaching an organizational AI 

project requires an assessment whether the focal organization possesses the necessary 

prerequisites and framework to enable successful AI initiatives. 

Despite ever increasing organizational (and governmental) investments in AI (Bughin et al. 

2017), less than 39 percent of all companies have an AI strategy in place, only 20 percent of 

companies have actually incorporated AI in some offerings or processes, and merely 5 percent 

have extensively incorporated AI (Ransbotham et al. 2017). The easiest explanation for this 

apparent hesitance are prominent examples of AI projects gone awry, like the Microsoft 

Chatbot Tay tweeting racist slurs (Reese 2016) or IBM’s Watson failing to diagnose cancer as 

promised in their advertising campaign (Flam 2018). However, most so-called AI failures 

cannot be attributed to AI itself but rather to the underlying processes and the involved people. 

Current AI research has focused predominantly on technical advancements (e.g., Lu et al. 2018; 

Monroe 2018) but largely factored out the necessity to analyse the readiness of the 

‘organizational chassis’ to successfully support AI initiatives. In this regard, AI initiatives 

cannot be approached like yet another new technology trend since several aspects distinguish 

these projects from previous technology initiatives, e.g., cloud computing adoption or social 

media marketing: in its essence, AI refers to a broad and complex set of approaches that do not 

have to confine themselves to methods that are observable and have thus been often compared 

to a black box (McCarthy 2007). In accordance with McCarthy (2007, p. 2) we understand AI 

as a “science and engineering of making intelligent machines, especially intelligent computer 

programs”, which tries but is not limited to simulate human intelligence and which includes 

underlying technologies like machine learning, deep learning and natural language processing 
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(Elliot and Andrews 2017). AI differs from non-AI technology as it learns to make decision 

based on incoming data, rather than being based on an explicitly defined set of rules (Crowston 

and Bolici 2019). This self-adaptive property allows AI to learn from user behaviour, react to 

its environment, and make complex decisions automatically. These properties result in human 

attributes being assigned to AI (Rzepka and Berger 2018). However, the technology is also 

perceived as a threat because the algorithm's decision is not transparent (i.e., black box 

behaviour) and is likely exceeding human capabilities in a particular task due to its efficiency 

and scalability (Brundage et al. 2018). 

In an information systems (IS) context, researchers have only recently begun to examine 

organizational readiness factors for AI (e.g., Alsheibani et al. 2018) but have as of now not yet 

expanded frameworks like TOE (technological-organizational-environmental) to cover the 

specific characteristics AI initiatives entail across industries and adoption stages. Due to the 

scarce extant literature, this study explores organizational readiness factors through a 

qualitative interview approach with 14 experts from both user and provider firms at various 

adoption stages. Building on TOE as conceptual framework, our approach thus aims to identify: 

(1) Which factors influence the decision and the ability to adopt AI in organizations? And sets 

out to shed further light onto (2) What explicitly distinguishes the introduction of AI from other 

technologies? 

The remainder of this manuscript is structured as follows: To begin with, we provide a brief 

overview of the related work and theoretical background (TOE) to mark off the research area 

before the qualitative study design is presented. After introducing our study sample comprising 

14 interviewees, we derive empirical results which are integrated to expand the TOE 

framework. The results of our paper are a first step in providing a holistic view of the factors 

that are relevant for adoption of AI in the nascent research landscape. Thereby, the discussion 

of our key findings illustrates contributions to research and practice and an approach to future 

work. Finally, we conclude the manuscript by pointing out the limitations of our study and 

providing specific avenues for future research. 
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3.2 Theoretical and Conceptual Background 

3.2.1 Artificial Intelligence and Adoption 

The nascent ubiquitous adoption of AI in companies is currently omnipresent in research and 

practice, which indicates the potential attributed to AI. However, only few studies have dealt 

with the organizational aspects of AI adoption like the implementation of the technology into 

organizational processes and governance structures (e.g., Ransbotham et al. 2017). Extant 

published studies rather focus on the improvement of this technology and its underlying 

algorithms (e.g., Monroe 2018; Yan et al. 2016) or the impact of AI on specific industries and 

departments (e.g., Huang and Rust 2018; Kruse et al. 2019; Moncrief 2017) – whereas 

overarching aspects like the influence on AI applications exerted by an organization’s strategy 

or the macro-environment, have scarcely been taken into account in information systems (IS) 

literature (Nascimento et al. 2018).  

Indeed, a literature review by Nascimento et al. (2018) demonstrates possible avenues for future 

studies by identifying specific aspects which should be considered when adopting AI 

technologies (i.e., high commitment to the area, human requirements to deal with the 

techniques), but they do not integrate their findings into a theoretical framework. Similarly, 

Rzepka and Berger (2018) focus on the interaction of AI systems and users and address 

important factors (e.g., the fit between the user, system and task), but do not apply a distinct 

adoption framework. There are some further, rather practice-oriented contributions analysing 

or discussing the adoption of AI. For example, vom Brocke et al. (2018) state that new job 

profiles have to be created, resulting in the necessity of adequate skill development of 

employees and the adjustment of corporate strategies.  

However, the aforementioned findings are still rather disparate and do not provide a concise 

framework that could guide future organizational studies regarding AI and the actual 

implementation of AI in companies. To the best of our knowledge, there are only two 

contributions that consider the adoption of AI in organizations from a more theoretical 

perspective and across various industries (Alsheibani et al. 2018; Rana et al. 2014). Alsheibani 

et al. (2018), a research-in-progress publication, draw on the TOE framework (DePietro et al. 

1990) to explain an organization’s readiness to introduce AI into their organization. In line with 

the existing theory, they constitute technological (T), organizational (O), and environmental 

(E) factors, which influence AI adoption and propose a quantitative, thus confirmative, 

approach. Accordingly, influencing factors are selected on the basis of assumptions from past 

studies, which are not specified in more detail, and on the basis of previous technologies, which 
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do not have the same specific characteristics as AI. Rana et al. (2014), on the other hand, use 

the Technology Acceptance Model (TAM) to explain the organizational adoption of machine 

learning techniques in the specific context of software defect prediction. Again, the unique 

characteristics of AI are not sufficiently addressed. Instead, existing concepts (e.g., perceived 

benefits) are examined based on a sample of only four interviewees from two companies. Given 

that AI differs from previous technologies in several ways, an all-embracing framework needs 

to take these differences into account (Zhu and Kraemer 2005): AI is considered both efficient 

and scalable, is able to exceed human capabilities and comprehension (Brundage et al. 2018), 

derives its own rules from added data (Crowston and Bolici 2019) and shows a distinctive black 

box behaviour (Adadi and Berrada 2018). In addition, recent developments affect the 

organizational use of AI (e.g., improvement of deep learning algorithms) making it necessary 

to collect comprehensive, up-to-date data. 

Since no current exploratory study investigates the adoption of AI across various industries, an 

explorative approach is necessary to provide further insights that potentially deepen and extend 

the proposed TOE framework to account for the novelty regarding the organizational 

implementation and adoption of AI.  

3.2.2 TOE Framework and Diffusion of Innovation 

In general, the TOE framework represents a useful and somewhat flexible starting point to study 

innovations as it provides a generic theory for the diffusion of technologies (Zhu and Kraemer 

2005). Therefore, it has been widely applied to other contexts and technologies like cloud 

computing (e.g., Lian et al. 2014), big data (e.g., Bremser 2018) and business intelligence 

systems (e.g., Hatta et al. 2017). In essence, the TOE framework comprises three main elements 

that influence the adoption process of technological innovations: (a) the technological context 

describing the internal and external relevant technologies available, (b) the organizational 

context that depends on internal structures and processes measured by various factors such as 

company size and free resources and (c) the environmental context, which describes the 

business related field of action, taking into account industry, competitors, government, and 

suppliers (DePietro et al. 1990). Following Zhu and Kraemer (2005) the TOE framework can 

be extended by using the innovation diffusion theory of Rogers (1995), which states different 

technological factors including relative advantage and compatibility. Relative advantage is 

described as the degree to which an organization perceives an innovation better compared to 

the previous solution. The second factor, compatibility, is the degree to which an innovation 

matches the actual needs of the potential user organization. Both factors are positively related 
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to its rate of adoption (Rogers 1995). Looking at the organizational readiness, DePietro et al. 

(1990) postulate a positive influence of the strategic behaviour of management, organization’s 

size and slack resources. They also point out the relevance of the intensity of competition as a 

positive factor on adoption as well as governmental regulations, which can have both, negative 

and positive effects on innovation implementation. Since there is only little research on AI 

adoption, a general TOE framework as described above is used as an initial conceptual starting 

point (see Figure 3), which will be expanded in the course of the study. 

 

Figure 3. TOE Framework as Conceptual Base (based on DePietro et al., 1990; Rogers, 1995) 

3.3 Qualitative Research Methodology 

The aim of the study is to expand the current state of IS research concerning AI application in 

organizations by questioning experts who work on managerial and operational levels for AI 

provider and user firms. Organizational AI adoption is a complex topic and has not yet been 

fully explored. Therefore, an explorative approach using interviews with experts seems 

appropriate to investigate the problems occurring in this particular context (Flick et al. 2004). 

According to Weber (1990), content analysis can be used to assess open-ended questions, 

making the approach suitable for evaluation of the collected qualitative data. Thus, in order to 

develop an organizational adoption framework, this paper follows the steps of content analysis 

(see Figure 4): Based on the TOE framework, which serves as a conceptual framework, seven 

initial categories were derived from relevant literature (e.g., factors “compatibility” or “top 

management support” in Figure 3). By analysing the interviews, these categories are examined 

and extended gradually, resulting in 23 categories and subcategories of the final framework for 

AI adoption. The interviews are transcribed, coded and analysed taking into account relevant 

practice-oriented studies through triangulation (Hsieh and Shannon 2005). In particular, we use 

a combination of directed and conventional analysis, where the directed approach uses codes 

derived from theory (i.e., TOE framework) and the conventional analysis takes into account 
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information obtained directly from the data since the applied theory is not specifically adjusted 

to AI technology and therefore should be supplemented and deepened inductively (Hsieh and 

Shannon 2005). 

 

Figure 4. Content Analysis Process (based on Hsieh and Shannon, 2005) 

3.3.1 Research Design 

Our main information source were in-depth expert interviews, which were conducted in a semi-

structured way. Thereby, the guiding principles of Sarker et al. (2013) were considered by 

preparing an interview protocol and questioning key informants in different companies. In order 

to avoid typical pitfalls of semi-structured qualitative interviews, contact was established with 

the interview partners via e-mail and telephone before the interviews were carried out 

(Hermanns 2004). While conducting the interviews we kept our questions open in order to 

enable participants to speak freely.  

The interview guide comprises three different sections. The first section comprised general 

questions about the position and responsibility of the interviewee and their previous experience 

in the field of AI and related technologies in an operational or managerial context. The second 

and most comprehensive section considered advantages and risks of using AI (i.e., the possible 

results of AI initiatives) and the triggers, prerequisites and limitations of using this technology 

in organizations. In addition, we inquired the criteria used by the companies to assess the 

general potential of AI. The last set of questions dealt with the actual use of AI and the strategic 

and tactical challenges it poses. For example, we asked the interview partners which AI-based 

applications are currently being used and which specific actions were associated with the 

introduction and implementation of these projects. Due to the semi-structured approach, initial 

questions were subject to a gradual adjustment in order to account for the individual expertise 

and position of the participants and to develop the focus during the interviewing process. 

3.3.2 Sample and Data Collection 

We provide an overview of the participants in Table 2 (see below) and further details in the 

following. 
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Participants (UF): Participants of firms that are 
predominantly users of AI products and services 

Participants (PF): Participants of firms that are pre-
dominantly providers of AI products and services 

ID Position Job 
Exp. 

Interview 
Method 

Adoption 
Stage ID Position Job 

Exp. 
Interview 
Method 

Core/ 
Non-
core 

P-01 
Digital 
Growth 
Manager 

16 
years Face-to-face Adoption P-08 Founder 10 

years Face-to-face C 

P-02 
Head of 
Marketing & 
Analytics 

10 
years 

Face-to-face Consider-
ation 

P-09 Development 
Manager 

6 
years 

Face-to-face C 

P-03 
Head of Dig-
ital Commu-
nications 

14 
years P-10 Solution 

Manager 
15 
years 

P-04 
Asset 
Management 
Strategist 

3 
years 

Telephone/ 
Face-to-face Adoption P-11 Development 

Manager 
7 
years Face-to-face C 

P-05 Chief Product 
Owner 

8 
years Face-to-face Continued 

use P-12 Managing  
Director 

19 
years Written answer NC 

P-06 Product 
Owner 

8 
years Face-to-face Continued 

use P-13 Consultant 2 
years Telephone C 

P-07 Account 
Executive 

3 
years Telephone Adoption P-14 Managing  

Director 
11 
years Telephone C 

Awareness: Org. becomes aware of AI  
Consideration: Org. considers to adopt AI 
Intention: Org. intends to adopt AI  
Adoption: Org. begins to adopt AI  
Continued use: Org. continues to use AI 

Core (C): AI capabilities and products differentiate 
company strategically from others 
Non-Core (NC): AI capabilities and products are no 
strategic factor for company 

Table 2. Participant Overview 

The interview partners were selected on the basis of a key informant approach. Following the 

rules of data triangulation, both user (UF) and provider firms (PF) were surveyed (Flick 2004). 

The answers were collected over a six-month period and took place between May and October 

2018. In total 12 interviews with 14 highly involved participants were conducted within two 

European countries (Germany and Ireland), taking into account seven experts from provider 

firms and seven experts of companies, which mainly purchase AI products. After the 12th 

interview, data collection was discontinued as a further contribution of additional qualitative 

data was considered unlikely (i.e., theoretical saturation was assumed) (Flick 2004).  

Among the 14 interviewees were eleven male and three female participants. The total number 

of respondents is comparable to other qualitative studies that consider the adoption of similar 

technologies (e.g., Bremser et al., 2017; Mallmann and Gastaud Maçada, 2018). In order to 

avoid an elite bias, both IT staff and managers were interviewed (Miles and Huberman 1994). 

Therefore, three of the participants were managing directors or founders, eight identified as 

middle managers or heads of departments, while the remaining respondents were either 

consultants or strategists. For the purpose of potentially achieving more generalizable research 
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results and identifying sector and enterprise size-specific differences (Flick 2004), companies 

across various industries and of differing sizes were selected, including large (75 %), medium-

sized (17 %) and very small enterprises (8 %) (European Commission, 2003) from industries 

like electricity, gas, steam and air conditioning supply (D), information and communication (J), 

manufacturing (C) as well as wholesale and retail trade (G) (United Nations 2008). At the time 

of the interviews, the organizations were in different phases of implementation regarding AI. 

Based on the classification according to Frambach and Schillewaert (2002), user firms are 

divided into the following stages of adoption: awareness, consideration, intention, adoption and 

continued use, while provider firms were classified according whether they offered AI as a core 

competence or not (Leonard-Barton 1992).  

The interviews lasted on average 58 minutes and were mainly held face-to-face because of the 

complexity, scope, and sensitivity of the topic. Nevertheless, a total of four interviews were 

conducted using telephone calls and one participant replied in a written form due to 

geographical distance. An overview of the surveyed participants can be found in the table above 

(see Table 2). 

3.3.3 Coding Concept 

Most of the interviews were recorded and transcribed after agreement by the interviewees. In a 

single interview only notes were taken and in another case a written answer was submitted. 

Subsequently, the transcripts were assessed by using the NVivo 12 software and by conducting 

two coding cycles as recommended in Saldaña (2009). The first coding cycle comprised a 

mixture of attribute coding, descriptive coding and hypothesis coding. The former is performed 

to obtain essential insights about the data and its descriptive information (e.g., UF/PF, size of 

organizations). In addition, hypothesis coding was carried out to account for the initially 

conceptualized factors from the TOE framework (see Figure 3). These factors mentioned in the 

existing theory form the focus of the hypothesis-based approach and are deductively tested 

(Greener 2008). Finally, descriptive coding is used to extract additional aspects that go beyond 

the previously identified factors (e.g., relative advantage, competitive pressure, and top 

management support) and thus potentially extend the existing framework. In a second cycle, 

the formerly created codes are combined into a smaller number of sets using pattern coding 

(Saldaña 2009). By discussing and assessing the coding process with a group of four IS 

researchers and students, an investigator triangulation helped to ensure rigor and 

trustworthiness. Furthermore, an ongoing data triangulation process took place while coding 

the interviews by utilizing multiple sources of evidence (Flick 2004). For example, additional 
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corporate resources as well as current practice-oriented AI studies and reports were considered 

(e.g., Andrews et al. 2017; Ransbotham et al. 2017). 

3.4 Results and Discussion 

While validating the proposed TOE framework for adoption of AI (see Figure 3), we found 

evidence that the established factors do not fully reflect the challenges that companies face 

when they want to introduce AI to their companies. The presented TOE framework merely 

includes fundamental factors that are also applicable to other technologies such as cloud 

computing. Therefore, the findings that do not go beyond these basics are summarized in tabular 

form (Table 3). Aspects that supplement or contextualize the original framework will be 

examined in more detail below. 
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With the help of AI it is possible to learn 
from the data over time. However, AI is not 
a panacea, but should be compared to the 
use of robust conventional systems for the 
specific application. The combination of 
both approaches should also be considered 
in order to solve the overall problem. This 
assumption is strengthened by Rzepka and 
Berger (2018), who indicate that AI is better 
suited for particular use cases than others. In 
addition, it is demanded that the results of 
AI be made comprehensible and no longer 
represent a black box. The demand for more 
transparency of AI based systems is also 
demanded in the current IS literature (e.g., 
Crowston and Bolici 2019; Rzepka and 
Berger 2018). 

"But that one adapts, that one learns based on 
collective knowledge, no matter if one 
provides it now at the beginning or 
continuously, that one adapts there then, that 
is actually the strength of this AI." – P-11  
"And it may well be that you get on with 
workflows or get on with fixed processes. Or 
that you say, you know what, we just run AI 
in the background. And we just take a look at 
which needles the system still brings us. But 
it's by no means a panacea […]." – P-01 
"We know that we can't really understand 
machine learning. […] And that there must be 
procedures that show that exactly this one 
feature was responsible for it.” – P-13 

C
om

pa
tib

ili
ty

 

For the successful use of AI, the work 
processes must be adapted to the 
technological requirements. Furthermore, 
there must be a fit between the desired 
application and technology.a 

“If I then ask [...] why do the projects fail? 
You then realize that the need was not clearly 
communicated, the use case was not right, that 
it was too big. That you say you want to do 
something, but you don't know what.” – P-01 
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In principle, the support of top management 
can facilitate the introduction of AI. 
However, a certain understanding of the 
technology and its applications is required. 
Currently, decision makers in middle 
management are particularly problematic, as 
they are very KPI-driven and thus inhibit AI 
use. 

“Someone, a top manager or someone comes 
from some conference, has picked up 
something like Big Data or Predictive 
Maintenance as buzzwords and then says, 
‘yes, let’s do it’. Yes? And then you start to 
code somehow and you start to collect and 
somehow you notice then hey, actually we 
don't know exactly what we are supposed to 
do now.” – P-14 

O
rg

an
iz

at
io

na
l 

Si
ze

 

It is unclear whether larger companies have 
a better chance of adopting AI. Basically, a 
high budget and a large volume of customer 
data enables and justifies the use of AI. 
However, the slow group structures are also 
hampering further development in this area. 

“Now are you going to [...] I'd rather say a 
niche area. Niche in the sense of, you have 
maybe only 10,000 users. Then it's not worth 
the effort that data scientists, Computational 
Linguists develop something for five years.” – 
P-11 
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The resources can be divided into the factors 
budget, employees and data that affect the 
use of AI.a 

“I think obstacles […] are certainly the initial 
expenditures. At the beginning, you’d need a 
small one-off budget, a bit of know-how as a 
starting point […].” – P-02 
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 Competitive pressure leads companies to 
increasingly deal with AI in order to gain a 
competitive advantage. 

"They [the costumers] challenge us too. They 
say, look at the competition, the start-up does 
that, we've already looked with them. Why 
can't you do that yet?" – P-10  
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 Many laws complicate the introduction and 

use of AI. In this context a renewal of the 
legal situation is demanded. Especially the 
GDPR and the employees’ council are a 
particular hurdle for companies.a 

“And innovation and law are two words that I 
think rarely appear in one single sentence.” – 
P-04 

a: Further details on the subcategories are discussed below 

Table 3. Findings: Examination of Proposed Factors in TOE Framework 

In addition to the ‘classic’ TOE assumptions, the experts also mention prerequisites for the 

implementation of AI that result from the special properties of AI and therefore have only been 

insufficiently addressed or have not been examined in general TOE literature at all before. 

These new findings are described comprehensively in the following section. 

Technological Factors 

Technological factors comprise two main aspects: Relative advantage, which was already 

considered in Table 3 in detail, and compatibility, which can be divided into two subcategories 

on the basis of expert interviews: business processes and business cases. Therefore, we will 

revisit the second factor compatibility in the following and explain it in more detail. 

Compatibility. According to experts, the business processes in the company must be adapted to 

the new requirements that arise from the use of AI. In the context of AI, it is therefore no longer 

useful to use existing KPIs of other projects, since AI projects have differing properties. For 

example, the results that arise from such projects can no longer be planned to an extent that 

would be necessary regarding traditional, common KPIs (e.g., ROI) as demonstrated by the 

following quote: 

"The interesting thing about how we implement these projects here is that we didn't define KPIs 

[…]. That means for us, we learn with the information we get back through the system. That's 

a very important point. If you apply old KPIs to new technologies and approaches, you run the 

risk of only digitizing old KPIs." – P-01  

Instead, it becomes necessary to introduce agile forms of work. Particularly in the field of data 

science, it is important to continuously evaluate the progress of projects, since the feasibility of 

ideas in this area cannot be proven from the outset. There are only a few, incomplete criteria to 

evaluate the existing data at the very beginning. Within the framework of agile, flexible 
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working models for software development, the current status and the data can always be viewed 

in terms of new findings, thus reducing the risk of investing the wrong amount of time and 

money. The relevance of agile working methods is underlined by the following statement: 

“And in IT you had very, rigid waterfalls, that is classic traditional IT project management. 

Which is not, how shall I say, very beneficial regarding the uncertainties when using data and 

artificial intelligence. […] Because you just plan a concept somehow, that's actually this classic 

process, over half a year and then you look into the data and notice ‘oh God, that's all wrong!’. 

And you can actually throw the concept away! So half a year, more or less, not as much progress 

has been made as if one had looked at the data in advance." – P-14 

In addition to the work processes, however, further factors must also be checked for 

compatibility. Another very frequently mentioned aspect is the formulation of a concrete 

business case. Experts believe that AI can only be used successfully if there is a clear problem. 

AI must be seen as a tool for a purpose and cannot be viewed in isolation. The problem of 

prioritizing possible use cases appropriately is known from literature on big data use (e.g., 

Bremser 2018), which also deals with an underlying technology that can be used in a variety of 

ways in organizations. 

“But you really need to know, ‘where can you solve a problem with that?’. Just because you 

can do AI, it doesn't bring you anything, zero, honestly not. […] They don't buy it because it's 

AI. So really, also corporate customers, they don't buy it because there is AI in it now. They 

buy it because it must have a benefit.” – P-08 

In line with these factors influencing AI adoption, we formulate the following propositions: 

Proposition 1: Compatibility between AI technology and business processes (e.g., agile forms 

of work) as well as the development of a dedicated business case will have a positive effect on 

adoption of AI in companies 

Organizational Factors 

In addition to technological readiness, factors must also be taken into account that reflect the 

overall organization's ability to implement AI. The factors culture and organizational structure 

were newly discovered by examining the expert interviews, while the factor resources was 

subdivided into the aspects budget, employees, and data. 

Culture. After evaluating the interviews, it became evident that the adoption of AI in a company 

is strongly influenced by the culture in the company. In addition to top management support 

the introduction and implementation of an innovative culture in the company are also relevant. 
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In this context, aspects of change management to achieve an innovative culture within the 

company were mentioned frequently by the interviewees. The functionality of an intelligent 

application is based on the input of already existing, high-quality data as well as the training 

which has to be carried out by the employees over time (Crowston and Bolici 2019). Only if 

there is a willingness to use the technology in the long run, the quality of the answers and 

decisions made by the machine will improve. 

 “In the beginning the model is bad. You have few answers that reach this threshold. But by 

constantly saying as an employee that this was right or by correcting, you are building a 

knowledge base.” – P-08 

If the path to an innovative culture is not successful, there is a danger of missing out on new, 

important technologies and trends. The factor of missing an absorptive capacity to adopt new 

technologies is evidenced by the following statement: 

“In such a large corporation you have the tendency to say again and again ‘well, we make 

money with the model we have! Why should I come up with something new now?’.” – P-05 

Resources. The adoption of AI in a company does not only depend on the culture, but also 

results from slack resources, which should be further subdivided. Comparable to other 

innovations (Bremser et al. 2017), the available financial resources through a budget are an 

important aspect that generally determines the implementation of new technologies in projects. 

A high budget can enable capacities, create financial freedom and help to build know-how. On 

the other hand, obligations also arise from financial resources. This problem can in turn 

jeopardize the successful introduction of AI, since the course of projects with AI is 

unpredictable and strongly dependent on the data used. The restricting influence of budget is 

demonstrated by the following statement: 

“The second point is the budget. The moment your management or the person responsible for 

the budget asks the question ‘what is the return on investment?’. And ‘what happens if I don't 

do it?’ You are no longer on the move agilely, but you are immediately arrested in a major 

project. The demand or the requirements are already defined, there's a price tag on it and there's 

a timeline on it. No more room for adjustments.” – P-01  

In addition to the budget, a second aspect should be considered as one of the most frequently 

discussed factors within the sample: the employees of a company who have the necessary know-

how to apply the technology. Basically, it should be noted that the staff should have both, the 

professional qualifications and programming knowledge in the field of AI (e.g., utilizing 
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libraries such as TensorFlow, PyTorch or Keras) as well as a domain understanding of the 

respective organization. It should also be considered that many companies have problems 

recruiting professionals such as data scientists, who demand high salaries and are potentially 

disloyal to their employers due to a high demand on the labour market. The necessity of these 

occupational groups for implementation of AI is also addressed by previous studies (e.g., Kruse 

et al. 2019). Additionally, interviews show that AI projects cannot simply be outsourced as they 

require the company's domain knowledge as described. Therefore, an expert suggests to train 

the employees in the company who already have a domain specific knowledge (e.g., controller, 

statisticians) in the field of machine learning. The problem set is evidenced by the following 

statement: 

“This is one of the most important things: you need the people! In this day and age you can no 

longer outsource. Especially not with machine learning and artificial intelligence. That doesn't 

work. You need the experts. You need the people – who actually don't have the time.” – P-01 

The third subcategory that can be seen as a resource is the data used to train the AI. Data was 

among the factors most often mentioned by all interviewees across firms and positions and is 

also frequently considered in current literature (e.g., Crowston and Bolici 2019). Various 

problems have been extracted while examining the qualitative interviews: Data must first be 

made accessible. Both data availability and data protection play an important role. Often the 

data must be made usable from different old systems. Furthermore, it is necessary to extract the 

data in a scalable form, because AI projects require as many data records as possible. According 

to the experts, these requirements can account for up to two thirds of the workload of an AI 

project. The following statement illustrates how time-consuming and difficult the provision of 

data can be: 

“We also often […] first had to think about ‘where does the data actually come from?’ […] We 

actually had to deal with three or four different legacy systems from which we had to get the 

data out.” – P-05 

In addition to the technical aspects of data availability, data protection also plays an important 

role. Often, it is mainly larger corporations that experience difficulties implementing an open 

data policy. In these kind of companies, a deliberate isolation of the individual departments 

takes place, which makes the successful introduction of AI more difficult: 

“We're going to have to make sure that we stop pursuing a silo mentality.” – P-01 
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Once the data is available, the quality of the data becomes relevant. This aspect was brought up 

very often by the interviewees, who point out that data quality is regularly a problem, as it is 

not fully possible to assess the data sets before the project is indeed implemented. Only a few 

incomplete metrics exist to evaluate the data in advance. This is particularly problematic 

because historical data often does not have the required quality and degree of detail due to time 

and cost pressure when data was generated.  

“We also have customers who say yes, we have the CRM here, our system here, our old system. 

Maybe an old application. But we don't really want to take the data with us, because we know 

that the service staff often just entered something hurriedly due to a lack of time, and that it's 

not right.” – P-10 

Organizational Structure. The culture of the company is closely linked to its structure. As in 

the statement above, large corporations have problems setting up new AI projects because of 

their “everything is fine” mentality. Many companies therefore go the way of circumventing 

old, inhibiting structures by establishing a lab or hub within the organization. However, 

problems can also arise as a result of this procedure, which is made clear by the following 

statement by an expert: 

“Is this somehow a lab in Silicon Valley, where clever people are all sitting around building 

something without being subject to the restrictions of the traditional company? The advantage 

of this is that they are very fast. This has the disadvantage that the integration into the slow 

company will fail later. [...] On the other hand, if you try it out of the existing IT, which is 

historically very cost-driven and very innovation-free, then it won't work either.” – P-14 

Therefore, it is suggested to use a hybrid model, in which a hub serves as a starting point for 

new ideas and technologies, but where an intense communication between the lab and the 

company still exists.  

As shown above, organizational readiness factors influence decisions regarding AI adoption of 

companies strongly. Hence, we posit: 

Proposition 2: A dedicated AI budget, which does not entail any obligations to meet 

performance targets, will have a positive impact on the adoption of AI in companies 

Proposition 3: The availability of data scientists and developers with appropriate expertise, 

domain knowledge as well as the willingness of users to train AI systems over time will have a 

positive impact on the adoption of AI in companies 
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Proposition 4: The availability of extensive, meaningful and high quality data will have a 

positive effect on adoption of AI in companies 

Proposition 5: Departments who keep relevant data to themselves, an overreliance on status 

quo as well as slow and bureaucratically shaped corporate structures will have a negative 

effect on the adoption of AI in companies 

Environmental Factors 

Looking at environmental readiness, the known factor government regulations is divided into 

two main aspects (GDPR and employees’ council) and the categories industry requirements as 

well as customer readiness are newly filtered out by coding the expert interviews. The 

extensions of the original framework are explained in more detail in the following section. 

Government Regulations. As already indicated, the introduction of AI must also consider 

several legal aspects. A relevant regulation that was enforced in May 2018 is the General Data 

Protection Regulation (GDPR), which regulates activities like the processing of personal data. 

The handling of the new legal situation is addressed by many experts in the interviews as 

companies struggle to provide personal data for the training of their intelligent machines. In 

this context, many data sets need to be anonymized, which makes the use of intelligent, self-

learning algorithms more difficult or even impossible. The following statement expresses the 

impact that such a regulation can have on the European economy: 

“This shock with the General Data Protection Regulation […] to make everything bad per se 

and excessively laborious, that also contradicts any reality. Also, we have to be careful that we 

don't lose track of others with all these AI topics, because they will do it. We would like to, but 

we're getting a bit in ourselves’ way.” – P-11 

In addition to legislation concerning the handling of personal customer data, the protection of 

employees must also be taken into account by firms. Many applications in the field of AI are 

based on learning from data. If intelligent software is used in the company to support 

employees, it can access a lot of information from their daily work routine. Thus, there is a 

danger that the personnel could be monitored. In addition, as a result of the progressive 

automation by AI, a large scope of duties is taken over gradually by machines. Although it was 

one of the less prominent constraints mentioned by all interviewees, these effects of intelligent 

algorithms ultimately lead to the fact that the introduction of AI is inhibited by employees’ 

council and employee representatives in companies to protect employees’ workplaces. 
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“Because, of course, a system of this kind, which logs data without limits, could of course also 

store the information. That X makes three mails in one day and Y makes 30. And her completion 

rates are much higher. Okay? So the employees’ council is definitely a key stakeholder.” – P-

01 

Industry requirements. In addition, each industry has its own specific requirements, which also 

affect the adoption of AI. These are specific laws, external circumstances affecting the 

company, and the organization's interaction with the environment. For example, Kruse et al. 

(2019) examine the adoption of AI in financial sector taking into account its specific 

regulations, IT systems and customer group. These influences can encourage or inhibit the use 

of AI, depending on their nature. The necessary inclusion of the factor industry was evidenced, 

besides the related literature, by the following statement: 

“I also believe that our industry [electricity provision] is simply making a bit of an impact. The 

challenges facing our industry are simply more complex than what a small retailer might have 

to solve […].” – P-02 

Costumer readiness. When a company is faced with the decision to introduce AI, the 

knowledge and acceptance of its customer base must also be taken into account. These 

requirements apply to B2B as well as to B2C companies, which should both focus on their 

customer’s benefit. The interviewed experts currently see a development of their costumer’s 

ability and willingness to deal with new technologies. Consumers in particular are increasingly 

demanding digital and intelligent offers and are acting as disruptors. This is consistent with 

other adoption literature, which points to changing customer expectations for individualized 

services and products (e.g., Bremser 2018). But also corporate customers are beginning to 

innovate. The requirements they will have in the future can be seen from the following 

statement: 

“In 3 to 4 years, when the algorithms are mature, this will become the standard. Then the 

customers simply expect that such a function [intelligent service] is in the solution.” – P-10 

We thus posit that environmental factors, like the legislation or the readiness of industry and 

customers, affects AI adoption as follows: 

Proposition 6: Strict laws regarding the processing of personal data will hamper the training 

of intelligent machines and the review by a strong employee representative body will slow down 

and inhibit the introduction of new technologies. Thereby both will have a negative effect on 

adoption of AI in companies 
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Proposition 7: Industry specific properties (e.g., specific regulations, customer group) will, 

depending on their nature, have both positive and negative effects on the adoption of AI in 

companies 

Proposition 8: Demanding customers will nudge the companies to design individualized, 

intelligent products and thus will have a positive effect on the adoption of AI in companies 

The previous findings will be used in the following to supplement the basic framework (see 

Figure 3) and to generate an overview of the experts’ statements and thus the special features 

of AI (see Figure 5). 

After the proposed framework has been extensively investigated and extended, the next step is 

to showcase special features that occur during the introduction of AI in comparison to other 

technologies and which go beyond the theory of TOE. For this purpose, the statements of 

experts are investigated via crosstab queries (i.e., filter coded interviews simultaneously by a 

factor and company type) in order to get an idea about perceptual differences between provider 

and user firms, which eventually create a gap between supply and demand. The comparison 

inductively leads to different problem areas where the preconditions, views and attitudes of the 

provider and user firms differ. 

 

Figure 5. Extended and Deepened Framework for AI Adoption 

An example of this misconception between those two groups is the differing assessment of 

consumers. While user firms tend to view their costumers as sceptical about the acceptance of 

intelligent applications, providers see consumers as disruptors who explicitly demand 

innovations. 
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 “I believe we must not forget that our clientele is, to a large extent, rather conservative. And 

such a chatbot would not be suitable for everyone, not even for half of our target group.” – P-

02 (UF)  

“Very important, I have also become aware of this very often and very clearly, the customers 

are, as they say, the disruptors. They say exactly how they would like best to work with the 

brand.” – P-10 (PF) 

But it is not only the customers that are assessed differently by the respective category of the 

firm. There is also a divergence of ideas about the prerequisites within the companies. For 

example, user firms see the size and bureaucracy of their group as an obstacle to the acceptance 

of AI, while the provider designs their products primarily for large firms in mass markets which 

can generate sufficient amounts of data. 

“Because it has been said that we do not see it within our existing group structures, we cannot 

give the issue the attention it needs.” – P-05 (UF) 

“That especially companies that have many service requests benefit from this. [...] I also believe 

that, for medium-sized companies or something, I do not know. Especially larger companies.” 

– P-08 (PF)  

The evaluation of the interviewees' statements also shows that the ideas regarding the 

availability of budget for AI projects diverge. While large user firms state that they have 

problems providing the required financial resources, the provider firms overestimate the 

possibilities of their customers. 

“I think obstacles, why we have not done it [AI adoption] yet, are certainly the initial 

expenditures. At the beginning where you would need a small one-off budget, a bit of know-

how as a starting point, which might not be there yet.” – P-02 (UF) 

“It’s also often the case that large corporations in particular have strategic investment pools, 

where even a CEO says ‘yes, I have understood that in order to do something there, we now 

have to take three, four million in to our hands and we'll take that as play money and start 

making this initial investment’.” – P-14 (PF)  

Another point mentioned by the provider firms is the preference of user firms regarding on 

premise versus cloud-based solutions. As a result, providers are often unable to train and adapt 

the intelligent algorithms adequately since access to data and sufficient computing power is 

constrained.  
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Considering the differences between user and provider firms, we posit the following 

propositions: 

Proposition 9: The diverging assessment of consumer’s AI readiness by provider and user firms 

leads to a different estimation of demand and thus will have a negative effect on adoption of AI 

in companies 

Proposition 10: The fact that the companies that have sufficient data volumes and are 

addressed by provider firms are also trapped in slow structures of their corporations will have 

a negative effect on adoption of AI in companies 

Proposition 11: Misconceptions about budget availability and willingness to pay between user 

and provider firms will have a negative effect on adoption of AI in companies 

Proposition 12: Differing preferences of cloud-based and on premise applications between 

provider and user firms result in a negative effect on adoption of AI in companies 

3.5 Conclusion, Limitations, and Future Research 

The explorative study showed that the TOE framework is applicable to the adoption of AI. 

However, some categories show results that are partially contradictory and require further 

research (e.g., organizational size). Furthermore, we were able to identify new, AI-specific 

factors (e.g., data) and subcategories for existing ones (e.g., GDPR and employees’ council as 

part of government regulations). Moreover, evaluating the interviews allowed us to provide 

initial solution approaches to address the problems that could possibly arise while implementing 

AI. Altogether, a framework for the adoption of AI is proposed, which provides executives with 

a broad overview of AI related conditions in organizations. This enables companies to carry out 

a structured analysis of their status quo and identifying areas of improvements to adopt AI 

successfully in their processes and services. In addition, it is shown how a gap between supply 

and demand for AI technology can arise due to diverging assumptions of user and provider 

firms. In order to enable the top management to address this disagreement, it is necessary to 

expose them and to create the prerequisites needed for a successful implementation of AI in 

their company. Besides the practical implications, by conducting the first cross-industry 

exploratory study focusing on factors which enable and impede AI adoption in general, a basis 

for further research is introduced. This study can be seen as a starting point to conduct additional 

studies – for example focusing on or comparing special industries (e.g., healthcare, banking and 

finance) and associated requirements or looking at specific departments and use cases in depth 

(e.g., HR, Service). 
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Future research should consider a constitutive quantitative study, to review the given proposals 

and further examine existing inconsistencies within the factors. This will help to understand the 

factors’ actual impact, making it possible to develop sound strategies and action plans for an 

integrated AI adoption. Moreover, a framework other than TOE might then be applied to better 

reflect the specific requirements of AI (e.g., conceptual framework of organizational innovation 

adoption by Frambach and Schillewaert (2002)). In addition, companies across the globe and 

of various cultures, should be included in the research, although a semi-multinational context 

already exists due to the fact that the interviewed firms are operating in several countries. 

Additionally, we have mainly considered large companies so far, as they currently already have 

dedicated positions for AI projects and could therefore be easily identified and contacted. 

However, future research should survey medium-sized and smaller companies, especially as 

contradictory results on the impact of company size were obtained in the study. Nevertheless, 

this study ultimately was able to conceptualize an ‘organizational chassis’ for the introduction 

of AI adoption that enables organizations to move forward in the field of AI. 
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4.1 Introduction  

“Data is just like crude. It is valuable, but if unrefined it cannot really be used. […] So must 

data be broken down, analyzed for it to have value” (Palmer 2006). When companies want to 

refine their valuable data treasures they face various questions such as: How to deal with large 

amounts of data? How to extract valuable insights from the data? How can the business benefit 

most from the utilization of data? To create value from data, companies employ data scientists 

who analyze the data that the company holds. 

According to the 2019 Gartner CIO report, companies are struggling with an acute shortage of 

talents when it comes to their efforts in implementing artificial intelligence (Costello 2019). 

Since data science is heavily related to machine learning and therefore artificial intelligence, 

this shortage also affects the companies’ efforts to turn their data into value. 

One theoretical possibility to deal with the scarce resource of data scientists could be to leverage 

the concept of crowdsourcing. The method to draw on the so-called wisdom of the crowd for 

problem-solving has been established in various domains for several years. Since data science 

is a fairly new domain, the use of crowdsourcing has not been adopted largely, yet. One 

platform that enables companies to seek help from a wide range of data scientists is 

Kaggle.com. The website’s focus is hosting machine learning competitions, organized by the 

respective companies, for which participants try to build prediction models. 

While there generally has been a lot of research done for crowdsourcing, there is, after an 

extensive investigation, almost no research available addressing the combination of both, 

crowdsourcing and data science. The overall objective of this study is to provide an overview 

of crowdsourcing in data science, with a special focus on factors that influence the 

organization’s perceived success of a data science competition. To facilitate the achievement 

of this objective the study uses expert interviews that are conducted with data scientists from 

different industries. The interview data is enriched with data that is crawled directly from the 

data science platform Kaggle. 

The research questions this study attempts to answer are as follows: 

(1) For what purpose do organizations host data science competitions? 

(2) Which factors influence the organizations’ perceived success when hosting a data 

science competition? 

The remainder of this manuscript is structured as follows: To begin with, we provide a brief 

overview of the theoretical background and related research to mark off the research area before 
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the qualitative study design is presented. After introducing our study sample comprising ten 

interviewees, we derive the results. Finally, we conclude the manuscript by pointing out the 

limitations of our study and providing specific avenues for future research. 

4.2 Theoretical Background  

4.2.1 Data Science and Kaggle Competitions 

In recent years, the term data science has become a buzzword that is surrounded by a lot of 

hype. An article of the Harvard Business Review even designated data scientist as “the Sexiest 

Job of the 21st Century” (Davenport and Patil 2012). On the other hand, there are voices, who 

have criticized the closeness of the definitions of the terms data (or business) analytics and data 

science, but due to new types of data, new methods and new questions a change in the wording 

is accepted (Bichler et al. 2017; Dhar 2013). Van Der Aalst defines data science as follows: 

‘‘Data science is an interdisciplinary field aiming to turn data into real value. […]. The value 

may be provided in the form of predictions, automated decisions, models learned from data, or 

any type of data visualization delivering insights. Data science includes data extraction, data 

preparation, data exploration, data transformation, storage and retrieval, computing 

infrastructures, various types of mining and learning, presentation of explanations and 

predictions, and the exploitation of results taking into account ethical, social, legal, and business 

aspects’’(van der Aalst 2016). 

A fundamental concept of data science is to systematically extract useful knowledge from data 

to solve business problems (Provost and Fawcett 2013). A widely accepted codification of this 

process is the CRISP-DM (CRoss Industry Standard Process for Data Mining) framework. The 

entire process is described by six phases on a highly aggregated level (Chapman et al. 2000): 

(1) Business Understanding: The purpose of the initial phase is to understand the customer’s 

needs, determine major factors that have to be considered and formulate business objectives. 

(2) Data Understanding: The second step consists of data collection, description, exploration, 

and verification.  

(3) Data Preparation: This phase continues with the handling of data by “cleaning” it to be 

suitable for later analysis. 

(4) Modeling: The fourth phase of CRISP-DM starts with the actual selection of the modeling 

technique. A subset of the data has to be selected for training, testing, and evaluation of the 

model. Afterward, one or more models are built with varying parameters whose output can be 
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evaluated. The evaluation is based upon the domain knowledge, the data mining goals chosen 

in phase one and the test design. 

(5) Evaluation: This phase deals with the evaluation of the model with regard to the set business 

objectives. At this point, it has to be decided whether the model satisfies all requirements. 

(6) Deployment: The final phase of the framework addresses the issue of actually deploying the 

model as well as how to maintain and monitor the outcomes of the project in the long run if 

used in daily business. 

Our study focuses on Kaggle, which is the world’s largest online platform for data science with 

more than 1,000,000 members. While the platform is a large repository for public datasets and 

a place to exchange for data scientists through discussion forums and public Jupyter notebooks, 

its main feature is hosting machine learning competitions for various organizations (Metz 

2013). 

The general concept of a Kaggle competition requires participants to develop a prediction 

model for a precisely defined problem from given data. The submitted models are evaluated in 

real-time and the respective prediction score is shown in a leaderboard, which creates a 

competitive environment. However, the final ranking is calculated based on a separate non-

public subset of test data. Afterward, the participants that created the highest-ranked 

submissions receive the prize money, often in return for the intellectual property of the solution  

(Kaufmann et al. 2011). 

However, when comparing the tasks of data scientists and the concept of Kaggle competitions, 

it seems that these competitions do not allow to crowdsource all activities related to data science 

but only a subset. While data science is also about understanding the business, identifying fields 

of application as well as required and available data, the scope of the competitions only covers 

tasks closely related to machine learning, like data cleaning and model building. 

4.2.2 Crowdsourcing 

The idea behind crowdsourcing is that an organization proposes the voluntary processing of a 

task that is presented in an open call to an undefined group of individuals or teams (Estellés-

Arolas and González-Ladrón-de-Guevara 2012). A strength of crowdsourcing lies in the open 

call to the broader public which can serve as a means to obtain new ideas and approaches from 

people outside the usual domain and boundaries (Afuah and Tucci 2012). Crowdsourcing can 

be collaborative or competitive. The former encourages participants to collectively work 

towards a common solution while the last one aims at the collection of various independent 
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solutions out of which the crowdsourcer can select the winning solutions (Afuah and Tucci 

2012). Competitive crowdsourcing initiatives often result in a financial or non-financial 

compensation of winning participants (Zhao and Zhu 2014). The Kaggle competitions 

described above fall into the category of competitive (or tournament-based) crowdsourcing. 

The broad adoption of crowdsourcing led to a large number of scientific papers examining this 

topic with various different foci. However, since a crowdsourcing task’s success and thereby 

likewise the overall success of the hosting platform itself, is significantly dependent on the 

number of individuals participating at a given task, research has focused on the user’s 

perspective of crowdsourcing.  

Studies addressing the users’ motivation to participate in crowdsourcing usually consider two 

distinct kinds of motivation, i.e., extrinsic and intrinsic motivation, drawing on the self-

determination theory (Deci and Ryan 1985). Extrinsic motivation refers to performing an action 

to attain an external result. In other words, the incentive is coming from an outside source. 

Intrinsic motivation, in contrast, is independent of some outcome but arises from the pure fun 

and joy of doing something (Deci and Ryan 1985). The incentive is to be satisfied and the task 

itself is central instead of a promised reward (Ryan and Deci 2000). Factors of motivation that 

were identified include: task autonomy and skill variety as factors of fun and delight (Kaufmann 

et al. 2011; Pilz and Gewald 2013; Zheng et al. 2011), financial compensation (Kaufmann et 

al. 2011; Leimeister et al. 2009; Pilz and Gewald 2013; Zheng et al. 2011), social motivation 

(i.e., reputation) (Hertel et al. 2003; Kaufmann et al. 2011; Pilz and Gewald 2013), tacitness 

(Zheng et al. 2011), learning (Hertel et al. 2003; Leimeister et al. 2009), self-marketing 

(Leimeister et al. 2009), meaningfulness / impact of the task (Chandler and Kapelner 2013), 

complexity (Eickhoff 2014; Shao et al. 2012; Zheng et al. 2011), event duration (Shao et al. 

2012), number of events (Shao et al. 2012). 

From an organization’s perspective, crowdsourcing is designed to get others to solve problems 

by using knowledge that the organization may not normally have access to (Jeppesen and 

Lakhani 2010). And therefore, the main reason for organizations to initiate a crowdsourcing 

campaign is to get the result of a given task or the resolution of a problem (Estellés-Arolas and 

González-Ladrón-de-Guevara 2012). Often crowdsourcing is associated with innovation 

processes such as new product development or product improvements (Poetz and Schreier 

2012). In this case, companies get creative ideas, that might be commercially exploitable 

(Kleemann et al. 2008). This approach is supported by studies that show that many of those 

user innovations are characterized by high commercial attractiveness (von Hippel 2005). 



4 Paper B: A Qualitative Analysis of Organizations’ Usage of Data Science Competitions 43 

Besides concrete innovations, companies also try to create any type of added value by 

crowdsourcing through value creation or increased profits (Yang et al. 2008). Another goal that 

organizations might pursue through crowdsourcing is to obtain knowledge and especially talent 

from the crowd by using crowdsourcing campaigns as an employee recruitment tool (Howe 

2006).  

We found one study that used Kaggle as a context (Garcia Martinez 2015). It assessed how 

participants’ engagement is related to their solutions’ creativity. The results show that higher 

cognitive and emotional engagement is associated with more creative output. Further emphasis 

is put on the willingness to share obtained knowledge. The data shows that the need for versatile 

problem-solving skills makes a competition intrinsically inspiring, which in turn strengthens 

the desire to share a promising solution with others. 

To summarize, so far a lot of research on crowdsourcing has focused on the motivation of users 

to participate in and companies to host crowdsourcing events. The present study aims to give 

insights into the organizations’ perspective on the success of data science competitions. 

Therefore, it provides a basis to fill the research gap that currently exists in this area. 

4.3 Method  

The goal of our study was to expand the current stage of IS research concerning the 

crowdsourcing of data science projects. Since the amount of companies that are conducting data 

science challenges on platforms such as Kaggle is low and the field has not been extensively 

explored, an explorative approach using interviews with experts seems appropriate to 

investigate the problems occurring in this particular context (Flick 2004). According to Weber 

(Weber 1990), content analysis is an appropriate approach to assess open-ended questions and 

therefore, it is suitable for the evaluation of the collected qualitative data. The interviews were 

transcribed, coded and analyzed taking into account relevant publicly available data through 

triangulation (Hsieh and Shannon 2005). Therefore, we collected data from Kaggle using a self-

written crawler and conducted explorative data analysis. The data was crawled mid-December 

2018. We decided to use Kaggle as a context since it is by far the largest (most registered and 

active users) and most open (commercial and non-commercial) platform for data science 

competitions. The two alternative platforms, Codalab and RAMP, are intended for research 

problems only. 
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4.3.1 Research Design 

Our main information source was in-depth expert interviews, which were conducted in a semi-

structured way. Following the guiding principles of Sarker et al. (2013), we prepared an 

interview protocol and acquired key informants in different companies using professional social 

networks (i.e., LinkedIn, XING). During the interviews, we kept our questions open in order to 

enable participants to speak freely. 

The interview guide comprised five different sections: The first part comprised general 

questions about the interview partner and the company he/she works for and introduced the 

context of the interview. The second section tackled the topic of how data science is used in the 

company in general. In the third section, we focused on data science competitions and asked 

the interview partner about their experiences and opinions about data science challenges on 

internet platforms. In the fourth section, we wanted to know how data science platforms, in 

general, are perceived by the experts. In the last section, the informants had the chance to 

comment openly on the topic and add remarks. 

Due to the semi-structured approach, questions were gradually adjusted in order to account for 

the interview partners’ individual situation. 

4.3.2 Sample and Data Collection 

Table 4 provides an overview of the participants. The interviews were conducted over a three-

month period and took place between November 2018 and January 2019. In total ten interviews 

with highly involved participants were conducted of whom all were data scientists. After the 

tenth interview, data collection was discontinued since no new, previously unmentioned aspects 

were mentioned (Flick 2004). 

The average duration of the interviews was approx. 30 minutes and the interviews were mostly 

held via telephone due to geographical distance. 
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ID Industry Total Employees Data Scientists Revenue [bn. €] 

A Telco 10,000 - 100,000 10 – 50 > 20 

B Research < 10,000 - - 

C Government < 10,000 < 10 - 

D Financial Services > 100,000 10 – 50 > 20 

E Chemical 10,000 - 100,000 > 50 5 - 20 

F Research - - - 

G Software 10,000 - 100,000 > 50 > 20 

H Price Comparison < 10,000 < 10 < 5 

J Automotive > 100,000 > 50 > 20 

K Financial Services - < 10 - 

Table 4. Sample Description 

We used a conventional approach to content analysis, which aims to describe a phenomenon to 

allow new insights to emerge (Hsieh and Shannon 2005). This is also described as inductive 

category development (Mayring 2004). Subsequently, the transcripts were assessed by using 

the MAXQDA software and by conducting two coding cycles as recommended by Saldaña 

(2015). The first coding cycle comprised a mixture of attribute coding and descriptive coding. 

The former was performed to obtain essential insights about the data and its descriptive 

information. The latter was used to extract additional aspects, key thoughts, and concepts from 

the interview data. In a second cycle, the formerly created codes were combined into a smaller 

number of sets using pattern coding (Saldaña 2015). By discussing and assessing the coding 

process with a group of three IS researchers and students, an investigator triangulation helped 

to ensure rigor and trustworthiness. Furthermore, the crawled data from the Kaggle platform 

was used for data triangulation (Flick 2004). 

4.4 Results and Discussion 

4.4.1 Information about Competitions 

Competitions constitute the most important aspect of Kaggle since it is the service it started 

with and it is still mainly what they are known for. 

Until the date of data collection, 309 competitions have been hosted at the platform, including 

the still-active ones. 50.5 % of competitions were hosted by companies or organizations, which 

provided an explicitly defined problem to be solved and offered a reward (mostly price money). 

24.6 % (76) competitions were categorized as research. The entities behind those competitions 

are usually non-commercial institutions with some scientific background. They are thus often 
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not able to provide as much prize money as commercial companies. To facilitate research 

competitions Kaggle offers to sponsor them by providing $25,000 as prize money. 16 

competitions (5.2 %) were in the category “recruitment”. In general, these competitions do not 

differ from the aforementioned competitions except that they offer job interviews for the 

highest-ranking participants. The other competitions belonged to the categories playground, 

getting started, masters and analytics.  

Companies planning to host a competition have to compete with other active competitions for 

the attention of users. One factor that can be directly influenced by the firms and that might 

increase Kagglers’ motivation to participate is the prize money rewarded to the highest-ranking 

participants. Table 5 shows the statistics for rewards and participants for competitions that 

offered any prize money (> $0).  

Statistic 
Reward Teams 
Featured Research Featured Research 

Count 154 61 154 61 
Mean 49,219 7,051 1,128 320 
Max. 1,200,000 25,000 7,198 1,386 

Table 5. Rewards‘ and Participants‘ Structure of Competitions 

The numbers represent 215 competitions in total, thereof 154 featured and 61 research 

competitions. It can be seen that the mean prize money for category featured ($49,219) is seven 

times the amount for research competitions ($7,051). Regarding the number of participating 

teams per competition, we see that featured competitions (1,128) have about 3.5 times as many 

teams as those with a research label (320). One reason for this might be the in average 

significantly lower prize money. Another reason might be that the Kaggle community is more 

interested in industry competitions than in research competitions. 

The USA has hosted the majority of competitions, accounting for 65 % of all competitions with 

138 hosted competitions. About 34 competitions are coming from companies and research 

institutions in Europe, mainly from the United Kingdom (9), France (8), Spain (7) and Germany 

(6). Asian countries with participating companies are mainly Russia (5), Japan (5), Israel (3), 

Taiwan (2) and China (2). 

4.4.2 Results 

While coding the transcribed interviews, we noticed that codes could be categorized in: (1) 

platform-related, (2) organization-related and (3) outcome-related factors. 
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Platform-related factors 

Community. The capabilities of the data scientists on Kaggle are considered to be very high. 

Hence, several experts (A, C, J, and K) see a good chance to obtain high-quality models from 

a competition. With an average of 1,128 teams that are participating in such competitions the 

potential for great ideas and solutions is relatively high. Experts C and J say that Kaggle 

competitions attract some of the best data scientists in the world, such as for example Tianqi 

Chen, the lead developer of the popular XGBoost framework, participated at eight 

competitions. In addition, experts F and K perceive their respective competitions as successful, 

even though their competitions are not finished at the time of the interviews. They are both 

largely satisfied with the number of participating teams, as it means potentially a lot of new 

ideas (for expert F) as well as many people being aware of the company, who wants to increase 

brand popularity (for expert K). With having two to three times more people than expected and 

reaching the targeted number of 1,000 teams within the first week, respectively, it is apparently 

relatively easy to attract a lot of people and motivate them to participate. These statements 

correspond with the data retrieved from Kaggle showing an average of about 1,100 participating 

teams per competition. A possible reason for such a high number might be that the number of 

new competitions is not steadily growing, as one might suspect, but is instead staying at a 

relatively constant level of about three new competitions per month. Expert E mentions that an 

ambitious participation at a competition is accompanied by an expenditure of time close to full 

time. Therefore, it can be assumed that Kagglers, in general, do not participate in multiple 

competitions simultaneously. More simultaneously active competitions would thus reduce the 

average number of participants per competition, which would be counterproductive as 

companies try to attract as many Kagglers as possible. A study of Shao et al. from 2012 supports 

this presumption. The study’s findings suggest that a higher competition intensity in a 

crowdsourcing context is associated with a significant decrease in participating users (Mayring 

2004). 

Infrastructure. By providing data storage capacities for data sets and computing power for 

machine learning models, Kaggle is removing barriers that would otherwise hamper companies 

to organize such data science competitions. Companies struggle enough with the collection and 

preparing of data and therefore are happy that they do not have to worry about technical 

infrastructure. 

Regulations. While Kaggle is trying to have a low technical barrier, they do have other barriers 

in place. The minimal amount of prize money for featured competitions is $25,000. Depending 



4 Paper B: A Qualitative Analysis of Organizations’ Usage of Data Science Competitions 48 

on the company size that might be a lot of money to spend on an unknown outcome. Especially 

small and medium-sized companies, who could really benefit from this approach, could be 

scared off for this reason. Another restriction Kaggle imposes on the hosting organization is, 

that only supervised machine learning problems are allowed. Companies whose field of activity 

is in an area where unsupervised or reinforcement learning approaches are necessary cannot 

host a competition. Expert F and her team started the first competition with the intention to 

have it as the first of a whole series of competitions. Since her team is especially interested in 

unsupervised learning problems such as anomaly detection, they are reconsidering whether they 

complete the series of competitions. 

Organization-related factors 

Marketing. A further reason for experts H and K to host competitions is to do public relations 

or brand building. The experts say that the proper utilization of a company’s data is getting 

more and more crucial to stay competitive in the business. The market for data scientists, 

however, is very small. It is therefore important that data scientists, as potential employees, 

know the company and recognize the brand. By hosting a machine learning competition, the 

firms try to increase their attractiveness towards the data science community. Another means 

of marketing are hackathons. Those originally from software development coming short-term 

events have been named by several experts (A, B, D, and H) when they have been asked if they 

have hosted a machine learning competition so far. The association between a machine learning 

competition on Kaggle and a hackathon can be seen as reasonable, as hackathons usually do 

not create fully-fledged solutions but rather partially usable prototypes and furthermore are 

intended to increase the brand awareness among possible employees or customers (Frey and 

Luks 2016). This coincides with what the experts think about the results of Kaggle 

competitions, as mentioned above, and also with the aim to engage in brand building. One 

obvious difference, however, is that hackathons are local in general, while a Kaggle competition 

reaches out to a worldwide distributed audience. It can, therefore, be assumed that Kaggle is a 

new means of marketing to reach out to the data science community and complements the 

established practice of hackathons. 

Recruiting. One of the incentive types on Kaggle is the prospect of a job interview at the 

hosting company. As there is a high demand for data scientists, it seems to make sense to draw 

on a data science community as large as Kaggle to get in touch with potential employees. 

However, the data analysis shows that the competition category recruitment has only been 

chosen 16 times, with the last appearance in the first quarter of 2017. These findings suggest 
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that companies do not like this option, maybe because it did not prove to be successful. The 

three interviewed hosting companies (B, F, and K) are in line with this development and do not 

focus on recruitment through Kaggle. Expert F, who is working for a research institution, says 

that for an academically career other skills are higher valued than those skills that can be shown 

at a competition. In addition, expert K, who is working for a commercial company, states that 

recruitment would be a nice side effect but not of special interest. The experts E and G have 

used the Kaggle job board successfully in the past, which is not directly linked to the 

competitions but presents regular job advertisements. Expert K additionally mentions that an 

advantage of a featured or research competition is the participation of a worldwide-distributed 

audience. Although a recruitment competition is in general free for everyone to join, she might 

be right because a certain proportion of potential users might not be motivated to participate, 

assuming a job offer is unappealing for participants not looking for a job. A lower participation 

rate, however, would have a negative impact on the important objective of obtaining new ideas 

and innovative approaches from submitted solutions. This statement is in line with expert J, 

saying that about 70 % of a data scientist’s actual work is not required on Kaggle. In the 

remaining 30 %, however, participants can excel and obtain excellent knowledge, according to 

him. Expert K emphasizes that the participants’ aim on Kaggle is always to get a high final 

score, i.e. to maximize the accuracy of the model, whereas in a real-world problem other aspects 

such as the speed of a prediction or interpretability might play a major role. 

Data. Seven out of the ten experts that have been interviewed are working for companies that 

have not been hosting a competition on Kaggle yet but are considering it (experts A, C, D, E, 

G, H, and J). When asked for reasons that might justify this, often their first answer was the 

apparent need to publish sensitive data. For most companies, a problem that theoretically would 

be suitable to be solved through crowdsourcing, would contain some type of sensitive data, be 

it internal data about the company and its projects or customer data, which would potentially 

allow identification of those customers. Although there are possibilities to anonymize data (e.g. 

k-Anonymity (Bayardo and Agrawal 2005) and L-diversity (Machanavajjhala et al. 2006)) the 

companies apparently shy away from putting the sometimes considerable amount of effort into 

it. As those methods also cannot fully guarantee that any identification can be ruled out (Li et 

al. 2007), they might not want to take the risk of having a public data scandal. Experts E and G 

mention that their companies’ conservative attitude towards sensitive data-related projects in 

public is typical for German companies. Research has shown that there are differences in the 

innovation and risk culture between for instance the United States of America and Europe, with 

European cultures being more reserved (Ezell and Marxgut 2015). The experts’ opinion 
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corresponds with the findings of the data analysis regarding hosted competitions, as about 65 

% of all competitions are hosted by US-based companies or institutions, even when 

competitions hosted by Kaggle and Google itself are excluded. 

Top Management Support. Only expert E states that the decision-makers in his company 

presumably do not know about the possibilities of crowdsourcing for data science projects. 

However, according to him, this would be the most significant factor why no competition has 

been hosted so far. Therefore, it seems that the awareness of data science platforms, in particular 

Kaggle, is fairly high among decision-makers working in the realm of data science.  

Use Case. Additionally, expert E as well as expert A say that they did not have any problem 

that they wanted to get solved by the crowd. At this point, it remains unclear whether they have 

all the necessary resources to solve the problems internally to a satisfying extent or whether 

they do not have problems suitable for a Kaggle competition, which are only supervised 

learning problems so far. However, it seems to be unlikely for companies of their size (both 

10,000 to 100,000 employees and revenue of at least $5 bn. per year) to not have any business 

problem linked to supervised learning. 

Lack of Resources. However, for expert B the further usage of Kaggle is less dependent on the 

features provided by the platform but more on how the competitions are organized within his 

institution. He, as well as expert K, states that they did all the work of hosting the competitions 

in parallel with their regular full-time job. The expert, therefore, would prefer to have a 

dedicated team working on the task of organizing, conducting and evaluating the whole 

competition to increase efficiency, which so far is not the case. 

Outcome-related factors 

Innovation. Independent whether their company has been active on Kaggle or not, all experts 

do name the innovative power behind the competitions as a decisive reason. The two words 

“new ideas” spring up regularly during the interviews, although no question specifically asks 

for it. The capabilities of the data scientists on Kaggle are considered to be very high. Hence, 

several experts (A, C, J, and K) see a good chance to obtain high-quality models from a 

competition. As stated before, Kaggle competitions attract some of the best data scientists in 

the world. 

Incompleteness. Interestingly, none of the three experts working for a hosting company 

expects to receive a fully completed machine learning model. Although expert K hopes for a 

high-quality model, she does not take it for granted and expresses herself cautious about the 
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upcoming results. The two other experts (B and F) do not even expect a solution, which is able 

to solve the respective problem. Instead, their plan is to closely examine submissions for 

different approaches on how to tackle their problems. They hope to see approaches that their 

team did not think of but that show promising results. This way of thinking is presumably found 

rarely on other established crowdsourcing platforms, e.g. Amazon Mechanical Turk or 

99designs, where actually usable and finished results are expected in general. However, the 

differences in the complexity between the tasks on those platforms compared to tasks on Kaggle 

are considerably high, making a direct comparison difficult. The concept of using the 

community for solution finding is closely related to “open innovation”, where companies 

integrate external sources into the usually internal innovation process. The external sources get 

reached via an open call to a large, unknown crowd (Chesbrough et al. 2006). This is very 

similar to the definition of crowdsourcing. Open innovation is not intended to replace but to 

complement the traditional innovation process (Chesbrough et al. 2006), which is in line with 

the statement of expert B, saying that crowdsourcing in data science is not used to replace the 

internal process but used as an additional channel. Kaggle, therefore, seems not so much to be 

about actually solving a problem directly but to support the organizing company at ultimately 

achieving a complete solution. 

Learning. Expert F sees high value in monitoring the progress of participants through closely 

following the discussions on the competition forum and in answering those questions. As most 

user presumably do not have the same domain/business background as the organizing team, 

they approach the problem unbiased, which includes interesting information for the team of 

expert F. The data analysis verifies that there are indeed a lot of discussions during a 

competition with an average of 101 threads per competition. Considering that the average 

competition lasts for 78 days, this means more than one new thread per competition and day. 

The expert’s statement shows that the crowdsourcing process on Kaggle is not just done by 

providing a relevant problem with subsequent waiting for a fitting solution, but that it is more 

a constant, interactive and collaborative process with learnings on both sides. The assessment 

of the overall success of a competition is therefore not solely dependent on the best final 

solutions but also on the process to reach them. 

Figure 6 depicts all identified factors and their influence on the organization’s perceived success 

of data science competitions. 
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4.5 Conclusion 

The combination of crowdsourcing and data science is a relatively new concept, which has not 

been exhaustively researched. Therefore, this study creates a basis for further studies in this 

context. We enriched the qualitative interview data with data that we crawled directly from the 

Kaggle platform. This approach allows for a broad overview of different interesting aspects and 

data triangulation. 

The data shows that so far 32 companies and research institutions have hosted at least two 

competitions, some of them up to four. It, therefore, seems that for some companies 

crowdsourcing in data science might indeed work and deliver good solutions. 

The interviews show that companies highly value the innovative power of the community of 

data scientists on Kaggle but see problems in dealing with sensitive data in a public context. 

Brand building and partially recruiting are seen as positive aspects. 

Crowdsourcing proved to be a valuable concept for companies to leverage the wisdom of a 

heterogeneous crowd. Data science is currently rapidly expanding and still in a relatively early 

stage. The combination of both fields promises a lot of potential. As more companies and 

interested people get in touch with data science, platforms like Kaggle might emerge creating 

a competitive market. A lot of research needs to be done to obtain further insights into this new 

market comprising the combination of crowdsourcing and data science. 

The present study examines the relatively new combination of crowdsourcing with data science. 

So far there has been almost no research conducted in this specific context. This explorative 

study aims to serve as a basis for further studies in the context of crowdsourcing in data science. 

Figure 6. Factors Influencing the Success of Data Science Competitions 
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The main reason for companies for hosting a machine learning competition is the innovative 

power inherent in the wisdom of the crowd. It is important to obtain insights, whether the 

solutions, especially the winning ones, actually deliver the desired innovation. Therefore, 

further research should, among other things, focus on companies that have hosted competitions 

in the past, which also means that another cultural context will have to be considered. The other 

part of companies, i.e. those who do not host competitions, see the biggest problem in the 

publishing of sensitive data. It is important to know how rational this justification actually is, 

and how well common anonymization techniques can be utilized to make datasets suitable for 

those competitions. Thereby, companies could better assess the risk related to hosting. As 

marketing reasons are also named by the experts, research should get insights about the actual 

perception of companies in the community. Ultimately, it needs to be examined whether 

machine learning competitions are indeed an appropriate marketing tool to increase brand 

awareness in the data science community. Furthermore, it is essential for companies to know 

how to design a competition, e.g. in terms of prize money, duration as well as topic and problem 

description, respectively. Therefore, a closer comparison between more and less successful 

competitions is needed. 

The results of this study indicate that crowdsourcing and data science can be combined in a 

successful manner. However, companies, which plan to host a machine learning competition, 

should bear in mind that the circumstances are appropriate. Firstly, in most cases, Kaggle is 

presumably not a way to get a given problem solved by others for cheap money in a short time. 

Rather, the crowd should be seen as a means to enrich the internal data science process. 

Permanent communication and collaboration between participants and the host are most likely 

to be the best way to achieve promising results. To ensure such a process, companies should 

provide a dedicated team of internal employees to organize and supervise the competition 

instead of doing it next to daily work. If companies have a well-designed backend system for 

their data, which allows for easy preparation of datasets, Kaggle is more likely to serve as a 

good platform to use the wisdom of the crowd for problem-solving. Otherwise, composing a 

well-suited dataset can be a difficult and time-consuming task. 

As every study, also the present study and its results are to be seen and interpreted in 

consideration of certain limitations. Since this study is based on a relatively small sample of 

only ten interviews, we cannot draw confident conclusions. Furthermore, this study aims to 

provide broad oversight of the subject matter. Therefore, the different aspects are examined at 

a very high level and are only scratched on the surface. The experts’ answers in the interviews 
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are naturally at least partially subjective and should not be seen as a matter of fact. Lastly, with 

only three experts working for hosting companies, the generalizability of their answers needs 

to be evaluated carefully. 
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5.1 Introduction 

What do you do when you are on the lookout for information on how to invest your money? 

Do you make an appointment with your bank advisor? Do you gather information on investment 

opportunities on one of the most recent fin-tech websites? Or are you already using a financial 

robo-advisor – a service that provides financial advice or management with minimal human 

involvement by interacting only with an information system? If you choose the latter, then you 

belong to a minority of roughly 45 million people who have invested money using a financial 

robo-advisor (Statista 2019). However, intelligent algorithms that provide advice are not an 

innovation solely relevant for the financial sector. To give an example, in medicine, real estate 

or insurance, artificial intelligence (AI) is changing the decision-making process right now. 

Robo-advisors are automated advisory services. Customers are guided through a self-

assessment process and get a target-oriented recommendation (Jung, Dorner, Weinhardt, et al. 

2018; Sironi 2016). By using AI-based algorithms, robo-advisory systems can process and 

utilize more information than any human while at the same time they are cheaper and superior 

in terms of scalability compared to human experts (Tertilt and Scholz 2017). Despite these 

existing advantages, the use of AI-based advisory systems in enterprise-client interaction has 

not yet become established (e.g., Jung and Weinhardt 2018). Therefore, we explore the reasons 

why the use of AI-based advisory services has not yet been adopted and how we can promote 

the future adoption of using these services. There are two key factors for the adoption of an AI-

based expert system. On the one hand the user needs to perceive a true advantage, when he/she 

use an AI-based advisory service (Choudhury and Karahanna 2008). On the other hand the user 

needs to trust the AI-based advisor’s suggestion (Lin 2011; Pavlou 2018). However, to the best 

of our knowledge these two factors have not yet been discussed in the Information System (IS) 

literature. Therefore, our first research question arises: 

RQ1: Do users of expert systems currently perceive the superior capabilities of AI-based 

advisors compared to human advisors? 

Regardless of whether and to what extent the advantages of AI-based advisory systems are 

perceived, companies try to influence their customers’ perceptions and beliefs. One possibility 

is to increase trust in AI-based systems. As mentioned before the user’s trust is a key factor in 

innovation adoption (Lin 2011; Pavlou 2018) as well as in following advice (Sniezek and Van 

Swol 2001; Van Swol 2011). While there is various research on opportunities to increase trust 

in expert or recommender systems, research usually focuses on one single aspect at a time, e.g., 

exclusively transparency (Nilashi et al. 2016) or exclusively anthropomorphism (de Visser et 
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al. 2016). We found no studies comparing different mechanisms and assessing their 

effectiveness in creating customer trust. However, companies cannot put all existing 

alternatives into practice due to constraints regarding time, money and technological 

possibilities. They need to evaluate and prioritize between different available options and 

implement the most effective ones. This leads to our second research question: 

RQ2: Which mechanism that establishes trust in AI-based advisory systems comparatively 

generates the highest level of trust in AI-based advisory systems? 

To answer these questions, we will first provide an overview of the theoretical background 

related to relative advantage, trust in technical systems and advice in general. Based on the 

findings, we will derive hypotheses, which are then tested by means of an online survey among 

potential users of expert systems. We will present the study design and the study sample of 226 

participants before analyzing the collected data using group comparison. Finally, by discussing 

the findings, we illustrate the implications and will then conclude the manuscript by pointing 

out the limitations and identifying areas of future research. 

5.2 Theoretical Background 

Recent advantages in AI research allow creating sophisticated models that are able to leverage 

vast amounts of data as well as understand and interpret spoken and written human language 

(e.g., Alexa, DeepMind, IBM Watson). AI is a “science and engineering of making intelligent 

machines, especially intelligent computer programs”, which tries but is not limited to simulate 

human intelligence and which includes underlying technologies like machine learning, deep 

learning and natural language processing (Elliot and Andrews 2017; McCarthy 2007, p. 2). This 

technology is an opportunity for innovations in the advisory industry (Jung, Dorner, Weinhardt, 

et al. 2018): It enables human experts to be replaced by AI-based systems. 

When it comes to the adoption of innovations according to the theory of innovation diffusion, 

the perceived relative advantage (RA) is the main predictor of innovation adoption (Choudhury 

and Karahanna 2008). That means customers compare the benefits of using an innovation such 

as lower costs, less time effort, higher convenience to the status quo and if she perceives a net 

benefit, she is likely to adopt the innovation (Rogers 2003). Based on Rogers’ theory, 

Choudhury and Karahanna (2008) identified three dimensions of relative advantage of 

electronic channels: trust, convenience, and efficacy of information acquisition. Trust in this 

context is framed as institutional trust, i.e., trust in the concept of robo-advisors (McKnight et 

al. 2002). Hereby, two aspects can be distinguished: (1) informational trust, i.e., the user’s belief 
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about reliability and accuracy, and (2) structural assurance, i.e., the user’s belief in the 

technological foundations of robo-advisors (Choudhury and Karahanna 2008; McKnight et al. 

2002; Wang and Benbasat 2005). E-commerce users are generally convenience-oriented and 

try to save time and money as well as an easy way of completing online transactions (Devaraj 

et al. 2002; Li et al. 1999). The last aspect is the efficacy of information acquisition, meaning 

that the efficacy of the source of advice (human vs. algorithm) as a medium must fit the 

equivocality of the information being communicated (Daft et al. 1987). These dimensions are 

then combined to form factors of relative advantage during different phases of the advice 

process. The first factor, RA-Learning consists of all three dimensions during the phase of 

learning about the advice context (e.g., financial investment). The second factor, the factor RA-

Informational Trust includes statements that refer to the confidence in the information that 

the robo-advisor has provided. The third factor RA-Informational Convenience covers 

statements that are related to the convenience of obtaining information during the advisory 

process. The last factor, RA-Transaction incorporates all statements related to the convenience 

and confidence in a transaction through a robo-advisor. 

When considering the advantages and disadvantages of robo-advisory in terms of perceived 

relative advantages, the following is striking: (1) Advice from robo-advisors is often given 

without explanation or without the opportunity to understand why it is given by the robo-

advisor (De Laat 2018). With human advisors, interaction is easily possible and their advice 

can be understood. This disadvantage of robo-advisors could influence the trust dimension of 

RA. Hence, users of an AI-based advisory system would not perceive a RA compared to human 

experts. (2) Robo-advisors are always available. It is not necessary to make an appointment like 

with a human advisor. This advantage could have an impact on the convenience dimension of 

RA, with the result that based on this dimension, users of an AI-based advisory system would 

perceive a higher RA compared to human experts. (3) Robo-advisors can process much more 

data than human experts and therefore they have a larger knowledge base. To gain access to 

this knowledge base through human advisors, several human consultants would need to be 

involved. This advantage could have an impact on the efficacy dimension of RA, hence based 

on this dimension, users of an AI-based advisory system would perceive a higher RA compared 

to human experts. We expect that especially in situations where a concrete explanation of the 

advice is not crucial to put it into action, the advantages of a robo-advisor over a human advisor 

outweigh. The following hypothesis emerges: 
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H1: When using AI-based advisory systems, users perceive relative advantages over human 

experts. 

When it comes to investigating how a person utilizes advices that he or she gets from another 

person the Judge-Advisor system (JAS) is an often used and well-studied paradigm (Sniezek 

and Buckley 1995). Originating in behavioral psychology, it describes a structured group in 

which one group member, the judge who has the sole power to make a decision, seeks out 

advice from one or more advisors (Van Swol 2011). In many studies a large variety of factors 

that influence to what extent the judge incorporates the advice during the decision-making 

process have been investigated (Bonaccio and Dalal 2006). Examples of such factors are 

competence, distance of advice, the power relation between judge and advisor (Bonaccio and 

Dalal 2006; Schultze et al. 2015; Sniezek and Buckley 1995; Van Swol and Sniezek 2005; 

White 2005). However, researchers agree, that one of the most influential factors of advice 

utilization is the trust that the judge has in the advisor (Jungermann 1999; Sniezek and Van 

Swol 2001). Therefore, we investigate how to increase trust in the advisor. With this regard, we 

were able to identify multiple mechanisms to increase this trust. 

Trialability. According to (Rogers 2003), users will feel more comfortable with a product or 

innovation and are able to give meaning to it, if they can experiment with it. Thus, if consumers 

are able to test the robo-advisor, concerns and perceived risks may be reduced and the advisor’s 

competence and integrity can be confirmed. As a result, users are more likely to trust the 

advisor. 

Anthropomorphism. According to the phenomenon of automation bias, people attribute higher 

levels of initial trust, higher authority and higher performance expectations to machine-like 

agents (Dzindolet et al. 2003). Other studies (de Visser et al. 2016) have shown that 

anthropomorphism might have a positive impact on trust (e.g., when it comes to repair trust). 

Two possibilities to humanize robo-advisors are (1) to give the robo-advisor a human 

appearance (Hegel et al. 2009), e.g., through a figure, or (2) to let the interactions with the user 

take place in the form of human-like dialogue (Gnewuch et al. 2017). 

Transparency. When people get further explanations and gain an understanding of the advice 

being given, they are more likely to follow advice (Gönül et al. 2006; Zanker 2012). However, 

transparency in advice taking and decision support systems can have different meanings. First, 

transparency can be defined as providing explanations of the reasons why that advice was 

given (Nilashi et al. 2016). The concept of explainable AI is a major stream in AI research 

(Ribeiro et al. 2016). Another aggregated form of explanation can be provided by many 
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algorithms in the way of a confidence as probability measure which describes how certain the 

robo-advisor is concerning its advice (Jung, Dorner, Weinhardt, et al. 2018). Second, 

transparency can entail the explanation of how the system itself works (Tintarev and Masthoff 

2007). In contrast to common software development, it is much harder to implement 

mechanisms like testability or auditability for AI models, since the code is not based on explicit 

rules. Instead, the system’s knowledge evolves over time. Consequently, information about the 

used database (Jung, Dorner, Weinhardt, et al. 2018), the technical functionality (Lipton 

2016) as well as how often the robo-advisor was trained (De Laat 2018) can create 

transparency and thus strengthen confidence in the robo-advisor. 

Subjective Norms. It is well studied that the opinions of our social environment have a great 

influence on our behavior (Ajzen 1991; Venkatesh et al. 2003). Therefore, the 

recommendation to use a robo-advisor by friends and acquaintances can have a positive 

influence on the trust in robo-advisors. 

Experience. People often use certificates and awards (e.g., Fund Manager of the Year) as proof 

of expertise. These are usually earned when individuals are performing well over a period of 

time. When people acquire several certificates or awards, it tells people that they are constantly 

performing well and that it is recognized by his/her peers. Feng and MacGeorge (2006) have 

shown that expertise influences the receptiveness to advice. Information about previous 

activities and results of the robo-advisor (Eule 2017) and how long the robo-advisor has 

been in use (Eule 2017) show the previous experiences of a robo-advisor. These experiences 

can be perceived as expertise and increase trust in the system.  

Summarizing this section, we identified eleven trust-increasing mechanisms: Testing, Visual 

Appearance, Dialog, Reasoning, Confidence, Data Transparency, Technical Functionality, 

Training Frequency, Social Environment, History, Usage time. 

As described above, AI research places a great focus on the topic of reasoning. This is also 

reflected in the media, where the reasoning of algorithms is demanded repeatedly. Furthermore, 

lack of reasoning was identified to negatively affect the trust dimension of RA. By 

strengthening the reasoning capabilities of robo-advisors this disadvantage could be 

counteracted. Thus, it can be assumed that reasoning has the greatest expected effect on 

confidence in AI-based systems. Therefore, we hypothesize:  

H2: Reasoning is the most important trust-increasing mechanism for AI-based advice systems. 
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5.3 Research Method 

To answer the research questions and validate our hypotheses, we set up an online survey that 

weights the influence of the formerly mentioned factors on trust in AI systems. Therefore, we 

decided to use robo-advisory in the financial sector as our survey context. Financial robo-

advisors are automated investment advisory services. Customers are guided through a self-

assessment process and are then recommended a target-oriented investment strategy (Jung, 

Dorner, Glaser, et al. 2018; Phoon and Koh 2018; Sironi 2016; Tertilt and Scholz 2017). We 

have chosen the robo-advisory context based on six reasons: (1) Robo-advisors differ 

significantly from the previous financial planning tool because they take human advisors out of 

the advisory process (Jung, Dorner, Glaser, et al. 2018). This shows that the use of robo-

advisors is a great innovation and a major competitor for traditional financial advisory services 

(Winnefeld and Permantier 2017). (2) Despite the topicality and novelty of the topic, most 

people are familiar with the context and the use of robo-advisors is well conceivable for 

participants (Beketov et al. 2018). (3) The implementation of robo-advisory is very interesting 

for providers because it offers many advantages, such as the reduction of investment costs or 

easily scalable service management (Tertilt and Scholz 2017). The potential of the advantages 

is also demonstrated by the number of start-ups established in this area (Goeke 2016). Many 

large and traditional companies (i.e., banks) have also identified automatic advisory as a key 

component of their future strategy (Trentin et al. 2012). (4) There are also some advantages for 

investors using robo-advisors, such as real-time portfolio surveillance or reduction of 

investment costs (Tertilt and Scholz 2017). (5) Despite the advantages for providers and 

customers, the use of financial robo-advisors is still very low (Jung and Weinhardt 2018). 

Therefore, it is worth investigating how to increase trust in financial robo-advisory systems in 

order to increase their acceptance and use. (6) Since financial investment is a field where failure 

can have long-term negative effects, major factors influencing the adoption are different types 

of risks, i.e., performance, financial, social, security (Lee 2009). The consumer’s perception of 

uncertainty and risk can be counteracted by increasing trust in the concept of robo-advisors 

(Choudhury and Karahanna 2008). Therefore, increasing trust is absolutely critical in this 

scenario. 

Since we wanted to address a representative and diverse target group of European Internet users 

in terms of age, gender and employment status, we chose to acquire our participants by using a 

market research company. Each participant received 0.50€ as incentive. First, we informed our 

participants that they participate anonymously in a scientific survey and that there were neither 

correct nor incorrect answers to counteract common methodological biases (Podsakoff et al. 
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2003). Furthermore, we explained to the participants that a robo-advisor is an application based 

on artificial intelligence that evaluates financial assets using a learning algorithm and analyzes 

historical data and current publicly available information. Based on this explanation, we 

surveyed our research models’ constructs. 

All main constructs were rated on a 7-point Likert scale, ranging from ‘strongly disagree’ to 

‘strongly agree’ and can be found in Table 11 (Appendix). As by Krasnova et al. (2010), the 

items used to measure the effectiveness of the trust-increasing mechanism are self-developed 

since they had to be adapted to the specific conditions of robo-advisors and the comparison of 

mechanisms. The construct of relative advantage has been measured using the established items 

of Choudhury and Karahanna (2008), whereby all answers except ‘strongly disagree’ mean that 

an advantage is perceived up to a certain degree. We adopted the four factors of RA to our 

context of financial robo-advisory. Hence, RA-Learning describes the advantage of learning 

finance terms and concepts. RA-Informational Trust describes the extent to which trust exists 

in information obtained through a robo-advisor compared to the information obtained from a 

financial expert. RA-Informational Convenience describes how conveniently participants feel 

about receiving information via a robo-advisor compared to a financial expert. RA-Transaction 

describes the perceived convenience of the transactions and confidence in the transactions. We 

furthermore collected control variables. 

5.4 Results 

A total of 267 participants took part in the survey. In order to guarantee the quality of the 

answers, we have included an attention check. After removing samples that failed our attention 

check, 226 participants remained. Of these, 104 were female and 122 male. On average, the age 

of the respondents was 38.44, ranging from 18 to 68 years. Most of the participants were 

employed (61.1%), followed by students (13.3%). Hence, our sample is similar to the 

distribution of European Internet users (Eurostat 2018). 

To test H1 we calculated the mean values and standard deviations of all four relative advantage 

constructs (see Table 6). Since the relative advantages of robo-advisors are perceived and the 

advantage decreases from RA-Informational Convenience to RA-Transaction, RA-

Informational Trust and RA-Learning, H1 is supported. To find out if these differences of the 

relative advantage of using robo-advisors compared to human experts are significant, we used 

a one-way repeated measures ANOVA. A requirement for the use is that the variance of the 

difference between all relative advantage constructs is equal; this is called sphericity (Weinfurt 
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2002). Mauchly's test of sphericity indicated that the assumption of sphericity had been 

violated, χ2(5) = 83.944, p = .000. Epsilon (ε) was 0.794, as calculated according to Greenhouse 

and Geisser (1959), and was used to correct the one-way repeated measures ANOVA. The 

advantage was significantly different by the relative advantage constructs, 

F(2.382, 536.032) = 10.190, p = .000, partial η2 = .064.  

Construct Mean SD 
RA-Learning (RAL) 3.717 1.417 
RA-Informational Convenience (RAIC) 4.181 1.727 
RA-Informational Trust (RAIT) 3.948 1.473 
RA-Transaction (RAT) 3.951 1.555 

Table 6. Mean and Standard Derivation of Relative Advantage Constructs 

According to the post hoc test with Bonferroni adjustments all RAs are significantly different 

(p < .001) except for RA-Informational Trust and RA-Transaction (p > 0.05). The significantly 

preferred argument for the use of a robo-advisor is RA-Informational Convenience. RA-

Learning is perceived as the weakest relative advantage and differs significantly from the other 

three RAs. RA-Informational Trust and RA-Transaction do not differ significantly from each 

other, leading to the following ranking results: 1) RA-Informational Convenience, 2) RA-

Informational Trust, RA-Transaction, 3) RA-Learning.  

We have also used a one-way repeated measures ANOVA to explore how effective various 

mechanisms to increase the users’ trust are. The mean values and standard deviations of all 

eleven trust-increasing mechanisms are shown in Table 7. The mechanisms can be sorted as 

follows: Testing, Data Transparency, Reasoning, History, Training Frequency, Confidence, 

Usage Time, Social Environment, Technical Functionality, Dialog, Visual Appearance. 

Mechanism Mean SD Rank 
Dialog (LOG) 3.93 1.716 3 
Reasoning (RES) 4.67 1.678 2 
Data Transparency (DAT) 4.73 1.619 2 
Visual Appearance (VIS) 3.41 1.698 4 
Confidence (CON) 4.56 1.743 2 
History (HIS) 4.66 1.658 2 
Testing (TST) 5.01 1.706 1 
Social Environment (SOC) 4.50 1.784 2 
Usage time (USE) 4.50 1.708 2 
Technical Functionality (FNC) 4.43 1.675 2 
Training Frequency (FRQ) 4.58 1.815 2 

Table 7. Mean, Standard Derivation and Rank of Trust-Increasing Mechanisms 
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To test if reasoning increases trust more than the other mechanism (H2), we performed a one-

way repeated measures ANOVA. As above, it must also be checked whether the assumption of 

sphericity is given. The assumption of sphericity had been violated as shown in Mauchly's test 

of sphericity, χ2(54) = 500.672, p = .000. According to Greenhouse and Geisser (1959), we 

have calculated ε = 0.610 to correct the one-way repeated measures ANOVA. Trust growth was 

statistically significantly different between different measures, F(6.105, 1373.535) = 44.649, 

p = .000, partial η2 = .166. 

The possibility of testing significantly increases trust in robo-advisors the most (all p-values 

are below 0.001), according to the post hoc comparison with Bonferroni adjustments. So we 

cannot confirm H2, which postulated that reasoning is the most trust-increasing mechanism. 

The visual appearance has the least significant influence on trust in robo-advisors, followed by 

talking in dialogue form (all p-values are below 0.001). All other mechanisms have no 

significantly different effect on trust in robo-advisors (p-values are above 0.05). However, there 

is a significant difference between knowledge about the database and knowledge about 

technical functionality, although yet these two mechanisms have no significant difference to 

the remaining mechanisms. These findings result in the following ranking: 1) Testing 2) Data 

Transparency, Reasoning, Confidence, History, Social Environment, Usage time, Training 

Frequency, Technical Functionality 3) Dialog 4) Visual Appearance. Therefore, we find that 

the mechanisms from the second rank are of equal importance in increasing the users’ trust. 

However, we see a reason to presume that Data Transparency should be preferred over 

Technical Functionality because Data Transparency gains significantly more trust. We 

nevertheless included both mechanisms into the same rank since both mechanisms are of 

equivalent importance compared to all other mechanisms of ranking two. 

5.5 Discussion and Implications 

Due to technological developments, there are constantly more application possibilities for AI-

based advisory systems as well as it is becoming more and more financially profitable to use 

AI-based advisory systems instead of human advisors. One of the challenges of using AI-based 

advisory systems is to gain user adoption and usage. To overcome this challenge, the question 

arises which advantages users see in AI-based advisory systems compared to classical human 

experts and which mechanisms can be used to increase trust in AI-based advisory systems. We 

know from the literature that the relative advantages are good for predicting adoption behavior 

(Choudhury and Karahanna 2008). In addition, many mechanisms have been discussed that 

increase the trust of (potential) customers in AI-based solutions (e.g., Ribeiro et al. 2016; de 
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Visser et al. 2016; Zanker 2012). Due to the scarcity of resources, in particular, companies 

cannot address all possible advantages and implement mechanisms to increase them, so it is 

important to know which advantages and which mechanisms have the greatest impact for users. 

We conducted a survey with 226 participants to answer our two research questions. 

The results of the study have shown that users perceive a relative advantage in the usage of AI-

based advisory systems (H1 is confirmed). As a consequence, the answer to the first research 

question is that users of expert systems currently perceive the superior capabilities of AI-based 

advisors compared to human advisors. This is an indicator that this innovation has a good 

chance of being adopted. Moreover, the most advantageous aspect of using AI-based advisory 

systems is convenient information retrieval, as expected for the informational stage. The 

objectivity and reliability of an AI-based advisory system are only perceived as a secondary 

advantage. The weakest perceived advantage is the possibility to learn something with the help 

of AI-based advisory systems. A possible explanation for this could be that the richness of the 

medium robo-advisor is not sufficient enough for the complex information in this context since 

it lacks the possibility to ask questions or discuss specific features. 

We were able to establish a ranking from the results of the study to determine the preferred 

mechanisms for increasing trust in AI-based advisory systems. This ranking shows that most 

trust is gained when users are able to use and test the system without risk (H2 is not supported). 

This also corresponds to the results of Zuboff (1988), according to which trust in new 

technologies depends to a large extent on the possibility of trying them out. This is also reflected 

in Rogers (2003) view, which assumes that there are three dimensions: experience, 

understandability, and observability. Trust based on understanding the machine is also much 

more stable than trust based on performance (Lee and See 2004). The answer to our second 

research question is that the highest level of trust can be generated with the help of the 

mechanism testing. 

Anthropomorphism as mechanism had the weakest impact on trust. This finding can be 

explained with the literature on automation bias, which states that the initial level of trust is 

higher in automated systems (Dzindolet et al. 2003). Nevertheless, such human features could 

have an impact on regaining trust when the robo-advisor was performing badly (de Visser et al. 

2016). The mechanisms experience, subjective norms as well as transparency had almost the 

same impact on trust. However, within the group of transparency mechanisms, providing 

information about the used data, gains more trust in the AI-based advisory system than 

providing information about the technical system that is used for the robo-advisor. 
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The theoretical contribution of our findings lies in complementing the JAS and innovation 

adoption literature in various ways. Although the JAS literature considers trust to be the largest 

antecedent for advice adoption (Van Swol and Sniezek 2005), our results show that this is not 

the case for AI-based advisory systems. By replacing a human with a machine, a big change 

occurs. Such a change is also called innovation (Rogers 2003). In innovation adoption research, 

it is shown that the RA-Informational Convenience, and not the trust in innovation is decisive 

to recognize the relative advantage of an innovation. It follows that not only the JAS literature 

alone is sufficient for the impact and response to an AI-based advisory system, but that it must 

be considered in combination with the innovation adoption literature. In addition, we were able 

to demonstrate that the impact of different mechanisms presented in the literature on trust in 

AI-based systems varies. Therefore, future research should not only consider whether one 

mechanism has an influence, but how effective it is compared to others. 

Furthermore, our results have practical implications in addition to the theoretical contribution. 

AI-based advisory systems can be described as innovations that are still in their infancy. For 

companies intending to offer such products, the question arises whether this innovation has 

chances of success and how these can be increased. Our results show that people see relative 

advantages in the use of AI in advisory systems. Therefore, companies can be confident when 

introducing an AI-based advisor that it will be adopted. In addition, companies can become 

aware of the advantages users see in AI-based applications compared to human experts. 

However, there is a potential upward in the perception of relative advantages. AI-based 

advisory firms can increase trust in their product or service using a variety of mechanisms. 

However, it is not possible for a company to implement every possible mechanism to increase 

their customers‘ trust. The implementation of each mechanism is financially expensive and the 

needed resources (e.g., human resources) are intensive. Furthermore, some mechanisms (e.g., 

providing explanations) might not be technical realizable or only by accepting losses in 

performance, yet. Based on our study results, companies can prioritize the implementation of 

the mechanisms to increase trust. In this way, those mechanisms can be implemented that have 

the greatest impact on users and are therefore the most advantageous. Therefore, companies 

should first offer to test their products and in the next step start to make the system more 

transparent, start with transparency regarding the data used. 

5.6 Limitations, Future Research and Conclusion 

However, there are also some limitations to our study. In order to measure the benefits of using 

AI-based advisory systems and to measure which mechanisms increase trust, we have chosen 
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robo-advisor as the optimal context. Despite the fact that the use of scenarios in IS Advice 

research is a common method (e.g., Jung 2018; Wang and Benbasat 2007), it makes it difficult 

to generalize our findings. The rankings could be different in a different context. In addition, 

the mechanisms for increasing trust in AI-based advisory systems were specifically selected for 

robo-advisors and the items were self-developed, so it would be important to validate these 

results in a different context as well as in an experiment. Moreover, it has been shown that RA-

Informational Convenience is the strongest argument for the adoption of AI-based advisory 

systems. In the next step, it would be interesting which mechanisms exist to influence this 

advantage. 

Technological development is making AI-based systems more relevant. AI-based systems can 

be used in various ways. One possibility is to use them as advisors, e.g., as financial advisors. 

However, in order to benefit from these AI-based advisory systems, they must be adopted and 

used by users. To the best of our knowledge, it was not investigated if users perceive an 

advantage of AI-based advisors and only isolated trust-increasing mechanism were considered 

in the previous IS literature (Hegel et al. 2009; Nilashi et al. 2016). Our study shows that the 

biggest advantage that people see in the usage of such AI-based systems is easy access and 

convenient use. In addition, trust in such systems can be increased faster through the 

opportunity to test the system than through other mechanisms. With the help of these results, 

companies that have scarce resources can better prioritize their decision to market AI-based 

systems and use mechanisms that gain trust in their products or services
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6.1 Introduction 

Current advances in artificial intelligence (AI) are driving companies to develop new services 

for their customers. Giving an example, in the light of Industry 4.0, manufacturing firms offer 

their clients the possibility of predictive maintenance or process optimization based on machine 

data (Rawal 2019). Besides these newly offered services, enterprises are also transforming 

established services by empowering them using machine learning and make them scalable by 

taking the human out of the loop. An example of these kinds of changes can be seen in the 

traditional service sector, such as the legal or financial industry. Typically, legal or financial 

advisory is done by experts who advise you on how you should act with regard to your specific 

needs. In recent years, empowered by AI, companies have developed services that give 

personalized advice using an information system instead of a human expert (HSBC 2017). 

In the literature, there is no common definition for AI. Russel and Norvig (2009) define AI 

based on two dimensions. The first dimension addresses the thought process and behavior, 

while the second one is concerned with whether success is measured against human 

performance or against an ideal (rational) performance. The combination of these two 

dimensions leads to four characteristics which can describe and define an AI-based system: 

thinking humanly, thinking rationally, acting humanly, or acting rationally (Russel and Norvig 

2009). In our context of AI-based advisory, we define AI as a system, which is able to learn, 

makes rational predictions, and interacts like a human. AI differs significantly from other 

traditional technologies since AI-based systems do not just follow predefined static rules but 

have the ability to learn from data (Burrell 2016). Some advantages of AI-based systems are 

efficiency and scalability (Brundage et al. 2018). In comparison to human advisors, AI-based 

advisors are not able to explain their recommendation, which is also known as black-box 

behavior, but due to technological advances, AI-based algorithms can process, utilize, and learn 

from more information than any human advisor could do in appropriate time because of 

cognitive constraints (Simon 1972). 

A much-discussed example of AI-based advisory, in research and practice, is financial robo-

advisory which causes significant changes in the financial industry (Jung, Dorner, Glaser, et al. 

2018; Jung and Weinhardt 2018; Sironi 2016). Robo-advisors are automated investment 

advisory services. Customers are guided through a self-assessment process and are then 

recommended a target-oriented investment strategy with regard to possible portfolio 

compositions or estimated stock performances (Jung, Dorner, Glaser, et al. 2018; Sironi 2016; 
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Tertilt and Scholz 2017). If robo-advisors were accepted by users1, benefits would arise both 

for providers as well as for users. Due to the simple scalability of advisory services as well as 

the significant reduction of investment costs, the deployment of robo-advisors is highly 

attractive for financial service companies like banks (Tertilt and Scholz 2017). By using robo-

advisors, users can also reduce their investment costs and perform real-time portfolio 

surveillance (Tertilt and Scholz 2017). 

Assuming robo-advisors can provide good advice, it is not guaranteed that people will 

necessarily utilize such advice. In the information systems (IS) literature robo-advisors were 

mostly investigated focusing on the design and architecture of these services as well as related 

business models (Eickhoff et al. 2017; Jung, Dorner, Weinhardt, et al. 2018; Jung and 

Weinhardt 2018; Riasanow et al. 2018). Whereas, the exploration of users’ perception of robo-

advisors was neglected. In the cognitive sciences, the judge-advisor system (JAS) paradigm has 

been used to investigate the advice taking and giving behavior of people. Although various 

factors were examined within this research stream, almost exclusively the interaction between 

human decision makers and human advisors was regarded (Bonaccio and Dalal 2006). In the 

IS literature, the task-technology fit (TTF) is used to determine how well a technology is suited 

to assist a person in performing a task (Goodhue and Thompson 1995a). However, based on 

this model, we cannot assess if AI-based advice is utilized differently than human advice. By 

integrating the TTF model in the JAS context, we want to generate a holistic view to understand 

the factors leading to advice accepting behavior of AI-based advisory services. Therefore, we 

examine if users accept a substitution of human financial advisors by robo-advisors and if the 

investment advice will be at least similarly utilized. This leads us to the following research 

questions: 

RQ 1: Are there differences in users’ advice utilization of robo- and human advice? 

RQ 2: Is the users’ advice utilization affected by the fit of task and advisor as well as how this 

fit is affected by the advisor’s characteristics? 

Since the topic of finance and financial planning concerns the general population (Beketov et 

al. 2018), it is natural that both experienced and inexperienced individuals might use robo-

advisors. Users’ perceived expertise was already discussed within the TTF as well as the JAS 

literature (Harvey and Fischer 1997; Parkes 2013). JAS researchers have shown that 

experienced decision makers have higher advice utilization when making important decisions 

                                                 
1 User is defined as user of a robo-advisor and used synonymously to decision maker and judge. 
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(Harvey and Fischer 1997). Furthermore, Parkes (2013) found that users’ expertise affects the 

perception of technology characteristics. Therefore, we explore if users’ self-perceived 

expertise has an impact on the perceived expertise of human and robo-advisors. Consequently, 

our third research question is: 

RQ 3: Does the users’ self-perceived expertise affect the perceived advisor’s expertise? 

We are following the call of Rzepka and Berger (2018) to investigate users’ interactions with 

robo-advisors by answering these three research questions. The remainder of this manuscript is 

structured as follows: To begin with, we provide an overview of the theoretical background 

related to advice taking and the task-technology fit. Then, we derive hypotheses before 

describing our online experimental survey study design. After introducing our study sample 

consisting of 197 participants, we present the collected and analyzed data using group 

comparison and partial least square (PLS). Thereby, the discussion of findings illustrates 

contributions to research and practice. Lastly, we conclude the manuscript by summarizing the 

most important findings as well as pointing out the limitations of our research and proposing 

specific avenues for future research. 

6.2 Theoretical Background 

6.2.1 Advice Giving and Taking 

Within the cognitive sciences, the phenomenon of people giving and taking advice is 

investigated under the judge-advisor system (JAS) paradigm (Bonaccio and Dalal 2006). It 

describes a structured group in which one individual (i.e., the judge or decision maker) holds 

the sole decision power and seeks advice from one or more advisors (Van Swol 2011). Within 

this context, various studies have investigated which factors influence the judge’s advice 

utilization, i.e., the extent to which decision makers follow the advice they receive from experts 

(Bonaccio and Dalal 2006). A robust finding has been egocentric discounting, which means 

that decision makers tend to adjust their initial estimate by just 20% to 30% towards the 

advisor’s suggestion (Harvey and Fischer 1997). In addition, several factors such as trust, 

competence, distance of advice, power or source of advice have been identified as influencing 

the advice-taking behavior of decision makers (Bonaccio and Dalal 2006; Schultze et al. 2015; 

Sniezek and Buckley 1995; Van Swol and Sniezek 2005; White 2005). 

One of the most discussed advisor characteristics influencing advice-taking is trust 

(Jungermann 1999; Van Swol 2011). Trust is “the willingness of a party to be vulnerable to the 

actions of another party based on the expectation that the other will perform a particular action 
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important to the trustor, irrespective of the ability to monitor or control that other party” (Mayer 

et al. 1995, p. 712). Since trust is a rather abstract concept, most researchers agree that it has to 

be studied multi-dimensionally (Komiak and Benbasat 2006; Rousseau et al. 1998). Komiak 

and Benbasat (2006) categorized trust in three dimensions: (1) cognitive trust in competence, 

(2) cognitive trust in integrity, and (3) emotional trust. Following their definition, several 

studies analyzed the impact of an advisor's competence, also called expertise, on the decision 

maker’s advice utilization. Advisor’s competence is defined as the advisor’s perceived ability 

to provide good advice in a specific domain (Mayer et al. 1995). Customers’ main concern is 

whether the advisor has the competence required to provide them with relevant and customized 

advice (Komiak and Benbasat 2006). Studies have shown that decision maker, who perceive 

their advisor as competent are more willing to adjust their initial opinion in favor of the 

advisor’s opinion. (Kim et al. 2017; Schultze et al. 2015). Integrity is defined as the honesty 

of the advisor and describes the decision maker’s expectation that the advisor acts in his/her 

interest (McKnight et al. 2002). Consequently, it refers to the extent that the user perceives the 

advice as objective and unbiased (Komiak and Benbasat 2006). A robo-advisor can be designed 

in a way that it only recommends products that are most profitable for the service provider who 

owns the robo-advisor. Such kind of robo-advisor would be considered to have a low integrity. 

Studies show that the higher the perceived integrity of the advisor is, the more likely it is that 

the advice will be used (Van Swol 2011). Lastly, emotional trust describes the decision 

maker’s feelings of security and comfort about relying on an advisor (Komiak and Benbasat 

2006). Similar to the previous dimensions of trust, the stronger the emotional trust in the advisor 

is, the more likely the judge is to follow the advice (Sniezek and Van Swol 2001). 

Besides the advisor’s expertise, also the decision maker’s expertise was investigated. While 

generally it is assumed, that the decision maker has a lower competence than the advisor, 

decision makers with less expertise had higher trust levels and more variability in their trust 

rating (Sniezek and Van Swol 2001). It has been shown that experienced users tend to follow 

advice less than inexperienced users (Harvey and Fischer 1997). For incompetent decision 

makers it is difficult to assess whether a particular advice is good or bad (Ehrlinger et al. 2008), 

which is a huge challenge in the judge-advisor relationship. 

Concluding, in the JAS literature, advisor’s and decision maker’s expertise, advisor’s integrity 

as well as emotional trust in the advisor have been identified to influence advice utilization. 

Based on the task-technology fit model, we want to combine these factors. Therefore, we will 

introduce the TTF model in the next section. 
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6.2.2 Task Technology Fit 

For a technology to be adopted by the user it has to be utilized and it must help the user to 

achieve his/her goal in a specific task. A well-known theory used for this phenomenon is the 

task-technology fit (TTF) (Goodhue 1995; Goodhue and Thompson 1995a).  

The task-technology fit model consists of the components task, technology, the fit, and the 

utilization of the information system. A task describes any action that is carried out to turn inputs 

into outputs. Relevant task characteristics are those that influence individuals to use or not to 

use a technology (e.g., difficulty, significance, routineness). A technology is a tool that an 

individual uses to carry out a task. The fit describes the appropriateness in which a technology 

helps the individual to succeed in a task. This fit should serve as a predictor for the utilization 

of an information system since individuals are more likely to use a technology that they perceive 

to be suitable to assist in solving the task (Goodhue and Thompson 1995a). Figure 7 depicts the 

general idea of the model. 

 

Figure 7. Task-Technology Fit Model (adapted from Goodhue 1995) 

The TTF was already used in various contexts to investigate the success of new technologies 

including answering managerial questions (Goodhue et al. 2000), online shopping (Klopping 

and Mckinney 2004), question-answering systems (Robles-Flores and Roussinov 2012) and 

group support systems (Zigurs et al. 1999; Zigurs and Buckland 1998). However, until now it 

was not used to evaluate the setting of robo-advisory systems. 

6.3 Research Model 

The purpose of this manuscript is to investigate and compare the behavior of individuals when 

interacting with robo-advisors and human experts in a financial planning context using the 

judge-advisor system. Until now, the JAS paradigm was almost exclusively used in a setting 

where both the judge and the advisor were human beings. However, there is one study which 

investigated how individuals utilize advice that is deducted from a statistical model (Önkal et 
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al. 2009). Although the advice was presented in the exact same way for the statistical method 

and the human advisor, the participants discounted the statistical advice more than the same 

advice from a human expert. While robo-advisors are also mostly based on statistical methods, 

they have more capabilities. As some studies have shown, they might be perceived differently 

since human characteristics are perceived in AI-based applications (Rzepka and Berger 2018). 

Furthermore, compared to human experts, AI algorithms are able to process a vast amount of 

information in real-time and can incorporate the resulting insights in their advice (Anthes 2017). 

This implies that robo-advisors must be seen as more than purely statistical tools and this could 

lead to an increased reliance on robo-advisors due to a perceived superiority: 

H1: Advice from robo-advisors is utilized more than advice from human experts. 

The TTF describes the fit between task characteristics and a technology. By adapting this to the 

JAS context, the task-advisor fit (TAF) describes the fit between task characteristics and an 

advisor. Since TTF is a predictor for IS utilization (Goodhue and Thompson 1995a), we 

assumed that TAF would be a predictor for advice utilization: 

H2: A higher task-advisor fit is related to higher advice utilization. 

From the JAS literature, we know that trust is identified as one of the most important factors 

that lead to advice utilization. Other characteristics such as age (Feng and MacGeorge 2006) 

and similarity to the decision maker (Gino et al. 2009) were also investigated. Many of these 

factors are not directly transferable to robo-advisors. Therefore, we focused on the advisor 

characteristics that can be perceived in a human advisor as well as in a robo-advisor. 

To validate the advisor characteristics that were identified through the literature review, we 

conducted a pre-test among 67 persons. We asked the participants (1) what characteristics they 

see in a human advisor, (2) what characteristics they associate with a robo-advisor and (3) what 

differences between those two types of advisors they perceive. The open answers were coded 

by three IS researchers and as a result, we can confirm the literature-based characteristics but 

also found that efficiency-enhancing was an often mentioned characteristic, that describes the 

extent to which an advisor enables efficient decision-making. Therefore, we considered four 

advisor characteristics: expertise, emotional trust, integrity, and efficiency-enhancing. 

As mentioned before, studies have shown that decision maker, who perceive their advisor as 

competent are more willing to adjust their initial opinion in favor of the advisor’s opinion. (Kim 

et al. 2017; Schultze et al. 2015). Furthermore, advisors with higher expertise are able to assess 
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the difficulties and challenges of a task better and thus, are more suitable to solve a task 

successfully. Therefore, we hypothesized: 

H3a: For the robo-advisor, a higher perceived advisor expertise is related to higher task-

advisor fit. 

H3b: For the human advisor, a higher perceived advisor expertise is related to higher task-

advisor fit. 

A great advantage of robo-advisors is their ubiquity since they are available for consultation 

24/7 other than human financial advisors. Furthermore, they provide advice instantaneously 

because of their superior data processing capabilities. Therefore, robo-advisors enable users to 

make investment decisions more efficiently. In the case of the human advisor, efficiency will 

not be a decisive factor when it comes to whether the advisor is perceived as suitable. 

Nonetheless, due to the access to the advisor’s additional expertise, efficiency in decision-

making increases. Thus, leading to the following hypotheses: 

H4a: For the robo-advisor, a higher perceived advisor efficiency-enhancing ability is related 

to higher task-advisor fit. 

H4b: For the human advisor, a higher perceived advisor efficiency-enhancing ability is related 

to higher task-advisor fit. 

From the JAS literature, we know that trust has a major influence on advice utilization 

(Jungermann 1999; Van Swol 2011). Emotional trust describes the feeling of security and 

comfort about relying on the advisor (Komiak and Benbasat 2006). Thus, the decision maker 

perceives the advisor as credible and helpful, leading to a positive influence on TAF: 

H5a: For the robo-advisor, a higher emotional trust is related to higher task-advisor fit. 

H5b: For the human advisor, a higher emotional trust is related to higher task-advisor fit. 

When interacting with an advisor, decision makers cannot be sure of the advisor’s intentions. 

It is not necessarily clear, whether the advisor is advising in the best interest of the client or if 

he/she acts for their own personal gains. Especially in the context of financial advice this topic 

gained some media coverage with advisors maximizing their commission fees and kickbacks. 

Therefore, decision makers will deem the advisor suitable for the task if they perceive them to 

have a higher integrity: 

H6a: For the robo-advisor, a higher perceived advisor integrity is related to a higher task-

advisor fit. 
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H6b: For the human advisor, a higher perceived advisor integrity is related to a higher task-

advisor fit. 

As described before, a main problem of incompetent decision makers is to evaluate whether the 

received advice is correct and useful (Ehrlinger et al. 2008). Therefore, only if a user has a 

certain task knowledge, he/she can assess the expertise of an advisor. Thus, we concluded: 

H7a: For the robo-advisor, a higher self-perceived user expertise is related to higher perceived 

advisor expertise. 

H7b: For the human advisor, a higher self-perceived user expertise is related to higher 

perceived advisor expertise. 

Since the focus of our study lies in the perceptual differences of robo- and human advisors, we 

assessed the model using only one task and did not manipulate any task characteristics. 

Nonetheless, we measured a set of task characteristics such as significance as well as difficulty 

(Petter et al. 2013) and we did not find any variation in the task characteristics. Finally, Figure 

8 shows the final research model, which builds the foundation of our study. 

 

 

Figure 8. Research Model 

6.4 Research Method 

In order to investigate the differences between the utilization of advice from a robo-advisory 

system and a human expert, we set up an online experimental survey. Our goal was to measure 

the participants’ actual behavior during the interaction with the advisor instead of their self-

reported perception as it was called upon by Rzepka and Berger (2018). We developed an 

experiment following the approach of many studies in the JAS context (e.g., Gino and Moore 

2007). The participants were randomly assigned into two groups whereby one group was 

instructed that their advice comes from a human expert and the other group was told that the 

advice is given by a robo-advisor. In order to motivate the participants to reveal their true 

intentions, they had the chance to win up to 2 Euro during the experiment if they perform well 

(Camerer and Hogarth 1999). 
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To acquire a diverse and highly representative (in terms of age, gender, and occupation) sample 

of internet users for our study, we used a market research company (Lowry et al. 2016). The 

participants received an incentive of 0.5 Euro from the agency regardless of their performance 

during the experiment. At the landing page of our study, the participants were instructed that 

they participate in a scientific study, that their data is stored anonymously and, that, besides the 

experiment task, there are no right or wrong answers. This was done to counter common 

methodological biases (Podsakoff et al. 2003). 

6.4.1 Experiment Description 

To answer the research questions and validate our hypotheses, we decided the context of stock 

prediction to be a good fit for our survey. While this approach does not reflect the typical 

interaction process of clients and robo-advisors, it allowed us to apply a widely recognized 

measure within the JAS research stream (i.e., the weight of advice). Furthermore, this use case 

deemed to be appropriate for four reasons: (1) Users are familiar with stock prices due to daily 

news coverage. (2) The prediction of stock prices is a part of robo-advisory services since it is 

necessary to recommend a good stock portfolio. (3) The prediction of stock prices is not just a 

knowledge-based task due to the high uncertainty of stock markets (Dzielinski 2012). (4) 

Finally, it is also very important that advice is reliable as it has a long-term negative effect in 

the event of failure for users (Lee 2009). 

The study was structured as followed: At first, we collected the participants’ demographics 

before having them answering some self-assessment constructs. Then, a description of the 

experiment scenario was shown to the participants: „Imagine: You want to invest in company 

shares and must, therefore, forecast the performance of various stocks. Your task is to estimate 

how a particular stock will perform within a year.” Furthermore, they got the information that 

they will see real historical stock valuation charts from the recent past and that the closer their 

final estimation is to the real stock valuation the higher their compensation will be. The 

experiment roughly consisted of three repeating steps per stock: 

1. Analyzing the provided stock chart and giving an independent initial estimation. 

2. Getting the valuation estimation of an expert, which was either a human or robo-advisor. 

3. After receiving the expert’s opinion, the participants were free to adjust their initial 

estimation. They were explicitly told that they could but do not need to change their 

personal estimation. 
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After the scenario description, the experiment began and the participants were sequentially 

shown five charts showing a 3-year historical (t to t+3) stock performance of enterprises out of 

five different industries (i.e., aviation, pharmaceutical, automotive, technology, and energy). 

Additionally, the participants received a small description (one sentence) about the enterprise. 

We withheld the information of the exact timeframe and the companies’ names to avoid that 

individual experiences were weigh in that might distort advice utilization (Önkal et al. 2009). 

After each chart, the participants had to guess the stock valuation a year later (t+4). After they 

had estimated the last stock value, the participants were told that they now get professional 

advice from an expert. The first group was informed that the expert is a professional (human) 

financial advisor, who had a profound education in finance and is founding advice on his/her 

experience, current news, and economic developments. The second group was told the advice 

comes from a robo-advisor, an application based on AI that uses historical stock data, analyzes 

current news as well as economic developments to generate an advice. The provided advice 

was the same for both groups and corresponded to the true stock valuation. Afterward, the 

participants were again shown the charts sequentially with the additional information of their 

initial estimation as well as the advisor’s estimation. The participants were asked to give a final 

estimation of the expected stock valuation. 

6.4.2 Items 

To measure the degree of advice utilization we used the weight of advice (WOA), which has 

been used in several studies (e.g., Gino and Moore 2007; Önkal et al. 2009; Sah et al. 2013; 

Schultze et al. 2015):  

WOA = (final estimate – initial estimate) / (advice – initial estimate) 

The WOA measures to what extent an individual utilizes an advice in his final estimation by 

dividing the distance of final and initial estimate by the distance of advice and initial estimate 

(Yaniv 2004). For rational decision makers the WOA is supposed to be in the range of 0 and 1. 

0 meaning that the participant completely ignored the advice and did not adjust his/her initial 

estimate and 1 implicating that the decision maker completely adopted the advice. Values in-

between 0 and 1 indicate partial incorporation of the advice in the final estimate, whereby a 

value of 0.5 means that a participant has calculated the mean between his/her initial estimate 

and the advice and weighs his/her opinion just as much as the advisor’s. Irrational decision 

makers can have WOA measure under 0 or over 1, meaning that either moved in the opposite 

direction of the advice or that he/she even over-utilized the advice. However, these cases occur 
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rarely (Gino and Moore 2007; Harvey and Fischer 1997). We calculated the mean WOA using 

the five measured WOA values for each participant. 

For the evaluation of the constructs, we have used measurements from the established literature. 

We used the scales of Komiak and Benbasat (2006) to measure emotional trust and cognitive 

trust in integrity. To measure trust in competence we adapted the scale of McKnight et al. 

(2002). The perceived efficiency-enhancing ability of the advisor was measured using the 

construct of Chan et al. (1997), while we used Moore and Benbasat’s (1991) scale for the task-

advisor fit. Finally, we adopted the item of Radel et al. (2011) to measure user’s self-perceived 

task expertise. All of our items were measured using a 7-point Likert scale ranging from 

‘strongly disagree’ to ‘strongly agree’ and can be found in the appendix in Table 12. 

Additionally to the items of our main constructs, we measured tendency towards fantasizing as 

marker variable to counteract common method bias (Podsakoff et al. 2003) based on the three-

item scale of Darrat et al. (2016). 

6.5 Results 

In our study 247 participants took part. We included several checks – manipulation check and 

rationality check – to guarantee the quality of the study’s results (Meade and Craig 2012). 

During the rationality check, we excluded all participants who had a WOA over 1 or under 0. 

We excluded 21 participants due to failing the manipulation check. After excluding 29 more 

participants who failed the rationality check, our sample consisted of 197 responses, which 

could be used for further analysis. The demography of our sample reflects the typical European 

internet users quite accurately by age, gender, and employment status (Eurostat 2018). 93 

females and 104 males took part in our study with an average age of 38.54 years ranging from 

18 to 68 years. 58.4% of our participants were employees and 11.2% students. From our 

remaining participants, 104 were assigned to the group with the robo-advisor while 93 

participants were assigned to the group with the human advisor. In order to compare the 

behavior of both groups, we first ensured that the groups had perceived task characteristics 

equally and that user’s self-perceived expertise was not significantly different by using an 

independent t-test. 

H1 hypothesized that advice from the robo-advisor would be more utilized. To test H1, we ran 

an independent t-test of WOA. The result of the t-test (t(195) = 1.771, p = .039) showed that 

the advice of the robo-advisor was statistically more utilized (M = .44, SD = .253) than those 

of a human advisor (M = .38, SD = .260). Concluding, H1 is supported. 
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To evaluate H2 to H7, we analyzed our research model based on a well-establish method 

(Qureshi and Compeau 2009) by comparing the structural equation model of each group 

through a variance-based partial least squares multi-group analysis as implemented in 

SmartPLS (Ringle et al. 2015). We opted for this approach for two main reasons. (1) This 

approach is well suited for theories in their early stages (Fornell and Bookstein 1982). (2) It is 

possible to test both the research models and the path differences simultaneously through multi-

group analysis (Brook et al. 1995). 

Constructs (measured on 7-point scales) Items 
Item 
Loadings 
Robo-Advisor 

Item 
Loadings 
Human Advisor 

Advice Utilization (WOA) WOA1 1.000 1.000 

Task-Advisor Fit (TAF) 
TAF1 .861 .919 
TAF2 .952 .936 
TAF3 .936 .913 

Advisor Expertise (AEX) 

AEX1 .928 .944 
AEX2 .961 .960 
AEX3 .930 .957 
AEX4 .872 .927 

Advisor Efficiency-Enhancing (EFF) EFF 1.000 1.000 

Emotional Trust in Advisor (EMO) 
EMO1 .961 .970 
EMO2 .977 .971 
EMO3 .973 .977 

Advisor Integrity (INT) 
INT1 .906 .881 
INT2 .931 .916 
INT3 .919 .926 

User’s Self-Perceived Expertise (UEX) 

UEX1 .941 .937 
UEX2 .975 .961 
UEX3 .959 .959 
UEX4 .938 .929 

Table 8. Item Loadings 

By determining convergent validity (statistical similarity of construct items) and discriminant 

validity (statistical difference of items that measure different constructs) of our research model 

we validated our measurement model (Hair et al. 2013). We confirmed convergent validity by 

examining item loadings, Cronbach’s α, and composite reliability (CR) as well as the average 

variance extracted (AVE) by the constructs (Xu et al. 2012). The item loadings are reported in 

Table 8 and all loadings are above the threshold value of 0.7 (Hair et al. 2013). For each 

construct the Cronbach’s α and composite reliability values achieve the threshold of 0.7 and 

AVE values threshold of 0.5 (Hair et al. 2011) as can be seen in Table 9. 

We assessed the cross loadings as well as the square root of the AVE for each construct model 

and therefore, we confirmed discriminant validity (Fornell and Larcker 1981). As reported in 
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Table 9, all constructs’ square roots of the AVE are higher than their correlation to another 

construct. The loading of each item is greater to its associated construct than to other constructs, 

but we do not report the cross loadings due to space limitations. 

Constructs Cr. α CR AVE WOA TAF ACOM EFF EMO INT SCOM 
Advice 
Utilization (WOA) 

1.000 
1.000 

1.000 
1.000 

1.000 
1.000 

1.000 
1.000 

      

Task-Advisor Fit 
(TAF) 

.905 

.913 
.941 
.945 

.841 

.851 
.233 
.300 

.917 

.923 
     

Advisor Expertise 
(AEX) 

.942 

.962 
.958 
.972 

.852 

.897 
.396 
.334 

.789 

.783 
.923 
.947 

    

Advisor Efficiency-
Enhancing (EFF) 

1.000 
1.000 

1.000 
1.000 

1.000 
1.000 

.173 

.255 
.724 
.737 

.723 

.768 
1.000 
1.000 

   

Emo. Trust in Advisor 
(EMO) 

.969 

.971 
.980 
.981 

.941 

.946 
.421 
.435 

.686 

.663 
.790 
.703 

.724 

.711 
.970 
.973 

  

Advisor Integrity (INT) 
.908 
.894 

.942 

.934 
.844 
.824 

.288 

.280 
.583 
.737 

.669 

.672 
.568 
.738 

.647 

.794 
.918 
.908 

 

User’s Expertise 
(UEX) 

.967 

.962 
.976 
.972 

.909 

.896 
-.146 
.015 

.167 

.130 
.181 
.172 

.220 

.102 
.100 
.187 

.171 

.145 
.953 
.947 

Table 9. Cronbach’s α (Cr. α), Composite Reliability (CR), Average Variance Extracted (AVE) and 
Construct Correlations (First Row: Robo-Advisor; Second Row: Human Advisor) 

Before we test our research model through the multi group analysis, we depict the results of the 

research model for the full sample by running a bootstrapping with 5,000 re-samples (Davison 

and Hinkley 1997). As we postulated in H2 higher task-advisor fit relates significantly to a 

higher advice utilization (ß = .273, p = .000). H2 is supported. We can also find a significant 

impact of each advisor characteristic on task-advisor fit – for advisor expertise (ß = .480, 

p = .000), for advisor efficiency-enhancing ability (ß = .253, p = .004) and for advisor integrity 

(ß = .141, p = .050) – except for emotional trust (ß = .036, p = .732). User’s self-perceived 

expertise has a significant impact on perceived advisor expertise (ß = .175, p = .026). None of 

our control variables – age, gender, IT background, marker variable for common method bias 

– changes the significances of our research model or are significant predictors of our dependent 

variable. 

At the beginning of the multi-group analysis, we looked at the model fit of both groups. The 

model fit SRMR is .056 for the robo-advisor sample and for the human advisor sample .052, 

which refers to a good model fit since it is under the cut-off value of .08 (Hu and Bentler 1999). 

Based on our model we are able to explain 5.4% of the variance of the advice utilization and 

67.4% of the variance in task-advisor fit in the robo-advisor sample and 9.0% of the variance 

of the advice utilization and 70.4% of the variance in task-advisor fit in the human advisor 

sample. The path coefficients, their significance as well as their effect sizes are reported in 

Table 10. 
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Likewise to the full sample research model, H2 is supported in the multi-group analysis. As 

postulated in H3a and H3b, advisor expertise has a significant impact on task-advisor fit. The 

advisor’s efficiency-enhancing ability has a positive significant influence on task-advisor fit for 

robo-advisors, as assumed in H4a. However, we have to reject H4b since there was no 

significant influence of the efficiency-enhancing ability on task-advisor fit for human advisors. 

Contrary to our assumption of H5a and H5b, emotional trust has no significant influence on 

task-advisor fit for either group. Although advisor’s integrity has a significant positive influence 

on task-advisor fit in the group with the human advisors as postulated in H6b, it has no 

significant influence on task-advisor fit in the robo-advisor group against our suggestion of 

H6a. Finally, we have not observed a significant effect of the user’s self-perceived task 

expertise on advisor expertise. Summarizing the results, we were able to support H2, H3a, H3b, 

H4a and H6b. All other hypotheses had to be rejected. These findings of our multi-group 

analysis are visualized in Figure 9. 

Constructs 
Path Coefficients and p-Values Multi-Group Testing f² values 
RA p HU p Diff. p RA HU 

Task-Advisor Fit  
 Advice Utilization 

.233* .017 .300* .011 .067 .673 .057 .099 

Advisor Expertise  
 Task-Advisor Fit 

.516*** .000 .461*** .000 .055 .376 .244 .258 

Advisor Efficiency-Enhancing 
 Task-Advisor Fit 

.304** .006 .165 .228 .140 .211 .117 .029 

Emotional Trust in Advisor 
 Task-Advisor Fit 

.028 .825 -.057 .726 .085 .343 .001 .003 

Advisor Integrity 
 Task-Advisor Fit 

.047 .562 .351** .002 .305* .017 .003 .128 

User’s Expertise 
 Advisor Expertise 

.181 .079 .172 .191 .009 .487 .034 .030 

Table 10. Results of Structural Model Testing and Effect Sizes (*** p<0.001; ** p<0.01; * p<0.05; 
RA=Robo-Advisor, HU=Human Advisor) 

 
Figure 9. Summary of Structural Model Testing (Robo-Advisor in Red and Human Advisors in Blue) 



6 Paper D: Investigating Users’ Utilization of Advice from Robo-Advisors 83 

6.6 Discussion and Contribution 

The goal of our research was to investigate (1) whether users utilize advice differently 

depending on the source of advice (i.e., robo-advisor vs. human expert), (2) if the task-advisor 

fit affects advice utilization as well as how advisor characteristics influence the task-advisor fit 

and (3) the influence of users’ self-perceived expertise on the perception of the advisor’s 

expertise. To address our research questions, we conducted an experimental study with 197 

participants and thereby contributed to the IS advice-taking literature. 

Previous studies have shown that the origin of advice can have a significant influence on the 

user’s utilization of advice. It has been shown that advice that is derived from statistical models 

is discounted more than advice from human experts in a financial setting (Önkal et al. 2009). 

Other studies that have investigated the perception of ‘traditional’ computer-generated advice 

have also found that human advice is trusted more (Wærn and Ramberg 1996). Our 

experiment’s findings showed that the advice of robo-advisors was utilized more than the 

advice of human experts for the specific setting of stock price predictions. To understand the 

differences of the findings in our study, we argue that while robo-advisors base their advice 

mostly on statistical and mathematical calculations one can interact with robo-advisors more 

naturally due to natural language processing and speech synthesis abilities. Therefore, the 

advantages of both advisor types are combined. However, this result needs to be validated in 

further studies and causalities have to be derived. 

With regard to the advisor characteristics, we found that in our context different characteristics 

affect the task-advisor fit for the different advisors. For the robo-advisor, we can see that 

expertise and efficiency-enhancement are the significant antecedents while for the human 

advisor, expertise and integrity are contributing to the task-advisor fit. Even though we had to 

reject H6a (i.e., a positive influence of integrity on TAF) when calculating an independent t-

test, we noticed that for robo-advisors a significantly higher integrity is perceived than for 

human advisors (mAI = 5.12, mHU = 4.09, t(195) = 5.74, p = .000). This could be an indication 

that users suspect the dishonesty of humans but do not believe that robo-advisory services give 

malicious advice. Nonetheless, by comparing the f² values it can be seen that for both cases 

expertise was the most influential antecedent. Concluding, human and robo-advisors are 

perceived with different strengths that are influencing the task-advisor fit. Furthermore, it can 

be seen that the TAF is a predictor for advice utilization and the integration of the TTF model 

in the JAS paradigm was successful.  
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Another finding of our study is the influence of the decision maker’s self-perceived expertise 

on the perception of the advisor’s expertise. Even though we hypothesized a positive 

relationship between these two constructs, we do not find a significant effect. This is quite 

surprising because the decision makers’ knowledge in the area of interest should allow them to 

assess the quality of the given advice better (Ehrlinger et al. 2008). Since our advisor always 

gave the true estimation, we expected that the competent users would rate the advisor’s 

expertise higher. However, they did not have much information about the advisor and the 

interaction was different in comparison to a real consultation. Therefore, it might have been 

difficult to evaluate the advisor’s expertise. Additionally, we did not measure the participants’ 

real expertise but rather the self-perceived expertise. This perception could be overestimated. 

The Dunning-Kruger effect describes that incompetent individuals often do not know that they 

are incompetent (Kruger and Dunning 1999). So this effect could lead to a false self-assessment 

of our participants and consequently an overestimation of their expertise.  

Besides the theoretical contributions, we also identified various practical implications for 

professional entities: we found first evidence that AI-based financial advice could be utilized 

more than human advice by users. This indicates that enterprises can deploy robo-advisors 

without generally having to fear that customers will reject the suggestions. Furthermore, since 

the task-advisor fit might be a predictor for the actual advice utilization, organizations can 

conduct market research surveys to assess the suitability of potential robo-advisory services. 

Enterprises can leverage our findings about robo-advisor characteristics to adjust service 

development. They could increase the perceived robo-advisor’s expertise, for example, by 

providing more transparency about the used data or the algorithm so that the assessment of the 

workflow and performance would be easier. Another option is providing key performance 

indicators, which enable simpler evaluation of the (historical) performance. Lastly, 

organizations could emphasize the efficiency of robo-advisors for personal financial planning. 

6.7 Limitations and Future Research 

Naturally, the findings of our study are subject to various limitations. First of all, we selected 

the setting of robo-advisors as context and used a stock valuation experiment to measure advice 

utilization. While scenario-based experiments are a common method in IS research (e.g., Önkal 

et al. 2009; Wang and Benbasat 2007; Ye and Johnson 1995), the findings need to be validated 

in other robo-advisor tasks such as portfolio composition, especially since stock evaluation is 

not a typical task during the interaction of financial advisors with customers. Furthermore, since 

robo-advisors can be used in a variety of domains such as in the legal or insurance industry, 
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one could select a different experimental setting. The investigation of tasks that have different 

task characteristics (e.g., difficulty, significance, locus of control, (non-)routines) could be very 

interesting. To give an example, task difficulty has been found to have an impact on advice 

utilization as well as self-perceived expertise (Ehrlinger et al. 2008; Gino and Moore 2007). If 

it is possible to predict the perfect advisor characteristics based on the task, promising use cases 

for AI-based advisors could easily be identified. 

Furthermore, we compared the perception of robo-advisors and human ones based on an online 

experiment. We assumed that participants could put themselves in the situation of a real 

consultation with a human financial advisor by describing the scenario. It would certainly be 

useful to validate the findings of our study in a more realistic laboratory experiment where 

participants would interact with a real human advisor and robo-advisor. The authentic 

interaction with a human and robo-advisor could lead to different perceptions of advisor 

characteristics like emotional trust, expertise, or integrity.  

There are various other different experimental designs that could also be considered in future 

works: For example, we did not offer the option to choose between two advisors. It could be 

interesting to investigate the behavior of users when they have a choice between different 

advisors. Additionally, our experiment required the advisor to provide a numerical estimation, 

but there are plenty of other types of advice (e.g., advice for sth., advice against sth., binary 

advice) that can be studied. Furthermore, user expertise was the sole individual’s characteristic 

that was within the scope of our study. Certainly, various other personality traits may influence 

the perception of advisor characteristics (e.g., confidence, introversion).  

To summarize this section, our task-advisor fit model is a first approach to integrate the TTF 

model in the JAS to understand users’ perceptions of robo-advisors and to evaluate the resulting 

advice utilization. 

6.8 Conclusion 

Due to current technological developments and advancements in the area of artificial 

intelligence, AI-based agents are gaining importance in enterprise services rapidly. Such agents 

can be implemented in a wide variety of fields such as in the healthcare, legal or as in our case 

the financial industry. The use of robo-advisors is currently gaining momentum, but market 

shares of such services are still relatively low (Jung and Weinhardt 2018). Therefore, the goal 

of this manuscript was to investigate users’ utilization of advice from robo-advisors. In addition, 

we wanted to explore if the users’ advice utilization is affected by the fit of task and advisor as 
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well as how this fit is affected by the advisor’s characteristics. Furthermore, the influence of 

the user’s self-perceived task expertise on the perception of the advisor’s expertise was 

addressed. 

By conducting a scenario-based experimental study with 197 participants in a European 

country, placed in the context of financial advisory, and using performance-based incentives, 

we were able to measure actual advice utilization. Thus, we were able to show that: (1) Users 

utilize advice from a robo-advisor differently than advice from a human expert. In our setting 

the users utilized the advice from robo-advisors more than the advice from human advisors. (2) 

Users perceive different advisor characteristics for robo- and human advisors. In our 

experimental setting for the robo-advisor, competence and efficiency were perceived as 

characteristics that influence the task-advisor fit and for human experts, the significant factors 

were competence and integrity. (3) The user’s self-perceived task expertise has no influence on 

the perception of the advisor’s expertise. Our results help to understand the factors influencing 

how robo-advisor services are perceived by users and what drives them to utilize the advice 

from these services. Based on our findings, companies can focus on relevant factors when 

designing and implementing a robo-advisory service.
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7.1 Introduction  

Due to the advancing digitization, more and more data is being generated in a wide variety of 

areas, including science (Bornmann and Mutz 2015). For example, in mid-2019 over 560,000 

documents are found in all EbscoHost databases for the keyword search "artificial intelligence" 

(AI). The number of scientific publications is increasing immensely. Although these papers are 

mostly accessible, the information is prevalently unstructured (i.e., available as PDF file) (Nair 

and Narayanan 2012). A fundamental task of researchers is to discover and understand the 

existing literature through a literature review in order to establish the context and conduct new 

and further research (Dann et al. 2017). For this purpose, it is essential that all existing literature 

relating to a research topic is reviewed. However, this task is hardly feasible with the constantly 

increasing number of papers and their evaluation is practically difficult. To cope with the huge 

amount of publications, researchers might be supported by an IT artifact for structured literature 

reviews, which collects available documents and provides first insights of the existing literature. 

Recent developments in technology, especially in machine learning, enabled (partially) 

automated literature reviews to become technically feasible. AI is a sub-field of computer 

science containing techniques such as machine learning, deep learning and natural language 

processing to enable intelligent machines (Elliot and Andrews 2017; McCarthy 2007). AI is 

efficient and scalable (Brundage et al. 2018) and provides capabilities to enable a machine to 

process more information and gain deeper insights than any human being can because of their 

cognitive constraints (Simon 1972). In the past, several attempts to use data mining to solve 

specialized problems similar to automated literature reviews (e.g., medical case analysis 

(Huang et al. 2005)) have been made. However, there is still no well-established method how 

this new technology can be used to perform a (partially) automated literature review. We 

therefore try to address the research question: How can an IT artifact be designed to support 

researchers in conducting structured literature reviews? 

To our best knowledge, only Dann et al. (2017) developed an artifact that uses the word2vec 

algorithm and keyword extraction to automate the literature review process based on full-text 

papers. Nevertheless, their approach has weaknesses. For example, each paper still has to be 

downloaded manually, which is a challenge with these large quantities of papers. Additionally, 

identifying the theme of a cluster is not easy and still involves a lot of work. 

The aim of our research is to extend their approach, so that the whole process from collecting 

the data, processing and evaluating the clusters becomes simpler and more reliable. 
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To achieve this goal, we first sum up at the related literature, where we focus in particular on 

the approach of Dann et al. (2017). Then we describe the design science method on which we 

have based and further developed the artifact. Afterwards, we present and evaluate our artifact. 

Finally, we summarize our results. 

7.2 Related Research 

Literature reviews play a crucial role in research and science since the creation of new 

knowledge is often based on the interpretation, combination and questioning of already existing 

knowledge (Schryen et al. 2015). However, conducting a literature review is very time 

consuming and cumbersome due to the many manual activities, such as searching and 

downloading, documentation of the process, text screening, etc. Nonetheless, knowing and 

understanding the results and findings of existing literature is crucial to contribute to research 

and helps to avoid investigating what has already been investigated (Schryen et al. 2015). 

One of the most renowned and widely-used process models in IS research for conducting a 

(manual) literature review is the framework of vom Brocke et al. (2009), which is depicted in 

Figure 10. This framework is often used in conjunction with the concept matrix suggested by 

Webster and Watson (2002). This matrix helps to understand and link the various concepts used 

in the processed publications. 

 

Figure 10. Framework for Literature Reviews According to vom Brocke et al. (2009) 

 



7 Paper E: Towards an Integrative Approach for Automated Literature Reviews Using Machine Learning 90 

Regarding the usage of algorithms to analyze scientific documents, Dann et al. identified three 

categories: (1) citation-based approaches which only consider the links between documents by 

analyzing the references, (2) text-based approaches which analyze the actual textual context of 

the documents and (3) hybrid approaches which combine the two former mentioned approaches 

(Dann et al. 2017). 

Since we focus on a content-based analysis to extract knowledge from existing literature, we 

are only considering manuscripts that deal with text-based approaches. Furthermore, text-based 

approaches are considered superior to citation-based ones for document categorization (Aljaber 

et al. 2010). The used approaches differ in three aspects: (1) text sections (i.e., abstract, 

keywords, full text), (2) objective (e.g., classification, recommendation, content extraction, 

clustering), and (3) used techniques (e.g., bag-of-words, vectorization, Bayesian classifier, 

topic models, keyword extraction) (Afonso and Duque 2014; Dann et al. 2017; Gulo et al. 2015; 

Wang and Blei 2011). 

While we were inspired by and based our artifact on Dann et al.’s (2017) presented process, we 

suggest an extension of their model to improve information extraction and automation. By 

implementing a crawler to download all documents related to a search term automatically, a 

very effortful but rather trivial task is automated. Furthermore, by implementing a topic model 

using Latent Dirichlet Allocation (LDA) we add another analytical layer to gain more insights 

into the gathered literature. The extracted topics can especially be helpful to identify common 

concepts of the scientific publications supporting the derivation of Webster and Watson’s 

concept matrix. 

7.3 Design Science Research 

The proposed solution is an IT artifact in accordance to Hevner et al. (2004). Due to the fact 

that the proposed solution solves a problem that is primarily targeted and based on the "science 

business", it can be categorized as an idiographic design science artifact since it is an "ideal 

artifact for a specific problem" (Baskerville et al. 2015). Identifying and analyzing a manifold 

of databases, searching relevant literature and analyzing content is on the one hand a very time-

consuming task for scientists but a partly structured task with some repeating actions on the 

other hand which makes it suitable for automation – not just in the science context (e.g., 

(Günther and Quandt 2015)). Developing a solution, which partially supports or entirely 

replaces this part of the research work is therefore highly relevant for the scientific community. 

The growing number of publications in journals or conference proceedings as well as other 
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potentially less scientific sources poses a great challenge to researchers since a comprehensive 

and extensive overview of a certain topic becomes harder to attain (Aljaber et al. 2010; 

Bornmann and Mutz 2015; Huang et al. 2005). Data-mining techniques have the potential to 

overcome these challenges and especially text-mining can be applied to the unstructured data 

that scientific publications usually contain (Aljaber et al. 2010; Dumouchel and Demaine 2006). 

Current research and knowledge discovery processes generally have a very low degree of 

automation and are vastly done by humans instead of algorithms since these tasks are usually 

less structured compared to manufacturing processes, for example. 

Therefore, the support of a software-based, semi-automated knowledge extraction tool has 

several (practical) benefits for the researcher and can overcome the described restrictions: 

• time: software-based solutions can gather and analyze publications faster than humans. 

Furthermore, the process can easily be parallelized and is therefore scalable. 

• structure: the research process is always executed identically. Also, every publication 

is analyzed in the same way and results are processed alike. This guarantees 

repeatability and reduces subjectivity and personal bias in the evaluation process (Lacity 

and Janson 1994). 

• cross-disciplinarily: although the way research is conducted varies across several 

science areas, the preparation of a research project is in most cases at least similar. This 

also means that the automated process can be transferred across disciplines and is ideally 

not restricted to a specific, singular discipline, like Information Systems (IS) research. 

Positive effects of this standardization and automation are increased comparability and 

eventually improvements in the generation of insights and explanations can be achieved 

in a standardized way (Martens and Provost 2014). 

The overall implementation is similar to the process described by Dann et al. (2017). An 

extension our solution provides is the addition of the actual information retrieval process. 

Relevant publications are identified by using the search interfaces of online databases and full 

texts as well as bibliographic information are downloaded automatically. This not only speeds 

up the whole research preparation phase, it also enables further filtering after the contents are 

locally available and document selection/filtering is no longer restricted to the capabilities of 

the database and does not require manual inspection and evaluation of whether a document fits 

the required search criteria or not. The Python programming language was chosen to implement 

the software artifacts since it provides platform independence and many readily available 

packages that are common in the data science process. The following steps of data preparation 
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and processing are implemented analogously to established text-mining processes: conversion 

of full-text PDF files to machine-readable text files, vectorization of text files, clustering, and 

keyword extraction (e.g., Dann et al. 2017). At the end of the process, the results are visualized 

and presented to the user. 

The artifact was developed in an iterative manner. Initial requirements were successively 

extended and the solution were implemented and tested according to the additional 

requirements. It therefore is designed as a search process in which an initial solution was 

continuously enhanced and refined to reflect the process of preparation steps to knowledge 

extraction better step by step (Hevner et al. 2004). 

Since there is little guidance in the IS literature on how to evaluate design-science research 

(Pries-Heje et al. 2008), our approach for the evaluation of the artifact is achieved in a three-

stage process. First, the artifact was used in a specific context, i.e. the actual functionality of 

the data acquisition, filtering, pre-processing and clustering was evaluated. Second, the results 

of the first steps were evaluated by humans who determined whether the proposed clusters are 

correct and useful. Lastly, the clusters themselves were discussed by a group of four IS 

researchers (Hevner et al. 2004). 

7.4 ALR Approach  

Our artifact contains of the following steps: (1) downloading documents and making documents 

machine-readable, (2) preprocessing downloaded full- text documents, (3) vectorising 

documents, (4) extracting keywords, (5) identifying topics, (6) clustering documents and 

(7) visualization (see Figure 11). 

As many data science projects are written in Python, our artifact likewise is also largely 

implemented in Python. The data acquisition is separated in several classes since it is a more 

complex task. The process was then orchestrated in Jupyter notebooks, which are a convenient 

way to combine code and documentation. At this point, efficiency and performance were not 

the main goals, instead, the focus lied on building an easily readable and reusable code base 

with an understandable interface. Jupyter notebooks also allow for rapid code changes and 

integrating visualization. 

7.4.1 Collecting and generating machine-readable documents 

The first element of our artifact has the purpose of downloading the documents that will be 

analyzed in the subsequent process steps. Therefore, we wrote a web crawler for two established 
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scientific databases (i.e., EbscoHost and ScienceDirect), that downloads all available 

publications that match the user-defined search terms and date range. While ScienceDirect 

offers an application programming interface (API) to search and download plain text 

documents, we used the Python library Selenium to download documents from EbscoHost. This 

library allows to "remote control" a web browser to navigate the EbscoHost website and extract 

the required information without an API. 

In contrast to the ScienceDirect API, documents that were downloaded through EbscoHost were 

only available as PDF files and were therefore not directly machine-readable. Older 

manuscripts are often embedded images of scanned manuscripts, which cannot be directly 

processed by a text-mining algorithm. Similarly, newer files usually contain the plain text 

version of the publication but due to the proprietary binary format it is difficult to extract the 

text using open source libraries. To overcome these issues, we used the open source optical 

character recognition (OCR) library Tesseract that can convert the PDF files into plain text. 

Tesseract is a popular and widespread software for OCR and is currently developed by Google, 

whose engineers utilize it themselves for text recognition on mobile devices, for example. The 

output of Tesseract is a plain text file comparable to the files that were retrieved via the 

ScienceDirect API. 

The result of this step is a collection of plain text documents of all scientific documents 

available through EbscoHost and ScienceDirect. Furthermore, the program uses a database to 

store meta data about the retrieved documents such as title, authors, year, journal, etc. 

 

Figure 11. Automatic Literature Review Process 
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7.4.2 Text preprocessing 

With all relevant documents available in a machine-readable plain text format, the next phase 

of the process can be conducted: the preprocessing of the textual data. 

Depending on the search criteria (i.e., search terms and date range) specified in step 1, the 

automated download of documents may lead to a large number of documents, which the user 

might want to restrict in retrospect. For that reason, we added the possibility to reduce the set 

of documents using filter terms. All documents, which do not contain the filter terms, are then 

excluded from further processing. Therefore, filter terms can also be used to change the scope 

of the analysis iteratively based on the insights gained through previous analysis, e.g., extracted 

keywords, topics or frequent words. The effectiveness of reducing the document set by using 

filter terms depends largely on the specificity of the filter terms and the heterogeneity of the 

documents. Additionally, we implemented the option to consider only documents from journals 

that have a Q1 score in the Scimago Journal Ranking. This enables the user to limit the analysis 

to results from journals with a certain quality. Both filtering features are optional and the users 

can decide whether they want to exclude documents based on filter terms and/or journal 

ranking. 

The preparation of documents for analysis usually contains a text-cleaning step. Hereby, 

punctuation and stop words (e.g., for, and, of, etc.) as well as user-defined words are removed 

from the text corpuses. In our case, this list contained words such as journal names, placeholders 

for figures, etc. Furthermore, words are normalized to their word stem (e.g., fisher, fishing, fishy 

are reduced to fish). The result of this step is cleaned and stemmed textual data. 

7.4.3 Vectorization of documents 

To apply a hierarchical clustering approach to the corpus of the collected documents, their text 

needs to be represented by vectors of a fixed length. One of the most applied models to 

transform the representation of documents into vectors is the bag-of-words model. Despite its 

simplicity and efficiency, it often achieves a high accuracy. Texts are represented as unsorted 

collection of the contained words. The model then assigns weights to the words, which 

represent the frequency in the document and in the collection of documents. Documents with 

similar word frequencies can be considered as having similar contents (George and Joseph 

2014). The simplicity of the model also yields some major drawbacks. The model does not 

consider the order of words, which leads to the problem that different semantics of sentences 

with different order cannot be distinguished. Furthermore, ambiguity and synonyms cannot be 
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considered. Ambiguity means that words can have different meanings depending on the 

surrounding context. Synonyms are words that are different but do have the same meaning. 

Due to the aforementioned drawbacks of the bag-of-words model, we generate the vector 

representation by using the paragraph-vector model which is based on the word2vec model (Le 

and Mikolov 2014; Mikolov et al. 2013). These models take the context of words into account 

(i.e., the paragraph) and therefore partly solve the issues of the bag-of-words model. The 

paragraph-vector algorithm learns continuously distributed vector representations of texts of 

any length by using artificial neural networks to learn a word vector for any word in the 

document collection (Ai et al. 2016; Le and Mikolov 2014). Each document can therefore be 

represented as a structured concatenation of word vectors. 

The calculated word vector representation for the documents allows to compare similarities of 

documents by using common distance measures. We calculate a document X document 

distance matrix, which can then be used for hierarchical clustering. 

7.4.4 Keyword extraction 

Keywords are often used to tag documents for the purpose of information retrieval (Rose et al. 

2010). There are many available approaches to automatically generate keywords, which can be 

categorized in statistical, supervised, semi-supervised and unsupervised approaches (Siddiqi 

and Sharan 2015). In our context, only statistical and unsupervised methods can be used, since 

the downloaded documents are not labeled. 

An algorithm for keyword extraction that is often used in practice is RAKE (Rapid Automatic 

Keyword Extraction) (Rose et al. 2010). 

RAKE assumes that keywords frequently consist of multiple words but rarely contain standard 

punctuation or stop words (i.e., and, the, and of), or other words with minimal lexical meaning. 

Therefore, the algorithm uses these stop words and phrase delimiters to create a list of candidate 

keywords by partitioning the text at these positions. Afterwards, the graph of co-occurrences is 

computed and word scores are calculated. The word score is the ratio of word degree and word 

frequency. The word degree is the sum of co-occurrences and favors words that occur often and 

in longer candidate keywords. The word frequency is the pure number of occurrences of a word 

in the candidate list. Due to the partition of the text using stop words and phrase delimiters, 

candidate keywords cannot contain any stop words, such as in illusion of control. To tackle this 

problem the algorithm then searches for pairs of keywords and creates a combination of two 

keyword candidates if they adjoin one another at least twice in the same document. Afterwards 
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the N top scoring candidates are selected. A proposed number of keywords is one-third the 

number of words in the graph of co-occurrences (Mihalcea and Tarau 2004). 

7.4.5 Topic identification 

To gain more insights on the clustered documents, we added another analytical layer to the 

process. By implementing a probabilistic topic modeling approach, we can get an overview of 

predominant topics within the clusters. In our case, we use LDA as topic model. LDA assumes 

that documents cover multiple topics, which can be seen as a distribution over a defined 

vocabulary (Blei et al. 2003). Furthermore, it is assumed that topics existed even before the 

documents were written. LDA tries to invert the imaginary random process and therefore 

guesses which hidden topic structure has probably generated the observed document collection 

(Blei et al. 2010, 2003). 

To use LDA, we have to specify the number of topics that should be identified. There are several 

evaluation metrics to assess the appropriateness of a topic model (Arun et al. 2010; Cao et al. 

2009; Deveaud et al. 2014; Griffiths and Steyvers 2004). A typical approach is to calculate 

multiple metrics and determine the number of topics by aggregating the provided information. 

Figure 12 exemplary shows the result of the calculation of the four metrics for 10 to 450 topics 

for the Associated Press data set. While the metric by Deveaud et al. (2014) is not informative 

in this case, the other three metrics reach their minima or maxima in the area of 90 to 140 topics. 

Figure 12. Selecting the Number of Topics (Nikita 2019) 

The result of this step is a topic model, a list of identified topics and their related words as well 

as the information which topics are present in each document. 
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7.4.6 Clustering of documents 

Clustering is a very popular approach when it comes to text mining and its goal is to form 

groups of similar documents by detecting hidden patterns within them. All documents contained 

in one cluster should be similar to the other documents in the same cluster but different to 

documents contained in every other cluster (Berkhin 2006). 

One popular clustering algorithms is k-means clustering, which is widely used in data mining. 

This algorithm creates k clusters, with k being a number that has to be specified beforehand. It 

then maximizes the sum of squared deviations between documents in different clusters (Kriegel 

et al. 2017). 

While there are multiple methods to estimate the optimal number of clusters, such as the elbow 

criteria (Thorndike 1953) and silhouette score (Rousseeuw 1987), we did not get useful results 

in our context. The elbow criteria usually suggested for form two clusters while the silhouette 

score preferred as much clusters as possible. 

Therefore, we decided to use a more flexible approach without the need to specify the number 

of clusters beforehand: agglomerative hierarchical clustering. Hereby, the algorithm calculates 

a tree-like hierarchy, which can easily be visualized using a dendrogram and enables an 

explorative data analysis with varying granularity. Agglomerative clustering initially creates a 

cluster for every object and recursively joins those clusters until a cutoff-value for the distance 

between the clusters is reached (Madhulatha 2012). 

7.4.7 Visualization of analysis 

Since the set of documents usually is rather large, depending on the chosen search and filter 

terms, we chose adapt the representation of result. While there is also information provided on 

the entire data set, the more detailed information such as keywords and topics are only provided 

within the generated clusters. This approach counter-acts information overload (Burkhard 

2004). 

The generally provided information consists of an overview of (1) the distribution of documents 

across clusters, (2) which journals are represented, (3) the distribution of publishing dates and 

(4) the identified topics. 

The information per cluster consists of: (1) number of documents in cluster, (2) number of 

identified LDA topics, (3) range of publishing dates, (4) distribution of LDA topics, (5), 

extracted keywords, (6) most common words and two-word phrases, (7) represented journals 
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in the cluster, (8) dendrogram with titles, (9) dendrogram with LDA topics, (10) dendrogram 

with keywords, (11) dendrogram with authors. 

7.5 Evaluation 

For the initial evaluation of our approach, we decided to use a rather small set of documents. 

This allows us to assess the quality of generated keywords, topics and clusters manually and 

properly. Although the document crawler was working as intended, we used an existing set of 

308 documents on the application and usage of sensor data in industrial manufacturing due to 

the occurrence of licensing issues and resulting time restrictions. 

Figure 13 shows the distribution of documents across the 17 generated clusters with cluster 

sizes ranging from nine to 29. Due to the used approach of agglomerative hierarchical 

clustering, the created partition is not the “one ground truth” but one of many possible 

partitions. Other partitions might be more specific or more general. 

Figure 13. Distribution of Documents across Clusters 

To get an overview of the clusters and therefore the similarity of the documents, a dendrogram 

depicts the distances between the documents and clusters (see Figure 16 in Appendix A3). We 

added titles for each cluster, which we derived by inspecting the algorithmically extracted 

information (i.e., keywords, the most common words and topics). For the LDA topic model, 

we decided to use 33 topics since the evaluation metrics mentioned in section 4.5 suggested 

that 25 to 40 topics would be appropriate. Exemplarily we show three of the found topics and 

the words they consist of: 

1) Real-time RFID technology: “real_time”, “rfid”, “shop_floor”, “material”, “production” 

“task”, “technology”, “location”, “product” “operator” 
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2) Intelligent Grinding (with Industry 4.0): “grinding”, “industryfourzero”, “production”, 

“level”, “wheel”, “rule”, “expert”, “intelligent”, “grinding_wheel”, “rowe” 

3) Real-time Fault Detection and Simulation in Assembly: “real_time”, “error”, “event”, 

“simulation”, “assembly”, “station”, “degradation”, “line”, “exception”, “service” 

The remainder of this section describes the information that is visualized (not computed) for 

every isolated cluster to prevent information overload. Due to space restrictions, we are 

describing and evaluating the data only for the first cluster Process Monitoring and Error 

Diagnostic for Assembly Stations. 

Figure 14 shows the most prevalent topics for the first cluster. The higher the percentage share 

of the top topics, the more homogenous the cluster is. When all topics have a relatively low 

percentage share, the cluster is more diverse. We can see that the first cluster is about error 

detection at assembly stations, tonnage signals and detecting errors on wafers. 

Cluster 1: Average LDA Topic Distribution 

29.1% Errors at assembly stations 

28.7% Error diagnostic with tonnage signals 

25.2% Error diagnostic and recognition at wafers 

7.1% Algorithms for error and quality classification 

3.1% Detecting surface errors with machine vision 

Figure 14. LDA Topics of Cluster 1 

This information can be enriched by also considering the automatically extracted keywords. 

The keywords are partitioned by number of words and sorted in declining order of their RAKE-

score (see Figure 15). Therefore, important keywords are listed first. The number of documents 

within the cluster that contain this keyword is shown in brackets. 



7 Paper E: Towards an Integrative Approach for Automated Literature Reviews Using Machine Learning 100 

Cluster 1: Keyword (number of documents containing the keyword) 

state space model(6) 

manufacturing process(10), process monitoring(6), principal component(10), assembly 

process(11), assembly station(8), fault diagnosis(11), fixture layout(9), dimensional 

quality(7), sensor location(8), locating scheme(4), fixture fault(9), autobody assembly(7), 

variation pattern(7), pattern recognition(9), engineering knowledge(6), standard deviation(7), 

sample size(9), dimensional variation(9), measurement data(8), proposed method(12), 

proposed methodology(5), covariance matrix(8), final product(7), measurement point(7), 

locating pin(5), degree freedom(5), assumed independent(4) 

table(16), distance(7), monitoring(10), line(16), time(13), contribution(9), coordinate(9), 

application(12), sensor(14), quality(13), based(16), change(14), process(15), limit(13), 

set(16), component(14), variable(15), design(14), assembly(11), control(13), analysis(14), 

developed(13), diagnosis(14), position(12), source(10), station(12), performance(12), 

structure(11), model(15) 

Figure 15. Extracted Keywords of Cluster 1 

Using the extracted keywords, it can also be seen that this cluster is about monitoring assembly 

processes mainly in the context of car bodies. Apparently, in many documents principal 

component analysis is used. The placement of sensors and pattern recognition seem to be of 

importance. 

By looking at the dendrogram (see Figure 17 in Appendix A3), we can easily understand that 

the first three documents deal with process monitoring and diagnosis for stamping or forging 

while the two following documents tackle the problem of thermal errors at machine tools. The 

analysis of the dendrogram of keywords (not included due to space limitations) shows that these 

documents were matched because the same approach (i.e., principal component analysis) was 

used. The documents in the red frame are more homogenous and deal with error diagnosis at 

assembly station in manufacturing processes. The topic dendrogram of the cluster (see Figure 

18 in Appendix A3) reveals an anomaly within the cluster, since the most important topic of 

the sixth paper does not appear in the other documents of the cluster. 

Summarizing the evaluation, we conclude that the proposed artifact leads to useful results for 

clustering the selected publications in the context of industrial manufacturing and therefore 

supported the subsequent analysis and synthesis of the literature effectively. The topics 

contained within the clusters were described well by the extracted keywords. The extension of 
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introducing an additional topic model has proven useful in further understanding of the 

extracted topics and differentiation of inter-cluster homogeneity and heterogeneity of topics. 

The topic model also helped by splitting single clusters into multiple sub-clusters. The cognitive 

load that is put upon the researcher if clustering is done manually was (subjectively) reduced 

significantly by using this approach compared to a solely manual literature review of the same 

number of publications. Manual structuring, synthesizing and describing of these manuscripts 

would also have required significantly more time. Nonetheless, the task of creating a literature 

review does not become trivial by just introducing a (partially) automated solution. The 

researcher is still required to understand and process the literature and to extract relevant 

knowledge. Especially a close inspection of the decision rules for assigning a publication to a 

topic is necessary, since they might not always reflect the researchers own expectations. For 

example, a cluster which is determined by association of authors could be less suited than a 

cluster that is chosen because of contextual proximity of the publication. These supposed 

‘misclassifications’ (from the researcher's subjective point of view) can always happen. 

Therefore, manual evaluation of the clusters and associated decision rules is always required. 

This manual analysis of clusters additionally enables the researcher to further improve the 

results by identifying related clusters that can be aggregated or find big clusters that can be split 

into multiple sub-clusters, or split them if the topics included in the overarching cluster are 

spread too much vice versa. Since the automatic generation of clusters is based on statistical 

analysis, the decision criteria might differ from a human interpretation since humans tend to 

interpret the meaning of topics and they do not solely rely on statistics and logical reasoning 

when structuring content and when assigning items to that structure. In summary, the artifact 

provides a supporting mechanism to speed up and standardize the process of literature reviews 

and increases automation of an otherwise entirely manual process to ultimately improve quality 

and reproducibility of this important aspect of research. 

7.6 Conclusion 

In summary, we have developed an artifact based on the word2vec algorithm, LDA topic 

modeling, rapid automatic keyword extraction and agglomerative hierarchical clustering. This 

artifact is a first step towards simplifying the task of literature reviews within scientific research. 

For this purpose, the publications are first collected by a crawler and vectorized afterwards. 

Following this, keywords are extracted and the LDA method is used to identify topics. Finally, 

the word vectors are used to form clusters. These results are presented graphically, for example 

in the form of dendrograms. 
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To evaluate the artifact, we used an exemplary set of 308 scientific publications. As the 

evaluation showed, our extension is particularly suitable for capturing the topic of clusters 

without looking directly into each paper in detail. However, even in this case there are cluster 

topics that are not obvious at first glance. Looking at the combination of extracted keywords 

and topics can help to understand the reason for the clustering. This type of clustering also 

opens up new perspectives on topics that might be clustered due to other aspects, as might be 

possible at first appearance. 

As every study, also the present study and its results are to be seen and interpreted in 

consideration of certain limitations. The rather small evaluation data set of just 308 full-text 

papers which were manually checked if the proposed clustering of our model reflects the 

expectation of IS researchers, can only serve as a starting point for future research. Another 

limitation results from the conversion in plain text documents since all information stored in 

images and figures is not considered by the artifact. Furthermore, a more rigorous evaluation 

of the artifact’s utility for researchers during the creation of literature reviews in different 

contexts should be subject to future research. In addition, it would be interesting to conduct a 

comparative performance analysis along different topic modeling approaches such as LDA, 

latent semantic analysis (LSA), probabilistic LSA (pLSA), etc. and to evaluate possible 

improvements that can be achieved by optimizing the implemented algorithms. 

Finally, this work provides an insight into how the knowledge available in unstructured text 

data can be efficiently organized and used. This approach might support researchers in 

conducting comprehensive literature reviews through machine learning.
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8 Contributions and Implications 

Today, organizations are increasingly using AI—and especially ML—to improve and extend 

products, services, and processes. Due to the distinctive characteristics of these applications 

(e.g., data-generated models, uncertainty), many challenges arise for organizations when 

developing AI-based IS. However, not only organizations are affected, but so are users who are 

offered services that use AI. Against this background, the overarching objective of this 

dissertation was to gain a better understanding of how organizations are adopting AI and coping 

with related challenges, as well as how individual users perceive AI-based IS. Additionally, an 

ML-based IT artifact was designed to evaluate the capabilities of AI-based IS and their ability 

to support users. Specifically, the following ROs were the primary focus: 

• Analyzing readiness factors for AI adoption in organizations (chapter 3); 

• Analyzing success factors for conducting data science competitions (chapter 4); 

• Analyzing users’ perceptions of the advantages of AI-based advisory systems and the 

efficacy of trust-increasing mechanisms. (chapter 5); 

• Analyzing the utilization of advice with regard to perceived advisor characteristics 

(chapter 6); and 

• Designing an ML-based IT artifact to support structured literature reviews (chapter 7). 

8.1 Theoretical Contributions 

Overall, the findings of the research papers that represent the core of this dissertation relate to 

two paradigms that characterize much of IS research: behavioral science and design science 

(Hevner et al. 2004). The first four research papers belong to the first paradigm and contribute 

to IS research in the field of IS use by advancing the understanding of organizational adoption 

of AI (chapters 3 and 4) and individual use of AI-based IS (chapters 5 and 6). The fifth research 

paper contributes to the second paradigm of design science by creating an IT artifact that uses 

ML to increase the level of automation of structured literature reviews. Since these studies draw 

on largely different research and literature streams, the theoretical contributions that can be 
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derived from them are also for the most part discussed separately in the remainder of this 

section. 

Regarding the organizational perspective, Research Paper A (chapter 3) largely confirms 

existing readiness factors of new technologies but also identifies new factors for the adoption 

of AI in organizations (e.g., Alsheibani et al. 2018; Crowston and Bolici 2019; Nascimento et 

al. 2018). Drawing on the TOE framework for technology adoption as a conceptual starting 

point and using qualitative expert interviews, we show that the general framework is also 

applicable to the adoption of AI. By extending the framework with newly identified AI-specific 

factors and subcategories such as data or regulatory restrictions, an adapted framework tailored 

to the adoption of AI is proposed. This conceptualization can serve as a basis for further 

research on AI adoption in organizations. For example, subsequent studies could focus on 

specific factors (e.g., organizational size, organizational culture), specific industries (e.g., 

healthcare, finance) and associated requirements, or specific business areas (e.g., sales, 

manufacturing). 

The study in Research Paper B (chapter 4) shows that, while hosting data science competitions 

can be beneficial, organizations should also be aware of the limitations of doing so. For 

example, only a small portion of the data science process can be represented in these 

competitions (i.e., model selection and optimization), and the hosting platforms often limit the 

problem statements to supervised learning problems. Therefore, competitions cannot be used 

to counter the talent shortage of data scientists experienced by many companies. By identifying 

factors that affect the success of data science competitions, this explorative study combining 

data from expert interviews and crawled data can provide a basis for future related research. 

The first study in the context of individual use of AI (Research Paper C, chapter 5) applies the 

concept of relative advantage (Choudhury and Karahanna 2008) from the theory of innovation 

diffusion (Rogers 2003) to the context of AI-based advisory systems. While the JAS literature 

considers trust the most influential factor in advice utilization, the study’s results show that 

users value the informational convenience (i.e., availability, instant response) of AI-based 

advisory systems the most when compared with human advisors. Furthermore, the study 

confirms the trust-increasing effect of many mechanisms in AI-based IS that have been 

discussed in previous literature (e.g., Ribeiro et al. 2016; de Visser et al. 2016; Zanker 2012). 

While previous studies have focused on the effects of specific trust-increasing mechanisms 

(Hegel et al. 2009; Nilashi et al. 2016), this study compares different mechanisms, and the 

findings suggest they have varying efficacies for AI-based advisory systems. Specifically, non-
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binding testing generates the most trust, while adding anthropomorphic features (i.e., visual 

human representation, speech) had the weakest impact. As we conducted the study in the 

context of financial robo-advisors, future research could investigate whether the findings also 

hold true in other contexts and how the perceptions of the relative advantages can be influenced. 

While previous studies in the JAS literature stream have investigated the perception of advice 

from statistical models and “conventional” algorithms (Önkal et al. 2009; Wærn and Ramberg 

1996), the results of the second study within the context of individual AI use (Research Paper 

D, chapter 6) indicate that users might prefer advice from AI-based advisory systems rather 

than human advisors. A group comparison also showed that different characteristics affect 

whether users deem a robo- or human advisor suitable for the task. While robo-advisors should 

demonstrate expertise and efficiency, human advisors should show expertise and integrity. 

Interestingly, robo-advisors were generally perceived to have higher integrity than their human 

counterparts. Furthermore, the results show that task–advisor fit is a predictor of users’ advice 

utilization. Therefore, a connection of the TTF model and the JAS paradigm is feasible. Future 

research should validate these findings in other tasks related to financial advising as well as in 

other contexts. In particular, investigating the influence of different task characteristics (e.g., 

difficulty, locus of control) and evaluating their influence on the task–advisor fit could be highly 

interesting. 

Lastly, the study within the design science context (Research Paper E, chapter 7) proposes an 

IT artifact to support conducting structured literature reviews using ML. The artifact is based 

on the word2vec algorithm, LDA topic modeling, rapid automatic keyword extraction, and 

agglomerative hierarchical clustering. The artifact extends previous research (Dann et al. 2017) 

by further standardizing and automating the mostly manual process of structured literature 

reviews with the objective of improving quality and reproducibility. Future research should 

further validate and evaluate the proposed artifact. Additionally, the artifact itself can be 

improved—for example, by including content analysis of figures and images, as well as testing 

different topic modeling or entirely different content analysis approaches. 

In sum, this dissertation provides theoretical implications with empirical evidence for the 

emerging body of research on organizational and individual acceptance and use of AI. The 

adoption of AI, which is becoming an omnipresent technology, poses a multifaceted and highly 

complex challenge. By conducting multiple studies, existing research on organizational AI 

adoption and individual use of AI-based advisory systems was extended. The presented 
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theoretical implications offer a basis for future research to further validate these findings and 

encourage others to advance research in this field. 

8.2 Practical Implications 

Aside from the theoretical contributions, various practical implications and recommendations 

can be derived from the findings of the studies in this dissertation. In particular, managers 

within organizations, individuals involved in the development of AI-based IS, and the providers 

of such systems can benefit from the results. Analogous to the procedure in the previous section, 

the main practical implications are presented separately for each study. 

The first study conducted in the organizational context (Research Paper A, chapter 3) showed 

that a variety of technological, organizational, and environmental factors can enable or impede 

organizations’ adoption of AI. For example, it is important that business processes are 

compatible with the characteristics of AI; that data quality, availability, and security are 

ensured; and that corporate culture and top management are open to innovation. The proposed 

framework allows companies to evaluate their status quo with regard to AI adoption and helps 

identify area of improvements to implement AI in their products, services, and processes. 

Furthermore, general approaches for coping with challenges that often occur when 

implementing AI were presented. Discrepancies between the expectations of AI providers and 

customers were revealed, allowing the parties to make arrangements to align their requirements 

and demands. 

The results of the second study within the organizational context (Research Paper B, chapter 4) 

indicate that crowdsourcing data science through competitions can be beneficial. However, it 

is important that companies manage their expectations regarding the effort necessary to host 

such a competition as well as its outcome. Although all technical requirements are taken care 

of by the platform, the most time-consuming parts of the data science process (i.e., data 

identification, data aggregation, and data preprocessing) must be performed before launching 

the competition. Additionally, while in most cases the procedure during data science projects 

is highly iterative, the competition’s objective and performance measure cannot be altered after 

launch. With regard to the outcome, organizations should by no means assume that they will 

receive a holistic solution that can easily be operationalized. However, if the organization’s 

main objective is to gather novel, innovative approaches to tackle a specific ML problem and 

to learn from and have professional conversations with the participants, such competitions can 

be successful. 
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The results of the first study in the context of individual use of AI (Research Paper C, chapter 5) 

are beneficial for organizations that offer or are intending to offer AI-based advisory services, 

such as financial robo-advisors. The results show that users see relative advantages in the use 

of AI in advisory services compared with traditional human advisors, which reduces uncertainty 

for providers. Additionally, service providers can leverage the findings by focusing their 

development and marketing on the relative advantages with the greatest impact. Furthermore, 

the ranking of trust-increasing mechanisms can help organizations evaluate, select, and 

prioritize such measures to spend their resources optimally. 

The second study within the context of individual use of AI (Research Paper D, chapter 6) 

provides first evidence that users might choose to utilize AI-based financial advice more than 

human advice. This indicates that the deployment of robo-advisors can be beneficial for 

enterprises. Since task–advisor fit appears to predict actual advice utilization, companies could 

evaluate potential robo-advisory services by conducting market research. Furthermore, 

providers of such services can leverage the findings regarding the impact of the perceived 

advisor characteristics by highlighting the robo-advisor’s expertise and its capability to increase 

the user’s ability to make decisions more efficiently. 

The last study (Research Paper E, chapter 7) was conducted in the context of design science 

and proposes an IT artifact to support scientific structured literature reviews. The artifact 

addresses a large and coherent part of the structured literature review process, from retrieving 

research papers from scientific databases to content analysis. The findings suggest that ML 

methods in the area of natural language processing, such as LDA topic modeling, can 

meaningfully support content analysis of scientific research papers. Generally, the artifact can 

be applied to all use cases in which it is helpful that unstructured textual data is clustered by 

similarity of content (e.g., court rulings on similar lawsuits). Furthermore, the artifact can be 

seen as a framework that can be altered according to one’s needs (e.g., using alternative 

preprocessing methods such as bag of words or content analysis techniques like LSA or pLSA. 

In conclusion, this dissertation is a step toward understanding the organizational adoption of AI 

and users’ perceptions and use of AI-based advisory systems. In summary, the studies’ findings 

provide helpful insights and recommendations for organizations regarding the challenges 

associated with AI projects, as well as for providers of AI-based advisory systems regarding 

their customers’ behavior and needs. Ultimately, the findings help organizations succeed in 

integrating AI in their offerings and thereby gaining an economic and competitive advantage. 

Nevertheless, further investigations are needed to verify this research and transfer it to different 
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contexts. The research presented in this dissertation is a starting point for further advancing the 

knowledge on the specifics of the adoption, implementation, and use of AI-based IS. 

 

(Mesbah et al. 2019, 2021; Pumplun et al. 2019; Sturm et al. 2021; Tauchert, Bender, et al. 

2020; Tauchert, Buxmann, et al. 2020; Tauchert and Mesbah 2019) 
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Appendix 

A1. Constructs’ Items (Paper C) 
 

RAL 

I would find it more convenient to educate myself about financial assets with the help of a robo-advisor 
by interacting with it online than by asking questions of a financial expert. 
I would learn more if I was informed about financial assets with the help of a robo-advisor than by 
talking to a financial expert. 
I would have greater confidence in the explanations provided by a robo-advisor than those offered by a 
financial expert. 
I would understand the explanations offered by a robo-advisor better than those provided by a financial 
expert. 

RAIT 

I believe such a robo-advisor would provide more objective recommendations than a financial expert. 
I would trust the recommendation of such robo-advisor more than the recommendation of a financial 
expert with regard to the appropriate level of coverage for my needs. 
I would expect a greater return on investment using a robo-advisor than through a financial expert. 
I would trust the accuracy of financial information provided by a robo-advisor more than those 
provided by a financial expert. 

RAIC 
I would find it more convenient to use a robo-advisor rather than a financial expert. 
It would be more convenient for me to use a robo-advisor to evaluate financial assets than a financial 
expert. 

RAT 

I would find it more convenient to manage financial assets on the Internet through a robo-advisor than 
through a financial expert. 
I would feel more confident managing financial assets on the Internet through a robo-advisor than 
through a financial expert. 
I would be confident to assess a financial asset on the Internet through a robo-advisor than through a 
financial expert. 
I would find it more convenient to assess a financial asset on the Internet through a robo-advisor than 
through a financial expert. 

LOG If the robo-advisor would enter into a dialogue with me like a human being, my trust would increase. 

RES If the robo-advisor would tell me the most important reasons that led to the recommendation, my trust 
would increase. 

DAT Detailed information about data which the robo-advisor uses to generate the advice would strengthen 
my trust in the robo-advisor. 

VIS If the robo-advisor would have a visual appearance, such as a figure, then my trust would increase. 
CON The information how confident the robo-advisor is with his recommendation would strengthen my trust. 

HIS Documentation of the previous recommendations and its return of investment of the robo-advisor would 
strengthen my trust. 

TST The possibility to work with the robo-advisor first without risk to test it would strengthen my trust. 
SOC Recommendations from friends/acquaintances to use robo-advisors would strengthen my trust. 
USE The information on how long the robo-advisor has been in use would strengthen my trust. 
FNC Information about the technical functionality of the robo-advisors would strengthen my trust. 
FRQ The information how often the robo-advisor is trained / learns would strengthen my trust. 

Table 11. Constructs‘ Items 
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A2. Survey Items (Paper D) 
 

Construct Item Adapted from… 

Task-Advisor 
Fit 

TAF1 
The expert’s2 advisory service is compatible with all aspects 
of this task. 

(Moore and 
Benbasat 1991) 

TAF2 
The expert's advisory service fits very well with my needs in 
the task. 

TAF3 
The expert's advisory service fits into my way of decision-
making. 

Advisor 
Expertise 

AEX1 
The expert is competent and effective in estimating the stock 
price. 

(McKnight et al. 
2002) 

AEX2 
The expert performs its role of estimation the stock price very 
well. 

AEX3 
Overall, the expert is a capable and proficient advisor for 
estimating the stock price. 

AEX4 
In general, the expert is very knowledgeable about the stock 
price prediction. 

Efficiency-
Enhancing 

EFF The expert increases the efficiency of my decision making. (Chan et al. 1997) 

Emotional 
Trust in 
Advisor 

EMO1 I feel secure about relying on the expert for my decision. 
(Komiak and 
Benbasat 2006) 

EMO2 
I feel comfortable about relying on the expert for my 
decision.  

EMO3 I feel content about relying on the expert for my decision. 

Advisor 
Integrity 

INT1 The expert provides unbiased recommendations. 
(Komiak and 
Benbasat 2006) 

INT2 The expert is honest. 
INT3 I consider the expert to be of integrity. 

User’s 
Expertise 

UEX1 I feel very competent in the above explained task. 

(Radel et al. 2011) 
UEX2 

I feel able to meet the challenge of performing well in this 
task. 

UEX3 I am able to master this task. 
UEX4 I am good at doing this task. 

Table 12. Survey Items 

  

                                                 
2 Depending on the experimental group, the term “expert” is replaced by “human expert” or “robo-advisor” in all items. 
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A3. Results Visualization (Paper E) 
 

 
Figure 16. Dendrogram of All Publications with Cluster Titles 

 

 
Figure 17. Dendrogram with Titles and Authors for Cluster 1 

 

 
Figure 18. Dendrogram with Topics for Cluster 1 
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