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Abstract: A growing body of research in the area of infor-
mation systems for crisis management is based on data 
from social media. After almost every larger disaster  
studies emerge with the focus on the specific use of  
social media. Much of this research is based on Twitter 
data, due to the ease of access of this (mainly public) 
data, compared to (more closed) data, such as Face-
book or Google+. Based on the experience gained from a 
research project on social media in emergencies and our 
task to collect social media data sets for other partners, 
we present the design and evaluation of a graphical user 
interface that supports those stakeholders (such as emer-
gency services or researchers) that are interested in creat-
ing social media datasets for further crisis management 
research. We do not specifically focus on the analysis of 
social media data. Rather we aim to support the gathering 
process and how actors without sophisticated technical 
skills can be supported to get what they want and espe-
cially need: relevant social media data. Within this article, 
we present a practice-oriented approach and implications 
for designing tools that support the collection of social 
media data as well as future work. 
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1  Introduction 
Social media are more and more common and thus have 
a high relevance for analysts from many different appli-
cation fields. As van der Aalst [1] argues: “Society, orga-
nizations, and people are ‘always on’” wherefore “data is 
collected about anything, at any time and at any place”. 
This constant data collection will be further extended due 
to the independent trends of social, mobile, cloud and 
information computing [15]. This is why data scientists’ 
work becomes a more important profession that deals 
with barriers of how to transform data into a value. Enor-
mous amounts of messages and data are being created, 
many of them being publicly accessible by anyone on the 
internet. This ‘Big Data’ includes messages that became 
constantly relevant for safety-critical systems, especially 
crisis management. Police, fire fighters as well as private 
aid agencies have recognized the relevance and impor-
tance of social media content to gain knowledge about 
users’ needs and therefore to improve situation assess-
ment during emergencies [34]. 

Today, there is already a big amount of existing soft-
ware tools that helps to yield the hoard of social media 
data. In terms of the EmerGent project (www.fp7-emer-
gent.eu/), a cross-platform API has already been imple-
mented to collect big data from different social media 
services. This API, to which we refer as “Cross-Platform 
Social Media API” (SMA), is a server-side application that 
gathers publicly available messages from five social media 
services to use their data for further processing: The two 
social networks Facebook and Google+, the photo and 
video sharing platform Instagram, the microblogging 
service Twitter and the video platform YouTube. 

To understand the contribution of our paper, we 
want to give a brief excursion to issues that arose within 
our project work. Within this project, we were responsi-
ble for creating social media based datasets for the other 
partners that aim to further analyze those data sets. Each 
time, anything happened that could be of interest for 
crisis management (such as the terror attack of Paris), the 
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related partners asked us to perform short-term data col-
lections based on our implemented SMA to get an appro-
priate data set. We, then, had to react immediately and 
start the data collection. To avoid the loss of data based 
on the short period of time between the occurrence of an 
event and the start of a collection, we decided to ease the 
process by designing a graphical user interface (GUI) that 
is available to the partners.

Within this paper, we describe how such GUI, namely 
the Social Data Collector, has been designed, imple-
mented, evaluated and then enhanced to support emer-
gency services, but also other stakeholders that could 
benefit from Big Data (such as marketing, sociology or 
journalism) to use the existing SMA. Besides, we describe 
the current state of the art in the area of Social Media Ana-
lytics and illustrate which problems exist while gathering 
and processing such data (section 2). With this theoreti-
cal foundation, we present the design and implementa-
tion of the SDC for collecting and partially analyzing data 
(section 3). In terms of the evaluation (section 4), specific 
and general findings about the use context of this social 
media analytics tool have been made with twelve partici-
pants who participated in cognitive walkthroughs. These 
findings will be discussed further based on the empirical 
work and literature as well as implications for design will 
be derived that should be considered while designing 
tools for big data gathering (section 5).

2   Related Work: Social Media 
Detection

The literature about social media analytics and bordering 
topics is versatile and thus can only be discussed roughly 
in this paper. At first, some areas of this application field 
will be presented (section 2.1). Afterwards, some problems 
with collecting and analyzing social media data will be 
described (section 2.2) and finally, a research gap will be 
identified (section 2.3).

2.1   Use Cases for Social Media Analytics in 
Research

Social media is already used as object and tool for research 
[20]. Social media analytics is, according to Stieglitz et al. 
[41], “an emerging interdisciplinary research field that 
aims on combining, extending and adapting methods 
for analysis of social media data” using text analysis, 
social network analysis and trend analysis. Besides the 

support of the collection process, the SMA (which will be 
described in section 3) includes among others text analy-
sis to calculate the sentiment of a message. Social media is 
“an invaluable source of time-critical information during 
a crisis” [11]. In this section, areas of application of social 
media analytics with a specific focus on safety-critical 
systems [14] will be presented. 

Areas of application include the use inside companies 
[19], but also in the public. One important field includes 
crisis management, e. g. information gathering for crises 
and emergencies. Based on various studies the discipline of 
“crisis informatics” appeared. It “views emergency response 
as an expanded social system where information is dissem-
inated within and between official and public channels 
and entities. Crisis informatics wrestles with method-
ological concerns as it strives to develop new theory and 
support sociologically informed development of both ICT 
and policy” [29]. This trend was predicted some years ago: 
“the role held by members of the public in disasters […] is 
becoming more visible, active, and in possession of greater 
reach than ever seen before” [28]. Following this, our crisis 
management project collects data from social media to gain 
information before, during, or after an emergency. 

In crisis management studies emerge how social 
media has been used there, e. g. during hurricane Sandy 
[16], the European floods [33], but also during smaller 
events. Recent findings indicate that different types of 
crises elicit different reactions from Twitter users [26]. 
Other studies suggest that “there is currently a lack of 
tools that enable civil protection agencies to easily make 
use of social media”, and the authors suggest a prototype 
for the “real-time detection of emergency events, related 
information finding and credibility analysis” [22]. Further 
areas of application include the creation of datasets for 
early warning systems [41]. 

For social scientists, social media constitute a rich 
source of data for findings about human behaviour 
(Batrinca & Treleaven, 2014). Social science requires data 
that is as representative as possible – that becomes more 
difficult because of bots or spammers, among others. 
Thus it is difficult to say that social scientific hypoth-
eses can be verified by data from social media. It would 
yet be possible to use data for generating hypotheses that 
can be verified by conventional methods subsequently. 
Examples are studies that demonstrate how divergent 
perspectives on crisis are collectively articulated in differ-
ent Facebook groups on the same topic [6]. Likewise, jour-
nalists can use social media for their research (for this, it 
is important to determine how trustworthy the author of 
a message is [17]) or to do political opinion research with 
quantitative methods.
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Another area of application of social media analytics 
is market research and public relations: Social media is 
used for enterprise-related crisis communication [40]. 
Information is being searched e. g. about how products are  
being perceived and how they could be improved. This is 
also of relevance in critical situations, e. g. if momentous 
product errors appear and as a consequence are being dis-
cussed in social media. Online firestorms, including a high 
speed and volume of communication [31] need sophis-
ticated technical support to handle the situation and to 
pre- analyze the data, which sometimes is not possible by 
individuals. Social media already possess a high value for 
marketing as, according to Patino et al. [30], the increasing 
speed of social media made it necessary for the marketing 
sector to change over to social media: Communication 
channels like TV, print media, telephone and (letter) post 
lost much of their meaning and the potential customers 
spend more and more time online. Multi channel warning 
systems have to take this into consideration [18].

In bioscience, social media analytics can contribute to 
gain findings about safety-critical situations, e. g. changes 
in behavior and their consequences, initiatives against 
smoking or obesity, or in order to surveil how diseases 
spread (Batrinca & Treleaven, 2014). Social media analyt-
ics are also being used as a business climate indicator for 
finance management, e. g. as an early warning system for 
financial crises. Bollen et al. [9] conducted a study accord-
ing to which the values of the Dow Jones Industrial Average 
have accorded to a random sample from data from Twitter 
two or three days ago, with a probability of 87.6 %. A possi-
ble point of critique about this method is if manipulation 
by bots or strategically created accounts can be excluded. 

2.2   Challenges Concerning the Detection 
and Evaluation of Social Media

The sheer mass of social media data makes its analysis 
a complex effort. Therefore, data mining techniques 
are used for information retrieval, statistical modelling 
and machine learning [45]. Hence, data can be pre-pro-
cessed, analyzed and interpreted. Böck et al. [7] give an 
overview about current analysis methods of social media 
including in the “simplest case an overview of current 
frequently discussed topics, but also […] more detailed 
and complex issues, like emotions, the interconnected-
ness between users”. However, like in many of such arti-
cles, the focus is on the analysis and the creation of the 
dataset is not covered.

For the detection of relevant social media data, it 
is necessary, first to retrieve the data from social media 

platforms. Required data can be accessed via multiple  
sources. There are freely accessible sources such as 
Google Trends, commercial sources like Gnip to collect 
data in real-time via PowerTrack, or RSS feeds and so on 
[5]. In the field of marketing, Ullrich and Urbaniak [43] 
and Römer [38] point out that for social media data usage, 
it has to be defined which channels and sources should 
be crawled (e. g. by a URL-defined list or more complex 
search processes) and whether only publicly accessible 
social media sources should be accessed for the collection 
of text-based or also social analytics data. Further, Römer 
[38] emphasizes that it is important to define inclusion as
well as exclusion criteria usually by keywords to collect
relevant data only.

The free service Google Trends visualizes the relative 
frequency of different search keywords (or combinations) 
over the course of time, but it is necessary to monitor cor-
relations between search keywords and the investigated 
topic ex ante (e. g. via Google Correlate) [39]. The problem 
with crawlers is that those services search the whole 
WWW for required keywords, but are only able to cover the 
Publicly Indexable Web (PIW) [3] and a lot of password- 
protected websites prevent automatical searches via 
crawlers with a “capture” [38]. The same is true for groups 
and pages on Facebook, which are usually restricted to 
the persons being member or follower of them. However, 
using tokens this data can be assessed, if the correspond-
ing user has access to the respective groups [37]. 

Application programming interfaces (API) provide 
the opportunity to request social media data. APIs are, in 
contrast to crawlers, more rapid and precise, but include 
restrictions of access so that social media monitoring pro-
viders often use a combination of both approaches [38]. 
However, unrestricted access to all data via API is very 
expensive as providers of social media sites want to mon-
etize their data. That is why Batrinca and Treleaven [5] fear 
that research within the field of social media will become 
exclusively for bigger companies, government authorities 
and a privileged amount of academic researchers so that 
their published results cannot be criticized or verified. 
There are more cost factors than the costs for the access 
of data (ibid.): The software for the acquisition and eval-
uation of data has to be developed or purchased. Further-
more, there is a need for sufficient computing and storage 
capacity as well as for the warranty of big data safety. 
Besides financial aspects, there are a lot more challenges 
to be considered for the acquisition and evaluation.

 – Mass: Social media comprise a large number of
“objects” (users), social connections and user-
generated content [42]. Therefore, vast computing
and storage capacity is required [5].
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 – Structure: Misspelling, shortcuts and ASCII emot-
icons impede the work of mining software [42]. The
lack of structuredness can be corrected automatically
(defined as data cleaning, cleansing or scrubbing)
or it can be used as a basis for quality analyses [5].
According to our experience, the more common inte-
gration of videos, pictures, albums and articles in the
news on social platforms contributes the lack of struc-
turedness.

 – Context: Symbols, ambiguous expressions, irony and
many more aspects depend on context [41], metadata
of users are often non-existent [42] and posts are
linked because the creators are socially connected
[42]. Conventional data mining does not regard this
aspect, and “most research studies tweets in isolation 
as single statements without the monologic context,
never mind the conversational context” [27].

 – Access: There are diverse access methods to social
platforms (e. g. different APIs) [41] with different
technical and business model oriented restric-
tions [37], foreign languages and expressions that
challenge the access [5]. Furthermore, Narang [23]
defines missing, incorrect and inconsistent data as
possible data problems. Within their study about
social networking profiles, Alim et al. [3] retrieved
varying profile structures because of different profile 
types and customized profiles.

 – Ethical consequences: What consequences arise from
collecting, processing, using and reporting of data,
even if the data in principle are “public”? [41].

To analyze data, researchers require analytics dash-
boards, holistic data analysis to combine multiple social 
media sets and data visualization [5]. Agichtein et al. 
[2] investigated methods to automatically identify high
quality content within Yahoo! answers and presented a
general graph-based classification framework for quality
estimation in social media. For the study of sentiment
analysis of Facebook posts, Neri et al. [24] defined six
logical components for the analysis and monitoring of
social media: 1) crawler to gather documents or database
sources, 2) semantic engine to identify relevant knowl-
edge and therefore to detect semantic relations and facts,
3) search engine which enables natural language, seman-
tic and semantic-role queries, 4) machine translation
engine for an automatic translation of search results, 5)
geo- referentiation engine for an interactive geographical
representation of documents and 6) classification engine
for (sub-)clustering results.

Several existing applications support the gather-
ing and analysis of social media in general or for crisis 

informatics research. For instance, the EPIC Analyze 
platform supports researchers with the collection and 
analysis of social media data and promotes the core 
functionality of browsing, filtering, analyzing, and anno-
tating Twitter data [4]. However, the downsides are that 
the platform is not publicly available and only integrates 
Twitter. The Java desktop application Scatterblogs allows 
to monitor and visually analyze data from multiple social 
media [12], but lacks the flexibility of web remote access 
and management of multiple gathering activities. Further-
more, commercial platforms like Hootsuite, Sproutsocial, 
Brandwatch, Twiticent, or UberMetrics each support the 
monitoring, filtering and analysis of various social media; 
however, their dashboard reports and visualizations focus 
on categories such as business performance, competitor 
benchmarking, and brand analytics [33].

2.3  Research Gap

Currently, there exists a research gap regarding how 
researchers compile datasets from social media: How do 
researchers decide which key words to use and which 
platforms to search? Although there is literature avail-
able on search engines, for example how GUIs can be 
configured for search engines and also on the appli-
cation areas of social media analytics (see section  2.1). 
Furthermore, there are already various systems support-
ing the user to analyze data from social media, but few 
studies could be discovered focusing on the support of 
researchers, especially in crisis management, in the data 
collection processes.

3   Development of the Social Data 
Collector 

This section briefly describes the conception of the Social 
Data Collector (SDC) (section 3.1), discusses its basic func-
tionalities (section 3.2) and characterizes its implementa-
tion (section 3.3). 

The SDC is a graphical user interface to create social 
media datasets for (crisis management) research. It there-
fore transforms both the data collected by the underlying 
Cross-Platform Social Media API (SMA) from social networks 
and the calculated metadata, which are available in JSON- 
format, into a visualized view. It further facilitates the oper-
ation of the SMA allowing new collections of data (so-called 
crawljobs) to be started, stopped, deleted etc. A search 
function is also offered, permitting social platforms to be 
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searched spontaneously. Both tools, SMA and SDC, support 
first and foremost the collection of data but also provide 
individual functions for a rough analysis of the data. Until 
now, the SMA has primarily been used for projects within the 
field of crisis management but further applications are also 
conceivable, for example to examine the impact of a product 
image within the field of market research. All the data col-
lected could contribute to sociological studies, or could be 
used for journalistic opinion research. Although the design 
of the application was informed from requirements of our 
crisis management project, the aim was to ensure applicabil-
ity for different thematic contexts. In addition, the SDC helps 
to test the functionality of the SMA. 

3.1   Conception, Motivation and Related 
Approaches

The SDC aims to support users in gathering and man-
aging large amounts of data from different social media 
providers. This primarily includes the day-to-day search 
for news on particular topics as well as the continuous 
gathering and archiving over a longer period of time, 
whereby each search initially constitutes a closed col-
lection. For instance, in terms of crisis management, 
a researcher might be interested to monitor an actual 
emergency, but also certain events or locations where 
an emergency could or is likely to happen either to pos-
sibly capture the outbreak of an emergency or, in con-
junction with an analysis module, to gather and process 
indicators of an upcoming emergency. Each of these col-
lections is enriched with key figures (such as keyword, 
platforms, results, status) which – in connection with 
detailed views for particular posts – allows basic anal-
ysis and assessment operations as well as essential 
management operations like stopping, continuing and 
deleting search processes. The SDC itself offers four 
main functionalities: a) An overview of all collections; 
b) a detailed view of the resulting posts of a collection;
c) the initiation of interval-based search operations
(so-called crawl jobs, see section 3.2); and d) the initia-
tion of one-time search operations.

From a design perspective, the focus was set on cre-
ating a comprehensive and responsive design. On the one 
hand, this was to support heterogeneous groups of users 
in the adoption of the artifact and on the other hand to 
optimize the web application to run on heterogeneous 
end-user devices. Apart from the classical and stationary 
work situation, this should also enable users to initiate 
data collections about emergent, time-critical events on 
mobile devices while in a mobile use context. Figure 1: Basic Architecture.

3.2   Basic Functionality of the  Cross-Platform 
Social Media API (SMA)

The underlying SMA has been established as a fundamen-
tal technology for several scientific applications, includ-
ing XHELP, a Facebook application to support volunteers 
during natural disasters [33], Social-QAS, an adaptable 
assessment service for data from social media [36] and 
CrowdMonitor, a platform for recognizing physical and 
virtual civil initiatives [21]. The relative core functionality 
of the SMA consists in configurable data gathering from 
the social networks Facebook and Google+, as well as the 
microblogging service Twitter and the multimedia plat-
forms Instagram and YouTube. Behind the unified inter-
face, the complexity and limitations [37] of the different 
platforms are reduced to a standardized structure, and the 
data collected is saved persistently to allow standardized 
processing [44]. In an extended class, additional meta 
data is calculated by algorithms or saved, even if it has 
no equivalent in the ActivityStreams specification: This 
contains the language, sentiment (positive or negative) 
and popularity (likes, dislikes, shares, retweets, views) of 
a message, as well as some text statistics (e. g. number of 
words). The general structure is visualized in Figure 1.

The SDC primarily uses the interfaces to manage 
crawl jobs and search requests. In terms of the SMA, a 
crawl job is a process which collects data from social 
media according to the configured search criteria and 
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repeats this search request periodically to include recent 
results. A search request on the other hand specifies a 
one-time search operation. The configuration of the end-
points allows the results to be reduced to certain key-
words, social platforms (Facebook, Google+, Instagram, 
Twitter, YouTube), a period of time (start and end time) 
or a geographical area (coordinates and a radius). Addi-
tional auxiliary help interfaces support the intended data 
management of SDC.

3.3   Implementation of the Social Data 
Collector (SDC)

The SDC has been implemented as a web application 
based on HTML5, CSS and JavaScript, jQuery and jQuery 
Mobile. Until now, the SDC has undergone three iterations 
of development of which the third iteration realizes the 
essential results of the evaluation (section 4). While the 
second iteration provided bugfixes and minor changes 
of functionality with minimal visual impact, the results 

of the third iteration were primarily additions to exist-
ing functionality which is why we present the state of the 
third iteration in this section.

The application displays an overview of all current 
crawl jobs (Figure 2). For each crawl job, keywords, loca-
tion (global or in a radius around pairs of coordinates), 
platforms, number of results, the duration of the search 
interval, and some symbols with the following function-
ality are displayed: The magnifier icon displays further 
details about the crawl job, the eye icon allows the results 
to be viewed. The alternating start / stop icon allows a 
crawl job to be continued or paused and the recycle bin 
enables the user to delete a crawl job. A click on the pencil 
icon opens the ‘Edit Crawl job’ view, in which a crawl job’s 
keyword etc. can be changed.

On the results page (Figure 3), a compromise had to 
be found to provide a presentation of very heterogeneous 
posts which is rich in detail and yet still compact. In this 
overview, the most important meta-data (if available: 
number of retweets or shares, positive or negative senti-
ment, supposed language and so on) is represented by 

Figure 2: Overview of the crawl jobs.
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symbols, whereas other meta-data can be displayed by 
clicking on the info icon where necessary. A click on the 
“author” icon opens a popup with some additional infor-
mation about the author. If a video is attached to the post, 
it can be watched by an embedded YouTube player inside 
the SDC; photos are resized.

Furthermore, functions for analysis, filtering and 
sorting were added in the third iteration of development 
(Figure 4, Figure 5). The analysis function determines the 
distribution of positive and negative sentiment, counts the 
total of messages per social platform and the distribution 
of languages as well as the most frequent hashtags and 
mentions inside the collection. The filter function allows 
the existing data set to be filtered for desired and undesired 
words, social platforms and languages. The sorting function 
provides predefined criteria to sort the data e. g. by length, 

date, popularity, relevance and sentiment of the posts. 
Furthermore, the export function allows the collections to 
be exported into JSON format as ActivityStreams.

Figure 6 depicts the form for creating a new crawl job. 
The user defines a suitable keyword and search interval 
as well as selects the social media to be searched. Option-
ally, the geographical coordinates and their radius as 
well as the start and end date of the search request can 
be specified in order to narrow down the set of results. 
After creating a crawl job, the user is redirected to the 
overview of crawl jobs. The form for initiating one-time 
search processes has been designed analogically but 
excludes the interval definition, and also it redirects the 
user to the results. 

Figure 7 presents the FAQ answering many important 
questions.

Figure 3: Contributions to a crawl job.
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Figure 4: Implemented filter words, undesired words platforms,  
and languages.

Figure 5: Implemented filter platform, languages, hashtags and 
mentions.

Figure 6: Creating crawljobs.

Figure 7: FAQ.
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4   Evaluation: Towards the Ease of 
Data Collection 

This section presents the methodology of the evaluation 
(section 4.1) followed by the results (section 4.2) and 
finally the derived requirements for design (section 4.3).

4.1  Methodology 

The interest of research in this evaluation was primarily to 
obtain statements concerning users and context of utiliza-
tion. The software is fully implemented and the running 
software was tested by users. Thus the usability of the 
software was also evaluated. Five (two senior research-
ers with extensive experience, three junior researchers) 
of the twelve participants of the evaluation were working 
in the field of crisis management. The evaluations were 
conducted in terms of a cognitive walkthrough [32]. Both 
researchers and participants were able to ask questions 
and receive answers. The participants were free to create 
datasets on their topic of interest. Furthermore, exemplary 
scenarios on market research (impact of a new product), 
in social science (monitoring if people feel supervised), 
or journalism (reputation of scandals or rumors about a 
food company), all with a relationship to crisis manage-
ment, were given. Additionally, one of the participants 
chose the scenario of blizzard Jonas that occurred in the 
USA shortly before the evaluation. Each evaluation took 
30–60  minutes, beginning with a short interview. This 
was followed by the participants conducting a task whilst 
“thinking aloud” [25]. Unless the conversation partner 
wished otherwise, the conversations were recorded.

It is assumed that an empirical researcher can directly 
or indirectly influence the observed person and therefore 
also the result. For example, people interviewed tend to 
exaggerate [13]. Therefore, the observation of the users 
while using the software was also part of the evaluation. 
Among other things, there were many factors in the use 
context such as time pressure, colleagues, project context, 
which were not possible to consider.

It should be noted that after the first three evalua-
tions, a small patch was made on the software. Some bugs 
were fixed and some texts were changed. As opposed to 
benchmark tests, comparability was not in focus; it was 
simply useful to clear those barriers or the bugs instead 
of leaving them in the software. Due to this, the design 
of the following interview (from B4) was more fluent and 
the focus was enabled to be more on the process rather 

than on difficulties due to misunderstandings caused by 
usability issues.

4.2  Results I: Findings on the Use 

Exploration during dataset generation: A central recog-
nition gained by observation is that simply filling out the 
form is not enough to create an appropriate collection of 
data. It is recognized that users immediately waited for the 
initial results for examination. In many cases new crawljobs 
were created with more detailed and general search param-
eters. Apparently evaluating the first results and honing the 
search parameters is part of the creation process. 

Lack of syntax knowledge: Another important 
observation was that the users did not know how to for-
mulate a keyword in the dialogue. There is a large amount 
of variety, also among the different social media pro-
viders, which are combined in our SMA and finally the 
SDC: Keywords can be separated by commas, enclosed 
by quotes, provided with minus (to include), and more. 
Thus the formulation of a keyword for B9 was not clear 
and so the person began to experiment: “Otherwise it 
can be noticed that the thing apparently searches for 
words instead of a complete expression… could be possi-
ble to change this by placing it in quotation marks.” (B9). 
Another ambiguity was the difference between a crawljob 
(search during a period) and a search (search at a specific 
time) in the SMA.

Location-dependent searches: Another frequent 
problem was that many participants were unaware that 
determining place and period of time restricted their 
search results as much. Firstly, the SMA has no access 
to historical data due to technical or business oriented  
limitations of the individual platforms (at least while 
using a free account), which means that usually messages 
cannot be older than two days. Moreover, it is not clear 
from which coordinates the messages were transmitted. A 
location-dependent search prohibits most contributions 
as they are not provided with coordinates (see incom-
pleteness). For example, only 10.3 % of all Twitter users 
worldwide have the geo-location enabled and therefore 
around 90 % of all tweets do not contain location infor-
mation within the metadata (http://www.beevolve.com/
twitter-statistics/). As a consequence, many participants 
did not receive their desired results but did not realize the 
reason. The integration of messages containing words of 
the location or from users who have the location in their 
profile was a mentioned idea to increase the number of 
messages available. 

http://www.beevolve.com/twitter-statistics/
http://www.beevolve.com/twitter-statistics/
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Big data records: The navigation of big data records 
was also difficult: To find the first occurrence of a certain 
platform (e. g. Facebook), you had to click the button 
“forward” frequently. B5 searched for a filter function to 
filter the results by platform: “Up to now I have almost only 
seen Twitter everywhere; this one seems to be a record of 
pure Twitter-data. Let’s see if I can click on the symbol, to 
see the relevant Facebook or Google+ entries for the respec-
tive search. But this does not work” (B5). 

Presentation: The SDC received a lot of praise for the 
way they presented the contributions found: Pictures were 
shown, videos could be watched immediately in SDC, key-
words were highlighted and by clicking on a symbol, a 
popup appeared saying: “Well, this is a very good overview 
of how to gain first insights. And then there is also a positive 
feeling – I don’t know what it is about, lets click on it… […] 
Ah, they’ve highlighted the keyword for me. […]” (B8). The 
presentation of the results (even if the system does not 
aim at analysis) was perceived to be an important aspect. 

4.3  Results II: Suggestions for Improvement 

Filter: Many interviewees requested functions to filter 
or sort the messages with regard to platform, sentiment, 
hashtags, languages and many more. “Do you have filters? 
[…] I only want to see the positives, only the negatives, only 
the ones in English or the ones in Spanish” (B1).

Export: Furthermore, many persons requested the 
possibility of exporting the messages to other software 
(e. g. Atlas, a software used mostly in qualitative research 
or qualitative data analysis): “Yeah, basically what I 
would do to complete the task is like search the content, 
analyze with Atlas maybe, or with any software that can 
analyze the content itself” (B3). “Of course you have to 
specify more precisely what a suitable output format could 
be, and if it belongs to Activity Streams or thinking any 
other format. CSV, which could rather be read from another 
program” (B11). 

Statistics: Although the intension of the application 
is to gather the data, not to analyze it, many people also 
requested visual statistics (for a quick overview of the data 
records): “The first thing I see shouldn’t be the post itself, it 
should be like this big picture result: This many positives, 
this many negatives, in this language […] before I see the 
raw data. […] I’m missing some sort of visualization before 
getting the raw data [the messages]” (B1).  This indicates 
that gathering and analyzing (or at least pre-analyzing) go 
hand in hand. 

Transparency: In many cases, it was unclear to the 
users how the SMA works. For example, why there was 

nothing found while searching with a keyword, why 
certain messages were referred to search results and 
how the sentiment is calculated: “A user should be able 
to get a statement on why nothing is displayed – whether, 
for example, it is because no results were to be found, or 
because the search ran out of capacity” (B5). “Who deter-
mines these negative or positive sentiments, is it done just 
by an algorithm? […] Well, actually it says it is calculated 
with the help of positive keywords in the text […], but who 
determines the positive keywords” (B6). 

Mobile version: In order to always be able to create 
a crawljob when an interesting incident occurs (for 
example, a natural disaster) also when not in the office 
at the computer and thus probably miss important mes-
sages from the early stages, there ought to be a mobile 
version of SDC: “Mobile Version – as already mentioned – 
would be good to execute the work well and fast. Wherever 
I am, wherever I get the idea – getting work done fast and 
easily” (B12). 

4.4  Results III: Implications for Design

The following Table 1 offers an overview of the most 
important empirical results and design requirements. 
Some usability problems of former SDC versions have not 
been included. However, other usability problems result 
from the general design challenges of software could be 
useful for the design of similar software. 

5   Discussion and Conclusion: Big 
Data in a Crisis or Big Data Crisis?

This section comprises a summary of the outcomes of 
this study followed by a presentation of the findings and 
finally the prospect of further possible developments of 
the GUIs (and partly even of the APIs).

5.1   Summary: One Step towards Easier Data 
Set Creation 

Social media data plays an important role in crisis man-
agement, such as during major emergencies, in public 
relations of companies, for social scientists, journal-
ists, or in bioscience (see section 2). We found it worth-
while to study how researchers create data collections 
for messages from social media and how they are used 
further: How can the keywords and platforms which 
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have to be searched through be determined? How is the 
collected data used? We were able to build on literature 
about how to design GUIs for search engines (e. g. how 
search results should be presented). Furthermore, one 
can find literature on social media analytics regarding 
challenges and fields of application, with a specific 
focus on crises and emergencies. For instance, market 
researchers search for information about how prod-
ucts are perceived and how they could be improved. 
Moreover, social media is a rich data source for social 
scientists regarding findings about human behavior. 
However, they need valuable data for their purposes 

which are often hampered by bots or spammers. Jour-
nalists can use social media for investigations on the 
one hand or for political opinion polling by using quan-
titative methods on the other hand.

The Cross-Platform Social Media API (SMA), on which 
this work is based, enables the creation of crawljobs that, 
in a specified interval and according to a defined keyword, 
search for new messages in the social media platforms 
Facebook, Google+, Instagram, Twitter and YouTube. It 
is further possible to specify a certain place and period 
of time to collect messages, and additionally, onetime 
searches can be started to spontaneously display current 

Table 1: Overview of the empirical results and their requirements on design.

Aspect Empirical Result  General Design Requirements 

Syntax across media When formulating keywords, it was not clear if 
quotation marks, commas, plus- or minus signs 
could be used. 

The formulation rules should be made very transparent to 
the user. 

Punctual search and 
crawljobs with a time 
frame

The difference between a search and a crawljob was 
not clear. 

The introductory sentence of the search page, for instance, 
should explain the difference between different types of 
search, e. g. onetime search or crawljobs with a time frame.

Dataset creation and 
analysis are related

The crawljob view suffers from a bad navigability of 
the results (e. g. to find the first Facebook-result, 
you had to click “Forward” several times). The 
meaning of flags and icons was not clear.

Functions for sorting and filtering are needed to find 
relevant contributions more quickly; also the intention of the 
software is to just create the datasets. By clicking on flags 
and icons, a popup explaining their meaning should open.

Highlighting 
functionality and user 
experience

The coloured highlighting of keywords, the 
presentation of pictures and videos belonging to a 
message, the pop-up messages and the possibility 
to immediately play videos in the message overview 
were praised. 
Support through help pages and pop-up messages 
were welcomed by some people while others prefer 
to experiment.

The presentation format of messages (including the 
coloured highlighting of keywords) should be maintained. 
Offering information by pop-up messages should be 
complemented with a FAQ-designed help page.

Export, visualization 
and smart data 
collection

Request for filter and sorting functions, an export 
function, visual statistics, a sortable crawljob list 
and a history of keywords and crawljobs. Crawljobs 
should accept countries in addition to coordinates. 
A full-text search was also requested. 

Filter and sorting functions in particular as well as 
statistics (not graphical if appropriate) and sortable 
crawljob lists should be implemented. 
Additionally, there should be an export function, a history, 
a full-text search and a search for countries in addition to 
coordinate-based search.

More transparency During the evaluation it was often unclear why 
the SMA did not find any results, why some posts 
were displayed (although they did not contain the 
keyword) or how positive and negative sentiment is 
calculated.

To enable users to better understand the way the SMA 
works, a FAQ with the most important questions should be 
implemented at the very least. Furthermore, a glass box 
approach [10], where the underlying functionality becomes 
visible, also showing the bottleneck, might be interesting. 

Mobile version  Crawljobs are generated spontaneously, while an 
event or disaster is taking place. A version that 
can also be used on a smartphone is therefore 
necessary. 

Besides the responsive design, pictures and texts from 
messages should not be displayed next to each other. As 
a consequence, an app for small displays is required for 
spontaneous work.

Naming and personal 
annotations

Description texts for crawljobs were requested 
as well as the function of annotating or marking 
interesting posts or metadata to have them at hand 
in the future. 

Description texts for crawljobs, marks for posts and 
metadata and a message annotation feature should be 
added, e. g. to support scientific coding. 
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results from the target platforms within a few minutes. In 
the EmerGent project on social media in crisis manage-
ment we wanted to acquire more flexibility in enabling our 
project partners with varying technical knowledge from 
various disciplines to create datasets. Thus we decided to 
ease the process by designing a user interface based on 
our technical interfaces. Accordingly, the Social Data Col-
lector (SDC) was designed and implemented to cover the 
central functions of the SMA. 

As the evaluation of SDC revealed, the interface offers 
the possibility of creating, starting, stopping, deleting 
and showing crawljobs without prior programming skills 
as well as executing searches. The collected messages 
are visualized and therefore more lucid; pictures and 
videos are shown; meta-data is presented with icons; 
URLs, hashtags and mentions are highlighted; navigat-
ing through result pages is feasible, and much more. The 
forms for the creation of crawljobs and searches contain 
help bubbles that display a help text with only one click. 
Within this, the usage context of the software was inves-
tigated, e. g. for what purposes the SDC can be used and 
how users handle the software, what difficulties exist and 
what aspects need to be improved.

However, it was also pointed out that – even though 
only a few details were required for the creation of crawl-
jobs or searches – it was commonly unclear how the rel-
evant forms should be filled in: Too restrictive details 
regarding keywords, social platforms, coordinates and 
period of time lead to few or even no results. Vague 
searches lead to irrelevant results, e. g. by using too 
general keywords. In case of a (nearly) empty result list, 
the underlying reason needs to be obvious. If the result 
list is long but the results barely fit the topic, the functions 
of filtering the results and perhaps finding hints for better 
search keywords are necessary and have to be improved. 
This is why the interviewees especially requested filter-
ing and sorting functions, a statistical preparation of the 
data, export functionality for the messages (to analyze 
them with other applications), more transparency regard-
ing the SMA (e. g. why crawljobs do not find results) and 
a mobile version of the application and / or an improved 
responsive design.

During the further development of the SDC many of 
these aspects were implemented: Filtering, sorting and 
analyzing. Moreover, export and import functionalities in 
JSON format were added; a help page contains informa-
tion even on the functionality of the SMA and the respon-
sive design of the application was improved for mobile 
use. The pop-up messages and description texts were 
revised and by clicking on an icon, an explanation pops 
up to improve the self-descriptiveness of the software.

5.2   Contributions: How Should a Tool 
Support this Process? 

In this work findings on the required characteristics of a 
tool to collect and evaluate data from social media were 
gathered. In the evaluation it became apparent that insuf-
ficient comprehensibility and transparency constitute 
a severe usability obstacle: In general, it is important to 
explain the terms “crawljob”, “keyword”, “sentiment”, 
“interval” etc. in the application because the understand-
ing of such terms cannot be presumed. Furthermore, it 
should be explained which criteria can restrict the sample 
space of a crawljob or search and how. Concerning the 
functionalities, it should be evident (a) why a crawljob 
did not find any (or only a few results); (b) according to 
which criteria a sentiment of a message is computed; (c) 
what meaning the computed value has, e. g. “information 
content” in the example of the SMA; and (d) why a message 
is listed as a result even though the keyword does not occur 
in the message etc. Moreover, the evaluation indicated 
that users want to see first results directly after the start 
of a crawljob. For this, the requirement for a filtering and 
sorting functionality or for a (visual) statistic about the 
collected messages respectively has arisen and was imple-
mented. Software which primarily serves for collection 
and less for analysis should provide such functionalities. 
Anyway, users desire an additional function for exporting 
the collected data into other software for analysis.

Another interesting focus was on a mobile version 
of the application, e. g. to spontaneously create crawl-
jobs from a smartphone or tablet. This is especially true 
as long as the occurrence or starting point of crises and 
emergencies is not necessarily known before (e. g. ter-
roristic attacks, political upheavals, natural disasters) and 
therefore ad hoc decisions are necessary [35]. While [4] 
discuss the requirements of reliable, scalable, extensible, 
and efficient environments for data gathering and analy-
sis in crisis informatics, we argue that flexibility in terms 
of access, interfaces and use is a critical factor to achieve 
more complete crisis-related datasets and to provide suit-
able input for, e. g., event detection. Further findings were 
gathered regarding how users create datasets (they espe-
cially like to combine search keywords and search across 
all available platforms at the same time). 

It was confirmed that difficulties within the analysis of 
data from social media, as pointed out in the literature, espe-
cially lie in the aspects of a lack of structure, mass, incom-
pleteness [42] and context dependence [41]. The “context 
dependence” of messages in social media reaches as far 
as the collected messages can often hardly be interpreted 
not only by algorithms but also by humans, as it turned out 
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during this work. For the aspect “lack of structure” it was 
shown that text messages in social media are often comple-
mented or even substituted by pictures, albums, articles or 
videos (possibly even several at a time). To evaluate these 
messages correctly, software in the field of social media 
analytics has to be able to analyze the meaning of picture 
and video material, too. In addition, the problem has to be 
mentioned that even the meta data is subject to the prob-
lems mentioned above (especially lack of structure, incom-
pleteness and context dependence): Therefore, a “like” on 
Facebook might have another meaning compared to a like 
on YouTube or Google+ (e. g. because Facebook has more 
members or because one can partially obtain more rewards 
for a “like” of a specific page). Another example is the lack 
of information like “views” (in terms of number of views) 
for the comparison of popularity of messages on many 
other platforms besides YouTube.

Nevertheless, the evaluation revealed that the software 
(SMA and SDC together) is not equally suitable for the accom-
plishment of each task. The SMA and SDC especially are suit-
able when messages are required for daily, current events or 
messages have to be collected over a specific period of time. 
For non-daily and current tasks, searches by web search 
engines will lead to much better results because high-qual-
ity contributions from online newspapers or portals feed into 
the searches that cannot be collected by the SMA.

Advantages and disadvantages of the evaluation 
method were detected and confirmed: They are qualified 
for the evaluation of software that is at an early develop-
ment state like the Social Data Collector. They enable more 
insight into the thoughts, experiences and expectations of 
the interviewees than only observational methods. A dis-
advantage is that those methods are time-consuming and 
users need more time for the processing of a task because 
of dialogues and questions.

Another important aspect is that many of the require-
ments are also relevant for non-crisis situations, however 
in time-critical situations data collections have to be 
started spontaneously, sometimes outside office hours, 
and without sophisticated staff-support. Therefore, tech-
nical possibilities have to be provided to researchers in an 
easy and lightweight way. 

5.3  Outlook: Still a Lot to do

The range of functions of the SDC as well as of the SMA 
could be expanded in a few ways. For instance, the soft-
ware could be developed in such way that it does not 
only provide the collection but also the analysis of the 
data. The qualitative analysis could be achieved by the 

additional function of annotating messages, e. g. with 
comments, evaluations or keywords. To make this possi-
ble when several persons work simultaneously with the 
data, collaborative functionalities tools could be imple-
mented for the arousal of attention, the conflict resolution 
and further communication.

For a quantitative analysis, implemented improved algo-
rithms that use linguistic tools could be used to make a point 
about a text. So instead of evaluating messages one-dimen-
sionally as “positive” or “negative”, the six GPOMS dimen-
sions “calm”, “alert”, “sure”, “vital”, “kind” and “happy” 
[8] could be applied. Furthermore, the current algorithm
only takes into account words of a positive and negative
word list but does not recognize negations. A formulation
like “not good” would be rated positively at the moment of
the SMA because a positive word exists within the phrase.
Also interesting for the quantitative analysis would be
mechanisms for the recognition of duplicates (respectively
retweets) as well as of bots, spammers or special accounts
that were created strategically to post comments and feed-
backs in favor of individual persons or brands.

Including a visualization of the data into the software 
could be interesting as well. Therefore, charts could be 
used to make the composition of the collection of mes-
sages visible at a glance regarding speech, platforms, 
sentiment etc. A timeline could illustrate in which periods 
of time particularly many messages occurred to a certain 
keyword and moreover facilitate the navigation through 
the search results temporally such as to jump to messages 
of a specific calendar week by a few clicks.

Additional platforms could be integrated into the 
SMA, e. g. the possibility to search through forums and 
weblogs or websites as well. Moreover, uniform search 
syntax oriented towards the syntax of the search engine 
Google meanwhile have been implemented by us. Thus, 
cross-platform signs as “+” or “−” could be used to mark 
certain keywords as compulsorily necessary or undesirable 
words. Quotation marks mark words as related. Instead of 
exact searches as before maybe one could enable vague 
searches as well where e. g. spelling mistakes would be 
tolerated or not all referred keywords would have to occur 
in the same message to be found. 

However, this study has some limitations: It is uncer-
tain whether or how the filtering and search functions will 
help the users to evaluate if the crawljob works according 
to the given criteria. Furthermore, it has not been investi-
gated whether the new help site will support the users to 
handle the application. Some wishes for improvement,  
like the integration of export functionality for special ana-
lyzers, could not have been implemented yet. In the empir-
ical part of this work it has not been possible to investigate 
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how the users utilize the software over a longer period of 
time in a real working context, potentially even while team-
working. In this context, some important questions arise: 
a) Which implications for design have to be taken into con-
sideration for domains that use the SDC frequently (e. g.
journalists) and for rare use, e. g. in crisis management.
b) In crisis management in particular, which personnel or
unit will actually use the software (control room, section
control, operatives, etc.)? c) referring to b), depending on
the actual users in crisis management, is a mobile version
necessary for conducting spontaneous crawljobs? In addi-
tion, it might be necessary in the future to implement new
functions of the underlying social media providers as well
on the SDC to test and comfortably use them.
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