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Abstract

In this work, we consider the efficient implementation of finite element approximations
for porous media, poroelasticity, and wave propagation problems. This is conducted by
using mass-lumping, an approximation technique that enables a faster inversion of the
mass matrix. This method has been primarily used for discretizing wave propagation
problems in H1, as it allows for the efficient application of explicit time-stepping schemes.
Another example of the usage of mass-lumping is the mixed finite element discretization of
porous medium flow. Here, mass-lumping is utilized to reduce the algebraic saddle-point
structure to a symmetric positive definite system, which is a lot easier to solve.
In this work, we specifically examine mass-lumping strategies for the functional spaces

H(div) and H(curl). In the first part of this thesis, we investigate the discretization of
porous medium flow and poroelasticity. We will analyze already existing first-order con-
vergent methods with mass-lumping and propose extensions that have better convergence
properties and are optimal in the number of degrees of freedom. We will complement this
with a rigorous error analysis, which confirms the accuracy of the method.
In the second part, we consider discretization techniques with mass-lumping for the

acoustic wave equation in H(div) and for Maxwell’s equations in H(curl). Specifically,
we will propose first and second-order accurate methods. Moreover, we will propose a
new technique for the first-order convergent method that will cut the number of degrees
of freedom in half (or even more). For all the methods we propose, we also provide full
error convergence analyses. Furthermore, all our results will be validated by numerical
experiments.
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Zusammenfassung

In dieser Arbeit beschäftigen wir uns mit der effizienten Implementierung von Finite-
Elemente Verfahren für poröse Medien, Poroelastizität und Wellenausbreitung. Dies
wird mittels mass-lumping realisiert, eine Approximationstechnik die das Invertieren
von Massematrizen erheblich vereinfacht. Diese Methode taucht hauptsächlich in der
Diskretisierung vonWellenpropagationsproblemen inH1 auf und ermöglicht eine schnellere
Anwendung von expliziten Zeitschrittverfahren. Ein weiteres Themengebiet in dem mass-
lumping eine Rolle spielt ist die Diskretisierung der Strömung in porösen Medien mit-
tels gemischten Finite-Elementen. In diesem Kontext wird durch mass-lumping das re-
sultierende algebraische Sattelpunktproblem zu einer symmetrisch positiv definiten Gle-
ichung reduziert, die erheblich leichter zu lösen ist.
In der vorliegenden Arbeit untersuchen wir speziell mass-lumping Strategien für die

Diskretisierung in den Funktionenräumen H(div) und H(curl). Im ersten Teil dieser Ar-
beit widmen wir uns der Diskretisirung von porösen Medien sowie Poroelastizität. Wir
werden in diesem Zusammenhang die bestehende Methode erster Ordnung mit mass-
lumping untersuchen und Erweiterungen vorschlagen, die bessere Konvergenzeingeschaften
besitzen und optimal in der Anzahl der Freiheitsgrade sind. Zudem werden wir eine rig-
urose Konvergenzanalyse präsentieren, die die Genauigkeit unserer Methoden belegt.
In der zweiten Hälfte untersuchen wir Diskretisierungen mit mass-lumping für die

akustische Wellengleichung in H(div) sowie für die Maxwell-Gleichungen in H(curl). Wir
werden Methoden vorschlagen, die erste und zweite Ordnung konvergent sind. Zudem
entwickeln wir eine neues Verfahren für die Methode erster Ordnung, die die Anzahl der
Freiheitsgrade um die Hälfte (oder sogar mehr) reduziert. All diese Methoden werden mit
einer vollen Konvergenzanalyse vorgestellt. Anschliessend werden wir unsere Resultate
auch durch numerische Untersuchungen bestätigen.
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1. Introduction

In this thesis, we investigate mass lumping strategies for the efficient implementation of
finite element methods for wave propagation problems and porous medium flow. The
goal is to increase efficiency without sacrificing the versatility and accuracy of the finite
element approximations. To ensure this, full convergence analyses for all the proposed
methods will be given. Before we delve into the details of mass lumping, let us briefly
recall some key historical facts regarding the finite element method.

The finite element method

The finite element method (FEM) is a well-established discretization approach for par-
tial differential equations. In principle, its foundations were laid in the 17th and 18th
centuries by Euler, Bernoulli, and Leibnitz, who first proposed the concept of variational
calculus. The first notable application of variational arguments to solving engineering
problems was conducted in 1909 by Walter Ritz [98] in his successful attempts to numeri-
cally compute eigenvalues for the linear elastic Kirchhoff plate. A few years later in 1915,
Boris Galerkin [59] published his influential work on the analysis of variational methods,
in which he showed that the residual error is orthogonal concerning the functions in the
test space. Nowadays, this property is widely referred to as Galerkin orthogonality. A few
decades later, in 1943, Courant [39] proposed to use piecewise polynomials over a finite
number of subdomains for the approximation, so-called finite elements. In his paper, he
used triangular and quadrilateral subdomains to produce an approximation to the torsion
problem. The method did not gain immediate attention, since it required the solution
of a large system of equations, which was not practical at the time. With the advent of
modern computers, the FEM started gaining momentum in the mechanical engineering
community around 1960, culminating in 1967 with the book by Zienkiewicz et. al. titled
”The finite element method” [116], in which the authors examined the method for various
applications, including heat conduction, fluid flow, and elastodynamics. Since then, the
FEM has evolved into a versatile technique for approximating solutions of partial differen-
tial equations. Among its many fields of application, a notable one is the approximation
of solutions to wave propagation problems in the time domain.

A very simple example for such applications is the scalar acoustic wave equation

∂ttp−∆p = 0, (1.1)

describing variations of the pressure p and the propagation of the resulting sound waves.
For ease of notation, we further assume dimensionless variables and a homogeneous
medium speed of sound c = 1 here. For our further considerations, we consider a bounded
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1. Introduction

computational domain and complement the system with homogeneous boundary and ap-
propriate initial conditions. The variational formulation and subsequent discretization by
finite elements then leads to a finite-dimensional system of ordinary differential equations

M∂ttp+ Kp = 0, (1.2)

where p is the coordinate vector of the basis representation ph(x, t) =
∑

i pi(t)ϕi(x) of the
finite element approximation ph with respect to a given set of basis functions {ϕi}i. The
mass and stiffness matrices M and K are defined by

Mji =

∫
Ω

ϕi(x)ϕj(x) dx and Kji =

∫
Ω

∇ϕi(x) · ∇ϕj(x) dx

are the discrete representations of the identity and the −∆ operator.
Using a FEM for approximating wave propagation problems comes with many advan-

tages: First of all, it can be applied to general, unstructured grids and can accommodate
anisotropic and inhomogeneous coefficients natively. Moreover, it provides us with com-
prehensive error analysis and allows for provable convergence rates. Significant contribu-
tions in this field were made in the 70s by Dupont [45] and Baker [12] and later extended
by Wheeler et. al. [42]. When using piecewise linear basis functions, the error for the
semi-discretization can be bounded in terms of the mesh size h by

∥∂t(p− ph)∥L∞(0,T,L2(Ω)) + ∥p− ph∥L∞(0,T,L2(Ω)) ≤ Ch2,

and this can be achieved under minimal regularity assumptions on the data. A simple
second-order time discretization of (1.1) leads to the scheme

M
pn+1 − 2pn + pn−1

τ 2
− Kpn = 0, (1.3)

with τ > 0 denoting the time step size. The stability of this scheme can be guaranteed
under a mild restriction on the time step size, known as the CFL condition [40]. Under
this condition, one can prove the estimate

max
tn≤T

∥p(tn)− pnh∥L2(Ω) = O(h2 + τ 2);

see e.g. [73]. Thus, the method exhibits second-order convergence in space and time.
Unconditionally stable implicit time stepping methods leading to the same convergence
rates have been considered in [12, 45].
Compared to finite difference approximations, for which similar convergence results can

be proven under rather restrictive assumptions on model parameters, the computational
domain, and the regularity of the solution, the finite element method is certainly more
general and flexible, but it also comes with some major drawbacks: Explicit time marching
schemes such as (1.3) can only be applied efficiently if the associated mass matrix M can
be inverted easily. Although finite element mass matrices are sparse, their inverse is,
in general, not sparse. This essentially hinders the efficient realization of explicit time-
stepping schemes and poses a severe disadvantage compared to efficient finite difference
approximations, which typically have diagonal mass matrices.
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The main goal of this thesis is to construct and analyze certain modifications of finite
element methods which lead to diagonal or block-diagonal mass matrices and thus to
methods with the efficiency of typical finite-difference methods while at the same time
providing the flexibility and generality of finite element approximations. Besides wave–
propagation, we also study applications in porous medium flow, where similar modifica-
tions again facilitate the numerical solution.

A brief history of mass lumping

One way to overcome the computational bottleneck of the FEM for wave propagation
problems is mass lumping. The main idea is to modify the mass matrix in such a way
that its inverse can be applied efficiently. In general, this modification should lead to a
diagonal or block-diagonal mass matrix, but we will also encounter different constructions
later on. Mass lumping thus allows explicit time-stepping methods to be applied efficiently
and also to keep the other advantages of the FEM, like the ability to deal with rather
general meshes and coefficients. The viability of such approaches of course hinges on how
the modification of the mass matrix is realized in detail.
An early attempt in this direction was made already in the 60s by Zienkiewicz [116],

who proposed the row-sum lumping. In this approach, the entries of each row of the
mass matrix are moved to the diagonal. This heuristic scheme works surprisingly well
in practice, but it can also fail for general meshes. In particular, one can give explicit
examples for which at least one diagonal entry is zero, which leads to a singular lumped
mass matrix. This can again be fixed heuristically by carefully weighing each row entry,
see[44]; a rigorous mathematical error analysis however seems not available to date.
A more systematic approach is the nodal mass lumping, a technique where numerical

quadrature is used in conjunction with carefully chosen shape functions to generate an
approximation of the mass matrix. The approach was proposed in 1975 by Fried and
Malkis [58] and investigated intensively around 2000 by Mulder et. al. [31, 86]. A
thorough error analysis for finite element approximations of the wave equation including
such mass lumping techniques can be found in Gary Cohen’s book [35]. Under certain
conditions on the finite element basis and the underlying quadrature rule, the resulting
lumped mass matrix can be proven to be positive definite, and the resulting method can be
shown to not lose accuracy in comparison to its standard finite element counterpart. Let
us briefly highlight the main ingredients for nodal mass lumping for the simple acoustic
wave equation considered before.

Mass lumping in H1 for the wave equation

For the space discretization of (1.2), we consider a finite element method with continuous

P1-elements. The usual Lagrange basis on the reference triangle K̂ is given by

ϕ̂1(x, y) = 1− x− y ϕ̂2(x, y) = x ϕ̂3(x, y) = y; (1.4)

see Figure 1.1 for a sketch of the reference element and the location of the degrees of
freedom associated with these basis functions. By using this basis and an appropriate
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1. Introduction

Figure 1.1.: Degrees of freedom of the space P1 on K̂.

mapping from the reference element to the physical element, the local mass matrix on the
physical element K can be shown to be

M|K =
|K|
12

2 1 1
1 2 1
1 1 2

 . (1.5)

It is not difficult to see that the global mass matrix will have non-zero entries for every
pair of vertices connected by an edge. As a consequence, the global mass matrix will not
be diagonal and not even block-diagonal.

We now seek to replace the local mass matrix with a diagonal approximation. To do
so, we simply approximate the integrals appearing in the definition of the element mass
matrix by an appropriate quadrature formula. For the particular setting, we choose

Mij ≈ (Mh)ij :=
∑

|K|
|K|
3

3∑
k=1

ϕi(v
K
k )ϕj(v

K
k ), (1.6)

where vKk is the k-th vertex of the element K. This integration rule is known as the vertex
rule, a natural generalization of the trapezoidal rule to dimension d > 1. The proposed
modification immediately leads to a ”lumped” local mass matrix of the diagonal form

Mh|K =
|K|
3

1 0 0
0 1 0
0 0 1

 , (1.7)

As a consequence, also the global mass matrix, which is constructed by assembling local
mass matrices, will be diagonal and hence efficiently invertible. Moreover, the explicit
time stepping scheme (1.3) can now be realized efficiently.

By an appropriate error analysis for non-conforming finite element discretizations, one
can show that the method retains optimal convergence order [36], i.e.

max
n

∥p(tn)− pnh∥L2(Ω) + h(
∑n

k=1
τ∥p(tk)− pkh∥2H1(Ω))

1/2 = O(h2 + τ 2).

From this simple example, one might get the wrong impression that mass lumping is
always for free, which is however not true in general, as we illustrate next.

18



Figure 1.2.: Degrees of freedom of the space P2 on K̂.

Second order mass lumping in H1

To improve the convergence order in h, we have to increase the polynomial order of
the spatial approximation and look for an appropriate quadrature rule having sufficient
accuracy and giving rise to a diagonal mass matrix. For quadratic finite elements P2(K),
we have a total of six shape functions for every element K; three are associated with
the vertices, and three are associated with the three edges of K; see Figure 1.2 for a
sketch. To obtain a diagonal mass matrix, it is then natural to choose the location of the
degrees of freedom as the quadrature points, and to determine the quadrature weights to
obtain the optimal accuracy, here exactness for (at least) quadratic polynomials; see [36].
Unfortunately, the only quadrature rule that fulfills these conditions has zero weights at
the vertices and hence leads to a singular mass matrix.
A solution to overcome this problem is to extend the finite element space by an ad-

ditional degree of freedom, which allows for more flexibility in finding an appropriate
quadrature rule. Let us consider the extended space

P̃2 = P2 ⊕ span{b3},

where b3 represents the cubic bubble function that vanishes at the boundary of the el-
ement. Using the natural location of the degrees of freedom as quadrature points, see

Figure 1.3.: Degrees of freedom of the space P̃2 on K̂.

Figure 1.3, one can find a corresponding quadrature rule which is exact for all cubic
polynomials and has strictly positive weights. The lumped mass matrix is defined by

(Mh)ij :=
∑

|K|
|K|

(
1

20

3∑
k=1

ϕi(vk)ϕj(vk) +
2

15

3∑
k=1

ϕi(ek)ϕj(ek) +
9

20
ϕi(m))

)

where vk represents the k-th vertex and ek the k-th edge midpoint and m the barycenter
of the element K. If the basis functions are chosen as the Lagrangian basis concerning
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1. Introduction

the quadrature points, the local mass matrix is again diagonal. For the resulting finite
element method, one can show that

max
n

∥p(tn)− pn∥L2(Ω) + h(
∑n

k=1
τ∥p(tk)− pk∥2H1(Ω))

1/2 = O(h3 + τ 2).

In particular, the method is second-order accurate in the energy norm, as desired.
For a comprehensive analysis of mass lumping schemes for the wave equation in H1

and extensions to higher order approximations, we refer to [35, 73]. The error anal-
ysis has been extended recently by Geevers [60], who developed relaxed conditions on
the exactness of the quadrature rule required for higher order approximations on tetra-
hedral grids. The available results indicate that the design of appropriate quadrature
rules for simplicial elements requires some flexibility and additional degrees of freedom
in the corresponding finite element spaces, which becomes disadvantageous for very high
approximation orders. In contrast, almost optimal mass lumping strategies of arbitrary
order can be obtained for quadrilateral and hexahedral grids by tensor-product Gauss-
and Gauss-Lobatto quadrature rules and corresponding finite element spaces; see [35] for
details.
Another strategy for obtaining finite element approximations with diagonal or block-

diagonal mass matrices is offered by discontinuous Galerkin (dG) methods. We refer to
the book of Warburton and Hesthaven [66] for a detailed introduction. The advantage
of having easily invertible mass matrices, however, comes at the cost of a significant
increase in the number of degrees of freedom and additional coupling terms required
to obtain a consistent and stable approximation. For moderate approximation orders,
continuous Galerkin schemes with mass lumping therefore seem to be more efficient than
corresponding discontinuous Galerkin schemes; see [60, 115] for detailed comparisons.

Mixed finite element methods for the wave equation

Mixed finite element approximations have been analyzed thoroughly in the early 70s by
Crouzeix and Raviart [43] and Brezzi [24] for the solution of problems in fluid dynamics
and elasticity. Applications include the Darcy equations modeling flow in porous media,
the Maxwell eigenvalue problem, incompressible flow, poroelasticity, and so on. For a
comprehensive list of applications, we refer to [19, Chapter 7].
As one area of applications, we are interested here in mixed finite element approxima-

tions for wave propagation problems. By introducing the velocity v = ∂tp and the stress
σ = −∇p as new variables, the wave equation (1.1) can be written equivalently as a first
order system

∂tv + div σ = 0, (1.8)

∂tσ +∇v = 0, (1.9)

called a velocity-stress formulation in [61]. When considered on a bounded domain Ω, the
system is again to be complemented with appropriate boundary and initial conditions.
In the context of variational approximation methods, we now have two choices for spatial
discretization. The first natural choice is to discretize v in H1(Ω) and σ in L2(Ω)d. For
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this choice, it is possible to eliminate the stress on the algebraic level and essentially revert
to the second order formulation (1.1) from before.
Another choice is to discretize v in L2(Ω) and σ in H(div,Ω), leading to a mixed

finite element method. Corresponding schemes have been studied by Geveci [61], and
later by Dupont and Wheeler [41], Makridakis [79] and Jenkins et al. [71]. In [46], we
established super-convergence results and post-processing schemes for such mixed finite
element approximations. After choosing appropriate basis functions, (1.8)–(1.9) leads to
the algebraic system

D∂tv + Bσ = 0,

M∂tσ − B⊤v = 0,

where B is the discrete divergence matrix and M and D are the H(div,Ω) and L2(Ω) mass
matrices, respectively. Since L2(Ω) does not require any sort of continuity across element
interfaces, it is clear that D can be made diagonal by a proper choice of the basis. With
this in mind, we can eliminate the velocity v on the algebraic level, and obtain the system

M∂ttσ + B⊤D−1Bσ = 0

for the stress σ only, which is of the same structural form as (1.2). For the efficient
time integration by explicit schemes, it is now essential that the mass matrix M for
H(div)-finite elements is easily invertible, which again requires appropriate mass lumping
schemes. In contrast to wave propagation problems in H1, mass lumping strategies for
H(div) are however hardly available in the literature. In [29], mass lumping for the lowest
order RT0 space on rectangular Cartesian grids has been investigated by Becache et.al.
for discretizations of the elastodynamic wave equation. Strategies for quadrilateral and
hexahedral elements can again be found in [35]. In this work, we focus on mass lumping
for finite element approximations in H(div) on unstructured grids, which has also been
investigated in the context of mixed finite element approximations of the Poisson problem.

Porous medium flow

A standard model for the subsurface flow of an incompressible fluid is given by the system

K−1u+∇p = 0, (1.10)

div u = f. (1.11)

Here u is the flow velocity, p is the pressure, and K is the hydraulic conductivity of
the medium. The equations are assumed to hold on a bounded domain Ω and comple-
mented by homogeneous boundary conditions for the pressure. A mixed finite element
approximation for u in H(div,Ω) and p in L2(Ω) then leads to the algebraic saddle point
problem (

B
M

0
−B⊤)(

p
u
)

=

(
f
0
)
,
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1. Introduction

where B is the discrete divergence matrix and M is the H(div) mass matrix. While this
approximation is known to have many advantageous features, like local mass conservation
and improved accuracy for rough coefficients, the increased dimension and saddle point
structure of the algebraic system are certainly obstacles to computational efficiency.
A well-known strategy to overcome the saddle point structure is hybridization, originally

introduced by Arnold and Brezzi in [7]. In this method, the continuity of the velocity vari-
ables is broken up and re-established via Lagrange multipliers. This allows for eliminating
velocities and pressures by local static condensation and obtaining a global positive defi-
nite system for the Lagrange multipliers, which play the role of pressure variables located
at the element interfaces. By equivalence to the standard mixed finite element method,
all convergence results of the latter remain valid.
Direct elimination of the velocity degrees of freedom, on the other hand, would lead

to a Schur complement problem for the original pressure variables, which is also positive
definite. Unfortunately, the resulting system matrix BM−1B⊤ is not sparse and this ap-
proach is therefore not computationally efficient. In [112], Wheeler and Yotov proposed
the multipoint flux mixed finite element (MFMFE) method for Darcy flow, in which the
H(div)-conforming mass matrix M is replaced by a block-diagonal approximation. This
is achieved by considering the lowest order BDM space on triangles and parallelograms,
together with appropriate numerical quadrature by the vertex rule and a special choice of
basis functions. As a consequence, the velocity degrees of freedom can be eliminated by
a local process and the resulting Schur complement matrix for the pressure is sparse and
can be interpreted as a certain finite volume of discontinuous Galerkin method. The ap-
proach was extended to hexahedral elements in [70], and quite recently to arbitrary order
elements [4], albeit only for quadrilaterals and hexahedral grids. An extension to higher
order approximations for unstructured grids under relaxed conditions on the quadrature
rule has been proposed in our recent publication [48].
While the advantage of the MFMFE method compared to hybridization is not com-

pletely clear in the context of porous medium flow, the underlying approximation of the
mass matrix has drastic benefits for the efficient solution of acoustic wave propagation
problems in H(div). Hybridization in this case would still require the solution of linear
systems in every time step, and thus not bring the same advantage. For matters of presen-
tation, we will nevertheless study mass lumping strategies for H(div) first in the context
of porous medium flow, and then extend the results to wave propagation problems.

Maxwell’s equations

Similar problems regarding the efficient realization of mixed finite element methods arise
also in the context of electromagnetic wave propagation. As a simple model problem, we
consider the time domain Maxwell’s equations

ϵ∂tE − curlH = 0, (1.12)

µ∂tH + curlE = 0. (1.13)

Here E and H describe the electric and magnetic field intensities, and ϵ, µ, the electro-
magnetic material parameters. The equations are again considered in a bounded domain
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Ω and supplemented with appropriate initial and homogeneous boundary conditions.

The approximation by mixed finite elements in H(curl,Ω) and L2(Ω) leads to an alge-
braic system of equations

M∂te+ Bh = 0,

D∂th− B⊤e = 0.

Here M and D are the mass matrices for H(curl,Ω) and L2(Ω), while B is the discrete
curl matrix. Elimination of h on the algebraic level again yields a second-order form

M∂tte+ B⊤D−1Be = 0.

The analysis of finite element methods for time-dependent Maxwell’s equations has been
conducted by Monk in the 90s, see e.g. [80, 85], based on the H(curl)-conforming finite
element spaces proposed in the 80s by Nédélec [92, 90]; also see [87].

For the efficient solution by the explicit time-stepping scheme, it is again essential to
have an easily invertible approximation for the H(curl) mass matrix M. Corresponding
mass lumping techniques for H(curl) have been proposed in the literature: A method
that strongly resembles row-sum lumping has been mentioned by Baranger [13]; also see
[78] for a detailed investigation. The method is applicable to the lowest order Nédélec
approximation on triangular grids and produces a fully diagonal lumped mass matrix.
Unfortunately, the method is stable only if the underlying mesh is of the Voronoi type.
An extension to tetrahedral grids has also been proposed [78], but the stability conditions
are rather restrictive, depending heavily on the mesh quality. Mass lumping in H(curl)
has been studied more systematically in the late 90s by Cohen and Monk [37] for hex-
ahedral grids and by Elmkies and Joly in [54, 55] for simplicial elements. These works
focus on a dispersion error analysis and a rigorous convergence analysis was missing until
recently [50], when we were able to close this gap.

Another, very efficient way of approximating Maxwell’s equations in time domain is
given by the finite difference time domain method, originally proposed by Yee [114] in
the 60s, and later studied intensively, e.g. by Taflove and co-workers; see [104] and the
survey [105]; see also, Weiland [109], who laid the foundations for the finite integration
technique (FIT) for Maxwell’s equations, which leads to similar algebraic systems as the
FDTD method, but has much stronger roots in the field of discrete exterior calculus.
On rectangular grids and for isotropic smoothly varying materials, both methods result
in extremely efficient explicit time-stepping schemes with diagonal mass matrices and
second-order accuracy in space and time. The systematic approximation of complex
geometries and anisotropic and/or strongly varying coefficients, however, leads to severe
complications, which require non-trivial modifications that negatively affect stability and
accuracy. In the course of this thesis, we will provide a natural generalization of the
FDTD/FIT methods to unstructured grids, which is backed by a systematic stability and
convergence analysis. In contrast to related results in [33], our approach is again backed
up by a strong relation to mixed finite element methods.
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1. Introduction

Outline of the main results

As announced in the previous discussion, we seek to construct and analyze new mass
lumping strategies for problems in H(curl) and H(div) on unstructured grids and to
investigate applications in the context of wave propagation and porous medium flow. The
goal is to significantly improve the efficiency of mixed finite element methods without
sacrificing their stability and accuracy. While our theoretical findings are in principle
applicable to higher-order approximations, we will focus in particular on approximations
of first and second order, for which the proposed methods seem to provide the highest gain
in efficiency. For approximations of a very high order, discontinuous Galerkin methods
seem to be rather competitive, and at least on unstructured grids, the advantage of the
mass lumping strategies is not so clear. Before going into the details, let us briefly outline
the contents of the thesis and sketch our main contributions.

Chapter 2: A multipoint flux mixed finite element method

We start with studying mass lumping in H(div) in the context of mixed finite element
approximations of porous medium flow; see (1.10)–(1.11). First order approximations
with mass lumping on simplicial grids have already been considered in [112] based on
the finite element pair BDM1 − P0. After briefly reviewing this method, we present a
second-order accurate approximation with mass lumping based on RT1 − P1 finite ele-
ments. The error analysis we conduct is not just a pure extension of the theory presented
in [112], but requires new ideas that allow us to reduce the assumptions on the quadra-
ture rule. In contrast to the first order method of Wheeler and Yotov, the proposed mass
lumping does not affect the convergence orders of the mixed finite element approximation,
which is also verified by numerical tests. The main results of this chapter have been pub-
lished in [48], where we also extended the analysis to arbitrary order approximations and
different element types, such as quadrilaterals, hexahedra, and even prismatic elements.

Chapter 3: A second order finite element method for poroelasticity

We then apply the methodology developed in Chapter 2 to design and analyze an efficient
mixed finite element method for poroelasticity. We consider the three-field formulation
in a quasi-static setting, given by

−div(2µ ϵ(u) + λ div(u)I) + α∇p = f,

α div(∂tu) + div(v) = g,

K−1v +∇p = 0.

Note that the lower right part of the system amounts to the equations (1.10)–(1.11) gov-
erning porous medium flow, but now the coupled deformation of the elastic porous matrix
is taken into account. Mass lumping here allows to eliminate the seepage velocity v from
the system and to obtain a two-field formulation involving only the elastic deformation
u and the pressure p. For our analysis, we consider here a second-order approximation
based on the finite element triplet P+

2 −P1−RT1 with mass lumping. Here P+
2 represents
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an extension to the quadratic polynomial space P2 by appropriate bubble functions. Uti-
lizing some non-trivial extensions of the theoretical results of the first chapter allows us
to show that the resulting method is second-order accurate in all variables. Second-order
convergence is also established for an appropriate implicit time-stepping scheme, which is
similar to the trapezoidal rule. The results presented in this chapter are under preparation
for publication.

Chapter 4: Mass lumping for wave propagation in H(div)

We continue with taking advantage of our theoretical findings concerning mass lumping
in H(div) for the application to acoustic wave propagation problems. In [47], we al-
ready investigated mass lumping for the discretization of (1.8)–(1.9) by the mixed finite
element pair BDM1–P0. We showed that the method is only first-order convergent, but
proved super-convergence for the pressure averages, which allowed us to analyze post-
processing strategies that grant second-order accuracy in both variables. Unfortunately,
the post-processing for the velocity requires the solution of a global system in space. After
briefly summarizing these results, we also present our more recent work [49], in which
we construct a method that can be interpreted as a generalization of the FDTD method
to unstructured grids. After this, we present our results published in [51], which are
concerned with second-order approximations for acoustic wave propagation based on the
RT1–P1 finite element with mass lumping. In addition, we also provide a full convergence
analysis for the explicit time stepping scheme (1.3) mentioned in the introduction. The
resulting method is of second-order convergence in space and time.

Chapter 5: Mass lumping in H(curl) for electromagnetic waves

In the last chapter, we extend our considerations to electromagnetic wave propaga-
tion modeled by the time dependent Maxwell’s equations (1.12)–(1.13). While the two-
dimensional case can be treated by slightly modifying our results for wave propagation in
H(div), the extension to three-dimensional problems in H(curl) requires some significant
modifications. We again start with studying approximations of the first order and present
a method that can be understood as a variational extension of the FDTD method to
unstructured grids. We then turn to second order approximations and present our results
published in [50], where we provide a detailed error analysis of a method proposed by
Elmkies and Joly [55], and show that it is second order accurate if, and only if, the true
solution satisfies a certain compatibility condition. Moreover, we presented a modification
of this method that yields second-order accuracy without this restriction. A full conver-
gence analysis of this method, including time discretization, is given and second order
accuracy in space and time is established.

25





2. A multipoint flux mixed finite
element method for porous medium
flow

In this chapter, we investigate the efficient numerical approximation of fluid flow in porous
media by mixed finite element methods with mass lumping. As a simple model for porous
medium flow, we consider the Darcy problem

u+K∇p = 0 in Ω, (2.1)

div u = f in Ω. (2.2)

Here u is the flow velocity, also called flux in the sequel, p is the fluid pressure, f is the
mass flux source term, and K denotes the hydraulic conductivity tensor.
The two equations describe Darcy’s law and the conservation of mass, respectively.

Equation (2.1) is a phenomenologically derived and experimentally validated constitutive
equation describing a linear relationship between velocity and the pressure gradients. We
refer to [16] for background on the modeling and various extensions. We consider a
bounded domain Ω and assume, for simplicity, that the pressure satisfies

p = 0 on ∂Ω. (2.3)

More general boundary conditions can be treated with minor modifications to our argu-
ments.
Inserting u according to (2.1) into (2.2) leads to the generalized Poisson equation

−div(K∇p) = f in Ω (2.4)

for the pressure only. Existence and uniqueness of weak solutions of (2.3)–(2.4) follows by
the Lax-Milgram lemma, [56, Chapter 6.2]. From this, one can also deduce the unique
solvability of (2.2)–(2.3) in an appropriate sense; see Lemma 2.1.1 below.
The discretization of the weak form of (2.3)–(2.4) can be done by H1-conforming finite

element methods. Convergence results are well-known and hold under rather general
conditions for the problem data. Unfortunately, the method is known to suffer from
rough coefficients K which typically appear in porous media. Further note that Darcy’s
law (2.1), which is of a phenomenological nature, is incorporated directly on the discrete
level, while the essential conservation law (2.2) is only satisfied in a weak sense. From a
physical point of view, it seems more natural to preserve (2.2) in a strong sense instead.
Moreover, the flow velocity uh = −K∇ph, which is in many cases the actual quantity of
interest, is approximated with less accuracy than the pressure ph.
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2. A multipoint flux mixed finite element method

An alternative approach that allows guaranteeing mass conservation explicitly also on
the discrete level is offered by finite volume methods [57]. Their basic idea is to inte-
grate (2.2) over small control volumes and subsequently apply the divergence theorem,
which leads to integrals over the cell boundary involving the normal fluxes n · u. In the
two-point flux approximation [57], the flux term n ·u is approximated by the difference in
the values of two neighboring elements. This technique works well on regular orthogonal
grids, as well as for Delaunay or Voronoi meshes satisfying certain angle conditions [57],
but may lead to instabilities on general meshes and for anisotropic coefficients K. To cir-
cumvent this issue, so-called multipoint flux approximations have been considered, which
gather the flux information from multiple neighboring elements [1]. A related discretiza-
tion approach is given by discontinuous Galerkin methods [8, 9], which offer a systematic
way of interpreting and generalizing finite volume methods in a variational setting. This
allows the extension to arbitrary order methods and enables a rigorous error analysis. All
these approaches lead to algebraic systems of the form

Kp = f,

where K is discrete approximation of −div(K∇·) and p is the coefficient vector of the
discontinuous approximation of ph of the pressure p in (2.4).
Another well-established discretization strategy that leads to mass conservative schemes

is the mixed finite element methods, see [19] for a comprehensive survey. Rigorous con-
vergence results for these methods are available under minimal assumptions on both,
data and mesh. A downside is that their straightforward algebraic realization leads to
saddle-point problems of the form(

M −B⊤

B 0

)(
u
p

)
=

(
0
f

)
, (2.5)

which involve substantially more degrees of freedom and yield indefinite systems. This
complicates the efficient computation of the solution to some extent; see [27, 53, 22].
In [112], Wheeler and Yotov proposed a modification of a mixed finite element method

that allows the reduction of (2.5) to a positive definite system of the form

B⊤M−1
h Bp = B⊤f.

HereMh is a block-diagonal approximation of the mass matrixM in (2.5) obtained through
inexact numerical integration, which we refer to as (nodal) mass lumping in this thesis.
Since the matrices B and M−1

h are sparse, the system matrix Kh = B⊤M−1
h B provides a

sparse approximation of the differential operator −div(K∇·), similar to a finite volume
approximation. The algebraic flux velocity variable u can then be computed by

u = −M−1
h Bp. (2.6)

Note that, since M−1
h B is sparse, the flux u can be constructed locally from p. Because of

its similarity to multipoint flux finite volume schemes, the method has been termed ”the
multipoint flux mixed finite element” (MFMFE) method in [112].

28



Full convergence analysis for first-order MFMFE approximations on structured and un-
structured grids was given in [112] the framework of inexact Galerkin approximations. In
[70], the extension to meshes consisting of (slightly perturbed) affine hexahedral meshes
was considered, which required the construction of an extension of the BDDF finite ele-
ment space [25]. The case of a general quadrilateral or hexahedral grid, resulting from
non-affine transformations of corresponding reference elements, was treated in [110]. A
similar analysis was developed previously for the investigation of related finite difference
and finite volume methods [2, 77]. In a recent preprint [4], high order approximations on
affine quadrilateral and hexahedral grids have been constructed by using tensor-product
Gauss-Lobatto quadrature rules and appropriate extensions of RTk elements.

While the construction of higher-order MFMFE methods on quadrilateral and hexahe-
dral grids is rather straightforward, the formulation and analysis of higher-order methods
on simplicial meshes are more difficult. In this chapter, we discuss such a higher order
MFMFE method on unstructured triangular and tetrahedral meshes. For ease of presen-
tation, we focus on the second-order approximation, but our analysis reveals the general
ingredients that are required to obtain higher-order approximations on various types of
elements. More details can be found in our publication [48] and the concluding discussion.

Outline

Let us briefly sketch the outline of the sections contained within this chapter.

Section 2.1. Notation and preliminaries: We give a brief overview regarding the existence,
uniqueness, and regularity of solutions to the Darcy problem.

Section 2.2. Mixed finite element approximation: As a next step, we introduce the stan-
dard mixed finite element approximation, state basic convergence results, and also
recall the first order MFMFE method from [112].

Section 2.3. A second order multipoint flux mixed finite element method: We introduce
the second order approximation and make statements regarding the existence and
uniqueness of solutions to the discrete problem. We then provide a comprehensive
error analysis, establishing second-order convergence in both variables, as well as
super-convergence of the pressure averages.

Section 2.4. Implementation and numerical tests: After the theoretical analysis, we spec-
ify appropriate basis functions that lead to the desired block-diagonal structure of
the mass matrix. We do this for both the 2D and 3D simplicial cases. Moreover,
we provide numerical results that verify and illustrate our analytical findings.

Section 2.5 Discussion: In closing this chapter, we give a short outlook on the construc-
tion of higher-order MFMFE methods and briefly comment on the comparison to
other methods, such as hybridization and dG methods.
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2. A multipoint flux mixed finite element method

2.1. Notation and preliminaries

We denote by Lp(Ω) and W k,p(Ω) the standard Lebesgue and Sobolev spaces which are
equipped with their usual norms. We further write Hk(Ω) = W k,2(Ω) and define

H(div,Ω) := {u ∈ L2(Ω)d | div u ∈ L2(Ω)}

for d = 2, 3 with norm ∥u∥H(div,Ω) = (∥u∥2L2(Ω)+∥div u∥2L2(Ω))
1/2. Throughout our analytical

considerations, we utilized the following assumptions:

(A1) Ω ⊂ Rd, d = 2, 3, is a bounded Lipschitz domain and K ∈ L∞(Ω)d×d such that K(x)
is symmetric and uniformly positive definite for a.e. x ∈ Ω , i.e.

k|ξ|2 ≤ ξ⊤K(x)ξ ≤ k|ξ|2, (2.7)

for some constants 0 < k, k <∞. Furthermore, let f ∈ L2(Ω).

2.1.1. Well-posedness

We start by establishing the well-posedness of our model problem.

Lemma 2.1.1 (Well-posedness).
Let assumption (A1) hold. Then (2.1)–(2.3) has a unique solution u ∈ H(div,Ω)∩Lr(Ω)
and p ∈ W 1,r(Ω) for some r > 2 and

∥u∥H(div,Ω) + ∥u∥Lr(Ω) + ∥p∥W 1,r(Ω) ≤ C∥f∥L2(Ω)

with positive constants r, C depending only on Ω and the bounds in (2.7).

Proof. The system (2.1)–(2.3) is equivalent to the boundary value problem (2.3)–(2.4),
for which existence of a unique weak solution p ∈ H1

0 (Ω) follows readily from the Lax-
Milgram theorem; see [56]. From the results of [63, 64], we can further infer that p ∈
W 1,r(Ω) for some r > 2, depending only on the Lipschitz character of Ω and the bounds
for K. Setting u = −K∇p ∈ L2(Ω)d yields u ∈ L2(Ω) and also

∥u∥Lr(Ω) = ∥K∇p∥Lr(Ω) ≤ ∥K∥L∞(Ω)∥∇p∥Lr(Ω) ≤ c∥p∥W 1,r(Ω) ≤ C∥f∥L2(Ω).

From (2.4) one can also see that div u = div(−K∇p) = f ∈ L2(Ω). This immediately
yields u ∈ H(div,Ω) and the corresponding bound for ∥u∥H(div,Ω).

As a starting point for the construction of discretization methods, we consider the
following variational characterization of solutions to our model problem.

Lemma 2.1.2 (Variational characterization).
Let (u, p) ∈ H(div,Ω)×H1

0 (Ω) denote a solution of (2.1)–(2.3). Then

(K−1u, v)− (p, div v) = 0 ∀ v ∈ H(div,Ω), (2.8)

(div u, q) = (f, q) ∀ q ∈ L2(Ω). (2.9)
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2.2. Mixed finite element approximation

Proof. The identity (2.9) follows by testing (2.2) with a q ∈ L2(Ω) and integrating over
the domain Ω. For (2.8), we test (2.1) with a function v ∈ H(div,Ω) and compute

0 = (K−1u, v) + (∇p, v) = (K−1u, v)− (p, div v) + (p, n · v)L2(∂Ω).

The boundary term vanishes as a result of condition (2.3).

Remark 2.1.3. The variational identities (2.8)–(2.9) make sense for functions (u, p) ∈
H(div,Ω)×L2(Ω). By Lemma 2.1.1, we already know that a solution with even a bit more
regularity exists. Alternatively, the existence of a unique solution (u, p) ∈ H(div,Ω) ×
L2(Ω) could also be established by the Brezzi theorem; see [24]. The essential ingredient
here is the inf-sup condition

sup
v∈H(div,Ω)

(div v, q)

∥v∥H(div,Ω)

≥ β∥q∥L2(Ω) ∀q ∈ L2(Ω), (2.10)

which is equivalent to the surjectivity of the divergence operator div : H(div,Ω) → L2(Ω).
This property can easily be verified by integration and elementary estimates.

2.2. Mixed finite element approximation

In the following, we consider discretization schemes based on Galerkin approximations of
the variational principle (2.8)–(2.9). Before considering specific examples of approxima-
tion spaces Vh ⊂ H(div,Ω) and Qh ⊂ L2(Ω), let us briefly introduce some of our notation
and recall some basic results for finite element approximations.

2.2.1. Preliminaries

By Th = {Kn : n = 1, . . . , N} we denote a geometrically conforming (regular) family of
decompositions of the domain Ω into d–dimensional simplices Kn, in the sense of [32].
We write hK and ρK for the diameter and inner circle radius of the element K and call
h = maxK hK the mesh size. For our subsequent analysis, we always assume that

(A2) Th is a γ-shape regular simplicial mesh of Ω, i.e. there exists a constant γ > 0 such
that γhK ≤ ρK ≤ hK for all K ∈ Th. Moreover, K ∈ W 1,∞(Th)

d×d.

Here W k,p(Th) denotes the broken Sobolev space of piecewise regular functions over the
mesh Th. The assumption on the hydraulic conductivity tensor K ∈ W 1,∞(Th) is made to
ensure that point evaluations of K are well defined on the given mesh, which is required
for some of our results later on. We further introduce

Hk(Th) = {q ∈ L2(Ω) : q|K ∈ Hk(K), ∀K ∈ Th} (2.11)

with norm ∥v∥2
Hk(Th) =

∑
K∈Th ∥u∥

2
Hk(K)

. In a similar manner, we denote by

Pk(Th) = {v ∈ L2(Ω) : v|T ∈ Pk(K)} (2.12)

the space of piecewise polynomials over the mesh Th, with Pk(K) representing the space
of polynomials of degree at most k over the element K.
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2. A multipoint flux mixed finite element method

2.2.2. Standard mixed finite element approximations in H(div)

For later reference, let us briefly recall some results about the standard mixed finite
element approximation of (2.8)–(2.9). To approximate functions in H(div,Ω) and L2(Ω),
we consider the finite element spaces

Vh = {vh ∈ H(div,Ω) : vh|K ∈ Mk(K)} and Qh = Pk(Th). (2.13)

As candidates for the local velocity spaces, we use

Mk(K) = BDMk+1(K) := Pk+1(K)d or (2.14)

Mk(K) = RTk(K) := Pk(K)d ⊕ {x · P h
k (K)}. (2.15)

These spaces were introduced in [26] and [97]; also see [19] for a comprehensive survey.
We then consider the following discretization scheme.

Problem 2.2.1 (Exact Galerkin approximation).
Find (uh, ph) ∈ Vh ×Qh such that

(K−1uh, vh)− (ph, div vh) = 0 ∀vh ∈ Vh, (2.16)

(div uh, qh) = (f, qh) ∀qh ∈ Qh. (2.17)

Well-posedness and convergence results for this method are well established, see e.g.
[27, 18]. The following assertions are collected from [19, Proposition 7.1.2] and [27].

Lemma 2.2.2 (Error estimates for the standard mixed finite element method).
Let (A1)–(A2) hold and let (u, p) denote a sufficiently smooth solution of (2.1)–(2.2).
Then for Vh and Qh as defined in (2.13), there exists a unique solution (uh, ph) to Prob-
lem 2.2.1 and the following error estimates are valid:

∥u− uh∥L2(Ω) ≤
{
Chk+2∥u∥Hk+2(Th) if Mk(K) = BDMk+1(K),

Chk+1∥u∥Hk+1(Th) if Mk(K) = RTk(K),

∥div(u− uh)∥L2(Ω) ≤ Chk+1∥div u∥Hk+1(Th),

∥p− ph∥L2(Ω) ≤ Chk+1(∥u∥Hk+1(Th) + ∥p∥Hk+1(Th)).

If Ω is convex and K ∈ W 1,∞(Ω) ∩W 2,∞(Th), then further

∥π0
h(p− ph)∥L2(Ω) ≤ Chk+2∥u∥Hk+1(Th).

These results will serve as a comparison to the mass lumped methods we introduce next.
The last estimate shows that the pressure averages on every element converge faster than
the pressure itself, which cannot converge faster than with first order. This behavior is
called super-convergence, and post-processing strategies can be formulated to construct
better approximations for the pressure; see [103] and Section 2.3.6 below.
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2.2. Mixed finite element approximation

2.2.3. The first order multipoint flux mixed finite element method

We now recall the approach introduced in [112]. It is based on modifying (2.16)–(2.17)
by replacing the scalar product (K−1uh, vh) by an approximation (K−1uh, vh)h which is
obtained by appropriate numerical quadrature. The approximation spaces for the first
order method are chosen as

Vh = {vh ∈ H(div,Ω) : vh|K ∈ BDM1(K)} and Qh = P0(Th). (2.18)

Note that the BDM1 element has two degrees of freedom per edge on the triangle and three
degrees of freedom per face on the tetrahedron, which can be shifted to the corresponding
vertices; see Figure 2.1 for a sketch. This shows that on every element, exactly d degrees

Figure 2.1.: Degrees of freedom for the space BDM1(K̂) on the reference triangle (left) and
on the reference tetrahedron (right). The blue dots represent the locations of
the quadrature points.

of freedom can be associated with each vertex. We then introduce the local quadrature
rule

QK(f) :=
|K|
d+ 1

d+1∑
k=1

f(vKk )

also known as the vertex rule, and note that QK(f) integrates all linear polynomials
exactly. For piecewise smooth functions u and w, we define the inexact scalar product

(K−1u,w)h :=
∑

K∈Th
QK((K−1u) · w). (2.19)

For the numerical approximation of (2.8)–(2.9), we now consider the following method.

Problem 2.2.3 (First order MFMFE method).
Let Vh, Qh and (·, ·)h be defined as in (2.18)–(2.19). Find (uh, ph) ∈ Vh ×Qh such that

(K−1uh, vh)h − (ph, div vh) = 0 ∀vh ∈ Vh,

(div uh, qh) = (f, qh) ∀qh ∈ Qh.

For later reference, we summarize the main convergence results for this scheme [112].
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2. A multipoint flux mixed finite element method

Lemma 2.2.4 (Error estimates for the first order method).
Let (A1)–(A2) hold. Then Problem 2.2.3 has a unique solution (uh, ph) that satisfies

∥u− uh∥L2(Ω) + ∥p− ph∥L2(Ω) ≤ Ch(∥u∥H1(Th) + ∥p∥H1(Th)),

∥div(u− uh)∥L2(Ω) ≤ Ch∥div u∥H1(Th).

If Ω is convex and K ∈ W 2,∞(Th) ∩W 1,∞(Ω), then

∥π0
h(p− ph)∥L2(Ω) ≤ Ch2(∥u∥H1(Th) + ∥div u∥H1(Th)).

Remark 2.2.5. According to Lemma 2.2.2, the standard mixed finite element approx-
imation yields second-order convergence in the velocity, i.e. ∥u − uh∥L2(Ω) = O(h2). In
contrast to that, only first-order convergence is attained for the MFMFE method. This
loss in accuracy is also observed in numerical experiments. Surprisingly, the pressure av-
erages still exhibit super-convergence. To the best of our knowledge, there seems no way
to recover second-order accurate velocity approximations by local post-processing. Thus,
mass lumping leads to a true reduction in the order of convergence.

2.3. A second-order multipoint flux mixed finite element
method

By extending the ideas of [112], we now construct and analyze a second-order MFMFE
method. The analysis of this scheme requires some non-trivial new arguments, which in
principle also carry over to higher order approximations; see the discussion in [48] and at
the end of this section. As global approximation spaces, we choose

Vh = {vh ∈ H(div,Ω) : vh|K ∈ RT1(K)} and Qh = P1(Th). (2.20)

Let us note that the local RT1 space on triangles has two degrees of freedom per edge
and two in the interior, and on tetrahedra, we have three degrees of freedom per face and
three in the interior. By formally shifting some of the degrees of freedom towards the
vertices, we obtain the particular distribution as depicted in Figure 2.2. Observe that
exactly d degrees of freedom are associated with the d + 2 point depicted in blue. As a
quadrature rule, we now choose

QK(f) = |K|

(
αf(m) +

d+1∑
i=1

β f(vi)

)
. (2.21)

Here m and vi represent the element midpoint and its vertices, which are the integration
points, while α and β are the corresponding weights defined in the caption of Figure 2.2.
This quadrature rule is exact for quadratic polynomials on both triangles and tetrahedra.
General cubic polynomials are, however, not integrated exactly. We again denote by

(K−1u,w)h :=
∑

K∈Th
QK(K−1u · w), (2.22)

the corresponding inexact scalar product for our problem. For the numerical approxima-
tion of the variational problem (2.8)–(2.9), we now consider the following scheme.
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2.3. A second-order multipoint flux mixed finite element method

Figure 2.2.: Degrees of freedom for the space RT1(K̂) on the triangle (left) and on the
tetrahedron (right). The blue dots represent the locations of the quadrature
points. The associated weights are α = 3

4
and β = 1

12
on the triangle and

α = 4
5
and β = 1

20
on the tetrahedron.

Problem 2.3.1 (Second order MFMFE method).
Let Vh, Qh and (·, ·)h be defined as in (2.20)–(2.22). Find (uh, ph) ∈ Vh ×Qh such that

(K−1uh, vh)h − (ph, div vh) = 0 ∀vh ∈ Vh, (2.23)

(div uh, qh) = (f, qh) ∀qh ∈ Qh. (2.24)

To establish the well-posedness of this inexact Galerkin method, let us mention two
auxiliary results. As an immediate consequence of the definition of the inexact scalar
product (2.22), one can deduce the following assertion.

Lemma 2.3.2 (Norm equivalence).
Let (A1)–(A2) hold. Then there exist c1, c2 > 0, independent of the mesh Th, such that

c1(vh, vh) ≤ (K−1vh, vh)h ≤ c2(vh, vh), ∀vh ∈ Vh. (2.25)

Proof. It is not difficult to verify that for every K ∈ Th, the term QK(K−1uh · vh) defines
a scalar product on the finite-dimensional space RT1(K). The assertion of the lemma is
then obtained by scaling arguments and summation over all elements.

In addition, we require the discrete inf-sup condition

sup
vh∈Vh

(div vh, qh)

∥vh∥H(div,Ω)

≥ βh∥qh∥L2(Ω) ∀qh ∈ Qh. (2.26)

with some constant βh > 0. Under assumption (A2), the constant βh can be chosen
independent of h; we refer to [19, Chapter 7.1.2] for details. By combining these
observations, we can immediately prove the following claim.

Lemma 2.3.3 (Well-posedness).
Let (A1)–(A2) hold. Then Problem 2.3.1 admits a unique solution.

Proof. Since Vh and Qh are finite-dimensional, it suffices to show uniqueness. We set
f = 0 and test (2.23) and (2.24) with vh = uh and qh = ph and add the two, which yields

c1∥uh∥2L2(Ω) ≤ (K−1uh, uh) = (ph, div uh) = 0,
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2. A multipoint flux mixed finite element method

where we used Lemma 2.3.2 in the first step. This implies that uh = 0. Using the discrete
inf-sup condition (2.26), equation (2.23) and Lemma 2.3.2 also leads to

βh∥ph∥L2(Ω) ≤ sup
vh∈Vh

(div vh, ph)

∥vh∥H(div,Ω)

= sup
vh∈Vh

(K−1uh, vh)h
∥vh∥H(div,Ω)

≤ c∥uh∥L2(Ω) = 0,

which implies ph = 0. This already completes the proof of the Lemma.

From the approximation properties of the involved finite element spaces, we would ex-
pect the method to be second-order accurate in all components; compare with Lemma 2.2.2.
Our main focus in this section is to prove that this is in fact the case.

Theorem 2.3.4 (Error estimates).
Let (A1)–(A2) hold and (u, p) and (uh, ph) be solutions to (2.8)–(2.9) and (2.23)–(2.24).
Further assume that K ∈ W 2,∞(Th) and that u, p are sufficiently smooth. Then

∥u− uh∥L2(Ω) + ∥p− ph∥L2(Ω) ≤ Ch2(∥u∥H2(Th) + ∥p∥H2(Th))

and ∥div(u− uh)∥L2(Ω) ≤ Ch2∥div u∥H2(Th). If Ω is convex and K ∈ W 1,∞(Ω), then also

∥π0
hp− ph∥L2(Ω) ≤ Ch3∥u∥H2(Th).

Remark 2.3.5. In contrast to the first order method discussed in the previous section,
the inexact numerical approximation does not lead to a loss of accuracy in our second
order MFMFE method. To be more precise: Super-convergence in ∥π1

hp − ph∥L2(Ω) is
lost, but this is of little relevance since this can be overcome by local post-processing; see
Section 2.3.6 below.

The remainder of this section is devoted to a detailed proof of Theorem 2.3.4. We start
by introducing some notation and auxiliary results.

2.3.1. Projection operators

In our analysis, we will make repeated use of the following projection operators:

Πh :Lp(Ω) ∩H(div,Ω) → RT1(Th) ∩H(div,Ω),

Π∗
h :Lp(Ω) ∩H(div,Ω) → BDM1(Th) ∩H(div,Ω),

with some p > 2, which are chosen as the standard interpolation operators for the RT1

and BDM1 spaces; see [19, Section 2.5]. We further denote by πk
h : L2(Ω) → Pk(Th),

the L2-orthogonal projection onto Pk(Th) defined by

(πk
hv, vh) = (v, vh) ∀vh ∈ Pk(Th). (2.27)
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2.3. A second-order multipoint flux mixed finite element method

The same symbol will be used for the projection of vector-valued functions. The well-
known error estimates for these projection operators can be summarized as

∥u− Π∗
hu∥Hℓ(Th) ≤ Chr−ℓ∥u∥Hr+1(Th),

∥u− Πhu∥Hℓ(Th) ≤ Chr+1−ℓ∥u∥Hr+1(Th),

∥div(u− Πhu)∥L2(Th) ≤ Chr∥div u∥Hr(Th),

(2.28)

for 1 ≤ ℓ ≤ r ≤ 2 as well as

∥u− πk
hu∥L2(Ω) ≤ ChsK∥u∥Hs(Ω), (2.29)

for 0 ≤ s ≤ k + 1. Furthermore, the operators satisfy the commuting diagram properties

div Πhu = π1
hdiv u and div Π∗

hu = π0
hdiv u. (2.30)

Auxiliary results

Our error analysis hinges on some particular further properties of the RT1 finite element
spaces, which we summarize for convenience. First, note that

div(BDM1(K)) = P0(K) and div(RT1(K)) = P1(K). (2.31)

Further recall from the definition of RTk that

RT1(K) = BDM1(K)⊕ B(K) with B(K) = x · P h
1 (K).

The following results follow readily from this definition and scaling arguments.

Lemma 2.3.6 (Stable splitting).
Let (A2) hold and let B(K) = x · P h

1 (K) as above. Then

(i) dim(B(K)) = dim(div(B(K))) = d.

(ii) The expression ∥div(·)∥L2(K) defines a norm on B(K) and

∥∇vBK∥L2(K) ≤ C∥div(vBK)∥L2(K) ∀vBK ∈ B(K).

(iii) ∥div(vBK)∥L2(K) ≤ C∥div (vBK + v1K)∥L2(K), for all v1K ∈ P1(K).

The constants C in these estimates only depend on the shape regularity of K.

Proof. (i) From (2.31), we know that div(BDM1(K)) = P0(K) and div(RT1(K)) =
P1(K). The first assumption now follows from the counting argument.

(ii) Let K̂ denote the reference simplex. As a consequence of the dimension count in

(i), we know that ∥div (·)∥L2(K̂) defines a norm on B(K̂). This implies

∥∇̂v̂ B
K∥L2(K̂) ≤ c∥d̂iv(v̂ B

K)∥L2(K̂).
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2. A multipoint flux mixed finite element method

Further, by mapping to the reference using the Piola transformation (A.1), we obtain

∥∇v B
K∥L2(K) ≤ ch−d/2∥∇̂v̂ B

K∥L2(K̂) ≤ c′h−d/2∥d̂iv(v̂ B
K)∥L2(K̂) ≤ cγ∥div(v B

K)∥L2(K),

where cγ depends only on the shape-regularity of K.

(iii) Let K̂ denote the reference simplex and let q̂0 ∈ div(BDM1(K̂)) = P0(K̂) and let

q̂B ∈ div(B(K̂)). Moreover, let π0
h denote the L2-projection onto P0(K̂).

Assume now that q̂B − π0
hq̂B = 0. This implies that q̂B = π0

hq̂B ∈ P0(K̂). Since

P0(K̂) ̸⊆ d̂ivB(K̂), we infer that q̂B = 0. Hence (Id− π0
h) induces a norm on d̂iv(B(K̂)),

i.e. there exists a constant c > 0 such that

∥q̂B − π0
hq̂B∥2L2(K̂)

≥ c∥q̂B∥2L2(K̂)
.

By definition of the L2-projection π0
h, we know that

∥q̂B − π0
hq̂B∥L2(K̂) = min

q̂0∈P0(K̂)
∥q̂0 + q̂B∥L2(K̂).

We can then write

∥q̂0 + q̂B∥2L2(K̂)
≥ ∥q̂B − π0

hq̂B∥L2(K̂) ≥ c∥q̂B∥2L2(K̂)
.

By a scaling argument, together with assumption (A2), we further obtain

∥q0 + qB∥2L2(K) ≥ cγ∥qB∥2L2(K),

for any q0 ∈ P0(K) and qB ∈ div(B(K)) with a constant cγ depending only on the shape-
regularity of Th. This completes the proof of the last assertion.

2.3.2. Estimates for the quadrature error

The error analysis of Problem 2.3.1 requires a detailed analysis of the quadrature. To
simplify notation, we introduce the local and global quadrature errors

σh,K(u, v) := (u, v)h,K − (u, v)K and σh(u, v) =
∑

K∈Th

σh,K(u, v) (2.32)

with (u, v)h,K = QK(u · v) and numerical quadrature QK as defined in (2.21).

Lemma 2.3.7 (Quadrature error).
The quadrature rule (2.21) is exact for polynomials of degree k ≤ 2 on both triangles and
tetrahedra. Moreover, if (A1)–(A2) hold, then

|σh(K−1Πhu, vh)| ≤ Ch2∥K−1∥W 2,∞(Th)∥u∥H2(Th)∥vh∥H(div,Ω) and

|σh(K−1uh, v
∗
h)| ≤ Ch3∥K−1∥W 3,∞(Th)∥uh∥H2(Th)∥v

∗
h∥H1(Th).

for any u ∈ H(div,Ω)∩H2(Th)
d, uh, vh ∈ Vh, v

∗
h ∈ P1(Th)

d and for sufficiently regular K.
The constant C depends only on the shape-regularity constant γ and the domain Ω.
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2.3. A second-order multipoint flux mixed finite element method

Proof. The exactness of the quadrature rule can be verified directly. For the error on
every element K ∈ Th, we then split the error in

σh,K(K−1Πhu, vh) = σh,K(K−1Πhu− π1
h(K−1Πhu), vh) + σh,K(π

1
h(K−1Πhu), vh)

= (i) + (ii).

The first term can be estimated by

(i) = σh,K(K−1Πhu− π1
h(K−1Πhu), vh)

≤ chdK∥K−1Πhu− π1
h(K−1Πhu)∥L∞(K)∥vh∥L∞(K)

≤ Chd+2
K ∥∇2(K−1Πhu)∥L∞(K)∥vh∥L∞(K),

where we used the exactness of the quadrature rule in the first identity, a scaling argument
in the second step, and the approximation properties of the projection π1

h in the last. We
proceed by further estimating

∥∇2(K−1Πhu)∥L∞(K) ≤ C ′∥∇2K−1∥L∞(K)∥∇2Πhu∥L∞(K).

By the usual scaling arguments [23], one can show h
d/2
T ∥wh∥L∞(K) ≤ c′∥wh∥L2(K) for

wh = vh and wh = ∇2Πhu. Moreover, from (2.28) with ℓ = 2 and r = 1, we deduce

∥Πhu∥H2(K) ≤ ∥u∥H2(K) + ∥Πhu− u∥H2(K) ≤ (1 + c)∥u∥H2(K),

with a uniform constant c for all K ∈ Th. This yields

(i) ≤ ch2∥K−1∥W 2,∞(K)∥Πhu∥H2(K)∥vh∥L2(K) ≤ c′h2∥K−1∥W 2,∞(K)∥u∥H2(K)∥vh∥L2(K).

For the second term, we proceed in a similar fashion and obtain

(ii) = σh,K(π
1
h(K−1Πhu)− π0

h(K−1Πhu), vh − π0
hvh)

≤ chdK∥π1
h(K−1Πhu)− π0

h(K−1Πhu)∥L∞(K)∥vh − π1
hvh∥L∞(K)

≤ Chd+3
K ∥∇(K−1Πhu)∥L∞(K)∥∇2vh∥L∞(K).

By the same arguments as before, we get

(ii) ≤ Ch3∥K−1∥W 1,∞(K)∥u∥H1(K)∥∇2 vh∥L2(K).

Using assertion (i) of Lemma 2.3.6, we split vh = v1h ⊕ vBh and further estimate

∥∇2vh∥L2(K) = ∥∇2vBh ∥L2(K) ≤ C ′h−1∥∇vBh ∥L2(K) ≤ C ′′h−1∥div(vBh )∥L2(K).

In the last step, we made use of assertion (ii) of Lemma 2.3.6. By the claim (iii) of
Lemma 2.3.6, we can bound ∥div(vBh )∥L2(K) ≤ C∥div(vh)∥L2(K). A combination of these
results and summation over all elements now already yields the first estimate of the lemma.
For the second, we proceed in a similar fashion. On every element K ∈ Th, we split the
quadrature error into

σh,K(K−1uh, v
∗
h) = σh,K(K−1uh − π1

h(K−1uh), v
∗
h − π0

hv
∗
h) + σh,K(K−1uh, π

0
hv

∗
h)

= σh,K(K−1uh − π1
h(K−1uh), v

∗
h − π0

hv
∗
h) + σh,K(K−1uh − π2

h(K−1uh), π
0
hv

∗
h)

= (i) + (ii).

Here, the exactness of the quadrature rule (2.22) for polynomials of degree k ≤ 2 was
employed several times. The remaining terms can now be estimated just as before.
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2. A multipoint flux mixed finite element method

2.3.3. Second order convergence for the velocity

We have now collected all the technical tools necessary to conduct the error analysis of
our method. As a first step, we seek to establish the estimates

∥u− uh∥L2(Ω) ≤ Ch2∥u∥H2(Th),

∥div(u− uh)∥L2(Ω) ≤ Ch2∥div u∥H2(Th)

of Theorem 2.3.4. In the usual manner, we start by splitting the error into an interpolation
error and a discrete error component, i.e.

u− uh = (u− Πhu) + (Πhu− uh).

Using (2.28), we can readily estimate the interpolation error by

∥u− Πhu∥L2(Ω) ≤ Ch2∥∇2u∥L2(Ω) and ∥div(u− Πhu)∥L2(Ω) ≤ Ch2∥∇2div u∥L2(Ω).

We now turn to the discrete error component wh = Πhu − uh. Using (2.31), we deduce
from equations (2.9) and (2.24) that

(div (Πhu− uh), qh) = (π1
hdiv u− div uh, qh) = (div u− div uh, qh) = 0, (2.33)

for all qh ∈ Qh. Since div Vh = Qh, see (2.31), we see that

divwh = div(Πhu− uh) = 0. (2.34)

From the variational characterizations (2.8)–(2.9) and (2.23)–(2.24) of the continuous and
the discrete solutions, and the norm equivalence result from Lemma 2.3.2, we get

c1∥wh∥2L2(Ω) ≤ (K−1(Πhu− uh), wh)h = (K−1(Πhu− uh), wh)h + (π1
hp− ph, divwh)

= (K−1(Πhu− u), wh) + σh(K−1Πhu,wh) = (i) + (ii).

The first term can be estimated by the Cauchy-Schwarz inequality, leading to

(i) ≤ C∥Πhu− u∥L2(Ω)∥wh∥L2(Ω) ≤ Ch2∥u∥H2(Th)∥wh∥L2(Ω).

From Lemma 2.3.7, we obtain for the second term

(ii) ≤ Ch2∥K−1∥W 2,∞(Th)∥u∥H2(Th)∥wh∥H(div,Ω)

= Ch2∥K−1∥W 2,∞(Th)∥u∥H2(Th)∥wh∥L2(Ω),

where we used divwh = 0 in the last step; see (2.34). A combination of the above results
shows that

∥u− uh∥L2(Ω) ≤ ∥u− Πhu∥L2(Ω) + ∥Πhu− uh∥L2(Ω)

≤ Ch2(2 + ∥K−1∥W 2,∞(Th))∥u∥H2(Th),

which is the estimate for L2-error in the velocity. From equation (2.33), we obtain

∥div(u− uh)∥L2(Ω) = ∥div u− πhdiv u∥L2(Ω) ≤ Ch2∥div u∥H2(Th),

which yields the estimate for the error in the divergence. This complete the proof of the
error estimates for the velocity.
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2.3.4. Second-order convergence for the pressure

As a next step in the verification of Theorem 2.3.4, we now prove that

∥p− ph∥L2(Ω) ≤ Ch2(∥u∥H2(Th) + ∥p∥H2(Th)). (2.35)

Just as in the estimates for the velocity, we begin by splitting the error into a projection
error and a discrete error component, i.e.

∥p− ph∥L2(Ω) ≤ ∥p− π1
hp∥L2(Ω) + ∥π1

hp− ph∥L2(Ω).

The projection error can be estimated by ∥p−π1
hp∥L2(Ω) ≤ Ch2∥p∥H2(Th), using the bounds

in (2.29). We continue with analyzing the discrete error. For any vh ∈ Vh, we have

(div vh, π
1
hp− ph) = (div vh, p− ph)

= (K−1u, vh)− (K−1uh, vh)h

= (K−1(u− Πhu), vh)− (K−1(uh − Πhu), vh)h + σ(K−1Πhu, vh)

= (i) + (ii) + (iii).

The first term can be estimated by the interpolation error results of (2.28). The second
error component was analyzed in the previous section, and the third error component is
again estimated by Lemma 2.3.7. In summary, we obtain

(div vh, π
1
hp− ph) ≤ Ch2∥u∥H2(Th)∥vh∥H(div,Ω).

By invoking the discrete inf-sup condition (2.26), we finally obtain

βh∥π1
hp− ph∥L2(Ω) ≤ sup

v∈Vh

(div vh, π
1
hp− ph)

∥vh∥H(div,Ω)

≤ Ch2∥u∥H2(Th).

Together with the estimates for the interpolation error, we obtain (2.35). This establishes
the first part of the estimates for the pressure.

2.3.5. Super-convergence for the projected pressure

As the last step in the proof of Theorem 2.3.4, we now show that

∥π0
h(p− ph)∥L2(Ω) ≤ Ch3∥u∥H2(Th). (2.36)

Here we use a duality argument and require that Ω is convex and that K is in W 1,∞(Ω)
globally. Next, let ϕ denote the solution to the auxiliary problem

−div(K∇ϕ) = π0
h(p− ph) in Ω,

ϕ = 0 on ∂Ω.

By the convexity of Ω and regularity of K, we know that ∥ϕ∥H2(Ω) ≤ C∥π0
h(p− ph)∥L2(Ω);

see [56]. Further, recall that Π∗
h denotes the interpolation operator for the space BDM1

and that BDM1(K) = P1(K)d. Then

∥π0
h(p− ph)∥2L2(Ω) = −(π0

h(p− ph), π
0
hdiv(K∇ϕ)) = −(π0

h(p− ph), div(Π
∗
h(K∇ϕ)))

= −(K−1(u− uh),Π
∗
h(K∇ϕ)) + σh(K−1uh,Π

∗
h(K∇ϕ)) = (i) + (ii).
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2. A multipoint flux mixed finite element method

For dealing with the term (i), we first compute

−(K−1(u− uh),K∇ϕ) = −(u− uh,∇ϕ)
= (div(u− uh), ϕ) = (div(u− uh), ϕ− π1

hϕ),

which follows from (2.9) and (2.23), the properties of the projections in Section 2.3.1, and
the bounds of Section 2.3.3. We can now estimate

(i) = −(K−1(u− uh),Π
∗
h(K∇ϕ)−K∇ϕ)− (K−1(u− uh),K∇ϕ)

= −(K−1(u− uh),Π
∗
h(K∇ϕ)−K∇ϕ) + (div(u− uh), ϕ− π1

hϕ)

≤ C(∥u− uh∥L2(Ω)∥Π∗
h(K∇ϕ)−K∇ϕ∥L2(Ω) + ∥div(u− uh)∥L2(Ω)∥ϕ− π1

hϕ∥L2(Ω))

≤ C ′h3(∥u∥H2(Th) + ∥div u∥H1(Th))∥ϕ∥H2(Th) ≤ C ′′h3∥u∥H2(Th)∥π
0
h(p− ph)∥L2(Ω).

Here we used that ∥Π∗
h(K∇ϕ)−K∇ϕ∥L2(Ω) ≤ Ch∥Π∗

h∇ϕ∥H1(Ω) ≤ Ch∥ϕ∥H2(Ω) in the last
step. For the second term, we use Lemma 2.3.7, the regularity of K and K−1, and the
shape regularity of the mesh to show that on every element

(ii)K = σh,K(K−1uh,Π
∗
h(K∇ϕ))

≤ Ch3K∥K−1∥W 3,∞(K)∥uh∥H2(K)∥Π∗
h(K∇ϕ)∥H1(K)

≤ C ′h3K
(
∥ΠTu− uh∥H2(K) + ∥ΠKu∥H2(K)

)
∥Π∗

h(K∇ϕ)∥H1(K)

≤ C ′′(hK∥ΠTu− uh∥L2(K) + h3K∥ΠKu∥H2(K)

)
∥Π∗

h(K∇ϕ)∥H1(K).

By using the properties of the projection operator Π∗
h from Section 2.3.1, the estimate for

the velocity from Section 2.3.3, and summation over all elements, we obtain

(ii) ≤ Ch3∥u∥H2(Th)∥π
0
h(p− ph)∥L2(Ω).

By combination with the previous bounds, we obtain the estimate (2.36). This concludes
the proof of Theorem 2.3.4.

2.3.6. Post-processing and third-order convergence for the pressure

Based on the super-convergence of the pressure averages, we can now define a local post-
processing scheme in the spirit of Stenberg [103]. We do so by constructing local approx-
imations p̃h ∈ P2(K) in the following way.

Problem 2.3.8 (Post-processing for the pressure).
Find p̃h ∈ P2(Th) such that for all K ∈ Th there holds

(∇p̃h,∇q̃h)K = −(K−1uh,∇q̃h)K ∀ q̃h ∈ P2(K), (2.37)

(p̃h, q
0
h)K = (ph, q

0
h)K ∀ q0h ∈ P0(K). (2.38)

Note that p̃h can be computed separately on each element K, rendering the method
computationally efficient. Following the analysis of [103], we obtain the following bounds.
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Lemma 2.3.9 (Error splitting).
Let p̃h be the solution of Problem 2.3.8 and let (u, p) solve (2.8)–(2.9). Then

∥p− p̃h∥L2(K) ≤ ∥p− π2
hp∥L2(K) + ∥π0

h(p− ph)∥L2(K)

+ ChK(∥u− uh∥L2(K) + ∥∇(π2
hp− p)∥L2(K)).

Proof. By applying the triangle inequality, we obtain

∥p− p̃h∥L2(K) ≤ ∥p− π2
hp∥L2(K) + ∥π2

hp− p̃h∥L2(K)

≤ ∥p− π2
hp∥L2(K) + ∥π0

h(π
2
hp− p̃h)∥L2(K) + ∥(id− π0

h)(π
2
hp− p̃h)∥L2(K)

= (i) + (ii) + (iii).

The first term already appears in the final estimate. For the second, observe that

(ii) = ∥π0
h(π

2
hp− p̃h)∥L2(K) = ∥π0

h(p− ph)∥L2(K),

where we used that π0
hπ

2
hp = π0

hp and (2.38). By the optimality of the L2–projection and
the Poincaré inequality, the third term can be estimated by

(iii) = ∥(π2
hp− p̃h)− π0

h(π
2
hp− p̃h)∥L2(K) ≤ ChK∥∇(π2

hp− p̃h)∥L2(K).

Using equation (2.8), we obtain for q̃h = π2
hp− p̃h that

∥∇q̃h∥2L2(K) = (∇(π2
hp− p̃h),∇q̃h)K

= (∇(π2
hp− p),∇q̃h)K + (K−1(u− uh),∇q̃h)K

≤
(
∥∇(π2

hp− p)∥L2(K) + C∥u− uh∥L2(K)

)
∥∇q̃h∥L2(K).

Dividing by ∥∇q̃h∥L2(K) yields the bound for the term (iii). The assertion of the Lemma
now follows by combination with the previous estimates.

Together with the estimates of Theorem 2.3.4, we obtain the following assertion.

Lemma 2.3.10 (Estimate for the post-processed pressure).
Let (A1)–(A2) hold, assume that Ω is convex and K ∈ W 1,∞(Ω) ∩W 3,∞(Th). Then

∥p− p̃h∥L2(Ω) ≤ Ch3(∥u∥H2(Th) + ∥p∥H3(Th)).

The constant C in this estimate is independent of the mesh size.

Remark 2.3.11. For the standard mixed finite element method without mass lumping,
one can further show that ∥π1

hp − ph∥L2(Ω) ≤ Ch3, which is again a super-convergence
result. This estimate does not hold for the method with mass lumping, as we will see in
our numerical tests. This however has little impact, since only super-convergence of the
pressure averages is required. We may thus conclude that the proposed second-order mass
lumping strategy does not affect the accuracy of the mixed finite element approximation.
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2. A multipoint flux mixed finite element method

2.4. Implementation and numerical tests

We now discuss some aspects regarding the implementation of the proposed second-order
mass lumping strategy. We first specify appropriate basis functions that, together with
the proposed quadrature rule, leads to a block-diagonal mass matrix. In the second part
of the section, we will illustrate the validity of our theoretical results by numerical tests
and compare them with the standard mixed finite element approximation.

2.4.1. Choice of basis functions

We first specify the basis functions for RT1 to be used for mass lumping. It suffices to
do this on the reference element K. We can then apply the Piola transformation (A.1)
to map the basis functions to arbitrary elements obtained by an affine transformation. In
the following, we will use the notation (a; b) = (a, b)⊤ to describe column vectors.

Triangular basis functions

Let K̂ = span{(0; 0), (1; 0), (0; 1)} denote the reference triangle and define

φ̂1 = (0;x) φ̂2 = (−y; 0) φ̂3 = (−y;−y)
φ̂4 = (0;x+ y − 1) φ̂5 = (−x− y + 1; 0) φ̂6 = (x;x).

It is easy to verify that BDM1(K̂) = P1(K̂)2 = span{φi, 1 ≤ i ≤ 6}, which shows that
that these functions form a basis for BDM1(K). Moreover, we can check that exactly two
of these functions are non-zero at each of the three vertices. Further define

Φ̂7 = (−y2 + y;xy) and Φ̂8 = (−xy;x2 − x)

and note that these functions vanish at all vertices of K. We use these to modify the
previous basis functions according to

Φ̂1 = φ̂1 + Φ̂7 + 2Φ̂8 Φ̂2 = φ̂2 + 2Φ̂7 + Φ̂8 Φ̂3 = φ̂3 + Φ̂7 − Φ̂8

Φ̂4 = φ̂4 − Φ̂7 − 2Φ̂8 Φ̂5 = φ̂5 − 2Φ̂7 − Φ̂8 Φ̂6 = φ̂6 − Φ̂7 + Φ̂8.

One can again directly check that RT1(K̂) = span{Φ̂i, 1 ≤ i ≤ 8}. Moreover, exactly
two basis functions are non-zero on each of the quadrature points; see Figure 2.2 for a
sketch. This property remains valid for arbitrary elements, which are obtained by affine
transformations of the reference triangle. The basis functions are just transformed by
Piola mappings.

Tetrahedral basis functions

Let K̂ = span{(0; 0; 0), (1; 0; 0), (0; 1; 0), (0; 0; 1)} be the reference tetrahedron and define

φ̂1 = (x; 0; 0) φ̂2 = (0; y; 0) φ̂3 = (0; 0; z)

φ̂4 = (−y; y; 0) φ̂5 = (−z; 0; z) φ̂6 = (x+ y + z − 1; 0; 0)

φ̂7 = (0;−z; z) φ̂8 = (0;x+ y + z − 1; 0) φ̂9 = (x;−x; 0)
φ̂10 = (0; 0; x+ y + z − 1) φ̂11 = (x; 0;−x) φ̂12 = (0; y;−y).
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Again, these functions form a basis for BDM1(K) and exactly three of these functions are
non-zero at each of the four vertices. Further, let

Φ̂13 = (x2 − x;xy;xz) Φ̂14 = (yx; y2 − y; yz) Φ̂15 = (zx; zy; z2 − z).

which again vanish identically on all vertices. We use this to modify the above basis
functions according to

Φ̂1 = φ̂1 + 2Φ̂13 + Φ̂14 + Φ̂15 Φ̂2 = φ̂2 + Φ̂13 + 2Φ̂14 + Φ̂15

Φ̂3 = φ̂3 + Φ̂13 + Φ̂14 + 2Φ̂15 Φ̂4 = φ̂4 − Φ̂13 + Φ̂14

Φ̂5 = φ̂5 − Φ̂13 + Φ̂15 Φ̂6 = φ̂6 − 2Φ̂13 − Φ̂14 − Φ̂15

Φ̂7 = φ̂7 − Φ̂14 + Φ̂15 Φ̂8 = φ̂8 − Φ̂13 − 2Φ̂14 − Φ̂15

Φ̂9 = φ̂9 + Φ̂13 − Φ̂14 Φ̂10 = φ̂10 − Φ̂13 − Φ̂14 − 2Φ̂15

Φ̂11 = φ̂11 + Φ̂13 − Φ̂15 Φ̂12 = φ̂12 + Φ̂14 − Φ̂15.

By the same argument as for the triangular construction, the local mass matrix can be seen
to consist of five 3×3 blocks, one associated with each vertex and one associated with the
element midpoint; see Figure 2.2. This property again transfers to general tetrahedrons
obtained by affine transformations.

2.4.2. Structure of the mass matrix and elimination of the flux

In the previous two sections, we proposed specific sets of basis functions that led to local
block-diagonal mass matrices. When assembling the global mass matrix, the blocks that
are associated with the same vertex couple together, generating slightly larger blocks.
The size of the resulting global blocks corresponds to the degree of the vertex, i.e., the
number of adjacent edges plus one. The blocks associated with the element midpoints
continue to remain d × d blocks also in the global matrix since no additional coupling
takes place. In Figure 2.3, we depict a typical situation.
Let us emphasize that the size of the blocks does not depend on the mesh size but

only on the mesh topology, which is controlled by the shape regularity assumption (A2).
The lumped mass matrix Mh is obviously block diagonal. From Lemma 2.3.2, we further
deduce that the lumped mass matrix is symmetric and positive definite, and hence also
invertible. The inverse M−1

h then is again block diagonal.

Elimination of the velocity

After choosing the aforementioned set of basis functions for Vh on each element and a
standard basis for Qh, we obtain an algebraic system of the form(

Mh −B⊤

B 0

)(
u
p

)
=

(
g
f

)
. (2.39)

The Schur complement system for the pressure attains the form

BM−1
h B⊤p = f − BM−1

h g. (2.40)
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Figure 2.3.: Example of a 2D mesh (left). The blue dots represent the quadrature points,
the arrows represent degrees of freedom. The dashed blue circle shows the
coupling degrees of freedom. On the right, we see the block-diagonal structure
of the resulting lumped mass matrix.

Since B is sparse and M−1
h is block diagonal, the system matrix Kh = BM−1

h B⊤ is sparse
as well. Moreover, since the matrix B has full rank and Mh is symmetric and positive,
Kh is a symmetric and positive definite approximation for −div(K∇·) and (2.40) can be
solved efficiently by direct or iterative solvers.

2.4.3. Numerical validation

For an illustration of our theoretical results, we now report on some numerical tests,
in which we also compare with the standard mixed finite element method without mass
lumping. Our test problem is taken from [70], where the authors considered the extension
of their method in [112] to hexahedral meshes. Let Ω = (0, 1)3 be the computational
domain and let K be a full tensor with variable entries

K(x, y, z) =

x2 + (y + 2)2 0 cos(xy)
0 z2 + 2 sin(yz)

cos(xy) sin(yz) sin(y + 3)2

 .

We assume that the exact solution is given by

p(x, y, z) = x4y3 + x2 + yz2 + cos(xy) + sin(z),

u(x, y, z) = −K(x, y, z)∇p(x, y, z),

which is used to compute the right-hand side f and the boundary values for p. Since
the solution (u, p) as well as the parameter K are smooth functions and the domain Ω is
convex, we expect our numerical experiments to produce the rates we predicted in our
numerical analysis.

Setup of convergence tests

For our computations, we consider a family of tetrahedral quasi-uniform meshes {Th}h,
which are generated by Matlab’s initmesh routine available in the PDE Toolbox v3.4.

46



2.4. Implementation and numerical tests

We note that the meshes Th for different mesh sizes are non-nested.

Convergence results for the exact mixed finite element method

In Table 2.1, we display the errors and estimated convergence rates obtained for the stan-
dard mixed finite element method with exact integration. The corresponding solutions
are denoted by ûh and p̂h. As expected from the well-known convergence results which
were summarized in Lemma 2.2.2, we obtain order optimal convergence rates for the ve-
locity error and super-convergence for the pressure averages. In addition, we also observe
super-convergence for ∥π1

hp − ph∥L2(Ω), which can also be proven rigorously; we refer to
[19, Chapter 7] for some results this direction.

h dim(Vh) dim(Qh) ∥Πhu− uh∥ eoc ∥π1
hp− p̂h∥ eoc ∥π0

h(p− p̂h)∥ eoc

2−1 1152 456 0.145059 — 0.007015 — 0.005799 —
2−2 4779 1964 0.048244 1.59 0.001410 2.31 0.001114 2.37
2−3 37755 16180 0.013651 1.82 0.000205 2.78 0.000157 2.82
2−4 297522 129920 0.003727 1.87 0.000028 2.85 0.000023 2.74

Table 2.1.: System dimension, discrete errors, and estimated orders of convergence (eoc)
for the standard second-order mixed finite element method on tetrahedra.

Convergence results for the second order MFMFE method

In Table 2.2 we report on the corresponding results obtained with the second-order
MFMFE method studied in the previous section. The numerical solution here is de-
noted by uh and ph. All convergence rates predicted by Theorem 2.3.4 are again observed

h dim(Vh) dim(Qh) ∥Πhu− uh∥ eoc ∥π1
hp− ph∥ eoc ∥π0

h(p− ph)∥ eoc

2−1 1152 456 0.252144 — 0.065159 — 0.007702 —
2−2 4779 1964 0.073773 1.77 0.020516 1.67 0.001290 2.58
2−3 37755 16180 0.018418 2.00 0.005434 1.92 0.000183 2.81
2−4 297522 129920 0.004550 2.02 0.001350 2.01 0.000024 2.90
2−5 2430747 1070996 0.001052 2.11 0.000317 2.09 0.000003 3.09

Table 2.2.: System dimension, discrete errors, and estimated orders of convergence (eoc)
of the second order MFMFE method on tetrahedra for Problem 2.3.1.

also in our tests. In particular, we observe second-order convergence for both velocity
and pressure, and third-order convergence for the pressure averages. In comparison to
the standard method without mass lumping, see Table 2.1, we however do not observe
super-convergence for ∥π1

hp− ph∥L2(Ω) here. As mentioned in our remarks of the previous
section, this can be resolved by local post-processing, for which we only require super-
convergence of π0

h(p− ph); see Lemma 2.3.9. We only mention that for the post-processed
pressure p̃h ∈ P2(Th), we again observe third-order convergence in the L2-norm.
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2.5. Discussion

In this chapter, we proposed a mass lumping strategy for the RT1 space leading to
a MFMFE method. We showed that the scheme is second-order accurate and super-
convergent in the pressure averages, thus providing the full accuracy of a standard mixed
finite element approximation in RT1-P1. Although our analysis was tailored to the second-
order approximation on simplices, our arguments can be generalized to arbitrary orders
and other element types. In [48], we provided a general error analysis that also covers
quadrilateral, hexahedral and prismatic elements, and higher order approximations. The
main ingredients for the construction of the mass lumping schemes are

• an appropriate numerical quadrature with a certain number of quadrature points
on the boundary;

• a suitable ansatz space for Vh that contains at least either RTk or BDMk, in order
to guarantee the necessary approximation properties;

• appropriate basis functions such that exactly d degrees of freedom can be associ-
ated with each quadrature point; in addition, these functions need to have linearly
independent divergences and have to be integrated appropriately by the quadrature
rule.

An example of a third-order MFMFE method is given in [48]. The main difficulty for the
extension to higher orders on unstructured grids lies in finding appropriate quadrature
formulas QK that have the appropriate number of quadrature points on the boundary of
K and are, at the same time, sufficiently accurate. What we observed is that increasingly
more interior bubble functions are required when going to higher orders, in order to
achieve the block-diagonal structure of the mass matrix. This also results in larger spaces
Qh = div Vh for the pressure and counteracts the efficiency of the methods.
In [4], multipoint-flux mixed finite elements of arbitrary order have been constructed

for quadrilaterals and hexahedra based on tensor product Gauss-Lobatto quadrature. The
spaces there are extensions of the standard RTk-Pk elements. Using our theory from [48],
we are able to provide mixed finite element pairs that have dramatically fewer degrees of
freedom, but we are unable to do this systematically for arbitrary orders.
Let us finally also compare the MFMFEmethod briefly to some of its direct competitors.

One of them is hybridization [7, 19], in which the normal continuity of the velocity space
Vh is broken up and re-established via Lagrange multipliers. This allows to eliminate the
original velocity and pressure variables completely and to obtain a globally symmetric
and positive definite system for the Lagrange multipliers. In comparison to the reduced
form of the corresponding MFMFE method, hybridization usually results in a slightly
smaller global algebraic system with smaller stencils.
Another competitor are the discontinuous Galerkin (dG) methods. Many variants have

been proposed over the years, from the interior penalty method by Arnold [8], to specific
formulations for single-phase flow; see [100, 28, 9, 14, 15]. Typically, the dG methods
result in algebraic systems for the pressure with similar stencil sizes as the MFMFE
method. While the error analysis of the MFMFE seems somewhat nicer and closer to
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the continuous analysis, the extension of the methods to higher orders is certainly more
simple in the dG context. In the end, all these methods lead to global symmetric positive
definite algebraic systems with very similar properties. The computational complexity of
their solution is rather comparable.

Another area of application for the mass lumping techniques developed for the MFMFE
methods arises in the numerical solution of acoustic or electromagnetic wave propagation
problems, where mass lumping allows obtaining efficient explicit time-stepping schemes;
see Chapter 4 and 5 for details. Hybridization does not offer this advantage, but always
requires the solution of a global linear system in every time step. For moderate approx-
imation orders, corresponding dG methods, on the other hand, have substantially more
degrees of freedom. We will return to these topics later in this thesis.
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element method for poroelasticity

We now extend our considerations to simulate flow through a porous medium accompa-
nied by elastic deformation of the porous matrix. This can be observed, for instance, in
geology, more specifically in soil mechanics. For a comprehensive list of applications, we
refer to the introduction of [93] and to [30, 106]. In this chapter, we make the sim-
plifying assumption that the elastic deformation occurs instantaneously, which is known
as the quasi-static case. The governing equations, called the two-field formulation, were
developed by Biot [17] and are given by

−div(2µ ϵ(u) + λ div(u)I) + α∇p = f (3.1)

cs∂tp+ div(α∂tu)− div(K∇p) = g. (3.2)

Here u describes the displacement of the porous medium while p denotes the pressure of
the fluid inside the porous medium. The model parameters are the Lamé coefficients µ,
λ, the specific storage coefficient cs of the fluid, the hydraulic conductivity tensor K, as
well as the Biot-Willis coupling constant α. Moreover, f and g represent volume forces
and the fluid sources, respectively. The first equation (3.1) describes the equilibrium of
forces in the solid while the second equation (3.2) models the mass balance and flow of
the fluid. The coupling works as follows: pressure gradients of the fluid act as forces onto
the porous matrix, whereas the deformation of the structure acts as a source or sink in
the flow equation.

Well-posedness of the system (3.1)–(3.2) together with appropriate initial and bound-
ary conditions has been established by Zenisek [107, 108], who constructed a sequence
of finite element approximations and showed their convergence to a weak solution of the
problem. Later, Showalter [101] used semi-group theory to prove the existence of solu-
tions. We also refer to [52] for a different approach based on variational arguments.

The discretization of the two-field formulation byH1-conforming finite elements for both
u and p has been discussed in [88, 89] for the special case cs = 0 with Dirichlet boundary
conditions and initial condition div u(0) = 0. In these works, the authors recognized the
importance of using inf-sup stable finite element pairs for the approximation of u and p, in
order to avoid consistency errors in the initial layer. A thorough error analysis, including
decay estimates, was conducted for Pk-Pk−1 approximations, i.e., Taylor-Hood elements.
The structure-preserving time discretization based on the Petrov-Galerkin approximation
has been studied in [52].

Following the arguments already used for the Darcy problem, it seems natural to replace
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the flow equation (3.2) with the system

cs∂tp+ div(α∂tu) + div(w) = g, (3.3)

K−1w +∇p = 0. (3.4)

The new variable w here denotes the seepage velocity. The problem consisting of (3.1)
and (3.3)–(3.4) is known as the three-field formulation of poroelasticity.
Let us review some results about corresponding discretization schemes. In [93, 94, 95],

the authors study continuous (cG) and discontinuous (dG) Galerkin approximations for
the solid displacement coupled to a mixed finite element discretization for the pressure and
seepage velocity. Non-conforming discretizations of the three-field formulation have also
been proposed in [69, 67] and some of the references therein. In recent works [67, 68, 75],
the authors consider specific dG approximations for the elastic displacement with H(div)
elements coupled to mixed finite element approximations for the flow problem. As a
consequence, the divergence constraint (3.3) can be satisfied exactly on the discrete level.
Moreover, the schemes turn out to be stable in the incompressible limit λ→ ∞.
In principle, dG approximations for (3.2) can be used to obtain conservative approx-

imations for the two-field formulations due to the intrinsic underlying inf-sup condition
of the method; these however lead to a poor approximation of the seepage velocity; see
[28]. In [75], the time discretization for the three field formulation by the backward Euler
method has also been investigated, and numerical tests with the Crank-Nicolson scheme
have been performed, showing second-order convergence in practice.

Contributions

In this chapter, we consider inexact Galerkin approximations of the three-field formu-
lation based on an H1-conforming approximation of the elasticity equation (3.1) and a
mixed finite element approximation for (3.3)–(3.4). Mass lumping allows eliminating the
seepage velocity on the algebraic level, leading to a reduced algebraic system that can be
interpreted as a non-conforming but locally mass conservative approximation of the two-
field formulation. A first-order accurate method in this spirit has already been proposed
in [111]. In this chapter, we consider a second-order method that makes use of the finite
element spaces P+

2 −P1−RT1 and of numerical quadrature as in the previous chapter; see
Figure 3.1 later for a depiction of degrees of freedom and location of quadrature points.
We show that the method is second-order convergent in all three variables, and even ex-
hibits super-convergence in the pore pressure. Moreover, we study the time-discretization
by a variant of the trapezoidal rule and also rigorously prove second-order convergence in
time.

Outline

Let us give a brief overview of the contents of this chapter.

Section 3.1. The model problem: We introduce the mathematical problem in a rigorous
way and prove the existence and uniqueness of solutions. We also discuss compatibil-
ity conditions for initial values and right-hand sides and introduce a corresponding
variational characterization of solutions.
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Section 3.2. A mass lumped mixed finite element method: We then introduce the finite
element spaces for the three field formulation of our method with mass lumping and
state existence and uniqueness results for the semi-discrete problem.

Section 3.3. Error estimates for the semi-discretization: This section provides a complete
error analysis for the proposed semi-discrete method with mass lumping.

Section 3.4. Time discretization: To complete the discretization process, we study time
discretization by a variant of the trapezoidal rule and prove that the resulting
method is also second-order convergent in time.

Section 3.5. Numerical experiments and discussion: To support our theoretical findings,
we provide numerical results for a simple test problem, similar to the one used in
[75]. We then conclude by discussing possible extensions of our approach, including
non-conforming approximations for the elasticity problem considered in [67, 75].

3.1. The model problem

For ease of presentation, we assume that the medium under consideration is homogeneous
and isotropic, i.e., the model parameters are constants. By rescaling, we may then choose
α = 1 and K = κI in (3.1),(3.3)–(3.4) and obtain

−div(2µϵ(u) + λdiv(u)I) +∇p = f on Ω, t > 0, (3.5)

div ∂tu+ cs∂tp+ divw = g on Ω, t > 0, (3.6)

κ−1w +∇p = 0 on Ω, t > 0. (3.7)

For ease of presentation, we complement (3.5)–(3.7) by homogeneous boundary conditions

u = 0 and n · w = 0 on ∂Ω, t > 0. (3.8)

With minor modifications, our analysis can be generalized to non-constant coefficients,
and a general symmetric positive tensor K. We further pose initial conditions

u(0) = u0, p(0) = p0, and w(0) = w0 on Ω. (3.9)

Note that (3.5)–(3.7) is a partial-differential algebraic equation and therefore, the initial
values cannot be chosen arbitrarily.

Remark 3.1.1 (Compatibility conditions for initial values).
Any sufficiently smooth solution of (3.5)–(3.9) also satisfies

−div(2ϵ(u0) + λdiv(u0I) +∇p0 = f(0), (3.10)

κ−1w0 +∇p0 = 0. (3.11)

These conditions for the initial values are necessary to ensure the existence of solutions
with sufficient regularity. Initial values satisfying (3.10)–(3.11) are called consistent in
the language of differential algebraic equations. Let us further note that for given p0, the
values u0 and w0 are uniquely determined by (3.10)–(3.11). This means that our problem
has only one truly independent initial value.
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3. A multipoint flux mixed finite element method for poroelasticity

Remark 3.1.2 (Compatibility conditions for right hand side).
Without loss of generality, one can assume that p(t) and g(t) have zero mean. To see this,
we integrate equation (3.6) over Ω, apply the divergence theorem, and subsequently use
the boundary conditions from (3.8), which immediately leads to

cs

∫
Ω

∂tp(x, t) dx =

∫
Ω

g(x, t) dx.

If cs = 0, then necessarily ∫
Ω

g(x, t) dx = 0 (3.12)

for all t > 0. In the case when cs > 0, then∫
Ω

p(x, t) dx =

∫
Ω

p(x, 0) dx+
1

cs

∫ t

0

∫
Ω

g(x, s) dx ds.

Hence the average of the pressure is completely determined by the average of the initial
value and the right-hand side. Since this value is not relevant for (3.5) and (3.7), we
can simply modify the pressure by a time varying constant, such that

∫
Ω
p(x, t) dx =∫

Ω
g(x, t) dx = 0 for all t > 0, and we will use these assumptions for all further consider-

ations.

Notation

By Lp(Ω) and W k,p(Ω) we denote the usual Lesbegue and Sobolev spaces equipped with
their standard norms, and we set Hk(Ω) = W k,2(Ω). For our analysis, we will make
extensive use of the function spaces

H1
0 (Ω) =

{
u ∈ H1(Ω), u = 0 on ∂Ω

}
,

L2
0(Ω) =

{
q ∈ L2(Ω),

∫
Ω

q = 0

}
, and

H0(div,Ω) = {w ∈ H(div,Ω), n · w = 0 on ∂Ω} ,

in dimension d = 2, 3. The norm of the latter is defined by

∥u∥H(div,Ω) = (∥u∥2L2(Ω) + ∥div u∥2L2(Ω))
1/2.

We further denote by H−1(Ω) = H1
0 (Ω)

′ the dual space of H1
0 (Ω) and by H0(div,Ω)

′ the
dual of H0(div,Ω). The space L2

0(Ω) and its dual are identified with each other. For a
Hilbert space H, the norm of the dual space is given by

∥u∥H′ = sup
v∈H

⟨u, v⟩H′×H

∥v∥H
,

where ⟨u, v⟩H′×H denotes the duality product. We write (u, v) for the scalar product of
L2(Ω) and use the same symbol for the duality product if there is no danger of confusion.
Finally recall the Bochner spaces Ck([0, T ];X) and W k,p(0, T ;X) consisting of functions
of time with values in a Hilbert space X; let us refer to [56] for details on the notation
and further results.
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Weak formulation

For establishing the existence and uniqueness of solutions and as a starting point for the
discretization of the problem to be discussed in the following sections, we will use the
following weak characterizations of solutions.

Lemma 3.1.3 (Variational characterization).
Let (u, p, w) denote a sufficiently smooth solution of (3.5)–(3.9). Then

a(u(t), v) −b(v, p(t)) =(f(t), v) ∀ v ∈ H1
0 (Ω), (3.13)

b(∂tu(t), q)+c(∂tp(t), q)+d(w(t), q) =(g(t), q) ∀ q ∈ L2
0(Ω), (3.14)

−d(z, p(t)) +m(w(t), z)=0 ∀ z ∈ H0(div,Ω), (3.15)

for almost all t > 0, with bilinear forms defined by

a(u, v) = (ϵ(u), ϵ(v)) + (λ div(u), div(v)), b(v, p) = (div(v), p),

c(p, q) = (csp, q), d(w, q) = (div(w), q), m(w, z) = (κ−1w, z).
(3.16)

Moreover, the initial values satisfy

a(u(0), v) =(f(0), v) + b(v, p(0)) ∀ v ∈ H1
0 (Ω), (3.17)

m(w(0), z)=d(z, p(0)) ∀ z ∈ H0(div,Ω). (3.18)

The validity of the assertions is verified in the usual manner, by multiplying (3.5)–(3.7)
with appropriate test functions, integrating over the domain Ω, using integration-by-parts
here and there, and using the boundary conditions to get rid of the boundary integrals.

3.1.1. Auxiliary results

Let us start by collecting the basic assumptions that we use in our analysis.

(A1) Ω ⊂ Rd, d = 2, 3, is a bounded Lipschitz domain and λ ≥ 1, cs ≥ 0, κ > 0 constant.

As a next preparatory step, we gather the most important properties of the bilinear forms
appearing in the weak form of the equations.

Lemma 3.1.4 (Properties of the bilinear forms).
Let (A1) hold. Then the mappings

a : H1
0 (Ω)

d ×H1
0 (Ω)

d → R, b : H1
0 (Ω)

d × L2
0(Ω) → R,

c : L2
0(Ω)× L2

0(Ω) → R, d : H0(div,Ω)× L2
0(Ω) → R,

m : H0(div,Ω)×H0(div,Ω) → R

are continuous bilinear forms and a(·, ·), c(·, ·) and m(·, ·) are symmetric. Moreover

(i) a is H1
0 -elliptic, i.e. there exists α > 0 with a(u, u) ≥ α∥u∥H1(Ω) ∀u ∈ H1

0 (Ω)
d.

(ii) c is non-negative, i.e. c(p, p) ≥ 0 for all p ∈ L2
0(Ω).
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3. A multipoint flux mixed finite element method for poroelasticity

(iii) m is L2-elliptic, i.e. there exists δ > 0 with m(w,w) ≥ δ∥w∥L2(Ω) ∀w ∈ L2(Ω)d.

(iv) There exists a β > 0 such that for V = H1
0 (Ω)

d and V = H0(div,Ω) one has

inf
q∈L2

0(Ω)
sup
v∈V

b(v, q)

∥v∥H1(Ω)∥q∥L2(Ω)

≥ β.

Proof. Continuity and symmetry of a(·, ·), c(·, ·) and m(·, ·) follows directly from their
definition and the Cauchy-Schwarz inequality. To verify (i), we compute

a(u, u) = (ϵ(u), ϵ(u)) + (λ div(u), div(u)) ≥ ∥ϵ(u)∥2L2(Ω) ≥ α∥u∥H1(Ω),

where we used Korn’s first inequality in the last step; see [91]. Properties (ii) and
(iii) follow from cs ≥ 0 and κ > 0 and the Friedrichs’ inequality. For V = H1

0 (Ω)
d,

property (iv) is the celebrated inf-sup condition for the Stokes problem; see [62]. Since
H0(div,Ω) ⊂ H1

0 (Ω), the second case follows from the first one.

3.1.2. Well-posedness

Next, we establish the existence and uniqueness of weak solutions for which we use the
particular algebraic structure of the equations and Galerkin approximations.

Theorem 3.1.5 (Well-posedness).
Let (A1) hold. Then for any p0 ∈ H1(Ω) ∩ L2

0(Ω) and f(0) ∈ H−1(Ω) there exist unique
u0 ∈ H1

0 (Ω)
d and w0 ∈ L2(Ω)d satisfying the compatibility conditions (3.17)–(3.18). More-

over, for any f ∈ H1(0, T,H−1(Ω)d), g ∈ L2(0, T, L2
0(Ω)) there exists a unique weak

solution

u ∈ H1(0, T,H1
0 (Ω)

d),

p ∈ H1(0, T, L2
0(Ω)), and

w ∈
(
L2(0, T,H0(div,Ω)) ∩H1(0, T,H0(div,Ω)

′)
)
↪−→ C(0, T, L2(Ω)d)

of (3.5)–(3.9) which is characterized by the variational identities (3.13)–(3.15).

Proof. For any p0 ∈ H1(Ω) ∩ L2
0(Ω) and f(0) ∈ H−1(Ω), the values u0 ∈ H1

0 (Ω)
d and

w0 ∈ H0(div,Ω) are uniquely determined by solving (3.17)–(3.18). The solvability follows
from the Lax-Milgram Lemma [11] and Lemma 3.1.4, which guarantees continuity and
ellipticity for a(·, ·) and m(·, ·). The rest of the proof follows with similar arguments as in
[52, Theorem 2], which we modify to fit our problem: Using Lemma 3.1.4, the bilinear
forms introduced in (3.16) induce bounded linear operators

A : H1
0 (Ω) → H−1(Ω), B : H1

0 (Ω) → L2
0(Ω)

′, B∗ : L2
0(Ω) → H−1(Ω),

D : H0(div,Ω) → L2
0(Ω)

′, D∗ : L2
0(Ω) → H0(div,Ω)

′,

M : H0(div,Ω) → H0(div,Ω)
′, C : L2

0(Ω) → L2
0(Ω)

′,
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which are formally defined by

⟨Au, v⟩ = a(u, v), ⟨Bv, q⟩ = b(v, q) = ⟨B∗q, v⟩,
⟨Mw, z⟩ = m(w, z), ⟨Dw, q⟩ = d(w, q) = ⟨D∗q, w⟩, ⟨Cp, q⟩ = c(p, q).

This allows us to rewrite (3.13)–(3.15) in the equivalent operator form

Au(t) −B∗p(t) =f(t), (3.19)

B∂tu(t)+C∂tp(t)+Dw(t) =g(t), (3.20)

−D∗p(t) +Mw(t)=0. (3.21)

From the results of Lemma 3.1.4, we can infer that the operators A and M are bounded
and elliptic, and hence continuously invertible. The two divergence operators B and D
are bounded and surjective.
We can then continue by differentiating and rewriting equation (3.19) in explicit form

∂tu(t) = A−1(B∗∂tp(t) + ∂tf(t)). (3.22)

Due to the compatibility condition (3.17), this equation is equivalent to (3.19). Plugging
the expression for ∂tu into (3.20) leads to the simplified system

(BA−1B∗ + C)∂tp(t)+Dw(t) =g(t)−BA−1∂tf(t) (3.23)

−D∗p(t) +Mw(t)=0 (3.24)

which only involves the pressure and seepage velocity. By differentiating (3.24), we obtain

−D∗∂tp(t) +M∂tw(t) = 0 (3.25)

which is again equivalent to (3.21) due to the compatibility condition (3.18). From the
properties of the operators A, B, and C, we further deduce that(

BA−1B∗ + C
)
: L2

0(Ω) → L2
0(Ω) (3.26)

is an isomorphism, which can be seen as follows: Continuity of a(·, ·) and c(·, ·) and the
definition of the corresponding operators imply that

⟨BA−1B∗ + Cp, q⟩ = a(A−1B∗p,A−1B∗q) + c(p, q)

≤ ca∥A−1B∗p∥H1(Ω)∥A−1B∗q∥H1(Ω) + cs∥p∥L2(Ω)∥q∥L2(Ω).

From Lemma 3.1.4 and the corresponding estimates for the associated operators, we then
obtain

∥A−1B∗p∥2H1(Ω) ≤
1

α
∥B∗p∥2H−1(Ω) ≤

c2b
α
∥p∥2L2(Ω),

∥A−1B∗p∥2H1(Ω) ≥
α

c2a
∥B∗p∥2H−1(Ω) ≥

αβ2

c2a
∥p∥L2(Ω),
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3. A multipoint flux mixed finite element method for poroelasticity

which proves the desired properties. This allows to eliminate ∂tp(t) in (3.25) by employing
(3.23), which leads to an abstract evolution equation

M∂tw(t) + Lw(t) = h(t). (3.27)

Here L := D∗(BA−1B∗ + C)−1D and h(t) := (BA−1B∗ + C)−1(g(t) − BA−1∂tf(t)). By
similar arguments as above, we deduce that L : H0(div,Ω) → (H0(div,Ω))

′ is self-adjoint
and satisfies a Garding-type inequality

(Lw,w)L2(Ω) + ∥w∥2L2(Ω) = (D∗(BA−1B∗ + C)−1Dw,w)L2(Ω) + ∥w∥2L2(Ω)

= ((BA−1B∗ + C)−1Dw,Dw)L2(Ω) + ∥w∥2L2(Ω)

≥ αL∥Dw∥2L2(Ω) + ∥w∥2L2(Ω) ≥ c∥w∥2H(div,Ω).

This inequality holds for all w ∈ H0(div,Ω) with a uniform constant c > 0. Moreover, we
also have h ∈ L2(0, T, L2(Ω)) with its norm bounded by the norm of the data f and g.
For any initial value w(0) = w0 ∈ L2(Ω)d, existence of a unique solution

w ∈ L2(0, T,H0(div,Ω)) ∩H1(0, T,H0(div,Ω)
′)

can be established via Galerkin approximation, just as in [56, Chapter 7.1.2]. Moreover,
the solution can be bounded in terms of the data by

∥w∥L2(0,T,H0(div,Ω)) + ∥∂tw∥L2(0,T,H0(div,Ω)′ ≤ C(∥w0∥L2(Ω) + ∥h∥L2(0,T,L2(Ω)))

≤ C ′(∥w0∥L2(Ω) + ∥g∥L2(0,T,L2(Ω)) + ∥∂tf∥L2(0,T,H−1(Ω))).

Plugging the function w back into (3.23) yields

∂tp = (BA−1B∗ + C)−1(−Dw + h) ∈ H1(0, T, L2
0(Ω)).

The pressure component of the solution is then found by integration in time and using
the initial condition p(0) = p0. From equation (3.19), we finally get Au = B∗p + f ∈
H1(0, T,H−1(Ω)), and thus u ∈ H1(0, T,H1

0 (Ω)
d. This shows the existence of a solution

(u,w, p) together with the corresponding regularity assumptions; furthermore, w is unique.
The uniqueness of u and p can be deduced from the linearity of the problem.

3.2. A mass lumped mixed finite element method

We now turn to the space discretization of (3.13)–(3.15), for which we use a conforming
discretization of the elasticity problem combined with a mixed finite element approxima-
tion with mass lumping for the flow problem. We consider a geometrically conforming
partition Th = {K} of the domain Ω into elements K and denote by hK and ρK the
diameter and inner circle radius of the element K, and call h = maxK hK the mesh size.
Furthermore, we assume that

(A2) Th is γ-shape regular simplicial mesh, i.e. there exists a uniform constant γ > 0
such that γhK ≤ ρK ≤ hK for all K ∈ Th.

Like in the previous chapter, we denote by Pk(Th) and Hk(Th) the spaces of piecewise
smooth functions that are either polynomials or Hk-regular on every element K ∈ Th.
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3.2. A mass lumped mixed finite element method

3.2.1. The finite element triple P+
2 − P1 −RT1

For the approximation of the individual components of the elastic deformation on every
element K, we utilize the extended P 2-finite element space

P2(K)+ =

{
P2(K)⊕ bK · P0(K) := P+

2 (K), d = 2.

P2(K)⊕ bK · P0(K)⊕ span{bFi
, i = 1, . . . , 4} := P+

2 (K), d = 3.

Here bK ∈ Pd+1(K)∩H1
0 (K) denotes the element bubble function and bFi

denotes the face
bubble in 3D associated to the i-th face; see [19, Example 8.7.2.] for details. For the
local approximation of the seepage velocity and the pressure, we further use the spaces

RT1(K) := P1(K)d ⊕ {x · P h
1 (K)} and P1(K).

In Figure 3.1 we depict the location of the degrees of freedom for these spaces on the
reference element.

Figure 3.1.: Depiction of the degrees of freedom for the triplet P+
2 −P1−RT1 on the refer-

ence triangle (top) and reference tetrahedron (bottom). The blue dots repre-
sent the quadrature points used for mass lumping. The associated weights are
α = 3

4
and β = 1

12
on the triangle and α = 4

5
and β = 1

20
on the tetrahedron.

The global approximation spaces for the finite element method are then defined as

Vh = {vh ∈ H1
0 (Ω)

d : vh|K ∈ P2(K)+, ∀K ∈ Th},
Qh = {qh ∈ L2

0(Ω) : qh|K ∈ P1(K), ∀K ∈ Th},
Zh = {zh ∈ H0(div,Ω) : zh|K ∈ RT1(K), ∀K ∈ Th}.

(3.28)

For later reference, let us recall the stability conditions

inf
ph∈Qh

sup
vh∈Vh

b(vh, ph)

∥vh∥H1(Ω)∥qh∥L2(Ω)

≥ βh (3.29)
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3. A multipoint flux mixed finite element method for poroelasticity

and

inf
ph∈Qh

sup
wh∈Zh

d(wh, ph)

∥wh∥H(div,Ω)∥qh∥L2(Ω)

≥ βh. (3.30)

Under assumption (A2), these conditions hold with a constant βh independent of the mesh
size. The first condition can be found in [19, Proposition 8.6.2.] for the 2D case and
[19, Example 8.7.2.] for the 3D case; for the second see [19, Chapter 7.1.2].

3.2.2. Choice of the quadrature formula

Let us recall the quadrature formula

QK(f) = |K|

(
αf(m) +

d+1∑
i=1

β f(vi)

)
(3.31)

that will be used for mass lumping of the RT1 space. Here m and vi represent the
element midpoint and its vertices, which together comprise the integration points, while
α and β are the corresponding weights defined in the caption of Figure 3.1. Let us recall
that this quadrature formula is exact for polynomials of degree p ≤ 2. We further set
(κ−1w, z)h,K = QK((κ

−1w) · z) and define by

mh(w, z) :=
∑

K∈Th
(κ−1w, z)h,K (3.32)

the corresponding inexact realization of the scalar product m(·, ·). From our considera-
tions of the previous chapter, we immediately infer that

c1(zh, zh) ≤ mh(zh, zh) ≤ c2(zh, zh) ∀zh ∈ Zh, (3.33)

with uniform constants c1, c2 independent of the mesh Th.

3.2.3. Projection Operators

As a next step, we introduce two projection operators, which will be required for the
choice of appropriate initial conditions and our error analysis later on.

Lemma 3.2.1 (Elliptic projection, part one).
Let (A1) and (A2) hold. Then for any (w, p) ∈ H0(div,Ω)× L2

0(Ω) there exists a unique
(w̃h, p̃h) ∈ Zh ×Qh with

mh(w̃h, zh)− d(zh, p̃h) = m(w, zh)− d(zh, p) ∀zh ∈ Zh,

d(w̃h, qh) = d(w, qh) ∀qh ∈ Qh.

Moreover, if (w, p) is sufficiently smooth, then

∥π1
hp− p̃h∥L2(Ω) + ∥w − w̃h∥L2(Ω) ≤ ch2∥w∥H2(Th),

∥p− p̃h∥L2(Ω) ≤ ch2(∥w∥H2(Th) + ∥p∥H2(Th)),

∥div(w − w̃h)∥L2(Ω) ≤ Ch2∥divw∥H2(Th),

where π1
h is the L2-projection onto P1(Th).
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Up to minor modifications concerning the boundary conditions, the assertions follow
from Theorem 2.3.4. For approximating elastic displacements, we use

Lemma 3.2.2 (Elliptic projection, part two).
Let (A1) and (A2) hold and let u ∈ H1

0 (Ω)
d. Then there exists a unique ũh ∈ Vh such that

a(ũh, vh) = a(u, vh) ∀vh ∈ Vh. (3.34)

Moreover, there exists a constant C > 0 such that

∥u− ũh∥H1(Ω) ≤ Ch2∥u∥H3(Th). (3.35)

From Lemma 3.1.4 we know that a(·, ·) is elliptic and continuous. The existence and
uniqueness of solutions to (3.34) then follow from the Lax-Milgram lemma, Cea’s lemma,
and the standard interpolation error estimate; see [32, Chapter 3].

3.2.4. Galerkin semi-discretization

We are now in the position to formulate and analyze the following discretization scheme.

Problem 3.2.3 (Semi-discretization).
Let (p0, w0, u0) denote compatible initial values satisfying (3.17)–(3.18). Define

(w0,h, p0,h) = (w̃h(0), p̃h(0)) ∈ Zh ×Qh (3.36)

by the elliptic projection of Lemma 3.2.1 and let u0,h ∈ Vh be the solution of

a(u0,h, vh) = (f(0), vh) + b(vh, p0,h) ∀vh ∈ Vh. (3.37)

Then find (uh, ph, wh) ∈ H1(0, T ;Vh ×Qh × Zh) such that for a.e. 0 < t < T

a(uh(t), vh) −b(vh, ph(t)) =(f(t), vh) ∀ vh ∈ Vh, (3.38)

b(∂tuh(t), qh)+c(∂tph(t), qh)+d(wh(t), qh) =(g(t), qh) ∀ qh ∈ Qh, (3.39)

−d(zh, ph(t)) +mh(wh(t), zh)=0 ∀ zh ∈ Zh. (3.40)

Remark 3.2.4. The system (3.38)–(3.40) is a differential-algebraic set of equations. By
definition (3.37), we see that (3.38) is satisfied at time t = 0. From Lemma 3.2.1 and the
continuous compatibility conditions for the initial values, we obtain

−d(zh, p0,h) +mh(w0,h, zh) = −d(zh, p̃h(0)) +mh(w̃h(0), zh)

= −d(zh, p(0)) +m(w(0), zh) = 0 ∀zh ∈ Zh.
(3.41)

This shows that (3.40) is also satisfied at t = 0. Hence our choice of initial values is
consistent with the differential-algebraic equation. This is a necessary condition for the
existence of a solution.

Based on the consistency of initial values and the discrete inf-sup stability of our dis-
cretization spaces, we can establish the existence of a unique discrete solution.
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Lemma 3.2.5 (Discrete well-posedness).
Let (A1) and (A2) hold and f , g be as in Theorem 3.1.5. Then Problem 3.2.3 has a
unique solution (uh, ph, wh) ∈ H1(0, T ;Vh ×Qh × Zh).

Proof. Since the initial values are consistent, see Remark 3.2.4, we can differentiate (3.38)
and (3.40) with respect to time, which yields the equivalent system

a(∂tuh(t), vh)−b(vh, ∂tph(t)) =(∂tf(t), vh) ∀ vh ∈ Vh,

b(∂tuh(t), qh)+c(∂tph(t), qh)+d(wh(t), qh) =(g(t), qh) ∀ qh ∈ Qh,

−d(zh, ∂tph(t))+mh(∂twh(t), zh)=0 ∀ zh ∈ Zh.

After a choice of a basis for the approximation spaces, we arrive at a system
0
B
A

−D⊤
C

−B⊤

Mh

0
0


∂tw
∂tp
∂tu
 =


0

g − Dw
∂tf

 (3.42)

of ordinary differential equations. The finite element matrices A, B, C, D and Mh are the
discrete versions of the corresponding operators. To show solvability, it suffices to verify
the regularity of the matrix Mh and of the block matrix

E :=

(
B
A

C
−B⊤)

.

The regularity of Mh follows from the norm equivalence property (3.33). For the block
matrix E, we show the uniqueness of the corresponding homogeneous system. Let x =
(u, p)⊤ with Ex = 0. Then

0 = x⊤Ex =
(
u p

)(
B
A

C
−B⊤)(

p
u
)

= u⊤Au+ p⊤Cp ≥ u⊤Au.

Since A was obtained from the elliptic bilinear form a(·, ·), we know that it is positive
definite, and thus u = 0. From the first row of Ex = 0, we obtain −B⊤p = 0. The discrete
inf-sup condition (3.29) now implies that B⊤ is injective, and thus p = 0. Since we are in
finite dimensions and E is square, injectivity implies regularity.

Before we begin with the error analysis, let us first state two auxiliary results concerning
the discrete spaces and suitable projection operators.

3.3. Error estimates for the semi-discretization

We again start by splitting the error into projection and discrete errors by

u(t)− uh(t) = (u(t)− ũh(t)) + (ũh(t)− uh(t)),

p(t)− ph(t) = (p(t)− p̃h(t)) + (p̃h(t)− ph(t)),

w(t)− wh(t) = (w(t)− w̃h(t)) + (w̃h(t)− wh(t)).

(3.43)

The auxiliary approximations ũh, p̃h, and w̃h are chosen as the elliptic projections of the
exact solutions, introduced in Lemma 3.2.1 and Lemma 3.2.2. The projection errors are
then readily estimated by the bounds in these results.
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3.3. Error estimates for the semi-discretization

3.3.1. Estimates for the discrete error

For ease of notation, we introduce the following abbreviation to the discrete errors:

χu(t) := ũh(t)− uh(t), χp(t) := p̃h(t)− ph(t), and χw(t) := w̃h(t)− wh(t).

From the definition of the discrete solution, the elliptic projections, and the variational
characterization of (u, p, w) in Lemma 3.1.3, we obtain the following result.

Lemma 3.3.1 (Discrete error equation).
Let (u, p, w) be the solution of (3.5)–(3.9) and let (uh, ph, wh) denote the solution of Prob-
lem 3.2.3. Then the discrete errors satisfy

a(χu(t), vh) −b(vh, χp(t)) =(Rf (t), vh) ∀ vh ∈ Vh, (3.44)

b(∂tχu(t), qh)+c(∂tχp(t), qh)+d(χw(t), qh) =(Rg(t), qh) ∀ qh ∈ Qh, (3.45)

−d(zh, χp(t)) +mh(χw(t), zh)=0 ∀ zh ∈ Zh, (3.46)

for a.a. t > 0, with residuals defined by

(Rf (t), vh) := −b(vh, p̃h(t)− p(t)), (3.47)

(Rg(t), qh) := b(∂tũh(t)− ∂tu(t), qh) + c(∂tp̃h(t)− π1
h∂tp(t), qh). (3.48)

Proof. Using equation (3.38) and equation (3.13) with v = vh yields (3.44) with

(Rf (t), vh) = a(ũh(t)− u(t), vh)− b(vh, p̃h(t)− p(t)).

By the definition of ũh(t), the first term on the right-hand side vanishes, and we get (3.47).
For the second residual, we use (3.39) and (3.14) with q = qh, which gives

(Rg(t), qh) = b(∂tũh(t)− ∂tu(t), qh) + c(∂tp̃h(t)− ∂tp(t), qh) + d(w̃h(t)− w(t), qh)

= (i) + (ii) + (iii).

For (ii), we use the properties of the L2-projection and obtain

(ii) = c(∂tp̃h(t)− π1
h∂tp(t), qh).

The term (iii) vanishes due to the definition of w̃h(t), and the remaining term (i) leads
to (3.48). In order to verify (3.46), we use (3.40) and (3.15) with z = zh, which gives

−d(zh, χp(t)) +mh(χw(t), zh) = −d(zh, p̃h(t)− p(t)) +mh(w̃h(t), zh)−m(w(t), zh)

= −d(zh, p̃h(t)) +mh(w̃h(t), zh) = 0.

Here we again utilized the definitions of the elliptic projection (w̃h(t), p̃h(t)) from Lemma 3.2.1.
This already concludes the proof of the assertions.

We next derive bounds for the discrete error components in terms of the residuals.
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3. A multipoint flux mixed finite element method for poroelasticity

Lemma 3.3.2 (Discrete energy estimate).
Let (χu, χp, χw) be defined as above. Then χp(0) = 0, χw(0) = 0 and

∥χw(t)∥2L2(Ω) +

∫ t

0

∥∂tχu(s)∥2H1(Ω) ds+

∫ t

0

∥∂tχp(s)∥2L2(Ω) ds

≤ C

(∫ t

0

∥∂tRf (s)∥2H−1(Ω) +

∫ t

0

∥Rg(s)∥2L2(Ω)

)
with a constant C > 0 independent of the mesh size.

Proof. The properties of the initial values follow directly from their definition in (3.36).
Moreover, from (3.37), we derive that

a(χu(0), vh)− b(vh, χp(0)) = a(ũh(0)− uh(0), vh)− b(vh, p̃h(0)− ph(0))

= −b(vh, p̃h(0)− ph(0)) = (Rf (0), vh).

In addition, from (3.36), we immediately get

−d(zh, χp(0)) +mh(χw(0), zh) = 0.

By now formally differentiating (3.44) and (3.46) in time, we obtain the system

a(∂tχu(t), vh)−b(vh, ∂tχp(t)) =(∂tRf (t), vh) ∀ vh ∈ Vh, (3.49)

b(∂tχu(t), qh)+c(∂tχp(t), qh)+d(χw(t), qh) =(Rg(t), qh) ∀ qh ∈ Qh, (3.50)

−d(zh, ∂tχp(t))+mh(∂tχw(t), zh)=0 ∀ zh ∈ Zh. (3.51)

We proceed by testing the equations (3.49)–(3.51) with vh = ∂tχu(t), qh = ∂tχp(t) and
zh = χw(t) and adding the three resulting equations. This yields

a(∂tχu(t), ∂tχu(t)) + c(∂tχp(t), ∂tχp(t)) +mh(∂tχw(t), χw(t))

= (∂tRf (t), ∂tχu(t)) + (Rg(t), ∂tχp(t)).

Using the properties of the bilinear form stated in Lemma 3.1.4, we see that

α∥∂tχu(t)∥2H1(Ω) + cs∥∂tχp(t)∥2L2(Ω) +
1

2

d

dt
∥κ−1/2χw(t)∥2h

= (∂tRf (t), ∂tχu(t)) + (Rg(t), ∂tχp(t)).

Using Young’s inequality, integrating from 0 to t, and also using (3.33) leads to

c1∥χw(t)∥2L2(Ω) +

∫ t

0

α∥∂tχu(s)∥2H1(Ω) ds+

∫ t

0

cs∥∂tχp(s)∥2L2(Ω) ds

≤ 1

α

∫ t

0

∥∂tRf (s)∥2H−1(Ω) ds+
α

4

∫ t

0

∥∂tχu(s)∥2H1(Ω) ds

+
1

ε

∫ t

0

∥Rg(s)∥2L2(Ω) ds+
ε

4

∫ t

0

∥∂tχp(s)∥2L2(Ω) ds,

(3.52)
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for any ε > 0. Here we also used that χw(0) = 0. To estimate ∥∂tχp∥L2(Ω) independently
of the value of cs, we proceed as follows: By the first inf-sup condition (3.29), we obtain
an element v̂h ∈ Vh such that div v̂h(t) = ∂tχp(t) and ∥v̂h(t)∥H1(Ω) ≤ 1

βh
∥∂tχp(t)∥L2(Ω). We

then choose vh = v̂h(t) in (3.49) and obtain

∥∂tχp(t)∥2L2(Ω) = a(∂tχu(t), v̂h(t))− (∂tRf (t), v̂h(t))

≤ (ca∥∂tχu(t)∥H1(Ω) + ∥∂tRf (t)∥H−1(Ω))∥v̂h(t)∥H1(Ω)

≤ 1

βh
(ca∥∂tχu(t)∥H1(Ω) + ∥∂tRf (t)∥H−1(Ω))∥∂tχp(t)∥L2(Ω).

Dividing by ∥∂tχp(t)∥L2(Ω) and setting c = max(ca/βh, 1) finally yields

∥∂tχp(t)∥L2(Ω) ≤ c(∥∂tχu(t)∥H1(Ω) + ∥Rf (t)∥H−1(Ω)).

With this, we can estimate the last term in (3.52) by

ε

4

∫ t

0

∥∂tχp(s)∥2L2(Ω) ds ≤
ε · c
2

(∫ t

0

∥∂tχu(s)∥H1(Ω) ds+

∫ t

0

∥Rf (s)∥H−1(Ω) ds

)
.

Further choosing ε = α
2c

in (3.52) allows to absorb the last term in (3.52) into the left
hand side of the estimate, which concludes the proof.

3.3.2. Error estimates

By a combination of the estimates for the elliptic projections and for the discrete error
component, we are now in the position to state and prove the main result of this section.

Theorem 3.3.3 (Second order convergence for the semi-discrete scheme).
Let (A1) and (A2) hold, (u, p, w) be a sufficiently smooth solution of (3.5)–(3.11) and
(uh, ph, wh) be the corresponding solution to Problem 3.2.3. Then

∥u− uh∥H1(0,T,H1(Ω)) + ∥p− ph∥H1(0,T,L2(Ω)) + ∥w − wh∥L∞(0,T,L2(Ω)) ≤ C(u, p, w)h2,

where C(u, p, w) = c (∥u∥H1(0,T ;H3(Th)) + ∥p∥H1(0,T ;H2(Th)) + ∥w∥H1(0,T ;H2(Th)). Moreover

∥div (w − wh)∥L2(0,T,L2(Ω)) ≤
(
c′∥divw∥L2(0,T,H2(Th)) + C(u, p, w)

)
h2.

The constants c and c′ in these estimates are independent of h.

Proof. We begin by splitting the error as described in (3.43). For the projection error,
using the estimates of Lemma 3.2.1 and Lemma 3.2.2, we obtain

∥u− ũh∥H1(0,T,H1(Ω)) + ∥p− p̃h∥H1(0,T,L2(Ω)) + ∥w − w̃h∥L∞(0,T,L2(Ω))

≤ Ch2
(
∥u∥H1(0,T,H3(Th)) + ∥p∥H1(0,T,H2(Th)) + ∥w∥H1(0,T,H2(Th))

)
.

From the estimate of Lemma 3.3.2, we further know that

∥χw(t)∥2L2(Ω) +

∫ t

0

∥∂tχu(s)∥2H1(Ω) ds+

∫ t

0

∥∂tχp(s)∥2L2(Ω) ds

≤ C

(∫ t

0

∥∂tRf (s)∥2H−1(Ω) +

∫ t

0

∥Rg(s)∥2L2(Ω)

)
= C

(
(i) + (ii)

)
.
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The residuals are further estimated as follows: By definition of the dual norm, we get

∥∂tRf (t)∥H−1(Ω) = sup
v∈H1

0 (Ω)

−(∂tp̃h(t)− ∂tp(t), div v)

∥v∥H1(Ω)

≤ ∥∂tp̃h(t)− ∂tp(t)∥L2(Ω).

Using Lemma 3.2.1 allows us to estimate

(i) ≤
∫ t

0

∥∂tp̃h(s)− ∂tp(s)∥2L2(Ω) ≤ ch4
(
∥∂tw∥2L2(0,t,H2(Th)) + ∥∂tp∥2L2(0,t,H2(Th))

)
.

For the second residual, we use (3.48) and estimate

(ii) ≤ 2

∫ t

0

∥div (∂tũh(s)− ∂tu(s))∥2L2(Ω) ds + 2cs

∫ t

0

∥∂tp̃h(s)− π1
h∂tp(s)∥2L2(Ω) ds

≤ ch4
(
∥∂tu∥2L2(0,t,H3(Th)) + ∥∂tw∥2L2(0,t,H2(Th))

)
.

Here we employed the estimates of Lemma 3.2.1 and Lemma 3.2.2 for the elliptic projec-
tions. By integration in time and using χp(0) = 0, we then obtain

∥χu∥L2(0,t,L2(Ω)) + ∥χp∥L2(0,t,L2(Ω))

≤ C(t)
(
∥χu(0)∥L2(Ω) + ∥∂tχu∥L2(0,t,L2(Ω)) + ∥∂tχp∥L2(0,t,L2(Ω))

)
.

It remains to bound ∥χu(0)∥H1 . Using (3.13), (3.38) with v = vh, and (3.34) yields

a(χu(0), vh) = a(ũh(0)− uh(0), vh) = a(ũh(0), vh)− (f(0), vh⟩ − (ph(0), div vh)

= (p(0)− p̃h(0), div vh).

By choosing vh = χu(0) and using the ellipticity of the bilinear form a(·, ·), we get

α∥χu(0)∥2H1(Ω) ≤ ∥p(0)− p̃h(0)∥L2(Ω)∥divχu(0)∥L2(Ω)

≤
√
d∥p(0)− p̃h(0)∥L2(Ω)∥χu(0)∥H1(Ω).

Dividing by ∥χu(0)∥H1(Ω) and using the estimate of Lemma 3.2.1 for the error of the
elliptic projection, we find

∥χu(0)∥H1(Ω) ≤ ch2(∥w(0)∥H2(Th) + ∥p(0)∥H2(Th)). (3.53)

Since the estimates hold uniformly in t > 0, we obtain the first statement of the theorem.
For the projection error in the divergence, we see from Lemma 3.2.1 that

∥div (w − w̃h)∥L2(0,T,L2(Ω)) ≤ ch2∥divw∥L2(0,T,H2(Th)).

Since divZh ⊆ Qh, we may choose qh = divχw(t) as a test function in (3.45), which gives

∥divχw(t)∥2L2(Ω) ≤ (Rg(t), divχw(t)) + b(∂tχu(t), divχw(t)) + c(∂tχp(t), divχw(t)).

By using Cauchy-Schwarz and elementary computations, we obtain∫ t

0

∥divχw(t)∥2L2(Ω) ds

≤ C

(∫ t

0

∥Rg(t)∥2L2(Ω) ds+

∫ t

0

∥∂tχu(t)∥2H1(Ω) ds+ cs

∫ t

0

∥∂tχp(t)∥2L2(Ω) ds

)
.

The terms on the right-hand side have already been estimated before, which leads to the
second estimate of the lemma.
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Concluding remarks

The proposed inexact Galerkin method with mass lumping is indeed second-order conver-
gent in all three variables, i.e., mass lumping has no negative effect on the accuracy of the
method. Based on the results of Theorem 2.3.4 and duality arguments, we expect third-
order convergence for the pressure averages, if the domain Ω is convex and the solution
is sufficiently smooth. This will also be observed in our numerical tests in Section 3.5.

3.4. Time discretization

Let tn = nτ , 0 ≤ n ≤ N be a given sequence of uniformly spaced time points with time
step τ = T/N . We denote by fn = f(tn) the evaluation of a function f on the resulting
time grid Iτ = {0 = t0 < t1 < . . . < tN = T} and write

fn−1/2 =
1

2
(fn + fn−1) and dτf

n−1/2 =
1

τ
(fn − fn−1)

the usual average and difference quotient. For functions g ∈ L2(0, T ), we denote by

ĝ n−1/2 =
1

τ

∫ tn

tn−1

g(t)dt

the average over the time interval [tn−1, tn]. Let us note that gn−1/2 = ĝ n−1/2 if g is affine
linear on the interval [tn−1, tn]. For the convenience of notation, we further introduce
discrete variants of the corresponding Bochner norms by

∥u∥pℓp(Iτ ,V )
:=

N∑
n=0

τ∥un∥pV and ∥u∥ℓ∞(Iτ ,V ) := max
0≤n≤N

∥un∥V ,

and in a similar manner, we define the norms ∥û∥pℓp(Iτ ,V )
:=
∑N

n=1 τ∥un−1/2∥pV . The fully

discrete approximation for problem (3.5)–(3.9) is now described as follows.

Problem 3.4.1 (Full discretization).
Let the initial values (w0

h, p
0
h, u

0
h) be chosen as in Problem 3.2.3. Then for 1 ≤ n ≤ N ,

find (unh, p
n
h, w

n
h)1≤n≤N ⊂ Vh ×Qh × Zh such that

a(unh, vh) −b(vh, pnh) =(fn, vh) ∀ vh ∈ Vh, (3.54)

b(dτu
n−1/2
h , qh)+c(dτp

n−1/2
h , qh)+d(w

n−1/2
h , qh)=(ĝ n−1/2, qh) ∀ qh ∈ Qh, (3.55)

−d(zh, pnh) +mh(w
n
h , zh) =0 ∀ zh ∈ Zh. (3.56)

Remark 3.4.2. The underlying time stepping scheme is similar to the implicit trapezoidal
rule. In particular, if the right-hand side g is linear in time on Iτ , then the two methods
coincide. With minor modifications, our analysis also covers the trapezoidal rule, which
was used in [75] for numerical tests.

For completeness, let us again establish the well-posedness of the fully discrete scheme.
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Lemma 3.4.3 (Discrete well-posedness).
Let (A1) and (A2) hold and f ∈ H1(0, T,H−1(Ω)), g ∈ L2(0, T, L2

0(Ω)). Then Prob-
lem 3.4.1 attains a unique solution.

Proof. Since the initial values are chosen like in the semi-discrete case, we can see that
(3.54) and (3.56) are also satisfied at t = 0. After discrete differentiation of (3.54) and
(3.56), the algebraic realization of Problem 3.4.1 leads to a system of the form

Adτu
n−1/2−B⊤dτp

n−1/2 =dτ f
n−1/2,

Bdτu
n−1/2+Cdτp

n−1/2 +Dwn−1/2 =ĝ n−1/2,

−D⊤dτp
n−1/2+Mhdτw

n−1/2=0.

The system of equations can be rewritten in recursive form, and the regularity of the
update matrix can be shown with similar arguments as on the semi-discrete level. From
this, it follows that each step of the method is well-defined.

3.4.1. Error decomposition and discrete stability

We again split the error into a projection error and a discrete error by

u(tn)− unh = (u(tn)− ũh(t
n)) + (ũh(t

n)− unh), (3.57)

p(tn)− pnh = (p(tn)− p̃h(t
n)) + (p̃h(t

n)− pnh), (3.58)

w(tn)− wn
h = (w(tn)− w̃h(t

n)) + (w̃h(t
n)− wn

h). (3.59)

Like in the previous section, ũh(t
n), p̃h(t

n), w̃h(t
n) denote the elliptic projections defined in

Lemma 3.2.1 and Lemma 3.2.2, which allows estimating the projection error immediately.
For ease of notation, we introduce abbreviations

χn
u = ũh(t

n)− unh, χn
p = p̃h(t

n)− pnh, and χn
w = w̃h(t

n)− wn
h .

By the particular definitions of the projections, the discrete solution, and the variational
characterization of the continuous solution, we now obtain the following result.

Lemma 3.4.4 (Discrete error equation).
Let (u, p, w) be the solution of (3.5)–(3.9) and let (unh, p

n
h, w

n
h)0≤n≤N denote the correspond-

ing solution of Problem 3.4.1. Then the discrete errors satisfy the equations

a(χn
u, vh) −b(vh, χn

p ) =(Rn
f , vh) ∀ vh ∈ Vh, (3.60)

b(dτχ
n−1/2
u , qh)+c(dτχ

n−1/2
p , qh)+d(χ

n−1/2
w , qh)=(Rn−1/2

g , qh) ∀ qh ∈ Qh, (3.61)

−d(zh, χn
p ) +mh(χ

n
w, zh) =0 ∀ zh ∈ Zh, (3.62)

for all 1 ≤ n ≤ N with discrete residuals defined by

(Rn
f , vh) := −b(vh, p̃h(tn)− p(tn)), (3.63)

(Rn−1/2
g , qh) := b(dτ ũ

n−1/2
h − dτu

n−1/2, qh) + c(dτ p̃
n−1/2
h − π1

hdτp
n−1/2, qh)

+ d(wn−1/2 − ŵ n−1/2, qh).
(3.64)
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Proof. The identities (3.60) and (3.62) follow just as in the semi-discrete case; see the
proof of Lemma 3.3.1. Let us take a closer look at the second identity (3.61), since it is
the only term containing discrete time derivatives. We take equation (3.14), divide by τ ,
integrate from tn−1 to tn, and use the definition of dτ , which gives

b(dτu
n−1/2, q) + c(dτp

n−1/2, q) + d(ŵ n−1/2, q) = (ĝ n−1/2, q).

Choosing q = qh and subtracting (3.55) then already leads to the desired identity (3.64)

for the residual R
n−1/2
g . This completes the proof of the lemma.

By discrete energy estimates, we further obtain the following stability result.

Lemma 3.4.5 (Discrete energy identity).
Let (χn

u, χ
n
p , χ

n
w) be defined as above. Then χ0

p = 0, χ0
w = 0 and

∥χn
w∥2L2(Ω) +

n∑
i=1

τ∥dτχi−1/2
u ∥2H1(Ω) +

n∑
i=1

τ∥dτχi−1/2
p ∥2L2(Ω)

≤ C

(
n∑

i=1

τ∥dτRi−1/2
f ∥2H−1(Ω) +

n∑
i=1

τ∥R i−1/2
g ∥2L2(Ω)

)

with a constant C > 0 which is independent of the mesh size h.

Proof. By the same arguments as used in the proof of Lemma 3.3.2, we can show that
(3.65) and (3.67) are also satisfied for t = 0. Next, by subtracting (3.60) from (3.62) at
tn−1 and tn and then dividing by τ , we obtain

a(dτχ
n−1/2
u , vh)−b(vh, dτχn−1/2

p ) =(dτR
n−1/2
f , vh) ∀ vh ∈ Vh, (3.65)

b(dτχ
n−1/2
u , qh)+c(dτχ

n−1/2
p , qh)+d(χ

n−1/2
w , qh) =(Rn−1/2

g , qh) ∀ qh ∈ Qh, (3.66)

−d(zh, dτχn−1/2
p )+mh(dτχ

n−1/2
w , zh)=0 ∀ zh ∈ Zh. (3.67)

Testing these equations with vh = dτχ
n−1/2
u , qh = dτχ

n−1/2
p , and zh = χ

n−1/2
w and then

adding them up results in

a(dτχ
n−1/2
u , dτχ

n−1/2
u ) + c(dτχ

n−1/2
p , dτχ

n−1/2
p ) +mh(dτχ

n−1/2
w , χn−1/2

w )

= (dτR
n−1/2
f , dτχ

n−1/2
u ) + (Rn−1/2

g , dτχ
n−1/2
p ).

By the definition and properties of the bilinear forms stated in Lemma 3.1.4, we obtain

α∥dτχn−1/2
u ∥2H1(Ω) + cs∥dτχn−1/2

p ∥2L2(Ω) +
1

2τ

(
∥κ−1/2χn

w∥2h − ∥κ−1/2χn−1
w ∥2h

)
= (dτR

n−1/2
f , dτχ

n−1/2
u ) + (Rn−1/2

g , dτχ
n−1/2
p )

≤ 1

ε
∥dτRn−1/2

f ∥2H−1(Ω) +
ε

4
∥dτχn−1/2

u ∥2H1(Ω) +
1

η
∥Rn−1/2

g ∥2L2(Ω) +
η

4
∥dτχn−1/2

p ∥2L2(Ω).
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Multiplying by τ , summing from 1 to N , and using χ0
w = 0 then leads to

1

2
∥κ−1/2χN

w ∥2h +
N∑

n=1

τck∥dτχn−1/2
u ∥2H1(Ω) +

N∑
n=1

τcs∥dτχn−1/2
p ∥2L2(Ω)

≤ 1

ε

N∑
n=1

τ∥dτRn−1/2
f ∥2H−1(Ω) +

ε

4

N∑
n=1

τ∥dτχn−1/2
u ∥2H1(Ω)+

+
1

η

N∑
n=1

τ∥Rn−1/2
g ∥2L2(Ω) +

η

4

N∑
n=1

τ∥dτχn−1/2
p ∥2L2(Ω).

(3.68)

Just as in the proof of Lemma 3.3.2, we can show that

∥dτχn−1/2
p ∥L2(Ω) ≤ c′

(
∥dτχn−1/2

u ∥H1(Ω) + ∥dτRn−1/2
f ∥H−1(Ω)

)
, (3.69)

which allows us to control the norm of dτχ
n−1/2
p independent of cs. Choosing ε and η

appropriately in (3.68) allows us to absorb the necessary terms to the left-hand side,
which then completes the proof.

3.4.2. Error estimates

By a combination of the estimates for the discrete error and the elliptic projection, we
can now prove the second main result of this chapter.

Theorem 3.4.6 (Second order convergence for the fully-discrete scheme).
Let (A1) and (A2) hold, (u, p, w) be a sufficiently smooth solution of (3.5)–(3.11) and
(unh, p

n
h, w

n
h)0≤n≤N be the corresponding solution of Problem 3.4.1. Then

∥u− uh∥ℓ2(Iτ ,H1(Ω)) + ∥p− ph∥ℓ2(Iτ ,L2(Ω))

+ ∥w − wh∥ℓ∞(Iτ ,L2(Ω)) ≤ C1(u, p, w)h
2 + C2(w)τ

2

with C1(u, p, w) = c′(∥u∥H1(0,T ;H3(Th)) + ∥p∥H1(0,T ;H2(Th)) + ∥w∥H1(0,T ;H2(Th)) and further
C2(w) = c′′∥div ∂ttw∥L∞(0,T,L2(Ω)). Moreover

∥div (ŵ − ŵh)∥ℓ2(L2(Ω)) ≤
(
c′′′∥divw∥ℓ2(H2(Th)) + C1(u, p, w)

)
h2 + C2(w)τ

2.

The constants c′, c′′ and c′′′ in these bounds are independent of h and τ .

Proof. We begin by splitting the error according to (3.57)–(3.59). For the projection
error, we directly see that

∥u− ũh∥ℓ2(Iτ ,H1(Ω)) + ∥p− p̃h∥ℓ2(Iτ ,L2(Ω)) + ∥w − w̃h∥ℓ∞(Iτ ,L2(Ω))

≤ Ch2
(
∥u∥ℓ2(Iτ ,H3(Th)) + ∥p∥ℓ2(Iτ ,H2(Th)) + ∥w∥ℓ∞(Iτ ,H2(Th))

)
,
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where we simply used the estimates of Lemma 3.2.1 and Lemma 3.2.2. From Lemma 3.4.5,
we further know that

∥χn
w∥2L2(Ω) +

n∑
i=1

τ∥dτχi−1/2
u ∥2H1(Ω) +

n∑
i=1

τ∥dτχi−1/2
p ∥2L2(Ω)

≤ C

(
n∑

i=1

τ∥dτRi−1/2
f ∥2H−1(Ω) +

n∑
i=1

τ∥R i−1/2
g ∥2L2(Ω)

)
= C

(
(i) + (ii)

)
.

The first term on the right-hand side can be further estimated by

(i) =
n∑

i=1

τ∥dτ (p̃ i−1/2
h − pi−1/2)∥2L2(Ω) =

n∑
i=1

τ

∥∥∥∥∥1τ
∫ ti

ti−1

∂tp̃h(s)− ∂tp(s) ds

∥∥∥∥∥
2

L2(Ω)

≤ c
n∑

i=1

∫ ti

ti−1

∥∂tp̃h(s)− ∂tp(s) ds∥2L2(Ω) = c∥∂tp̃h − ∂tp∥2L2(0,tn,L2(Ω))

≤ c′h4
(
∥∂tw∥2L2(0,tn,H2(Th)) + ∥∂tp∥2L2(0,tn,H2(Th))

)
.

Here we used Jensen’s inequality in the second step and the projection error estimates of
Lemma 3.2.1 in the last step. For the second term, we further split

(ii) ≤ 3
n∑

i=1

τ∥div (dτ ũ i−1/2
h − dτu

i−1/2)∥2L2(Ω)

+ 3
n∑

i=1

τcs∥dτ p̃ i−1/2
h − π1

hdτp
i−1/2∥2L2(Ω) + 3

n∑
i=1

τ∥div (wi−1/2 − ŵ i−1/2)∥2L2(Ω)

= 3(iii) + 3(iv) + 3(v).

For (iii), we use the same arguments as for (i), and obtain

(iii) =
n∑

i=1

τ

∥∥∥∥∥1τ
∫ ti

ti−1

div (∂tũh(s)− ∂tu(s)) ds

∥∥∥∥∥
2

L2(Ω)

≤ c′∥div (∂tũh − ∂tu)∥2L2(0,tn,L2(Ω)) ≤ c′′h4∥∂tu∥2L2(0,tn;H3(Th)).

Here we used the projection error estimate of Lemma 3.2.2. For the next term, we compute
in a similar fashion that

(iv) ≤ ch4
(
∥∂tw∥2L2(0,tn,H2(Th)) + ∥∂tp∥2L2(0,tn,H2(Th))

)
.

To bound the remaining term (v), which is the error that accounts for the time discretiza-
tion, we note that

|wn−1/2 − ŵ n−1/2| =
∣∣∣∣wn + wn−1

2
− 1

τ

∫ tn

tn−1

w(s) ds

∣∣∣∣ ≤ Cτ 2 max
t∈[tn−1;tn]

|∂ttu(t)|.
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With this, we can then directly estimate

(v) ≤ c max
1≤n≤N

∥∥div(wn−1/2 − ŵ n−1/2)
∥∥2
L2(Ω)

≤ c′τ 4∥div ∂ttw∥2L∞(0,tn,L2(Ω)).

Summing over n, using Cauchy-Schwarz inequalities, and χp = 0, we see that

∥χn
u∥L2(Ω) + ∥χn

p∥L2(Ω) ≤ ∥χ0
u∥L2(Ω) +

n∑
i=1

τ∥dτχi−1/2
u ∥2H1(Ω) +

n∑
i=1

τ∥dτχi−1/2
p ∥2L2(Ω).

Just like in (3.53), we further get

∥χ0
u∥H1(Ω) ≤ ch2(∥w(0)∥H2(Th) + ∥p(0)∥H2(Th)).

By collecting all results derived so far, we already obtain the first estimate of the theorem.
From the results of Lemma 3.2.1, we also know that

∥div (wn−1/2 − w̃
n−1/2
h )∥L2(Ω) ≤ ch2∥divwn−1/2∥H2(Th).

We then choose qh = divχ
n−1/2
w in (3.61) and obtain

∥divχn−1/2
w ∥L2(Ω) ≤ ∥Rn−1/2

g ∥L2(Ω) + ∥dτχn−1/2
u ∥H1(Ω) + cs∥dτχn−1/2

p ∥L2(Ω).

Together with the previous estimates, this yields the second bound of the theorem.

Concluding remark

The proposed fully discrete method is second-order convergent in both space and time. In
particular, mass lumping does not lead to a reduction of the expected optimal convergence
orders. Similar to the Darcy problem, see Section 2.3.4, not even super-convergence effects
are lost, as we will see in the numerical tests below. The advantage of using mass lumping
will be explained in a bit more detail in the following section.

3.5. Numerical experiments and discussion

Before concluding this chapter, we would like to illustrate our theoretical findings with
some numerical tests and comment on possible generalizations of our approach.

3.5.1. Implementation

The algebraic form of (3.54)–(3.56) reads

Aun −B⊤pn =fn,

Bdτu
n−1/2+Cdτp

n−1/2+Dwn−1/2=ĝ n−1/2,

−D⊤pn +Mhw
n =0.
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3.5. Numerical experiments and discussion

As explained in Section 2.4, the mass matrix Mh can be made block-diagonal, if appropri-
ate basis functions for the space Zh are chosen. This allows for the efficient elimination
of the seepage velocity wn from the system and to obtain a reduced system

Aun −B⊤pn =fn,

Bdτu
n−1/2+Cdτp

n−1/2+DM−1
h D⊤pn−1/2=ĝ n−1/2,

which can be interpreted as a non-conforming approximation of the two-field formulation
(3.1)–(3.2). Like for the Darcy problem, the matrix DM−1

h D⊤ can be interpreted as a non-
conforming approximation for the differential operator −div(κ∇·). By construction, the
matrix Kh is sparse. Moreover, the seepage velocity can be recovered via wn = M−1

h D⊤pn,
which only involves local operators. Solving for un and pn leads to the implicit time-
stepping scheme(

B
A

C+ τ
2
DM−1

h D⊤
−B⊤ )(

pn
un
)

=

(
B
A

C− τ
2
DM−1

h D⊤
−B⊤ )(

pn−1

un−1
)
+

(
τ ĝ n−1/2

fn − f n−1
)
, (3.70)

which we also use for our numerical tests. Following [117], the system (3.70) can be
solved efficiently by operator preconditioning in discrete H1 norms. Robustness of such
preconditioners w.r.t. the Lamé parameter λ and the time step τ have been investigated
in more detail in [67, 68]. Let us note that the results of this paper can be transferred
and substantially simplified after the elimination of the seepage velocity.

3.5.2. Numerical test

Our analysis was carried out for the case of homogeneous Dirichlet conditions for the
elastic deformation u and the seepage velocity w. With minor modifications, our results
can however be extended to a wide range of boundary conditions, as long as the resulting
spaces satisfy both the inf-sup conditions (3.29) and (3.30), as well as a version of Korn’s
inequality that guarantees the ellipticity of the bilinear form a(·, ·).
Such a generalization is required for our test problem, which is similar to the one used in

[75, Section 6] and in [68]. For our computations, we consider the three-field formulation
(3.5)–(3.9) with constant parameters α = µ = λ = κ = 1 on the two-dimensional domain
Ω = (0, 1)2. We first define two auxiliary functions

ψ(t) =
1

64π4 − 4π2
(8π2 sin(2πt)− 2π cos(2πt) + 2πe−8π2t) and

ϕ(x, y) = sin(2πx) sin(2πy).

Then the derived functions

u(x, y, t) =
ψ(t)

8π2
∇ϕ(x, y), p(x, y, t) = ψ(t)ϕ(x, y), w(x, y, t) = −ψ(t)∇ϕ(x, y)

can be seen to satisfy (3.5)–(3.7) with right hand sides

f(x, y, t) = (8π2ψ(t)− ∂tψ(t))ϕ(x, y) and g(x, y, t) = 4ψ(t)∇ϕ(x, y).
Furthermore, the solution satisfies the boundary conditions

n× u = 0, ∂n(u · n) = 0, p = 0 on ∂Ω.

As initial conditions, we choose the evaluation of the true solutions at t = 0.
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3. A multipoint flux mixed finite element method for poroelasticity

Simulation setup

We set the time horizon to T = 1 and define the norm |||e|||X := ∥e(tn)∥ℓ∞(Iτ ,X). In our
simulation, we use τ = 0.5h on each discretization level. By doing this, we test the
convergence in both h and τ simultaneously. In Table 3.1, we depict the errors covered
by the theoretical results of Theorem 3.4.6.

h |||ũh − uh|||H1(Ω) eoc |||p̃h − ph|||L2(Ω) eoc |||w̃h − wh|||L2(Ω) eoc

2−2 0.000306 — 0.000314 — 0.001819 —
2−3 0.000086 1.88 0.000079 2.00 0.000456 2.00
2−4 0.000019 2.16 0.000020 2.00 0.000113 2.01
2−5 0.000004 2.21 0.000005 2.00 0.000028 2.01

Table 3.1.: Discrete errors and estimated orders of convergence (eoc) for the second order
method with mass lumping, part one.

As expected, we see second-order convergence in all solution components. In Table 3.2,
we depict further error quantities, for which one might expect improved convergence rates.

h |||ũh − uh|||L2(Ω) eoc |||π0
h(p− ph)|||L2(Ω) eoc

2−2 0.001197 — 0.005117 —
2−3 0.000139 3.11 0.000627 3.03
2−4 0.000014 3.25 0.000077 3.02
2−5 0.000001 3.22 0.000010 3.01

Table 3.2.: Discrete errors (scaled by a factor of 100) and estimated orders of convergence
(eoc) for the second order method with mass lumping, part two.

The results clearly indicate that super-convergence in the pressure averages and op-
timal convergence for the L2-norm of the displacement can be expected. Both results
can probably be proven rigorously using duality arguments; compare with the proof of
Theorem 2.3.4. Let us note that optimal convergence in the L2-norm of the displacement
has also been reported in [75] for a slightly different discretization scheme.

3.5.3. Discussion

In this chapter, we extended the second order multipoint flux method for the Darcy
problem, discussed in the previous chapter, to poroelasticity. We presented a second-order
accurate finite element discretization with mass lumping for the three-field formulation
and explained its possible reduction to a two-field formulation on the algebraic level. This
method is conservative and second-order accurate in all three variables. In addition, we
analyzed an implicit time-stepping scheme and proved second-order convergence in time.
With minor modifications, our mass lumping strategy and the corresponding analysis

can also be extended to the methods discussed in [67, 75], which are based on a non-
conforming approximation of the elastic displacement. In this case, we would choose the
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local finite element spaces as

V (K) = BDM2(K),

Q(K) = P1(K), and Z(K) = P1(K)d ⊕ x · P h
1 (K) := RT1(K).

For a graphical representation of the degrees of freedom, we refer to Figure 3.2. The

Figure 3.2.: Depiction of the degrees of freedom for the triplet BDM2 − P1 − RT1 on the
reference triangle. The blue dots represent the quadrature points used for
mass lumping.

global spaces Qh and Zh are then defined as in (3.28). For the displacement, we now have

Vh = {vh ∈ H0(div,Ω) : vh|K ∈ V (K)} ̸⊆ H1
0 (Ω).

The bilinear form a(·, ·) is then replaced by a stabilized variant ah(·, ·) to ensure stability
of the method; see [67, 75] for details. We implemented this method and repeated our
numerical tests. The corresponding results are listed in Table 3.3. Here the projections

h |||π2
hu− uh|||H1(Ω) eoc |||π1

hp− ph|||L2(Ω) eoc |||Πhw − wh|||L2(Ω) eoc

2−1 0.000315 — 0.000315 — 0.001819 —
2−2 0.000090 1.80 0.000079 1.99 0.000456 1.99
2−3 0.000023 1.95 0.000020 2.00 0.000113 2.01
2−4 0.000006 1.98 0.000005 2.00 0.000028 2.01

Table 3.3.: Discrete errors and estimated orders of convergence (eoc) for the second order
fully conservative method with mass lumping.

π1
h and π2

h are L2-orthogonal projections on the spaces Qh and Vh, respectively, while Πh

is the standard interpolation operator onto RT1, see Lemma 3.2.1. As expected, we again
obtain second-order convergence in all solution components.

The multipoint flux method can be employed to solve other problems where the inver-
sion of the H(div) mass matrix is relevant. One example that requires further research is
the study of mixed finite element methods for linear elasticity with weakly imposed sym-
metry; see [10]. In this formulation, the symmetry of the H(div) matrix field is realized
with the help of a Lagrange function. Quite recently, in [6, 5], the authors managed to
use an extended version of the first order multipoint flux method from [112] and showed
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3. A multipoint flux mixed finite element method for poroelasticity

linear convergence in all variables. As a result of the mass lumping, the algebraic struc-
ture reduces from a three variable saddle point problem to a symmetric positive definite
system for the pressure only, while also benefiting from the advantages that come from
the mixed formulation. The extension of the approach to a second-order formulation with
mass lumping is an open topic. In our attempts, we managed to successfully eliminate
the H(div) variables, i.e., the stresses, which results in a symmetric positive definite sys-
tem for the pressure and the Lagrange multiplier. Further investigations in this direction
would certainly be of interest.

In the next two chapters, we turn to the application of mass lumping for the efficient
simulation of time dependent wave propagation problems.
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in H(div)

Problems involving the propagation of waves have been a topic of continuing interest in
science and engineering. A few of the many areas of application are radar design, the
interaction of electromagnetic fields with biological tissues, weather prediction, wireless
communications, and even earthquake prediction. In this chapter, we study numerical
approximations based on H(div) finite elements and their efficient realization via mass
lumping and explicit time-stepping methods. As a simple model problem, we consider
acoustic wave propagation, modeled by

ρ0 ∂tu(t) +∇p(t) = f(t) in Ω, t > 0, (4.1)

1

c2
∂tp(t) + ρ0 div u(t) = 0 in Ω, t > 0. (4.2)

Here u and p are the pressure and velocity fields, ρ0 is the density of the medium, c denotes
the speed of sound, and f is a source term. The two equations describe the conservation
of mass and momentum, and they can be derived by linearization of the Euler equations;
see [74, Chapter 5]. For simplicity, we set ρ0 = 1 and c = 1 from here on.

A standard and widely used scheme for discretizing (4.1)–(4.2) is the finite difference
time domain (FDTD) method, first introduced in [114] for approximating Maxwell’s
equations. For a thorough analysis in the context of acoustic wave propagation, we refer
to [35, Part II.] and [105]. The method is based on staggered grids in space and time
and leads to efficient and explicit time-stepping schemes. For constant, isotropic coeffi-
cients and orthogonal grids, one can show second-order accuracy in both space and time.
Generalizations to more complex geometries, unstructured grids, as well as anisotropic
coefficients are however nontrivial and often lead to loss in accuracy [21].
A more flexible and reliable discretization framework is offered by finite element meth-

ods, which come in two flavors: In the primal formulation, one approximates p ∈ H1(Ω)
and u ∈ L2(Ω)d. For this choice, the velocity u can be eliminated from (4.1)–(4.2), on the
continuous and discrete level, which leads to the second order wave equation

∂ttp(t)−∆p(t) = f(t) in Ω, t > 0. (4.3)

In [35, 60], the authors proposed mass lumping techniques for the finite element ap-
proximation of (4.3) which, together with appropriate time-marching schemes, lead to
highly efficient and flexible methods that can be also used on unstructured grids and with
anisotropic coefficients.
If, on the other hand, the velocity u is of main interest, then one can instead consider a

dual formulation, for which approximations are sought for p ∈ L2(Ω) and u ∈ H(div,Ω).
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In this case, one can locally eliminate the pressure p from (4.1)–(4.2), again on the con-
tinuous and discrete level, which yields a second-order equation

∂ttu(t)−∇div u(t) = ∂tf(t) in Ω, t > 0 (4.4)

involving only the velocity variable. Related dual finite element approximations for the
acoustic wave equation have been investigated in [61] for the equivalent mixed form (4.1)–
(4.2); also see [41, 42, 72] for later results. In [79], the method has been investigated in
the context of the elastic wave equation. Clearly, an important ingredient for the efficient
time-domain simulation here is the availability of an appropriate mass lumping strategy
for H(div). Corresponding techniques can be found in [35, 38] for quadrilateral and
hexahedral elements, as well as for lowest order approximations on simplicial elements.
Another discretization approach that allows for efficient time integration is offered by

discontinuous Galerkin (dG) schemes; see [99, 65, 66, 102]. Due to the discontinuity of
the basis functions, these methods automatically lead to diagonal or block-diagonal mass
matrices. On the other hand, this leads to a substantial increase in the number of degrees
of freedom, which certainly is a downside of this approach. In [60], a comparison between
finite-element approximations with mass lumping and discontinuous Galerkin methods is
given for wave propagation problems in H1. The conclusion is that, at least for moderate
approximations orders, finite-element methods with mass lumping are more efficient.
In this chapter, we study the approximation of (4.4) by H(div)-conforming finite el-

ements with mass lumping. In view of the above considerations, we focus on first and
second-order approximations. Our first method is based on the mass lumping strategy
of [112] and its convergence analysis is closely related to our results in [47] for the dis-
cretization of (4.1)–(4.2). Here we stay with the second order form of the problem and
develop the corresponding analysis. Based on these results, we propose another first-order
method, which requires fewer degrees of freedom while providing the same approxima-
tion properties. This method can be interpreted as a natural generalization of the FDTD
method to unstructured grids. On regular quadrilateral meshes, the scheme reduces to the
FDTD method, and second-order accuracy is attained; see [49, Lemma 7]. This method
also seems closely related to the recent work in [96], where a sparse representation of
the inverse mass matrix is constructed by geometric considerations. In comparison to
that, our method has the advantage of being backed up by the finite element framework,
which allows us to conduct a full error analysis. By utilizing the mass lumping strategy
presented in Section 2.3, we also derive a method with second-order accuracy. For this
method, we also discuss in detail the time-discretization and present a full convergence
analysis establishing second-order convergence in space and time.

Outline

Before going into the details, let us briefly review the contents of this chapter.

Section 4.1. Preliminaries: We introduce the mathematical problem in a rigorous way
and give a brief overview regarding the existence and uniqueness of solutions, as
well as conforming Galerkin discretizations in H(div).
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Section 4.2. A first-order method: Similar to the Darcy problem, we start by introducing
the first-order method with mass lumping, for which we provide a complete error
analysis. Again, convergence in the velocity is limited here by numerical integration
errors.

Section 4.3. A first-order variational Yee-like method: We then propose another first-
order method that requires fewer degrees of freedom, which can be understood as
a generalization of the finite difference time domain method to unstructured grids.
The close relation of BDM1 and RT0 methods is used for the construction and
analysis of this method.

Section 4.4. A second-order method: We then introduce the second-order scheme with
mass lumping and again provide a full error analysis. This method yields optimal
error estimates for the involved approximation spaces and mass lumping does not
affect accuracy here.

Section 4.5. Time discretization: For time integration, we consider an explicit time step-
ping scheme, which can fully exploit the advantages brought by mass lumping.
Second-order convergence in time is again proven rigorously.

Section 4.6. Numerical validation: We report on numerical tests, in which the theoretical
results are illustrated and a comparison between the proposed methods is estab-
lished.

Section 4.7. Discussion: We close with a short summary of our results and highlight some
directions for possible extensions and future research.

4.1. Preliminaries

Throughout this chapter, we assume that

(A1) Ω ⊂ Rd, d = 2, 3, is a bounded Lipschitz domain and T > 0 is the time horizon.

We consider the second-order wave equation

∂ttu(t)−∇div u(t) = f(t) in Ω× (0, T ), (4.5)

which results from setting c = ρ0 = 1 in (4.1)–(4.2) and eliminating p. For ease of
presentation, we consider homogeneous Neumann boundary conditions

n · u(t) = 0 on ∂Ω× (0, T ), (4.6)

and we prescribe initial values by

u(0) = u0, ∂tu(0) = v0 in Ω. (4.7)

More general problems, including non-constant and matrix-valued coefficients or damping
terms as well as mixed and non-homogeneous boundary conditions, could be considered
with minor modification of our arguments.
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4. Mass lumping for the wave equation in H(div)

We denote by Lp(Ω) and W k,p(Ω) the standard Lebesgue and Sobolev spaces and ab-
breviate Hk(Ω) = W k,2(Ω). Of particular interest for our analysis is the space

H0(div,Ω) = {u ∈ L2(Ω)d | div u ∈ L2(Ω), n · u = 0 on ∂Ω}

in dimension d = 2, 3 with norm ∥u∥H(div,Ω) = (∥u∥2L2(Ω) + ∥div u∥2L2(Ω))
1/2.

4.1.1. Well-posedness

Let us briefly comment on the well-posedness of our model problem. Any smooth solution
u of (4.5)–(4.7) also satisfies the variational identity

(∂ttu(t), v) + (div u(t), div v) = (f(t), v) ∀v ∈ H0(div,Ω), t > 0. (4.8)

This follows directly by multiplying (4.5) with a test function, integrating over the domain,
using integration-by-parts, as well as the boundary conditions. Based on this weak form
of the equations, we can deduce the following result.

Lemma 4.1.1 (Existence of weak solutions).
Let (A1) hold. Then for any u0 ∈ H0(div,Ω), v0 ∈ L2(Ω) and f ∈ L2(0, T, L2(Ω)), the
system (4.5)–(4.7) admits a unique weak solution

u ∈ L2(0, T,H0(div,Ω)) ∩H1(0, T, L2(Ω)) ∩H2(0, T, (H0(div,Ω))
′)

depending continuously on the problem data.

The assertion is proven by Galerkin approximation; see [113, Section 26] for details. In
the next sections, we consider discretization techniques based on the weak form (4.8).

4.1.2. Finite element approximations

Let us briefly introduce our notation and, for later comparison, recall some available
results from the literature. We denote by Th = {K} a regular partition of the domain Ω
in the sense of [32]. We write hK and ρK for the diameter and inner circle radius of the
element K, and call h = maxK hK the mesh size. We always assume that

(A2) Th is a γ-shape regular simplicial mesh, i.e. there exists a uniform constant γ > 0
such that γhK ≤ ρK ≤ hK for all K ∈ Th.

We will use broken Sobolev spaces Hk(Th) = {q ∈ L2(Ω) : q|K ∈ Hk(K), ∀K ∈ Th}
with norm ∥v∥2

Hk(Th) =
∑

K∈Th ∥u∥
2
Hk(K)

. By Pk(K) and P h
k (K), we denote the space of

polynomials of degree at most or exactly k. Let us recall the definitions

BDMk+1(K) = Pk+1(K)d or (4.9)

RTk(K) = Pk(K)d ⊕ {x · P h
k (K)}, (4.10)

which are standard local finite element spaces for H(div); see [19] for details. As global
approximation spaces for the velocity u in H0(div,Ω), we consider

Vh = {vh ∈ H0(div,Ω) : vh|K ∈ Mk(K), ∀K ∈ Th},
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4.2. A first-order method

where either Mk(K) = BDMk+1(K) or Mk(K) = RTk(K). By Πh we again denote the
canonical interpolation operator for this space; see Section 2.3.1 for an overview of its
properties.

As a benchmark, we consider standard finite element approximations of our problem.

Problem 4.1.2 (Exact Galerkin approximation).
Set uh(0) = Πhu0, ∂tuh(0) = Πhv0, and then find uh ∈ C2([0, T ], Vh) such that

(∂ttuh(t), vh) + (div uh(t), div vh) = (f(t), vh) ∀vh ∈ Vh, t > 0. (4.11)

Let us briefly comment on the well-posedness of this method: The realization of (4.11)
leads to an ordinary differential equation M∂ttu + Ku = f. By introducing v := ∂tu, this
can be written equivalently as(

0
Id

M
0
)(

∂tv
∂tu
)
+

(
K
0

0
−Id
)(

v
u
)

=

(
f
0
)
.

For any choice of initial values, the existence of a unique solution then follows from the
Picard-Lindelöff theorem. In addition, one obtains the following convergence results.

Lemma 4.1.3 (Exact Galerkin discretization).
Let (A1) and (A2) hold and let u be a sufficiently smooth solution of (4.5)–(4.7). Further,
let uh be the corresponding solution of Problem 4.1.2. Then

∥∂t(u− uh)∥L∞(0,T ;L2(Ω)) + h∥div(u− uh)∥L∞(0,T ;L2(Ω)) ≤ C1(u)h
k+1.

If Mk(K) = RTk(K), then also ∥div(u− uh)∥L∞(0,T ;L2(Ω)) ≤ C2(u)h
k+1.

For details and proofs, we refer to [61] and, in particular, to [46, Theorem 3.6]. Re-
lated results for problems in H1 and H(curl) can be found in [45] and [82]. As mentioned
in the introduction, the algebraic realization of the standard finite element method in-
volves mass matrices that are not easily invertible. This hinders the efficient application
of explicit time-stepping schemes. In the following sections, we therefore propose and
analyze first and second-order mass lumping schemes that overcome this inefficiency.

4.2. A first-order method

Inspired by the mixed finite element approximation for Darcy flow in [112], we choose

Vh = {vh ∈ H0(div,Ω) : vh|K ∈ BDM1(K), ∀K ∈ Th} (4.12)

and denote by Πh the canonical interpolation operator for Vh; see Section 2.3.1 for its
approximation properties. We then introduce the quadrature formula

QK(f) :=
|K|
d+ 1

d+1∑
k=1

f(vKk ), (4.13)
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4. Mass lumping for the wave equation in H(div)

Figure 4.1.: Degrees of freedom for the space BDM1 on the unit triangle (left) and the
unit tetrahedron (right), as well as the quadrature points of (4.13).

with vKk denoting the k-th vertex of K. Let us note that exactly d degrees of freedom
can be associated with every quadrature point; see Figure 4.1 for a sketch. Just as in
Chapter 2, we further introduce the global inexact scalar product

(u,w)h :=
∑

K∈Th
QK(u · w). (4.14)

These definitions now lead to the following inexact Galerkin approximation.

Problem 4.2.1 (First order method).
For uh(0) = Πhu(0) and ∂tuh(0) = Πh∂tu(0) find uh ∈ C2([0, T ], Vh) such that

(∂ttuh(t), vh)h + (div uh(t), div vh) = (f(t), vh) ∀vh ∈ Vh, t > 0. (4.15)

Let us recall from [112] that

c1(vh, vh) ≤ (vh, vh)h ≤ c2(vh, vh) ∀vh ∈ Vh, (4.16)

with some positive constants c1, c2 independent of the mesh size. As a consequence, the
mass matrix Mh in the equivalent algebraic system Mh∂ttu + Ku = f is regular, which
implies the well-posedness of the discretization scheme, using the same arguments as for
the exact Galerkin approximation. The following result is similar to [47, Theorem 3.8],
where we analyzed the corresponding discretization of the first order system (4.1)-(4.2).

Theorem 4.2.2 (First order convergence).
Let (A1) and (A2) hold, let u be a sufficiently smooth solution of (4.5)–(4.7), and let uh
be the corresponding solution of Problem 4.2.1. Then

∥∂t(u− uh)∥L∞(0,T ;L2(Ω)) + ∥div(u− uh)∥L∞(0,T ;L2(Ω)) ≤ Ch∥u∥W 2,1(0,T ;H1(Ω)),

with a constant C that is independent of the mesh size.

Proof. Let

σK(u, v) := QK(u · v)− (u, v)K and σh(u, v) =
∑

K∈Th

σK(u, v) (4.17)
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4.2. A first-order method

define the local and global quadrature errors. We begin by splitting the error in interpo-
lation and discrete error components in the following way:

u(t)− uh(t) = (u(t)− Πhu(t)) + (Πhu(t)− uh(t)) = −η(t) + ψh(t). (4.18)

From (2.28), we derive the interpolation error estimate

∥∂tη(t)∥L2(Ω) + ∥div η(t)∥L2(Ω) ≤ ch∥u(t)∥H2(Th).

Let π1
h denote the L2-orthogonal projection onto P1(Th) as defined in (2.27). Then the

discrete error ψh(t) satisfies

(∂ttψh(t), vh)h + (divψh(t), div vh)

= (∂ttη(t), vh) + (div η(t), div vh) + σh(Πh∂ttu(t), vh)

= (∂ttη(t), vh) + σh(Πh∂ttu(t), vh).

(4.19)

Here we simply subtracted (4.15) from (4.8) with v = vh and added the corresponding
terms with Πhu(t) on both sides. Note that the second term in the first line vanishes due
to the commuting diagram property (2.30). We then note that

(∂ttψh(t), ∂tψh(t)) + (divψh(t), ∂tdivψh(t)) =
1

2

d

dt

(
∥∂tψh(t)∥2h + ∥divψh(t)∥2L2(Ω)

)
,

and continue choosing vh := ∂tψh(t) in (4.19), integrating from 0 to t, and using the
definition of the initial values ψh(0) = ∂tψh(0) = 0. This leads to

1

2

(
∥∂tψh(t)∥2h + ∥divψh(t)∥2L2(Ω)

)
=

∫ t

0

(∂ttη(s), ∂tψh(s)) + σh(π
1
h∂ttu(s), ∂tψh(s))

= (i) + (ii).

The first term can be estimated via Cauchy-Schwarz and Young’s inequality by

(i) ≤
∫ t

0

∥∂ttη(s)∥L2(Ω)∥∂tψh(s)∥L2(Ω) ds ≤ ∥∂ttη∥2L1(0,t,L2(Ω)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω))

≤ Ch2∥∂ttu∥2L1(0,t,H1(Th)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω)).

For the second term, we use the exactness of the quadrature rule for piecewise linear
functions and conclude that

(ii) =

∫ t

0

σh(Πh∂ttu(s), ∂tψh(s)) ds =

∫ t

0

σh(Πh∂ttu(s)− π0
h∂ttu(s), ∂tψh(s)) ds

≤
∫ t

0

∥Πh∂ttu(s)− π0
h∂ttu(s)∥L2(Ω)∥∂tψh(s)∥L2(Ω) ds

≤ ∥Πh∂ttu− π0
h∂ttu∥2L1(0,t,L2(Ω)) +

1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω))

≤ ch2∥∂ttu∥2L1(0,t,H1(Th)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω)).
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4. Mass lumping for the wave equation in H(div)

We refer to Section 2.3.1 for the interpolation error estimates used in the above derivations.
Summing all the terms and using the norm equivalence from (4.16), we obtain

1

c1
∥∂tψh(t)∥2L2(Ω) + ∥divψh(t)∥2L2(Ω) ≤ ch2∥∂ttu∥2L1(0,t,H1(Th)) +

1

2c1
∥∂tψh∥2L∞(0,t,L2(Ω)).

Taking the maximum over all t and subsequently absorbing the last term by the left-hand
side yields the L∞-estimate. The assertion of the theorem now follows by combining the
two bounds for the discrete and the interpolation error.

Remark 4.2.3. By comparing this result to Lemma 4.1.3, we see that one order of
accuracy in the term ∥∂t(u− uh)∥L2(Ω) is lost. This is not an artifact of our analysis, but
can also be observed in our numerical tests. Let us note that, just as in [47, Theorem 4.5]
for the equivalent first order system (4.1)–(4.2), one can design a global post-processing
scheme in space that generates a second order accurate approximation ũh ∈ Vh. Thus, the
second-order convergence lost by mass lumping can be restored, in principle. While the
post-processing is local in time and can therefore be conducted somehow independently
of the time stepping, it seems unlikely that the localization in spaces is possible. In [47],
we also established super-convergence for the pressure averages for the corresponding
approximation of (4.1)–(4.2), and we were able to propose a post-processing scheme,
which is similar to what we proposed in Section 2.3.6 in the context of porous media flow.

4.3. A first-order variational Yee-like method

For ease of notation, we set f = 0 in this section. Lemma 4.1.3 indicates that the
convergence rates of Theorem 4.2.2 should already be achievable by approximation in the
smaller finite element space

Ṽh = {ṽh ∈ H0(div,Ω) : ṽh|K ∈ RT0(K), ∀K ∈ Th}. (4.20)

Unfortunately, no general mass lumping technique is available for Ṽh on simplices, al-
though some attempts exist. In [13], the author established a connection between the
finite volume method and the lowest order mixed method based on a discretization for
RT0 in 2D. The author gave an explicit formula for the construction of the lumped mass
matrix, which has only diagonal entries. He concluded that for his construction, the
quadrature error decays linearly in the mesh size h whenever the mesh is acute, meaning
no angles measure more than π/2. Later, in [20, 78], this condition was relaxed to allow
for Delaunay meshes. In [78], the author extended this approach to tetrahedral grids,
which proved to be even more restrictive. The method has also been used in the context
of Maxwell’s equations; see e.g. [20]. By using the results of the previous section, we will

show that it is possible to achieve mass lumping for Ṽh on general simplicial meshes. Our
approach is based on the close relationship between the spaces RT0(K) and BDM1(K)
and the solutions obtained by the corresponding approximation methods.
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4.3. A first-order variational Yee-like method

4.3.1. Preliminaries

The space Ṽh defined above is naturally embedded in the larger space

Vh = {vh ∈ H0(div,Ω) : vh|K ∈ BDM1(K), ∀K ∈ Th} (4.21)

which was employed in the previous section. Let us denote by Eh : Ṽh → Vh the natural
embedding and by Π̃h : Vh → Ṽh the restriction of the canonical interpolation operator
for Ṽh. It is not difficult to verify that Π̃h ◦ Eh = idṼh

. From the local definition of the
embedding and the projection, it is clear that these relations also hold on the element
level.
Now let {Φk} ⊂ Vh denote the basis constructed in Section 2.4, which was proven

to be suitable for mass lumping. Further, let P denote the matrix representation of
the projection Π̃h. In Section 4.3.4, we define a corresponding basis {Φ̃k} ⊂ Ṽh, again
constructed locally, with the following properties:

(P1) P⊤ is the matrix representation of the embedding Eh and PP⊤ = id.

(P2) Let n be the number of edges (d = 2) or the number of faces (d = 3). Then
P ∈ Rn×d·n is block diagonal with 1× d blocks.

These properties immediately follow from the explicit construction in Section 4.3.4, and
we take them for granted in the sequel.

4.3.2. Construction on the algebraic level

As outlined in the previous section, the algebraic form of the first order approximation
based on Vh and stated in Problem 4.2.1 is given by

Mh∂ttu(t) + Ku(t) = 0, (4.22)

with block-diagonal lumped mass matrix Mh. We write M for the exact mass matrix in
the sequel. From the definition of P, we immediately deduce that

M̃ = PMP⊤ and K̃ = PKP⊤,

which are the exact mass and stiffness matrices for the Galerkin approximation in Ṽh.
Furthermore, we have

K = P⊤K̃P, (4.23)

which can be proven by the commuting diagram property (2.30) of the projection operators
and the specific properties of the finite element spaces. More precisely, we have

div vh = π0
hdiv vh = div Π̃hvh ∀vh ∈ Vh,

which implies Kij = (div Φj, div Φi) = (div Π̃hΦj, div Π̃hΦi) = (P⊤K̃P)ij. With this final
observation, we can now introduce our new scheme.
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4. Mass lumping for the wave equation in H(div)

Lemma 4.3.1 (Yee-like scheme).
Let (A1)–(A2) and (P1)–(P2) hold and let u denote the solution to (4.22). Then ũ(t) =
Pu(t) solves the algebraic system

M̃h∂ttũ(t) + K̃ũ(t) = 0, (4.24)

with modified mass matrix M̃h := (PM−1
h P⊤)−1.

Proof. Using the properties stated above, we compute

∂ttũ(t) = P∂ttu(t) = −PM−1
h Ku(t) = −PM−1

h P⊤K̃Pu(t)

= −(PM−1
h P⊤)K̃ũ(t),

where we used the system (4.22) and (4.23). This already concludes the proof.

Remark 4.3.2. The system (4.24) can be understood as a projected version of (4.22).
Also, consider the system

M̃∂ttû(t) + K̃û(t) = 0,

which represents the algebraic realization of the exact Galerkin approximation in Ṽh. By
comparison, we see that (4.24) has the same stiffness matrix, but a different representation

of the mass matrix. In contrast to M̃, we have that M̃h is full, in general, while its inverse
M̃−1

h is sparse, if P is sparse. For this reason, (4.24) can not be understood as a realization
of a mixed finite element method, but rather just as an algebraic trick to reduce the
number of degrees of freedom of (4.22).

4.3.3. Interpretation in function space

The solution ũ(t) from (4.24) can be translated back to an element ũh ∈ Ṽh by assigning

ũh(t) =
∑

k
ũk(t)Φ̃k.

We now show that the method is indeed first-order convergent and that the convergence
result essentially follows from Theorem 4.2.2.

Theorem 4.3.3. Let (A1)–(A2) and (P1)–(P2) hold. Further let u be a sufficiently

smooth solution of (4.5)–(4.7) and ũh(t) ∈ Ṽh denote the finite element solution associated
to ũ(t) constructed according to (4.24). Then

∥∂t(u− ũh)∥L∞(0,T,L2(Ω)) + ∥div(u− ũh)∥L∞(0,T,L2(Ω)) ≤ Ch∥u∥W 2,1(0,T,H1(Ω)),

with constant C independent of the mesh size.

Proof. We proceed in a similar fashion as in the last section. We again split the error in
an interpolation and a discrete error component

u(t)− ũh(t) = (u(t)− Π̃hu(t)) + (Π̃hu(t)− ũh(t)) = −η(t) + ψh(t), (4.25)
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4.3. A first-order variational Yee-like method

where Π̃h is again the interpolation operator onto Ṽh. According to (2.28), the interpola-
tion error can be estimated by

∥∂tη∥L∞(0,T,L2(Ω)) + ∥div η∥L∞(0,T,L2(Ω)) ≤ C ′(u, T )h.

For the discrete error, we can compute

∥Π̃h∂tu(t)− ∂tũh(t)∥L2(Ω) = ∥Π̃h∂tu(t)− Π̃h∂tuh(t)∥L2(Ω)

= ∥Π̃h(Π̃h∂tu(t)− ∂tuh(t))∥L2(Ω)

≤ c∥Π̃h∂tu(t)− ∂tuh(t)∥L2(Ω).

The L2-estimate is allowed since Π̃h is applied to discrete functions. Similarly, we get

(div(Π̃hu(t)− ũh(t)), qh) = (div(Π̃hu(t)− Π̃huh(t), qh)

= (div Π̃hu(t)− π1
hdiv uh(t), qh)

= (div Π̃hu(t)− div uh(t)), qh),

which implies that div(Π̃hu(t)− ũh(t)) = div(Π̃hu(t)−uh(t)). Combining these estimates
with the results of Theorem 4.2.2 completes the proof.

Remark 4.3.4. Note that in the proof above, the estimate for the divergence holds with
equality. In particular, this means that the divergence produced by the first order method
coincides with the divergence produced by the Yee-like method. For the mixed system,
this property also translates to the pressure component p. For details, we refer to [47].

4.3.4. Construction of basis functions

In this section, we construct explicit basis functions for Ṽh on triangles and tetrahedra.
For completeness, we also briefly restate the basis functions for Vh and we introduce the
structure of the projection matrix P on both triangular and tetrahedral meshes. In the
following, we will use the notation (a; b) = (a, b)⊤ to describe column vectors.

Construction on triangular meshes

P>

P

Figure 4.2.: Visual representation of the action of the projection matrix P mapping basis
functions from BDM1(K̂) to RT0(K̂) and back.
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Let K̂ = span{(0; 0), (1; 0), (0; 1)} denote the reference triangle. On K̂, we then consider
the local basis functions

φ̂1 = (0;x) φ̂2 = (−y; 0) φ̂3 = (−y;−y)
φ̂4 = (0;x+ y − 1) φ̂5 = (−x− y + 1; 0) φ̂6 = (x;x).

Recall that BDM1(K̂) = P1(K̂)2 = span{φ̂i, 1 ≤ i ≤ 6}. Moreover, together with the
vertex rule, we obtain a block-diagonal local mass matrix consisting of 2 × 2 blocks.
Furthermore, the functions

Φ̂1 =

√
2

2
(φ̂1 + φ̂2) =

√
2

2
(x; y),

Φ̂2 =

√
2

2
(φ̂3 + φ̂4) =

√
2

2
(x− 1; y),

Φ̂3 =

√
2

2
(φ̂5 + φ̂6) =

√
2

2
(x; y − 1)

define basis functions for RT0, namely

RT0(K̂) = P0(K̂)2 ⊕ x · P0(K̂) = span{Φ̂i, 1 ≤ i ≤ 3}.

Then, locally, the projection P takes the form

P|K̂ =


0
0

√
2
2

0
0

√
2
2

0

√
2
2

0

0

√
2
2

0

√
2
2

0
0

√
2
2

0
0
 .

Globally, P has the same structure as above, with exactly two entries
√
2
2

per row, with
their exact location depending on the numbering of the degrees of freedom. We can also
check that PP⊤ = Id. In conclusion, (P1)–(P2) are satisfied.

Construction on tetrahedral meshes

P>

P

Figure 4.3.: Visual representation of the action of the projection matrix P mapping basis
functions from BDM1(K̂) to RT0(K̂) and back.
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Let K̂ = span{(0; 0; 0), (1; 0; 0), (0; 1; 0), (0; 0; 1)} denote the reference tetrahedron. We
then consider the functions

φ̂1 = (x; 0; 0) φ̂2 = (0; y; 0) φ̂3 = (0; 0; z)

φ̂4 = (−y; y; 0) φ̂5 = (−z; 0; z) φ̂6 = (x+ y + z − 1; 0; 0)

φ̂7 = (0;−z; z) φ̂8 = (0;x+ y + z − 1; 0) φ̂9 = (x;−x; 0)
φ̂10 = (0; 0; x+ y + z − 1) φ̂11 = (x; 0;−x) φ̂12 = (0; y;−y),

which define a basis for BDM1(K̂). Furthermore, the functions

Φ̂1 =

√
3

3
(φ̂1 + φ̂2 + φ̂3) =

√
3

3
(x; y; z),

Φ̂2 =

√
3

3
(φ̂4 + φ̂5 + φ̂6) =

√
3

3
(x− 1; y; z),

Φ̂3 =

√
3

3
(φ̂7 + φ̂8 + φ̂9) =

√
3

3
(x; y − 1; z),

Φ̂4 =

√
3

3
(φ̂10 + φ̂11 + φ̂12) =

√
3

3
(x; y; z − 1)

define basis functions for RT0(K̂), namely

RT0(K̂) = P0(K̂)2 ⊕ x · P0(K̂) = span{Φ̂i, 1 ≤ i ≤ 4}.

Then, locally, the projection matrix P takes the form

P|K̂ =


0
0
0

√
3
3

0
0
0

√
3
3

0
0
0

√
3
3

0
0

√
3
3

0

0
0

√
3
3

0

0
0

√
3
3

0

0

√
3
3

0
0

0

√
3
3

0
0

0

√
3
3

0
0

√
3
3

0
0
0

√
3
3

0
0
0

√
3
3

0
0
0
 .

Globally, P has the same structure as above, with exactly three entries
√
3
3

per row, with
their location depending on the numbering of the degrees of freedom. We can check that
PP⊤ = Id. In conclusion, (P1)–(P2) are satisfied.

4.3.5. Remarks

Our proposed Yee-like scheme can also be extended on quadrilaterals and hexahedra by
utilizing the corresponding RT0 and BDM1 spaces, see Figure 4.4 for a representation
of the action of the projection matrix P in 2D. In [49], we observed that for the mixed
formulation (4.1)–(4.2), our Yee-like method results in the same algebraic system as the
finite difference time domain method. For this reason, our approach can be seen as a
natural variational generalization of the FDTD method to unstructured grids.
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P>

P

Figure 4.4.: Visual representation of the action of the projection matrix P mapping basis
functions from BDM1(K̂) to RT0(K̂) and back.

4.4. A second-order method

We now consider the extension of the first order method from Section 4.2 to second order.
Inspired by the results of Section 2.3, we consider the approximation space

Vh = {vh ∈ H0(div,Ω) : vh|K ∈ RT1(K), ∀K ∈ Th} (4.26)

and denote by Πh its canonical interpolation operator. Let us further recall the associated
quadrature formula

QK(f) = |K|

(
αf(m) +

d+1∑
i=1

β f(vi)

)
, (4.27)

with m and vi representing the element midpoint and its vertices, which are used as
quadrature points, while α and β are the corresponding weights; see Figure 4.5.

Figure 4.5.: Degrees of freedom for the space RT1 on the unit triangle (left) and the unit
tetrahedron (right), as well as the quadrature points of (4.27). The blue dots
represent the locations of the quadrature points. The associated weights are
α = 3

4
and β = 1

12
on the triangle and α = 4

5
and β = 1

20
on the tetrahedron.

With the help of the local quadrature rule, we define the global inexact scalar product

(u,w)h :=
∑

K∈Th
QK(u · w). (4.28)

We then consider the following second-order finite element scheme.
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Problem 4.4.1 (Second order inexact Galerkin approximation).
For uh(0) = Πhu(0) and ∂tuh(0) = Πh∂tu(0) find uh ∈ C2([0, T ], Vh) such that

(∂ttuh(t), vh)h + (div uh(t), div vh) = (f(t), vh), ∀vh ∈ Vh t > 0. (4.29)

The well-posedness of this method is again a direct consequence of the norm equivalence

c1(vh, vh) ≤ (vh, vh)h ≤ c2(vh, vh), ∀vh ∈ Vh, (4.30)

which holds with uniform constants c1, c2; see Chapter 3 for details. As a next step, we
gather some information regarding the error due to inexact numerical integration.

4.4.1. Quadrature error

For any element K ∈ Th, we introduce the local and global quadrature errors

σK(u, v) := QK(u · v)− (u, v)K and σh(u, v) =
∑

K∈Th

σK(u, v). (4.31)

We will make use of the following result, which is a small modification of Lemma 2.3.7.

Lemma 4.4.2 (Quadrature error).
The quadrature rule (4.27) is exact for polynomials of degree k ≤ 2 on both triangles and
tetrahedra. Further, let (A1)–(A2) hold and let π1

h denote the L2-orthogonal projection
onto P1(Th)

d. Then the quadrature error (4.31) satisfies

|σh(π1
hu, vh)| ≤ Ch2∥u∥H1(Th)∥div vh∥L2(Ω) ∀vh ∈ Vh, u ∈ H1(Th)

d. (4.32)

Proof. The exactness property can be verified easily. In view of the definition of the
global quadrature error, it suffices to show the inequality locally for individual elements
K ∈ Th. We begin by splitting

σK(π
1
hu, vh) = σK(π

1
hu− π0

hu, vh − π1
hvh)

≤ c∥π1
hu− π0

hu∥L2(K)∥vh − π1
hvh∥L2(K)

≤ c′h3T∥u∥H1(K)∥∇2vh∥L2(K).

Here, we used the exactness of the quadrature rule first, the norm equivalence (4.30) in
the second line, and lastly the approximation properties of the projection π1

h, see (2.29).
Using assertion (ii) of Lemma 2.3.6, we now split vh = v1h ⊕ vBh and further estimate

∥∇2vh∥L2(K) = ∥∇2vBh ∥L2(K) ≤ C ′h−1∥∇vBh ∥L2(K) ≤ C ′′h−1∥div(vBh )∥L2(K).

Here, we used estimate (ii) of Lemma 2.3.6 in the last step. By the estimate (iii) of
Lemma 2.3.6, we can further bound ∥div(vBh )∥L2(K) ≤ C∥div(vh)∥L2(K). A combination
of these results and summation over elements yields the first estimate of the lemma.
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4. Mass lumping for the wave equation in H(div)

4.4.2. Error analysis

We begin by splitting the error in interpolation and discrete error components, i.e.

u(t)− uh(t) = (u(t)− Πhu(t)) + (Πhu(t)− uh(t)) = −η(t) + ψh(t). (4.33)

Then we obtain the following result regarding the discrete error component ψh(t).

Lemma 4.4.3 (Discrete error estimate).
Let (A1) and (A2) hold, let u be a sufficiently smooth solution of (4.5)–(4.7), and uh be
the corresponding solution of Problem 4.4.1. Then

∥∂t(Πhu− uh)∥L∞(0,T ;L2(Ω)) + ∥div (Πhu− uh)∥L∞(0,T ;L2(Ω)) ≤ C(u, T )h2

with C(u, T ) = c(∥∂ttu∥L1(0,T,H2(Th))+∥∂ttu∥L∞(0,T,H1(Th))+∥∂tttu∥L1(0,T,H1(Th))) and a con-
stant c which is independent of the mesh size.

Proof. The discrete error ψh(t) = Πhu(t)− uh(t) satisfies the discrete system

(∂ttψh(t), vh)h + (divψh(t), div vh)

= (∂ttη(t), vh) + (div η(t), div vh) + σh(Πh∂ttu(t), vh)

with initial values ψh(0) = ∂tψh(0) = 0. Recall that

(∂ttψh(t), ∂tψh(t)) + (divψh(t), ∂tdivψh(t)) =
1

2

d

dt

(
∥∂tψh(t)∥2h + ∥divψh(t)∥2L2(Ω)

)
.

Then, choosing vh := ∂tψh(t) as a test function, integrating from 0 to t and using the
definition of the initial conditions yields the identity

1

2

(
∥∂tψh(t)∥2h + ∥divψh(t)∥2L2(Ω)

)
=

∫ t

0

(∂ttη(s), ∂tψh(s)) + (div η(s), div ∂tψh(s)) + σh(Πh∂ttu(s), ∂tψh(s))

= (i) + (ii) + (iii).

(4.34)

The first term can be estimated by Cauchy-Schwarz and Young’s inequality by

(i) ≤ ∥∂tt(Πhu− u)∥L1(0,t,L2(Ω)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω))

≤ Ch4∥∂ttu∥2L1(0,t,H2(Th)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω)).

Using the commuting diagram property (2.30) of Πh, we conclude that (ii) = 0. The
third term can be split into

(iii) =

∫ t

0

σh(Πh∂ttu(s)− π1
h∂ttu(s), ∂tψh(s)) +

∫ t

0

σh(π
1
h∂ttu(s), ∂tψh(s))

= (iv) + (v),
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4.4. A second-order method

where π1
h denotes the L2-projection onto space P1(Th)

d. With similar arguments as used
in the estimate of (i), we get

(iv) ≤ ∥∂tt(Πhu− π1
hu)∥2L1(0,t,L2(Ω)) +

1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω))

≤ ∥∂tt(Πhu− u)∥2L1(0,t,L2(Ω)) + ∥∂tt(u− π1
hu)∥2L1(0,t,L2(Ω)) +

1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω))

≤ Ch4∥∂ttu∥2L1(0,t,H2(Th)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω)).

For (v), we use integration by parts in time and ψh(0) = 0, which yields

(v) = σh(π
1
h∂ttu(t), ψh(t))−

∫ t

0

σh(π
1
h∂tttu(s), ψh(s)) ds.

By the properties of the quadrature error stated in Lemma 4.4.2, we then obtain

(v) ≤ ch4∥∂ttu(t)∥2H1(Th) +
1

4
∥divψh(t)∥2L2(Ω)

+ c′h4∥∂tttu∥2L1(0,t,H1(Th)) +
1

4
∥divψh∥2L∞(0,t,L2(Ω))

≤ Ch4
(
∥∂ttu∥2L∞(0,t;H1(Th)) + ∥∂tttu∥2L1(0,t,H1(Th))

)
+

1

2
∥divψh∥2L∞(0,t,L2(Ω))

with C ′′
1 (u, t) = C(∥∂ttu∥L∞(0,t,H1(Th)) + ∥∂tttu∥L1(0,t,H1(Th))). Summing all the terms and

using the norm equivalence from (4.16), we obtain

1

c1
∥∂tψh(t)∥2L2(Ω) + ∥divψh(t)∥2L2(Ω)

≤ C(u, t)h4 +
1

2c1
∥∂tψh∥2L∞(0,t,L2(Ω)) +

1

2
∥divψh(t)∥2L2(Ω).

Taking the maximum over all t and subsequently absorbing the last two terms by the
left-hand side yields the desired estimate for the discrete error.

Combining the bounds for the interpolation error in Section 2.3.1 and for the discrete
error from Lemma 4.4.3 immediately yields the following main result of this section.

Theorem 4.4.4 (Second order convergence).
Let (A1) and (A2) hold, u be a sufficiently smooth solution of (4.5)–(4.7), and uh be the
corresponding solution of Problem 4.4.1. Then

∥∂t(u− uh)∥L∞(0,T ;L2(Ω)) + ∥div(u− uh)∥L∞(0,T ;L2(Ω)) ≤ C(u, T )h2 (4.35)

with

C(u, T ) = c
(
∥∂ttu∥L1(0,T,H2(Th)) + ∥∂ttu∥L∞(0,T,H1(Th)) + ∥∂tttu∥L1(0,T,H1(Th))

+ ∥∂tu∥L∞(0,T ;H2(Th)) + ∥div u∥L∞(0,T ;H2(Th)))
)

and a constant c that is independent of the mesh size h.
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4. Mass lumping for the wave equation in H(div)

Proof. According to (2.28), we can estimate the interpolation error by

∥∂tη∥L∞(0,T ;L2(Ω)) + ∥div η∥L∞(0,T ;L2(Ω)) ≤ C ′(u, T )h2 (4.36)

with C ′(u, t) = C(∥∂tu∥L∞(0,T ;H2(Th)) + ∥div u∥L∞(0,T ;H2(Th))). The proof is completed by
adding the discrete error components from Lemma 4.4.3.

Remark 4.4.5. Comparing this result to the error estimates for the exact Galerkin
approximation from Lemma 4.1.3 shows that mass lumping does not affect the overall
accuracy of the method. After choosing the set of basis functions from Section 2.4.1, the
algebraic realization of (4.29) leads to the system Mh∂ttu(t) + Ku(t) = 0 with a block-
diagonal mass matrix Mh. We can now propose explicit time-stepping schemes, which can
be applied efficiently as a result of mass lumping.

4.5. Time discretization

In this section, we discuss the time discretization for the second order method with mass
lumping from Section 4.4. We utilize a central difference approximation on a uniform
grid in time, which leads to an explicit time-stepping method with formally second-order
accuracy. Let tn = nτ , 0 ≤ n ≤ N be a given sequence of time points with τ = T/N . We
denote by gn = g(tn) the evaluation of a function g defined on the time grid

Iτ = {0 = t0 < t1 < . . . < tN = T}.

Furthermore, for a continuous function g in time, we define

gn+
1
2 :=

1

2
(gn+1 + gn),

which sets the intermediate evaluations to equal the average of two consecutive integer
time evaluations. Furthermore, we consider the first order (central) difference quotients

dτg
n+ 1

2 :=
1

τ
(gn+1 − gn). and d̂τg

n
:=

dτg
n+ 1

2 + dτg
n− 1

2

2
=
gn+1 − gn−1

2τ
,

as well as the second order central difference quotient

dττg
n :=

1

τ 2
(gn+1 − 2gn + gn−1).

In the following, let Vh be defined as in (4.26), while (·, ·)h is given by (4.28). We then
consider the following fully discrete scheme.

Problem 4.5.1 (Second order fully discrete method).

Set u0h = Πhu0 and u1h = Πh

(
u0 + τv0 +

τ2

2
(f(0) +∇div u0)

)
. Then for n ≥ 1 find unh

such that

(dττu
n
h, vh)h + (div unh, div vh) = (f(tn), vh) ∀vh ∈ Vh. (4.37)
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Let us again very briefly discuss the well-posedness of the scheme. On the algebraic
level, the system (4.37) takes the form

Mhu
n+1 = 2Mhu

n −Mhu
n−1 − τKun + τ fn.

Since Mh is regular, see (4.30), the iteration scheme is well-defined, and by extension, so
is (4.37). For the stability of the fully discrete scheme, we further assume that

(A3) the time step τ is chosen such that

(div vh, div vh) ≤
4

τ 2
(vh, vh)h ∀vh ∈ Vh,

which can be interpreted as an abstract CFL condition; see [73] for details. We proceed
as in Section 4.4.2 by splitting the error into discrete and projection error components

u(tn)− unh = −(Πhu(t
n)− u(tn)) + (Πhu(t

n)− unh) =: −ηn + ξnh .

4.5.1. Discrete error estimates

The discrete error can be again interpreted as a solution of (4.37) with a special right-
hand side. First, we make the following statement regarding the stability of the discrete
problem.

Lemma 4.5.2 (Discrete stability estimate).
Let {ξnh}, {rnh} ⊂ Vh be given sequences such that

(dττξ
n
h , vh)h + (div ξnh , div vh) = (rnh , vh) ∀vh ∈ Vh, n ≥ 1. (4.38)

Furthermore, assume that (A1)–(A3) hold. Then for all 0 ≤ n ≤ N − 1, we have

∥dτξ
n+ 1

2
h ∥2L2(Ω) + ∥div ξ̂ n+ 1

2
h ∥2L2(Ω)

≤ C

(
∥dτξ

1
2
h ∥

2
L2(Ω) + ∥div ξ̂

1
2

h ∥2L2(Ω) +
n∑

i=1

τ(rih, d̂τξh
n
)

)
.

(4.39)

Proof. We follow the arguments of [73]. Testing (4.38) with vh = d̂τξh
n
leads to

(rnh , d̂τξh
n
) = (dττξ

n
h , d̂τξh

n
)h + (div ξnh , div d̂τξh

n
) = (i) + (ii). (4.40)

For the first term, we obtain by elementary computations that

(i) =
1

2τ

(
∥dτξ

n+ 1
2

h ∥2h − ∥dτξ
n− 1

2
h ∥2h

)
,

and the second term can be expanded into

(ii) =
1

2τ

(
∥div ξ̂ n+ 1

2
h ∥2L2(Ω) − ∥div ξ̂ n− 1

2
h ∥2L2(Ω)

− τ 2

4
∥div dτξ

n+ 1
2

h ∥2L2(Ω) +
τ 2

4
∥div dτξ

n− 1
2

h ∥2L2(Ω)

)
.
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We now define the discrete energy as

En+ 1
2

h = ∥dτξ
n+ 1

2
h ∥2h + ∥div ξ̂ n+ 1

2
h ∥2L2(Ω) −

τ 2

4
∥div dτξ

n+ 1
2

h ∥2L2(Ω).

Plugging this definition back into (4.40) yields

En+ 1
2

h = En− 1
2

h + 2τ(rnh , d̂τξh
n
).

A recursive application of this identity finally leads to En+ 1
2

h = E
1
2
h + 2

∑n
i=1 τ(r

i
h, d̂τξh

i
).

From (A3), we can see that En+ 1
2

h is positive and

En+ 1
2

h ≤ ∥dτξ
n+ 1

2
h ∥2h + ∥div ξ̂ n+ 1

2
h ∥2L2(Ω) ≤ 2En+ 1

2
h .

The assertion now follows by using the norm equivalence (4.30).

Now that stability of the scheme has been established, we can complete the analysis of
the discrete error by the following estimate.

Lemma 4.5.3 (Discrete error estimate).
Let (A1)–(A3) hold, u be a sufficiently smooth solution of (4.5)–(4.7), and uh be the
corresponding solution of Problem 4.4.1. Then the discrete error satisfies

∥dτξ
n+ 1

2
h ∥2L2(Ω) + ∥div ξ̂ n+ 1

2
h ∥2L2(Ω) ≤ C(u, T )h2 + C ′(u, T )τ 2,

for all tn ≤ T and with constants C(u, T ) and C ′(u, T ) as in the proof below.

Proof. We have to estimate the terms on the right-hand side of (4.39). First, note that
ξ0h = 0 by definition of the first initial value. By Taylor estimates, we further obtain

ξ1h = Πhu(t
1)− u1h = Πh

(
u(t1)− u(0)− τ∂tu(0)−

τ 2

2
(f(0) +∇div u(0))

)
= Πh

(
u(t1)− u(0)− τ∂tu(0)−

τ 2

2
∂ttu(0)

)
= Πh

(
τ 3

6
∂tttu(s)

)
for an s ∈ [0, t1]. With this in mind, we compute

∥dτξ
1
2
h ∥

2
L2(Ω) + ∥div ξ̂

1
2

h ∥2L2(Ω) =
1

τ 2
∥dτξ1h∥2L2(Ω) +

1

4
∥div ξ1h∥2L2(Ω)

≤ Cτ 2
(
∥Πh∂tttu∥2L∞(0,t1,L2(Ω)) + ∥div Πh∂ttu∥2L∞(0,t1,L2(Ω))

)
≤ Cτ 2

(
∥∂tttu∥2L∞(0,t1,H1(Th)) + ∥π1

hdiv ∂ttu∥2L∞(0,t1,L2(Ω))

)
≤ Cτ 2

(
∥∂tttu∥2L∞(0,t1,H1(Th)) + ∥div ∂ttu∥2L∞(0,t1,L2(Ω))

)
,

where we used the H1 stability of the interpolation Πh and (2.30). For the third term, we

test equations (4.8) and (4.37) with vh = d̂τξh
i
and then add from 1 to n, which yields
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n∑
i=1

τ(rih, d̂τξh
i
) = τ

n∑
i=1

(dττu(t
i)− ∂ttu(t

i), d̂τξh
i
) + τ

n∑
i=1

(dττη
i, d̂τξh

i
)

+ τ

n∑
i=1

(div ηi, div d̂τξh
i
)− τ

n∑
i=1

σh(dττΠhu(t
i), d̂τξh

i
)

= (i) + (ii) + (iii) + (iv).

Using Taylor expansions and Cauchy-Schwarz inequalities, we get

|(i)| ≤ τ
n∑

i=1

Cτ∥∂ttttu∥L1(ti−1,ti+1,L2(Ω))∥d̂τξh
i
∥L2(Ω)

≤
n∑

i=1

Cτ 2∥∂ttttu∥L1(ti−1,ti+1;L2(Ω)) · max
1≤i≤n

∥d̂τξh
i
∥L2(Ω)

≤ Cτ 4∥∂ttttu∥2L1(0,tn+1;L2(Ω)) +
1

6c1
max
1≤i≤n

∥dτξ
i+ 1

2
h ∥2L2(Ω).

In a similar fashion, we get for the second term

|(ii)| ≤ 2Ch4∥∂ttu∥2L1(0,tn+1;H2(Th)) +
1

6c1
max
0≤i≤n

∥dτξ
i+ 1

2
h ∥2L2(Ω).

For the third term, we use summation by parts to obtain

(iii) = (div ηn, div ξ̂
n+ 1

2
h )− (div η1, div ξ̂

1
2
h )− τ

n∑
i=2

(div dτη
i− 1

2 , div ξ̂
i− 1

2
h )

= (iii)a + (iii)b + (iii)c.

The first two terms here can be further estimated by

|(iii)a|+ |(iii)b| ≤ 2Ch4∥div u∥2L∞(0,tn;H2(Th)) +
1

6
max
1≤i≤n

∥div ξ̂ i+ 1
2

h ∥2L2(Ω).

For the third term, we obtain

|(iii)c| ≤ 2Ch4∥div ∂tu∥2L1(0,tn+1;H1(Th)) +
1

6
max
1≤i≤n

∥div ξ̂ i+ 1
2

h ∥2L2(Ω).

Using Lemma 4.4.2 and again summation by parts, we get

|(iv)| ≤ C̃(u, T )2h4 +
1

6c1
max
0≤i≤n

∥dτξ
i+ 1

2
h ∥2L2(Ω) +

1

6
max
0≤i≤n

∥div ξ̂ i+ 1
2

h ∥2L2(Ω)

with

C̃(u, T ) =
(
∥∂ttu∥L1(0,tn+1,H2(Th)) + ∥∂ttu∥L∞(0,tn+1;H1(Th)) + ∥∂tttu∥L1(0,tn+1,H1(Th))

)
.
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Summing up all the terms, using the norm equivalence from (4.30), and subsequently
applying Lemma 4.5.2, we finally obtain

1

c1
∥dτξ

n+ 1
2

h ∥2L2(Ω) + ∥div ξ̂ n+ 1
2

h ∥2L2(Ω)

≤ C(u, T )2h4 + C ′(u, T )2τ 4 +
1

2c1
max
0≤i≤n

∥dτξ
i+ 1

2
h ∥2L2(Ω) +

1

2
max
0≤i≤n

∥div ξ̂ i+ 1
2

h ∥2L2(Ω), (4.41)

with C(u, T ) = C̃(u, T ) + C
(
∥div u∥L∞(0,tn;H2(Th)) + ∥div ∂tu∥L1(0,tn+1;H1(Th))

)
and

C ′(u, T ) = C
(
∥∂ttttu∥L1(0,tn+1,H1(Th)) + ∥∂tttu∥L∞(0,t1,H1(Th)) + ∥div ∂ttu∥L∞(0,t1,L2(Ω))

)
.

Taking the maximum over all tn in (4.41) and absorbing the last two terms by the left-
hand side yields the estimate. The assertion of the theorem now follows by adding the
two estimates for the projection and discrete error.

4.5.2. Error estimates

Together with the estimates for the interpolation operator from Section 2.3.1 and the
discrete error from Lemma 4.5.2, we now obtain the following main result.

Theorem 4.5.4 (Second order convergence of the fully discrete scheme).
Let (A1)–(A3) hold and let u denote a sufficiently smooth solution of (4.5)–(4.7). Then
the corresponding solution (unh)n of Problem 4.5.1 satisfies

max
0≤n<N

(
∥∂tu(tn+

1
2 )− dτu

n+ 1
2

h ∥L2(Ω) + ∥div(u(tn+
1
2 )− û

n+ 1
2

h ))∥L2(Ω)

)
≤ C(u, T )h2 + C ′(u, T )τ 2,

for all tn ≤ T with constant C(u, T ) from Theorem 4.4.4 and

C ′(u, T ) = C
(
∥∂ttttu∥L1(0,tn+1,H1(Th)) + ∥∂tttu∥L∞(0,t1,H1(Th)) + ∥div ∂ttu∥L∞(0,t1,L2(Ω))

)
.

Proof. Note that the continuous errors satisfy

max
0≤n<N

(
∥dτηn+

1
2∥2L2(Ω) + ∥div η̂ n+ 1

2∥2L2(Ω)

)
≤ ch2

(
∥∂tu∥L∞(0,T,H2(Th)) + ∥div u∥L∞(0,T,H2(Th))

)
.

Aggregating this result with Lemma 4.5.3 already yields the result.

4.6. Numerical validation

In this section, we compare the three methods proposed in this chapter and verify that the
expected convergence rates hold. As a test example, we consider a plane wave traveling
through a square domain in 2D. For this example, the exact solution is known, and
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convergence rates can be easily computed by comparing the numerical solution to the real
one.
For our computation, we consider the exact solution

uex(x, y, t) = g(x+ y − 2t)

(
1

1

)
with g(x) = 2 exp(−50(x+ 1)2)

which is a plane wave traveling through Ω = (0, 1)2 from the bottom left to top right
corner; see Figure 4.6. One can quickly check that uex satisfies problem (4.5)–(4.7) with

Figure 4.6.: Snapshots of the first component of u at time steps t ∈ {0.8, 1.3, 1.8}
computed on the discrete level h = 2−3.

f = 0 for initial and boundary conditions chosen to match uex. Let

|||eh,τ ||| := max
1≤n≤N

(
∥∂tu(tn+

1
2 )− dτu

n+ 1
2

h ∥L2(Ω) + ∥div(u(tn+
1
2 )− û

n+ 1
2

h ))∥L2(Ω)

)
denote the discrete error. We set the time horizon to T = 2 and choose τ = 0.1h for
our simulations. Since the solution is smooth, we expect that all three methods from
Sections 4.2, 4.3 and 4.4 deliver the predicted convergence rates.
In Table 4.1, we display the errors obtained by our finite-element methods with mass

lumping on a sequence of non-nesting meshes {Th}h. The columns denoted by BDM1,
RT0 and RT1 contain the error |||eh,τ ||| for the first order, the Yee-like, and the second
order method, respectively. We observe that each of the methods performs as predicted
by theory. Note that the error produced by the Yee-like method is a bit larger than the
first order method based on BDM1, which is to be expected from construction.
Let us now further elaborate on the choice of the time step τ , which is restricted by the

CFL condition (A3). From the proof of Lemma 4.5.2, we see that a sufficient condition
for discrete stability is

τ 2max

4
∥M−1

h K∥ = 1.

By setting cmax =
τmax

h
for the CFL constant, we reshuffle to obtain

cmax =
4

h
√
λmax(M

−1
h K)

. (4.42)
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4. Mass lumping for the wave equation in H(div)

h τ BDM1 eoc dofs RT0 eoc dofs RT1 eoc dofs

2−1 2−2 0.635807 — 56 0.612817 — 28 0.783171 — 88
2−2 2−3 0.565408 1.12 160 0.577903 0.98 80 0.279806 1.93 336
2−3 2−4 0.265606 1.03 668 0.271699 1.02 334 0.060933 2.10 1312
2−4 2−5 0.080122 1.01 2680 0.083710 1.00 1340 0.016570 1.88 5184
2−5 2−6 0.025764 0.99 10580 0.029837 1.01 5260 0.004380 1.92 20608

Table 4.1.: Errors, mesh size h, time step τ , the estimated order of convergence (eoc) as
well as the number of dofs for a plane wave solution on a rectangular domain.

The value of cmax can be computed by solving generalized eigenvalue problems Kx = λMhx.
We do this for the methods with mass lumping and also for the corresponding exact
Galerkin methods without mass lumping. The results are depicted in Table 4.2 below.
Since the stability of the RT0 method is directly inherited from BDM1, we only display
the values for BDM1. Let us emphasize that CFL constants for the first order methods

h RT0 BDM1 RT0/BDM1 (lump) RT1 RT1 (lump)

2−2 0.375602 0.361745 0.644864 0.282508 0.228658
2−3 0.423002 0.393924 0.714711 0.315001 0.251065
2−4 0.378344 0.363319 0.641621 0.283880 0.238001
2−5 0.364451 0.347337 0.615268 0.269956 0.218350
2−6 0.345823 0.328456 0.597351 0.264649 0.212532

Table 4.2.: Values of the CFL-constant cmax for the exact discretizations by RT0, BDM1

and RT1 without mass lumping, and the BDM1 and RT1 elements with mass
lumping; larger is better.

with mass lumping are about twice as large as those for the corresponding methods with
exact integration. For the second order method with mass lumping, it is a bit smaller
than that of the exact method.

4.7. Discussion

In this chapter, we investigated three finite element methods with mass lumping for acous-
tic wave propagation in H(div). For each of the methods, a full convergence analysis of
the space discretization was given and, additionally, the time discretization by an explicit
scheme of second-order was analyzed. In principle, the concepts and results developed in
this chapter can be extended to higher order approximations and other element types; see
the discussion in Section 2.5. In [48], we proposed second-order extensions on quadrilat-
erals, hexahedra, and prismatic elements.

Let us briefly compare our methods to the direct competitors: As explained in Sec-
tion 4.3.5, the proposed Yee-like scheme can be extended to regular rectangular grids and
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is then equivalent to the FDTD method. In this case, super-convergence can be deduced
from the results available for the FDTD scheme. This property is lost, however, on irreg-
ular grids. In any case, our approach can be regarded as a natural variational extension
of the FDTD schemes to general meshes. Another competitor for the simulation of wave
propagation problems is the discontinuous Galerkin (dG) scheme; see [99, 102, 38] for
some works in this direction. While diagonal or block-diagonal mass matrices are natu-
rally obtained by dG methods, the overall number of DOFs is higher in comparison to
conforming approximations with mass lumping. For moderate approximation orders, the
proposed methods, therefore, seem very competitive.

In the next chapter, we extend our investigations to Maxwell’s equations, which are
formulated in H(curl). While the basic idea of mass lumping is similar, the finite element
spaces are conceptually different and they require a more delicate analysis.
is
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5. Mass lumping for Maxwell’s
equations in H(curl)

In this last chapter, we extend our mass lumping techniques to Maxwell’s equations in
time domain in a linear, isotropic, and non-dispersive medium. The governing equations
are given by the Ampère and Faraday laws

ε∂tE + σE − curlH = −J in Ω, t > 0, (5.1)

µ∂tH + curlE = 0 in Ω, t > 0, (5.2)

where E and H denote the electric and magnetic field intensities, ε and µ denote the
permittivity and permeability of the material, σ denotes the electric conductivity, while
J models the electric current density.

One of the first and yet to this day most popular discretization technique for (5.1)–
(5.2) is the finite difference time domain (FDTD) method. It was first proposed in 1966
by Yee [114] and extended to various applications, which can be found in [104]. The
method has several advantages. It has a simple, matrix-free structure, is computationally
efficient, and also offers second-order accuracy in both space and time. A closely related
method is the finite integration technique (FIT) developed by Weiland [109], which can
be interpreted as a generalized FDTD scheme derived from Whitney forms in the context
of discrete exterior calculus. The main difference from classic FDTD is the treatment of
the discrete Hodge operator. As it pertains to performance and accuracy, the methods
are very similar.
To provably work, the FDTD method requires a pair of orthogonal Cartesian dual grids.

This is highly restrictive, as it impedes the discretization of curved boundaries. Moreover,
it also leads to complications when it comes to inhomogeneous materials and anisotropic
coefficients. Various adaptations to accommodate these shortcomings do exist, but usually
result in a loss of accuracy, see [34, 33].

As a more flexible alternative, one can consider H(curl)-conforming finite element ap-
proximations instead. The semi-discretization in space using H(curl) conforming finite
elements has been thoroughly analyzed by Monk in [80, 81, 82, 85, 83]. In order to
guarantee efficiency after time discretization, several mass lumping strategies have been
proposed in [37, 35, 55, 54], with no statements regarding convergence. Another way
around the limitations of FDTD is to use dG schemes, for which we refer to [66].

In this chapter, we seek to develop first and second-order H(curl)-conforming finite
element methods with mass lumping that allow for efficient time integration compatible
with the FDTD method. We will only consider the 3D case of tetrahedral elements. This
is because in two dimensions, H(div) and H(curl) are isomorphic. As a result, the same
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5. Mass lumping for Maxwell’s equations in H(curl)

methods proposed in Chapter 4 for triangles also carry over to H(curl) by a simple π/2
rotation of the basis functions; see [19, Remark 2.1.5] and the discussion at the end of
the chapter.
For the second order method, we will consider a modification of the element proposed by

Elmkies and Joly in [54]. In [51], we have shown that the method is second-order accurate
only under certain conditions, and we manage to correct this by a minor alteration of the
space.

Outline

Let us give a brief overview of the contents of this chapter.

Section 5.1. Preliminaries: In this section, we introduce the mathematical problem in a
rigorous way and give a brief overview regarding the existence and uniqueness of
solutions, as well as conforming Galerkin discretizations in H(curl).

Section 5.2. A first-order method: We introduce a first-order accurate method with mass
lumping for which we also show the desired convergence rates.

Section 5.3. A first-order Yee-like method: We propose another first-order method that
requires fewer degrees of freedom, which can be understood as a generalization of
the finite difference time domain method.

Section 5.4. A second-order method: Here, we introduce a novel second-order accurate
scheme with mass lumping and provide a full error analysis that confirms its second-
order accuracy.

Section 5.5. Time discretization: We propose a second-order accurate, explicit time dis-
cretization that exploits the efficiency brought by mass lumping.

Section 5.6. Numerical validation: We conduct a numerical experiment of a traveling
plane wave being scattered on a spherical boundary and compare the three errors
of the three methods we proposed.

Section 5.7. Discussion: In the end, we also give a brief overview and propose further
extensions.

5.1. Preliminaries

First, we assume that

(A1) Ω ⊂ R3, is a bounded Lipschitz domain and T > 0 denotes the time horizon.

For the convenience of notation, we consider the second-order formulation of Maxwell’s
equations

∂ttE + curl(curlE) = 0 in Ω× (0, T ), (5.3)
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5.1. Preliminaries

which is obtained first by differentiating (5.1) with respect to t and substituting in (5.2),
and further setting ε = µ = 1 and σ = 0. For ease of presentation, we set the perfectly
conducting boundary condition

E × n = 0, on ∂Ω× (0, T ), (5.4)

as well as initial values defined by

E(0) = E0, ∂tE(0) = F0 in Ω. (5.5)

For the analytical setting, we again consider the standard Sobolev spaces Lp(Ω) and
W k,p(Ω) with their usual norms, as well as the Hilbert spaces Hk(Ω) = W k,2(Ω), see [3,
56]. For our analysis, we also require the Sobolev space

H0(curl,Ω) = {v ∈ L2(Ω)3 | curl v ∈ L2(Ω)3, n× v = 0 on ∂Ω}

with norm ∥v∥H(curl,Ω) = (∥v∥2L2(Ω) + ∥curl v∥2L2(Ω))
1/2.

5.1.1. Well-posedness

Before we continue, let us make a few remarks regarding the well-posedness of weak
solutions. By the variational principle, we have that any sufficiently smooth solution E
of (5.3)–(5.5) also satisfies the identity

(∂ttE(t), ϕ) + (curlE(t), curlϕ) = 0 ∀ϕ ∈ H0(curl,Ω), t > 0. (5.6)

This follows by multiplying (5.3) by a test function ϕ, integrating over Ω, and finally using
Stokes’ theorem and the choice of initial values. Based on this formulation, we obtain the
following result

Lemma 5.1.1 (Existence of weak solutions).
Let (A1) hold. Then for any E0 ∈ H0(curl,Ω), F0 ∈ L2(Ω) and f ∈ L2(0, T, L2(Ω)), the
system (5.3)–(5.5) admits a unique weak solution

E ∈ L2(0, T,H0(curl,Ω)) ∩H1(0, T, L2(Ω)) ∩H2(0, T, (H0(curl,Ω))
′)

depending continuously on the data.

In the next sections, we develop discretization techniques based on the weak form (5.6).

5.1.2. Finite element approximations

Let us briefly introduce our notation and then recall some available results from the
literature for later comparison. Let Th = {K} denote a geometrically conforming family
of decompositions of the domain Ω into tetrahedra. For the rest of the chapter, we assume
that

(A2) Th is γ-shape regular partition of Ω into simplices, i.e. there exists a γ > 0 such
that γhK ≤ ρK ≤ hK for all K ∈ Th, where hK and ρK denote the diameter and
inner circle radius of the element K, respectively.
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5. Mass lumping for Maxwell’s equations in H(curl)

Again, we define the broken Sobolev spaces of piecewise smooth functions

Hk(Th) = {q ∈ L2(Ω) : q|K ∈ Hk(K), ∀K ∈ Th}

with norm ∥v∥2
Hk(Th) =

∑
K∈Th ∥u∥

2
Hk(K)

. In addition, we write Pk(K) for the space of poly-

nomials of degree at most k over an element K and P h
k (K) for the space of homogeneous

polynomials of degree k. Further, we define the local spaces

NCk+1(K) = Pk+1(K)3 or (5.7)

Nk(K) = Pk(K)3 ⊕ {x× P h
k (K)3}. (5.8)

The family of spaces Nk+1 was first introduced in [92], while the NCk spaces originate
from [90]. The notations we used adhere to the definition in [19, Chapter 2.3.2]. As
global approximation spaces, we now consider

Vh = {vh ∈ H0(curl,Ω) : Eh|K ∈ Mk(K), ∀K ∈ Th},

where either Mk(K) = NCk+1(K) or Mk(K) = Nk(K). In addition, we introduce the
canonical interpolation operators

Πh :Lp(Ω) ∩H(curl,Ω) → Mk(Th) ∩H(curl,Ω), (5.9)

which satisfies the estimates

∥u− Πhu∥Hℓ(Th) ≤
{
Chr+1−ℓ

K ∥u∥Hr+1(Th) if Mk(Th) = NCk+1(Th),

Chr−ℓ
K ∥u∥Hr+1(Th) if Mk(Th) = Nk(Th),

∥curl(u− ΠKu)∥L2(Th) ≤ ChrK∥curlu∥Hr(Th),

(5.10)

for 1 ≤ ℓ ≤ r ≤ k. Furthermore, we have the commuting diagram property

curl Πhu = Π#
h curlu, (5.11)

where Π#
h is the H(div) interpolation operator for RTk if Mk(Th) = Nk(Th) or BDMk+1

if Mk(Th) = NCk+1(Th). We refer to [19, Section 2.5] for a more in-depth discussion.
With this, we can now introduce the following discrete scheme

Problem 5.1.2 (Exact Galerkin approximation).
For Eh(0) = ΠhE(0) and ∂tEh(0) = Πh∂tE(0) find Eh ∈ C2([0, T ], Vh) such that

(∂ttEh(t), ϕh) + (curlEh(t), curlϕh) = 0 ∀ϕh ∈ Vh, t > 0. (5.12)

After choosing a set of basis functions, the algebraic realization of (5.12) leads to the
ordinary differential equation M∂tte + Ke = 0. By rewriting this as a first-order system,
we can verify the existence of a unique solution by Picard-Lindelöff, see the discussion
after Problem 4.1.2 in the previous chapter. As a result, we have that Problem 4.1.2 is
well-posed. Furthermore, the solution satisfies the following convergence result.
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Lemma 5.1.3 (Exact Galerkin discretization).
Let (A1) and (A2) hold and let E be a sufficiently smooth solution of (5.3)–(5.5). Further,
let Eh be the corresponding solution of Problem 5.1.2. Then

∥∂t(E − Eh)∥L∞(0,T ;L2(Ω)) + h∥curl(E − Eh)∥L∞(0,T ;L2(Ω)) ≤ C1(E)h
k+1.

If Mk(K) = Nk(K), then also ∥curl(E − Eh)∥L∞(0,T ;L2(Ω)) ≤ C2(E)h
k+1.

This result and further analysis of (mixed) finite element methods for Maxwell’s equa-
tions were conducted by Monk in a series of publications [80, 81, 84, 85, 83]. As for the
wave equation in H(div), we observe that the convergence result is quasi-optimal for our
choice of spaces.
In the next sections, we introduce mass lumping techniques that will enable the efficient

realization of explicit schemes in time.

5.2. A first-order method

Using the same idea to develop the method in Section 4.2, we choose the space

Vh = {ϕh ∈ H0(curl,Ω) : ϕh|K ∈ NC1(K), ∀K ∈ Th} (5.13)

in conjunction with the quadrature formula

QK(f) :=
|K|
4

4∑
k=1

f(vKk ), (5.14)

where vKk denotes the k-th vertex ofK, see Figure 5.1 for details. This quadrature formula

Figure 5.1.: Depiction of the degrees of freedom of the first order element NC1(K̂) on the
unit tetrahedron as well as the location of the quadrature points (blue).

then induces the global inexact scalar product

(u,w)h :=
∑

K∈Th
QK(u · w). (5.15)

Furthermore, we will write Πh for the standard interpolation operator on Vh introduced
in (5.9)–(5.10). With this, we can now formulate our inexact Galerkin approximation
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5. Mass lumping for Maxwell’s equations in H(curl)

Problem 5.2.1 (First order inexact Galerkin approximation).
For Eh(0) = ΠhE(0) and ∂tEh(0) = Πh∂tE(0) find Eh ∈ C2([0, T ], Vh) such that

(∂ttEh(t), ϕh)h + (curlEh(t), curlϕh) = 0 ∀ϕh ∈ Vh, t > 0. (5.16)

By elementary computations, we can verify that QK(K−1uh ·vh) defines a scalar product
on NC1(K). By scaling arguments, we obtain the equivalence property

c1(ϕh, ϕh) ≤ (ϕh, ϕh)h ≤ c2(ϕh, ϕh) ∀ϕh ∈ Vh. (5.17)

This shows that for any choice of basis functions, the mass matrix M is regular, and by
extension, this proves the well-posedness of Problem 5.2.1; see the discussion for the exact
method. We then obtain the following convergence result.

Theorem 5.2.2 (First order convergence).
Let (A1) and (A2) hold and let E be a sufficiently smooth solution of (5.3)–(5.5). Further,
let Eh be the corresponding solution of Problem 5.1.2. Then

∥∂t(E − Eh)∥L∞(0,T ;L2(Ω)) + ∥curl(E − Eh)∥L∞(0,T ;L2(Ω)) ≤ C(E, T )h,

where

C(E, T ) = c
(
∥curlE∥2L∞(0,T,H1(Th)) + ∥curl ∂tE∥2L1(0,T,H1(Th)) + ∥∂ttE∥2L1(0,T,H1(Th))

)
for a constant c independent of the mesh size.

Proof. First, we define the local and global quadrature errors

σK(ϕ, ψ) := QK(ϕ · ψ)− (ϕ, ψ)K and σh(ϕ, ψ) =
∑

K∈Th

σK(ϕ, ψ). (5.18)

As always, we split the error into interpolation and discrete error parts.

E(t)− Eh(t) = (E(t)− ΠhE(t)) + (ΠhE(t)− Eh(t)) = −η(t) + ψh(t). (5.19)

From (5.10), we derive the interpolation error estimate

∥∂tη∥L∞(0,T,L2(Ω)) + ∥curl η(t)∥L∞(0,T,L2(Ω))

≤ ch
(
∥∂tE∥L∞(0,T,H1(Th)) + ∥curlE∥L∞(0,T,H1(Th))

)
.

Let π1
h denote the L2-projection defined in (2.27). Then the discrete error ψh(t) satisfies

(∂ttψh(t), ϕh) + (curlψh(t), curlϕh)

= (∂ttη(t), ϕh) + (curl η(t), curlϕh) + σh(Πh∂ttu(t), ϕh),
(5.20)

where subtracted (5.16) from (5.6) with ϕ = ϕh. Next, choose ϕh := ∂tψh(t). Then

(∂ttψh(t), ∂tψh(t)) + (curlψh(t), ∂tcurlψh(t)) =
1

2

d

dt

(
∥∂tψh(t)∥2h + ∥curlψh(t)∥2L2(Ω)

)
.
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Using this identity and choosing ϕh := ∂tψh(t) in (5.20), integrating from 0 to t and using
the definition of the initial values ψh(0) = ∂tψh(0) = 0 yields

1

2

(
∥∂tψh(t)∥2h + ∥curlψh(t)∥2L2(Ω)

)
=

∫ t

0

(∂ttη(s), ∂tψh(s)) + (curl η(s), curl ∂tψh(s)) + σh(π
1
h∂ttu(s), ∂tψh(s))

= (i) + (ii) + (iii).

The first term can be estimated via Cauchy-Schwarz and Young’s inequality by

(i) ≤
∫ t

0

∥∂ttη(s)∥L2(Ω)∥∂tψh(s)∥L2(Ω) ds ≤ ∥∂ttη∥2L1(0,t,L2(Ω)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω))

≤ Ch2∥∂ttu∥2L1(0,t,H1(Th)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω)).

For the second term, we apply integration by parts and obtain

(ii) =

∫ t

0

d

dt
(curl η(s), curlψh(s)) ds−

∫ t

0

(curl ∂tη(s), curlψh(s)) ds = (iia) + (iib).

For (iia), since curl is linear we have curlψh(0) = 0 and

(iia) = (curl η(t), curlψh(t)) ≤ ∥curl η(t)∥2L2(Ω) +
1

4
∥curlψh(t)∥2L2(Ω)

≤ Ch2∥curlu∥2L∞(0,t,H1(Th)) +
1

4
∥curlψh∥2L∞(0,t,L2(Ω)).

The term (iib) can again be estimated by (5.10) to

(iib) ≤ Ch2∥curl ∂tu∥2L1(0,t,H1(Th)) +
1

4
∥curlψh∥2L∞(0,t,L2(Ω)).

For (iii), we use the exactness of the quadrature rule for piecewise linear functions and
conclude that

(ii) =

∫ t

0

σh(Πh∂ttu(s), ∂tψh(s)) ds =

∫ t

0

σh(Πh∂ttu(s)− π0
h∂ttu(s), ∂tψh(s)) ds

≤
∫ t

0

∥Πh∂ttu(s)− π0
h∂ttu(s)∥L2(Ω)∥∂tψh(s)∥L2(Ω) ds

≤ ∥Πh∂ttu− π0
h∂ttu∥2L1(0,t,L2(Ω)) +

1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω))

≤ ch2∥∂ttu∥2L1(0,t,H1(Th)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω)).

Summing all the terms and using the norm equivalence from (5.17), we obtain

1

c1
∥∂tψh(t)∥2L2(Ω) + ∥curlψh(t)∥2L2(Ω)

≤ C(u, t)h2 +
1

2c1
∥∂tψh∥2L∞(0,t,L2(Ω)) +

1

2
∥curlψh(t)∥2L2(Ω).
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5. Mass lumping for Maxwell’s equations in H(curl)

Taking the maximum over all t and subsequently absorbing the last two terms by the
left-hand side yields the L∞-estimate. The main result of the Theorem now follows by
combining the two bounds for the discrete and interpolation error.

Remark 5.2.3. Note that we observe a loss in convergence in the term ∥∂t(E−Eh)∥L2(Ω)

in comparison to the exact method, see Lemma 5.1.3, which is due to the quadrature
error. This is the same behavior as we already observed for the wave equation in H(div).
In addition, note that the error analysis is almost identical to the proof of Theorem 4.2.2,
with the exception of the term (curl η(t), curlϕh), which is not equal to zero here, in
comparison to the H(div) case. This is because unlike H(div), the H(curl) interpolation
Πh does not commute with the L2-orthogonal projection as in (2.30). As a consequence,
we had an additional term to estimate.

5.3. A first-order Yee-like method

The method is motivated by the fact that the first order method with mass lumping
based on NC1 in Section 5.2 is efficient, but not optimal in terms of degrees of freedom.
For optimality, only one degree of freedom per edge should be utilized. This would
then correspond to a discretization in N0. In [54], the authors indeed proposed such
a discretization method with mass lumping but had to ultimately add three additional
degrees of freedom per element to guarantee the block-diagonal structure. Unfortunately,
no optimal mass lumping procedures are known for this space on simplicial grids.
In [20] and later in [78], the authors proposed a geometric construction of a diagonal

pseudo mass-matrix. Unfortunately, this construction is constrained to acute meshes and
can, in principle, at most be extended to Delaunay grids.
Another idea is to give up the pursuit of a (block) diagonal mass matrix, and instead

look for a sparse representation of the inverse of the mass matrix. This idea gained
a lot of momentum in the last years, especially with the increased interest in discrete
exterior calculus, see [33] and more recently [96, 76] for constructions on tetrahedra.
The disadvantage here is that the construction is purely algebraic and because of this,
convergence results are few and far between.

In this section, we pursue the construction of such a sparse inverse method that is
closely related to a finite element approximation. We show how to derive the method
algebraically and prove first-order convergence for general meshes. In comparison to the
methods proposed in Section 5.2, we manage to reduce the number of degrees of freedom
by half.

5.3.1. Preliminaries

For the construction, we consider the spaces

Vh = {vh ∈ H0(curl,Ω) : vh|K ∈ NC1(K), ∀K ∈ Th},
Ṽh = {ṽh ∈ H0(curl,Ω) : ṽh|K ∈ N0(K), ∀K ∈ Th}.
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5.3. A first-order Yee-like method

Let us denote by Eh : Ṽh → Vh the natural embedding and by Π̃h : Vh → Ṽh the restriction
of the canonical interpolation operator for Ṽh. We can verify that Π̃h ◦ Eh = idṼh

holds.
From the local definition of the embedding and the projection, it is clear that these
relations also hold on the element level.
Now let {Φk} ⊂ Vh denote the basis we will construct in Section 5.3.4 below, which

is suitable for mass lumping. Further, let P denote the matrix representation of the
projection Π̃h. In Section 5.3.4, we will also define a corresponding basis {Φ̃k} ⊂ Ṽh,
again constructed locally, with the following properties:

(P1) P⊤ is the matrix representation of the embedding Eh and PP⊤ = id.

(P2) Let n be the number of edges. Then P ∈ Rn×2·n is block diagonal with 1× 2 blocks.

These properties immediately follow from the explicit construction in Section 4.3.4, and
we assume them to be true in the sequel.

5.3.2. Construction on the algebraic level

By choosing the basis functions in accordance with Section 5.3.4 below, Problem 5.2.1
reduces to an ordinary differential equation of the form

Mh∂tte(t) + Ke(t) = 0, (5.21)

where Mh is block-diagonal. We also write M for the exact mass matrix. From the
definition of P, we can directly infer that

M̃ = PMP⊤ and K̃ = PKP⊤

are the corresponding mass and stiffness matrices on Ṽh. In addition, the projection Π̃h

satisfies the identity curl(ϕh − Π̃hϕh) = 0 for all ϕh ∈ Vh, since curlVh = curl Ṽh. Then

Kij = (curl Φj, curl Φi) = (curl Π̃hΦj, curl Π̃hΦi) = (P⊤K̃P)ij, which implies

K = P⊤K̃P. (5.22)

Lemma 5.3.1 (Yee-like scheme).
Let (A1) and (A2) hold and let e denote the solution to (5.21). Then ẽ(t) = Pe(t) solves
the algebraic system

M̃h∂ttẽ(t) + K̃ẽ(t) = 0, (5.23)

where M̃h := (PM−1
h P⊤)−1.

Proof. We compute

∂ttẽ(t) = P∂tte(t) = −PM−1
h Ke(t) = −PM−1

h P⊤K̃Pe(t)

= −(PM−1
h P⊤)K̃ẽ(t),

where we used the system (5.21) and (5.22). This immediately concludes the proof.
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5. Mass lumping for Maxwell’s equations in H(curl)

Remark 5.3.2. At its core, (5.23) is essentially a projected version of (5.21). By con-
ducting a comparison to the exact implementation of the N0 method using the same basis
functions, we attain the algebraic system

M̃∂ttê(t) + K̃ê(t) = 0.

We infer that (5.23) has the same stiffness matrix, but a different mass matrix. In com-

parison to M̃, we see that M̃h is, in general, a full matrix, while its inverse M̃−1
h is sparse,

if the projection matrix P is sparse.

5.3.3. Interpretation in function space

The vector ẽ(t) from solving (5.23) can be reinterpreted as an element Ẽh(t) ∈ Ṽh by

Ẽh(t) =
∑

k
ẽk(t)Φ̃k.

In remains to check how well Ẽh(t) approximates the true solution E(t). As we will see,
the convergence is inherited in full from the first order method, see Theorem 5.2.2.

Theorem 5.3.3. Let (A1)–(A2) and (P1)–(P1) hold. Moreover, let Ẽh(t) ∈ Ṽh denote
the finite element solution associated to ẽ(t) from (5.23) and let E(t) be the solution to
(5.3)–(5.5). Then

∥∂t(E − Ẽh)∥L∞(0,TL2(Ω)) + ∥curl(E − Ẽh)∥L∞(0,T,L2(Ω)) ≤ C(E)h,

where

C(E) = c
(
∥curlE∥2L∞(0,T,H1(Th)) + ∥curl ∂tE∥2L1(0,T,H1(Th)) + ∥∂ttE∥2L1(0,T,H1(Th))

)
for a constant c independent of the mesh size.

Proof. We proceed in a similar fashion as in the last section. We again split the error
into interpolation and a discrete error component.

E(t)− Ẽh(t) = (E(t)− Π̃hE(t)) + (Π̃hE(t)− Ẽh(t)) = −η(t) + ψh(t), (5.24)

where Π̃h is again the interpolation operator onto Ṽh. According to (2.28), the interpola-
tion error can be estimated by

∥∂tη∥L∞(0,T,L2(Ω)) + ∥curl η∥L∞(0,T,L2(Ω)) ≤ C ′(E, T )h.

For the discrete error component, we can compute

∥Π̃h∂tE(t)− ∂tẼh(t)∥L2(Ω) = ∥Π̃h∂tE(t)− Π̃h∂tEh(t)∥L2(Ω)

= ∥Π̃h(Π̃h∂tE(t)− ∂tEh(t))∥L2(Ω)

≤ c∥Π̃h∂tE(t)− ∂tEh(t)∥L2(Ω),
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5.3. A first-order Yee-like method

where the L2 estimate is due to the discrete input. Similarly, we also evaluate

∥curl(Π̃hE(t)− Ẽh(t))∥L2(Ω) = ∥curl(Π̃hE(t)− Π̃hEh(t))∥L2(Ω)

= ∥Π#
h (curl ΠhE(t)− curlEh(t))∥L2(Ω)

≤ c∥curl (ΠhE(t)− Eh(t))∥L2(Ω),

where Π#
h denotes the H(div) interpolation operator, see (5.11). Combining these esti-

mates with the results of Theorem 5.2.2 completes the proof.

Remark 5.3.4. Unlike for the wave equation in H(div), we do not obtain equality in the
estimate for the curl error component. This is also observed in numerical experiments.

5.3.4. Construction on tetrahedral meshes

In this section, we construct explicit basis functions for Ṽh and Vh on tetrahedra. In the
following, we will use the notation (a; b) = (a, b)⊤ to describe column vectors. Let

P>

P

Figure 5.2.: Visual representation of the action of the projection matrix P mapping basis
functions from NC1(K̂) to N0(K̂) and back.

K̂ = span{(0; 0; 0), (1; 0; 0), (0; 1; 0), (0; 0; 1)}.

denote the reference tetrahedron. On K̂, we then consider the functions

φ̂1 = (1− x− y − z; 0; 0) φ̂2 = (x;x;x) φ̂3 = (0; 1− x− y − z; 0)

φ̂4 = (y; y; y) φ̂5 = (0; 0; 1− x− y − z) φ̂6 = (z; z; z)

φ̂7 = (0;x; 0) φ̂8 = (−y; 0; 0) φ̂9 = (0; 0; y)

φ̂10 = (0;−z; 0) φ̂11 = (z; 0; 0) φ̂12 = (0; 0;−x),

which define a basis for NC1(K̂) on the reference tetrahedron. Moreover, we can check
that exactly three functions are non-zero at each of the four vertices. By employing the
vertex rule for the assembly, we observe that the local mass matrix is comprised of four
3 × 3 blocks. This structure remains intact even after transformation to the physical
element by the covariant Piola mapping, see Section A.1. As a consequence, the global
mass matrix is also block diagonal, with each block corresponding to a mesh vertex, and
size determined by the degree of the vertex.
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5. Mass lumping for Maxwell’s equations in H(curl)

Furthermore, the functions

Φ̂1 =

√
2

2
(φ̂1 + φ̂2) =

√
2

2
(1− y − z;x;x),

Φ̂2 =

√
2

2
(φ̂3 + φ̂4) =

√
2

2
(y; 1− x− z; y),

Φ̂3 =

√
2

2
(φ̂5 + φ̂6) =

√
2

2
(z; z; 1− x− y),

Φ̂4 =

√
2

2
(φ̂7 + φ̂8) =

√
2

2
(−y;x; 0),

Φ̂5 =

√
2

2
(φ̂9 + φ̂10) =

√
2

2
(0;−z; y),

Φ̂6 =

√
2

2
(φ̂11 + φ̂12) =

√
2

2
(z; 0;−x)

define basis functions for N0, namely

N0(K̂) = P0(K̂)3 ⊕ x× P0(K̂)3 = span{Φ̂i, 1 ≤ i ≤ 6}.

Locally, the projection P admits the structure

P|K̂ =


0
0
0
0
0

√
2
2

0
0
0
0
0

√
2
2

0
0
0
0

√
2
2

0

0
0
0
0

√
2
2

0

0
0
0

√
2
2

0
0

0
0
0

√
2
2

0
0

0
0

√
2
2

0
0
0

0
0

√
2
2

0
0
0

0

√
2
2

0
0
0
0

0

√
2
2

0
0
0
0

√
2
2

0
0
0
0
0

√
2
2

0
0
0
0
0
 .

It is easy to check that PP⊤ = Id. Globally, P has the same structure as above, with
exactly two entries

√
2
2

per row, with their location depending on the numbering of the
degrees of freedom. In conclusion, (P1)–(P2) are satisfied.

5.3.5. Remarks

The extension of the method in 2D to triangles and quadrilaterals follows from the dis-
cussion in Section 4.3.5 by a simple rotation of the basis functions by π/2. On hexahedra,
a similar technique can be devised with one and two degrees of freedom per edge.

For now, the method is not directly applicable when a non-trivial electric conductivity
σ is present. Let us briefly explain why this is the case. Consider the following non-trivial
form of Maxwell’s equations:

ε∂ttE + σ∂tE + curl (µ−1curlE) = 0 in Ω, t > 0. (5.25)

After semi-discretization of (5.25) using the first order method from Section 5.2, we obtain
the algebraic system

M̃h,ε∂ttẽ(t) + M̃h,σ∂tẽ(t) + K̃µẽ(t) = 0.
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Using the same construction as in the proof of Lemma 5.3.1, we can compute

∂tte(t) = P∂ttẽ(t) = −P
(
M̃−1

h,εK̃µẽ(t) + M̃−1
h,εM̃h,σ∂̃te(t)

)
= −PM̃−1

h,εP
⊤KµPẽ(t)− PM̃−1

h,εM̃h,σ∂̃te(t)

= −(PM̃−1
h,εP

⊤)Kµe(t)− PM̃−1
h,εM̃h,σ∂̃te(t).

For now, it is unclear how to project the second term in such a way that ∂tẽ can be
replaced by ∂te. This impasse seems to be in line with results from [20], where authors
also cite difficulties when dealing with the case σ ̸= 0 in their ”Yee-like” scheme.

5.4. A second-order method

In this section, we consider the second order extension of our first order method from
Section 5.2. Inspired by the element proposed by Elmkies and Joly in [55, Section 4],
we consider the following construction. Let λi,K , i = 1, . . . , 4 denote the barycentric
coordinates of a tetrahedral element K, and consider the four functions

w1,K = λ2,Kλ3,Kλ4,K∇λ1,K ,
w2,K = λ1,Kλ3,Kλ4,K∇λ2,K ,
w3,K = λ1,Kλ2,Kλ4,K∇λ3,K ,
w4,K = λ1,Kλ2,Kλ3,K∇λ4,K .

(5.26)

Each of these functions wi,K can be associated to the face fi,K opposite to the vertex vi,K ;
see Figure 5.3 for an illustration. Note that wi,K has zero tangential trace on ∂K and,

Figure 5.3.: Representation of the degrees of freedom for N1(K) (left), and the degrees
of freedom for EJ ∗

1 (K) (right), restricted to a single face of the tetrahedron.
Blue dots are quadrature points. The associated weights are α = 1

40
, β = 9

40
.

therefore, its extension by zero also lies in H(curl,Ω). Then the element proposed in [55]
is defined as

EJ1(K) := N1(K)⊕ span{w1,K , w2,K , w3,K , w4,K} ⊂ P3(K)3.

In [50], we extensively analyzed the element EJ1 and showed that the method is only
first-order convergent, in general. More precisely, the method is second-order convergent

115



5. Mass lumping for Maxwell’s equations in H(curl)

whenever the solution is divergence-free. This condition is not only theoretical, and we
can infer its strict requirement from numerical experiments. As a fix, we proposed a
modification of this element, which leads to a second-order convergent method without
any restrictions. For this, we consider the altered basis function

w∗
4,K = λ1,Kλ2,Kλ3,K(1 + λ2,K − λ1,K)∇λ4,K . (5.27)

Following [35, 55], we can now define

EJ ∗
1 (K) = N1(K)⊕ B(K) = N1(K)⊕ span{w1,K , w2,K , w3,K , w

∗
4,K}. (5.28)

We then consider the H(curl)-conforming finite element subspace

Vh = {ϕh ∈ H0(curl,Ω) : ϕh|K ∈ EJ ∗
1 (K), ∀K ∈ Th}. (5.29)

In addition, we also consider the quadrature formula

QK(f) = |K|

(
4∑

i=1

α f(vi) +
4∑

i=1

β f(mi)

)
. (5.30)

where vi and mi represent the vertices and the face midpoints, respectively, while α and
β denote the corresponding weights; we refer to the caption of Figure 5.3 for their exact
values. This quadrature formula then induces a global inexact scalar product by

(E, ϕ)h :=
∑

K∈Th
QK(E · ϕ). (5.31)

With this, we can now define the following discrete scheme. For the analysis, we will also
use the standard interpolation operator Πh on N1 defined in (5.9)–(5.10).

Problem 5.4.1 (Second order inexact Galerkin approximation).
For Eh(0) = ΠhE(0) and ∂tEh(0) = Πh∂tE(0) find Eh ∈ C2([0, T ], Vh) such that

(∂ttEh(t), ϕh)h + (curlEh(t), curlϕh) = 0 ∀ϕh ∈ Vh, t > 0. (5.32)

By elementary computations, we can again verify that QK(K−1ϕh ·ψh) defines a scalar
product on EJ ∗

1 (K). By scaling arguments, we obtain the equivalence property

c1(ϕh, ϕh) ≤ (ϕh, ϕh)h ≤ c2(ϕh, ϕh) ∀ϕh ∈ Vh. (5.33)

Well-posedness of Problem 5.1.2 follows by the same arguments used for the first order
method. Before we show that the method is indeed second-order convergent, we need to
first gather a few auxiliary results.

5.4.1. Auxiliary result

First, recall that

EJ ∗
1 (K) = N1(K)⊕ B(K) with B(K) = span{w1,K , w2,K , w3,K , w

∗
4,K}.

For our analysis, we gather the following properties
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Lemma 5.4.2 (Stable splitting).
Let (A2) hold. Then

(i) dim(B(K)) = dim(curl(B(K))) = 4.

(ii) The expression ∥curl(·)∥L2(K) defines a norm on B(K) and

∥∇ϕB
K∥L2(K) ≤ C∥curl(ϕB

K)∥L2(K), ∀ϕB
K ∈ B(K).

(iii) ∥curl(ϕB
K)∥L2(K) ≤ C∥curl (ϕB

K + ϕN
K )∥L2(K), for all ϕN

K ∈ N1(K).

The constants C in these estimates only depend on the shape regularity of K.

Proof. The first assumption follows by elementary computations. For (ii), we see from
the dimension count in (i) that curlϕB

K = 0 iff ϕB
K = 0 for any ϕB

K ∈ B(K). This

automatically yields the estimate as well. For (iii), let K̂ denote the reference tetrahedron

and let q̂1 ∈ P1(K̂)3 and let q̂B ∈ curl(B(K̂)). In addition, let π1
h denote the L2-projection

onto P1(K̂)3.

Assume now that q̂B − π1
hq̂B = 0. This implies that q̂B = π1

hq̂B ∈ P1(K̂). Since

P1(K̂) ̸⊆ ĉurlB(K̂), we infer that q̂B = 0. This implies that Id − π1
h induces a norm on

ĉurl(B(K̂)), i.e. there exists a constant c > 0 such that

∥q̂B − π1
hq̂B∥2L2(K̂)

≥ c∥q̂B∥2L2(K̂)
.

By definition, we also know that ∥q̂B −π1
hq̂B∥L2(K̂) = min

q̂1∈P1(K̂)3
∥q̂1+ q̂B∥L2(K̂). We can then

write

∥q̂1 + q̂B∥2L2(K̂)
≥ ∥q̂B − π1

hq̂B∥L2(K̂) ≥ c∥q̂B∥2L2(K̂)
.

By a scaling argument, together with assumption (A2), we also obtain

∥q1 + qB∥2L2(K) ≥ cγ∥qB∥2L2(K)

for any q1 ∈ P1(K)3 and qB ∈ curl(B(K)) with a constant cγ depending only on the
shape-regularity of Th. Lastly, note that curl(N1(K)) ⊆ P1(K)3.

5.4.2. Quadrature error

The error analysis of Problem 5.4.1 requires a detailed analysis of the quadrature. To
simplify notation later on, we introduce the local and global quadrature errors

σh,K(u, v) := QK(u · v)− (u, v)K and σh(u, v) =
∑

K∈Th

σh,K(u, v), (5.34)

where QK is defined as in (5.30). In the next two lemmas, we cover estimates on the
quadrature error.
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5. Mass lumping for Maxwell’s equations in H(curl)

Lemma 5.4.3 (Quadrature error, part one).
The quadrature rule (5.30) integrates all polynomials in P3(K) ∪ B(K) exactly. Further,
let (A1) and (A2) hold and let π1

h denote the L2-orthogonal projection onto P1(Th)
d. Then

the quadrature error (5.34) satisfies

σh(π
1
hE, ϕh) ≤ Ch2∥E∥H1(Th)∥curlϕh∥L2(Ω) ∀ϕh ∈ Vh.

Proof. The exactness property can be verified easily. Next, it suffices to show the in-
equality locally for every element K ∈ Th. We begin by splitting

σK(π
1
hE, ϕh) = σT (π

1
hE − π0

hE, ϕh − π2
hϕh)

≤ C∥π1
hE − π0

hE∥L2(K)∥ϕh − π2
hϕh∥L2(K)

≤ C ′h4T∥E∥H1(K)∥∇3ϕh∥L2(K),

(5.35)

where we used the exactness of the quadrature formula in the first step, the norm equiv-
alence property (5.33), as well as estimates for the projection πk

h from (2.28). From the
definition of B(K), we know that for any ϕh ∈ EJ ∗

1 (K), we can write ϕh = ϕN
h ⊕ϕB

h , where
ϕN
h ∈ N1(K) ⊆ P2(K)3 and ϕB

h ∈ B(K). We then have

∥∇3ϕh∥L2(K) = ∥∇3ϕB
h∥L2(K) ≤ Cγh

−2
K ∥∇ϕB

h∥L2(K)

≤ CγC
′
γh

−2
K ∥curlϕB

h∥L2(K) ≤ CγC
′
γC

′′
γh

−2
K ∥curl (ϕB

h + ϕN
h )∥L2(K)

= CγC
′
γC

′′
γh

−2
K ∥curlϕh∥L2(K),

(5.36)

where we used that ∇3ϕN
h = 0 in the first step, the inverse inequality in the second, and

identities (ii) and (iii) of Lemma 5.4.2. Combining (5.35) and (5.36) and summing over
all elements yields the assertion.

Corollary 5.4.4 (Quadrature error, part two).
Let (A1) and (A2) hold and let E be sufficiently smooth that

C(E) = Cγ(∥E∥2L∞(0,t,H1(Th)) + ∥E∥2L1(0,t,H2(Th)) + ∥∂tE∥2L1(0,t,H1(Th)))

exits and let ϕh ∈ W 1,∞([0, t], Vh) with ϕh(0) = 0. Then∫ t

0

σh(ΠhE(s), ∂tϕh(s)) ds ≤ C(E)h4 +
1

4c1
∥∂tϕh∥2L∞(0,t,L2(Ω)) +

1

6
∥curlϕh∥2L∞(0,t,L2(Ω)).

Proof. For ease of presentation, we suppress the time dependency. Then∫ t

0

σh(ΠhE, ∂tϕh) =

∫ t

0

σh(ΠhE − π1
hE, ∂tϕh) +

∫ t

0

σh(π
1
hE, ∂tϕh)

=

∫ t

0

σh(ΠhE − π1
hE, ∂tϕh) +

∫ t

0

d

dt
σh(π

1
hE, ϕh)−

∫ t

0

σh(π
1
h∂tE, ϕh)

= (i) + (ii) + (iii).
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For the first term, we have

(i) ≤
∫ t

0

∥ΠhE − π1
hE∥L2(Ω)∥∂tϕh∥L2(Ω) ≤

∫ t

0

Ch2∥E∥H2(Th)∥∂tϕh∥L2(Ω)

≤ C ′h4∥E∥2L1(0,t,H2(Th)) +
1

4c1
∥∂tϕh∥2L∞(0,t,L2(Ω)).

For the second term, we use ϕh(0) = 0 and Lemma 5.4.3 and estimate

(ii) = σh(π
1
hE(t), ϕh(t)) ≤ Ch2∥E(t)∥H1(Th)∥curlϕh(t)∥L2(Ω)

≤ C ′h4∥E(t)∥2H1(Th) +
1

12
∥curlϕh(t)∥2L2(Ω)

≤ C ′′h4∥E∥2L∞(0,t,H1(Th)) +
1

12
∥curlϕh∥2L∞(0,t,L2(Ω)).

For the third term, we write

(iii) =

∫ t

0

Ch2∥∂tE∥H1(Th)∥curlϕh(t)∥L2(Ω)

≤ C ′h4∥∂tE∥2L1(0,t,H1(Th)) +
1

12
∥curlϕh(t)∥2L∞(0,t,L2(Ω)).

Summing all the terms yields the result.

Remark 5.4.5. Unlike what we have seen before, the quadrature rule is not only exact
for cubic polynomials, but it also integrates the functions from B(K) exactly. More
precisely, the modified basis function from (5.27) was chosen specifically such that on the
one hand it is integrated exactly by the quadrature rule, but also such that the assertions
of Lemma 5.4.2 hold.

5.4.3. Error analysis

Having introduced all the necessary tools, we can now prove the following main result.

Theorem 5.4.6 (Second order convergence).
Let (A1)–(A3) hold and let E be a sufficiently smooth solution of (5.3)–(5.5). Further,
let Eh be the corresponding solution of Problem 5.4.1. Then

∥∂t(E − Eh)∥L∞(0,T,L2(Ω)) + ∥curl(E − Eh)∥L∞(0,T,L2(Ω)) ≤ C(E)h2,

where

C(E) = c
(
∥∂ttE∥L∞(0,t,H1(Th)) + ∥∂ttE∥L1(0,t,H2(Th)) + ∥∂tttE∥L1(0,t,H1(Th))

+ ∥curlE∥L∞(0,T,H2(Th)) + ∥curl ∂tE∥L1(0,T,H2(Th))
)

for a constant c independent of the mesh size.
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5. Mass lumping for Maxwell’s equations in H(curl)

Proof. Let Πh denote the interpolation operator onto N1 introduced in (5.9)–(5.10). We
then split the error into an interpolation and a projection error component by

E(t)− Eh(t) = −(ΠhE(t)− E(t)) + (ΠhE(t)− Eh(t)) =: −η(t) + ψh(t).

The projection error η(t) can be bounded using the bounds from (5.10) by

∥∂tη∥L∞(0,T,L2(Ω)) + ∥curl η∥L∞(0,T,L2(Ω))

≤ Ch2(∥∂tE∥L∞(0,T,H2(Th)) + ∥curlE∥L∞(0,T,H2(Th))).

We now turn to the interpolation error ψh. Due to the choice of initial values, we have
ψh(0) = 0 and ∂tψh(0) = 0 and consequently, also curlψh(0) = 0. Evaluating (5.6) with
ϕ = ϕh and subtracting it from (5.32), we obtain

(∂ttψh(t), ϕh)h + (curlψh(t), curlϕh)

= (∂ttη(t), ϕh) + (curl η(t), curlϕh) + σh(Πh∂ttE(t), ϕh).

Choosing ϕh = ∂tψh(t) as test function and integrating from 0 to t further yields

1

2

(
∥∂tψh(t)∥2h + ∥curlψh(t)∥2L2(Ω)

)
=

∫ t

0

(∂ttη(s), ∂tψh(s)) +

∫ t

0

(curl η(s), curl ∂tψh(s))−
∫ t

0

σh(Πh∂ttE(s), ∂tψh(s))

= (i) + (ii) + (iii).

The first term can be estimated via Cauchy-Schwarz and Young inequalities by

(i) ≤
∫ t

0

∥∂ttη(s)∥L2(Ω)∥∂tψh(s)∥L2(Ω) ds ≤ ∥∂ttη∥2L1(0,t,L2(Ω)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω))

≤ Ch4∥∂ttE∥2L1(0,t,H2(Th)) +
1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω)).

For the second term, we apply integration by parts and obtain

(ii) =

∫ t

0

d

dt
(curl η(s), curlψh(s)) ds−

∫ t

0

(curl ∂tη(s), curlψh(s)) ds = (iia) + (iib).

For (iia), since curlψh(0) = 0, we have

(iia) = (curl η(t), curlψh(t)) ≤ c∥curl η(t)∥2L2(Ω) +
1

6
∥curlψh(t)∥2L2(Ω)

≤ Ch4∥curlE∥2L∞(0,t,H2(Th)) +
1

6
∥curlψh∥2L∞(0,t,L2(Ω)).

The term (iib) is estimated again in a standard way by

(iib) ≤ Ch4∥curl ∂tE∥2L1(0,t,H2(Th)) +
1

6
∥curlψh∥2L∞(0,t,L2(Ω)).
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5.4. A second-order method

Using Lemma 5.4.4, we can estimate the third term by

(iii) ≤ C(∂ttE)
2h4 +

1

4c1
∥∂tψh∥2L∞(0,t,L2(Ω)) +

1

6
∥curlψh∥2L∞(0,t,L2(Ω)),

with

C(∂ttE) = C
(
∥∂ttE∥2L∞(0,t,H1(Th)) + ∥∂ttE∥2L1(0,t,H2(Th)) + ∥∂tttE∥2L1(0,t,H1(Th))

)
.

Summing all the terms and using the norm equivalence (5.33), we obtain

1

c1
∥∂tψh(t)∥2L2(Ω) + ∥curlψh(t)∥2L2(Ω)

≤ C(E)2h4 +
1

2
∥∂tψh∥2L∞(0,t,L2(Ω)) +

1

2
∥curlψh∥2L∞(0,t,L2(Ω)).

(5.37)

Taking the maximum over all t in (5.37) and subsequently absorbing the last two terms
by the left-hand side yields the L∞-estimate. The main result follows by adding the two
results for the interpolation and discrete error component.

5.4.4. Choice of basis functions

To complete the description of the mass-lumping method, let us briefly explain how to
choose appropriate basis functions for the second order method such that the result-
ing mass matrix has the desired block-diagonal structure. For ease of presentation, we
introduce the basis functions on the reference element K̂, mapped by covariant Piola
transformation to the physical element K, see (A.1). In the following, we will use the
notation (a; b) = (a, b)⊤ to describe column vectors. Let

K̂ = span{(0; 0; 0), (1; 0; 0), (0; 1; 0), (0; 0; 1)}

denote the reference tetrahedron. On K̂, we then consider the functions

φ̂1 = (1− x− y − z; 0; 0) φ̂2 = (x;x;x) φ̂3 = (0; 1− x− y − z; 0)

φ̂4 = (y; y; y) φ̂5 = (0; 0; 1− x− y − z) φ̂6 = (z; z; z)

φ̂7 = (0;x; 0) φ̂8 = (−y; 0; 0) φ̂9 = (0; 0; y)

φ̂10 = (0;−z; 0) φ̂11 = (z; 0; 0) φ̂12 = (0; 0;−x).

It is easy to verify that NC1(K̂) = P1(K̂)2 = span{φi, 1 ≤ i ≤ 12}, meaning that these
functions form a basis for NC1. Moreover, we can check that together with the vertex
rule (5.15), the local mass matrix is comprised of four 3 × 3 blocks, each of which can
be associated with a vertex. As a result, for any given tetrahedral mesh, the global mass
matrix is also block-diagonal, where the size of the blocks is independent of the mesh size.
This concludes the choice of basis functions for the first order method with mass lumping.

121



5. Mass lumping for Maxwell’s equations in H(curl)

Next, let us consider

ϕ̂13 = (0;xz;−xy) ϕ̂14 = (−yz; 0;−xz)
ϕ̂15 = (−yz;−yz;−y(1− x− y)) ϕ̂16 = (yz; z(1− x− z); yz)

ϕ̂17 = (−z(1− y − z);−xz;−xz) ϕ̂18 = (xz;xz;x(1− x− y))

ϕ̂19 = (−xy;−x(1− x− z));−xy) ϕ̂20 = (y(1− y − z);xy;xy)

Φ̂21 = (xyz;xyz;xyz) Φ̂22 = (yz(1− x− y − z); 0; 0)

Φ̂23 = (0;xy(1− x− y − z); 0) Φ̂24 = (0; 0; xy(1 + x− y)(1− x− y − z)).

With the help of these functions, we introduce the following modified basis functions

Φ̂13 = φ̂13 + Φ̂23 − Φ̂22 Φ̂14 = φ̂14 + Φ̂21 − Φ̂23 Φ̂15 = φ̂15 + Φ̂23 − Φ̂24

Φ̂16 = φ̂16 + Φ̂24 − Φ̂22 Φ̂17 = φ̂17 + Φ̂21 − Φ̂24 Φ̂18 = φ̂18 + Φ̂24 − Φ̂23

Φ̂19 = φ̂19 + Φ̂22 − Φ̂24 Φ̂20 = φ̂20 + Φ̂24 − Φ̂21

and

Φ̂1 = φ̂1 + Φ̂23 − Φ̂22 Φ̂2 = φ̂2 + Φ̂21 − Φ̂23 Φ̂3 = φ̂3 + Φ̂23 − Φ̂24

Φ4 = φ̂4 + Φ̂24 − Φ̂22 Φ̂5 = φ̂5 + Φ̂21 − Φ̂24 Φ̂6 = φ̂6 + Φ̂24 − Φ̂23

Φ̂7 = φ̂7 + Φ̂22 − Φ̂24 Φ̂8 = φ̂8 + Φ̂24 − Φ̂21 Φ̂9 = φ̂9 + Φ̂22 − Φ̂23

Φ̂10 = φ̂10 + Φ̂22 − Φ̂24 Φ̂11 = φ̂11 + Φ̂24 − Φ̂21 Φ̂12 = φ̂18 + Φ̂22 − Φ̂23

Φ̂13 = φ̂13 + Φ̂22 − Φ̂24 Φ̂14 = φ̂14 + Φ̂24 − Φ̂21 Φ̂15 = φ̂15 + Φ̂22 − Φ̂23

Φ̂16 = φ̂16 + Φ̂22 − Φ̂24.

For this modified choice, we have that N1(K̂) = span{Φ̂i, 1 ≤ i ≤ 20}. Moreover,

we have EJ ∗
1 (K̂) = span{Φ̂i, 1 ≤ i ≤ 24}. The functions Φ̂1, . . . , Φ̂12 satisfy the same

properties as described for φ̂1, . . . , φ̂12 above, but also Φ̂i vanish at all face midpoints for
all 1 ≤ i ≤ 12. Furthermore, we have that Φ̂13, . . . , Φ̂24 vanish at all vertices and at all but
one face midpoint. Moreover, Φ̂21, . . . , Φ̂24 are H(curl)-bubble functions. Following these
properties and the quadrature rule (5.31), we find that the local mass matrix is comprised
of eight 3 × 3 blocks, one associated with each vertex and one associated with each face
midpoint. As a result, the global mass matrix is comprised on the one hand of the same
blocks of the first order lumped mass matrix and additional 4 × 4 blocks for each face.
For the same basis functions given in terms of barycentric coordinates, we refer to [50].
Now that we can guarantee a block diagonal structure for the mass matrix, we can

propose explicit schemes in time.

5.5. Time discretization

For the methods proposed in Sections 5.2, 5.3, and 5.4, the algebraic realization of the
mass matrix results in a block-diagonal structure, which enables the efficient application
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5.5. Time discretization

of its inverse. As a result, we can propose explicit time-stepping schemes. In this section,
we discuss the time discretization for the second order method with mass lumping from
Section 5.4. We utilize a central difference approximation on a uniform grid in time, which
yields an explicit time-stepping method that is second-order accurate. This scheme can
also be coupled with any of the first order methods from Sections 5.2 and 5.3.
Let tn = nτ , 0 ≤ n ≤ N be a given sequence of time points with τ = T/N . We denote

by gn = g(tn) the evaluation of a function g defined on the time grid Iτ = {0 = t0 < t1 <
. . . < tN = T}. Furthermore, we set

gn+
1
2 :=

1

2
(gn+1 + gn),

which sets the intermediate evaluations to equal the average of two consecutive integer
time evaluations. Furthermore, we consider the first order (central) difference quotients

dτg
n+ 1

2 :=
1

τ
(gn+1 − gn). and d̂τg

n
:=

dτg
n+ 1

2 + dτg
n− 1

2

2
=
gn+1 − gn−1

2τ
,

as well as the second order central difference quotient

dττg
n :=

1

τ 2
(gn+1 − 2gn + gn−1).

These definitions also extend to any sequences defined on the time grid. In the following,
we consider the second order method from Section 4.4, where Vh is defined as in (4.26),
while (·, ·)h is given by (4.28). We can consider the following fully discrete scheme.

Problem 5.5.1 (Fully discrete scheme).

Set E0
h = ΠhE0 and E1

h = Πh

(
E0 + τF0 − τ2

2
curl curlE0

)
. For n ≥ 1 find En

h such that

(dττE
n
h , ϕh)h + (curlEn

h , curlϕh) = 0 ∀ϕh ∈ Vh. (5.38)

Note that the algebraic realization of (5.38) generates the iteration procedure

Mhu
n+1 = 2Mhe

n −Mhe
n−1 − τKen.

By (5.33), we know that Mh is invertible, and as a result, the iteration step and Prob-
lem 5.5.1 are well-defined. For the stability of the fully discrete scheme, we further assume

(A3) the time step τ is chosen such that

(curlϕh, curlϕh) ≤
4

τ 2
(ϕh, ϕh)h ∀ϕh ∈ Vh,

which can be interpreted as an abstract CFL condition; see [73] for details. We can now
derive the following estimate for the discrete error. In order to derive error estimates, we
split the error into interpolation and projection components, namely

u(tn)− unh = −(Πhu(t
n)− u(tn)) + (Πhu(t

n)− unh) =: −ηn + ξnh .

For the discrete error component, we have the following estimate
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5. Mass lumping for Maxwell’s equations in H(curl)

Lemma 5.5.2 (Discrete stability estimate).
Let {ξnh}, {rnh} ⊂ Vh be given sequences such that

(dττξ
n
h , ϕh)h + (curl ξnh , curlϕh) = (rnh , ϕh) ∀ϕh ∈ Vh, n ≥ 1.

Furthermore, assume that (A1)–(A3) hold. Then for all 0 ≤ n ≤ N − 1, we have

∥dτξ
n+ 1

2
h ∥2L2(Ω) + ∥curl ξ̂ n+ 1

2
h ∥2L2(Ω)

≤ C

(
∥dτξ

1
2
h ∥

2
L2(Ω) + ∥curl ξ̂

1
2

h ∥2L2(Ω) +
n∑

i=1

τ(rih, d̂τξh
n
)

)
.

(5.39)

Proof. The proof follows directly from Lemma 4.5.2 by replacing ”div” with ”curl”.

Theorem 5.5.3 (Second order convergence of the fully discrete scheme). Let (A1)–(A3)
hold and let E denote a sufficiently smooth solution of (4.5)–(4.7). Then the corresponding
solution (En

h )n of Problem 5.5.1 satisfies

max
0≤n<N

(
∥∂tE(tn+

1
2 )− dτE

n+ 1
2

h ∥L2(Ω) + ∥curl(E(tn+
1
2 )− Ê

n+ 1
2

h ))∥L2(Ω)

)
≤ C(E, T )h2 + C ′(E, T )τ 2,

where T = Nτ and constant C(E, T ) from Theorem 5.4.6 and

C ′(E, T ) = C
(
∥∂ttttE∥L1(0,tn+1,H1(Th)) + ∥∂tttE∥L∞(0,t1,H1(Th)) + ∥curl ∂ttE∥L∞(0,t1,L2(Ω))

)
.

Proof. Note that the continuous errors satisfy

max
0≤n<N

(
∥dτηn+

1
2∥2L2(Ω) + ∥curl η̂ n+ 1

2∥2L2(Ω)

)
≤ ch2

(
∥∂tE∥L∞(0,T,H2(Th)) + ∥curlE∥L∞(0,T,H2(Th))

)
.

It remains to estimate the discrete error in Lemma 5.5.2, more precisely the right-hand
side of (5.39). Let us first tend to the initial values. By definition, we have ξ0h = 0. By
Taylor estimates, we further obtain

ξ1h = ΠhE(t
1)− E1

h = Πh

(
E(t1)− E(0)− τ∂tE(0)−

τ 2

2
curl curlE(0)

)
= Πh

(
E(t1)− E(0)− τ∂tE(0)−

τ 2

2
∂ttE(0)

)
= Πh

(
τ 3

6
∂tttE(s)

)
for an s ∈ [0, t1]. With this in mind, we compute

∥dτξ
1
2
h ∥

2
L2(Ω) + ∥curl ξ̂

1
2

h ∥2L2(Ω) =
1

τ 2
∥dτξ1h∥2L2(Ω) +

1

4
∥curl ξ1h∥2L2(Ω)

≤ Cτ 2
(
∥Πh∂tttE∥2L∞(0,t1,L2(Ω)) + ∥curl Πh∂ttE∥2L∞(0,t1,L2(Ω))

)
≤ Cτ 2

(
∥∂tttE∥2L∞(0,t1,H1(Th)) + ∥Π#

h curl ∂ttE∥
2
L∞(0,t1,L2(Ω))

)
≤ Cτ 2

(
∥∂tttE∥2L∞(0,t1,H1(Th)) + ∥curl ∂ttE∥2L∞(0,t1,H1(Th))

)
,
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where we used the H1 stability of the interpolations Πh and Π#
h . For the discrete error, we

now use Lemma 5.5.2. From this lemma, we find that we just have to estimate the residual

on the right-hand side of (5.39). Testing equations (5.6) and (5.38) with ϕh = d̂τξh
i
and

subsequently adding from 1 to n yields

n∑
i=1

τ(rih, d̂τξh
i
) = τ

n∑
i=1

(dττE(t
i)− ∂ttE(t

i), d̂τξh
i
) + τ

n∑
i=1

(dττη
i, d̂τξh

i
)

+ τ
n∑

i=1

(curl ηi, curl d̂τξh
i
)− τ

n∑
i=1

σh(dττΠhE(t
i), d̂τξh

i
)

= (i) + (ii) + (iii) + (iv).

The first term can be estimated by Taylor expansions and Cauchy-Schwarz inequalities,
leading to

|(i)| ≤ τ

n∑
i=1

Cτ∥∂ttttE∥L1(ti−1,ti+1,L2(Ω))∥d̂τξh
i
∥L2(Ω)

≤
n∑

i=1

Cτ 2∥∂ttttE∥L1(ti−1,ti+1;L2(Ω)) · max
1≤i≤n

∥d̂τξh
i
∥L2(Ω)

≤ 2Cτ 4∥∂ttttE∥2L1(0,tn+1;L2(Ω)) +
1

6c1
max
1≤i≤n

∥dτξ
i+ 1

2
h ∥2L2(Ω).

In a similar fashion, we get for the second term

|(ii)| ≤ 2Ch4∥∂ttE∥2L1(0,tn+1;H2(Th)) +
1

6c1
max
0≤i≤n

∥dτξ
i+ 1

2
h ∥2L2(Ω).

For the third term, we use summation by parts to obtain

(iii) = (curl ηn, curl ξ̂
n+ 1

2
h )− (curl η1, curl ξ̂

1
2
h )− τ

n∑
i=2

(curl dτη
i− 1

2 , curl ξ̂
i− 1

2
h )

= (iii)a + (iii)b + (iii)c.

For first two terms can be estimated by

|(iii)a|+ |(iii)b| ≤ 2Ch4∥curlE∥2L∞(0,tn,H2(Th)) +
1

6
max
1≤i≤n

∥curl ξ̂ i+ 1
2

h ∥2L2(Ω).

For the third term, we obtain

|(iii)c| ≤ 2Ch4∥curl ∂tE∥2L1(0,tn+1,H2(Th)) +
1

6
max
1≤i≤n

∥curl ξ̂ i+ 1
2

h ∥2L2(Ω).

Using a discrete version of Lemma 5.4.3, we get

|(iv)| ≤ C(E, T )2h4 +
1

6c1
max
0≤i≤n

∥dτξ
i+ 1

2
h ∥2L2(Ω) +

1

6
max
0≤i≤n

∥curl ξ̂ i+ 1
2

h ∥2L2(Ω),
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with

C(E, T ) = C
(
∥∂ttE∥L∞(0,tn+1;H1(Th)) + ∥∂ttE∥L1(0,tn+1;H2(Th)) + ∥∂tttE∥L1(0,tn+1;H1(Th))

)
.

Summing all the terms, using the norm equivalence (5.33) and subsequently applying
Lemma 5.5.2, we obtain

1

c1
∥dτξ

n+ 1
2

h ∥2L2(Ω) + ∥curl ξ̂ n+ 1
2

h ∥2L2(Ω) (5.40)

≤ C(E, T )2h4 + C ′(E, T )2τ 4 +
1

2c1
max
0≤i≤n

∥dτξ
i+ 1

2
h ∥2L2(Ω) +

1

2
max
0≤i≤n

∥curl ξ̂ i+ 1
2

h ∥2L2(Ω).

The assertion follows by taking the maximum over all tn in (5.40) and absorbing the last
two terms by the left-hand side yields the estimate. The assertion of the theorem now
follows by adding the two estimates for the projection and discrete error.

5.6. Numerical validation

In this section, we compare the three proposed methods and show that the expected
convergence rates do in fact hold. We consider a plane wave traveling through a cube
domain Ω that is scattered at a sphere in the interior. Let

Ω1 = (0, 1)3,

Ω2 = {(x, y, z) | ∥(x− 0.5, y − 0.5, z − 0.5)∥2 ≤ 0.33},
Ω = Ω1 \ Ω2

define the relevant computational domains; see Figure 5.4 for a sketch. We consider the

(1, 0, 0)(0, 0, 0)

(0, 0, 1) (1, 0, 1)

(1, 1, 1)(0, 1, 1)

(0, 1, 0) (1, 1, 0)

Figure 5.4.: Representation of the computational domain for the wave scattering problem.

system (5.3)–(5.4) on Ω for 0 ≤ t ≤ T = 2 with boundary conditions

E(x, y, z, t) =


1
0
0
 g(x− t) on ∂Ω1,

n× E(x, y, z, t) = 0 on ∂Ω2,
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5.6. Numerical validation

where g(s) = 3e−100(s+0.5)2 . As initial conditions, we choose

E(x, y, z, 0) = 0 on ∂Ω,

∂tE(x, y, z, 0) = 0 on ∂Ω.

This test case models a plane wave entering the domain on the left boundary which is
then scattered at the spherical boundary ∂Ω2, see Figure 5.5. We use this scenario to

Figure 5.5.: Bird’s-eye view of the magnitude of E at time steps t ∈ {0.6, 0.8, 0.9, 1}
computed on the discrete level h = 2−3 with the EJ ∗

1 method. The top part
of the domain is hidden to reveal the scattering pattern.

test our three proposed methods. For the evaluation of the convergence of the proposed
discretization schemes, we employ a sequence of meshes Th obtained by uniform refinement
of a quasi-uniform coarse mesh with h = 2−1. Since the coarse mesh does not approximate
the boundary of Ω2 very well, with each refinement step, we project the newly generated
vertices to the boundary of Ω2. This mitigates the error introduced by the geometry.
However, this introduces the issue of correctly comparing functions defined on non-nested
meshes, which can be lifted by defining an appropriate projection operator from the
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5. Mass lumping for Maxwell’s equations in H(curl)

coarse to the fine grid, which we call πh/2 in the following. For more details, we refer to
the numerical discussion from [47]. Then, we define

|||eh,τ ||| := max1≤n≤N

(
∥dτE

n+ 1
2

h/2 − πh/2dτE
n+ 1

2
h ∥L2(Ω) + ∥curl(E n+ 1

2

h/2 − πh/2E
n+ 1

2
h )∥L2(Ω)

)
.

In Table 5.1, we list the errors obtained in our computations after the post-processing was
applied. Furthermore, we choose τ ≈ h for our simulations. Since the time-stepping pro-
cedure is second-order convergent, this choice should not impact the overall convergence
of any of the methods. In Table 5.1, we display the errors obtained by our finite-element
approximations with mass lumping on a sequence of non-nesting meshes {Th}h. The
columns denoted by NC1, N0 and EJ ∗

1 contain the error |||eh,τ ||| for the first, the second,
and the Yee-like method, respectively.

h τ NC1 eoc dofs N0 eoc dofs

2−1 2−2 0.635807 — 2682 0.612817 — 1341
2−2 2−3 0.565408 1.12 20504 0.577903 0.98 10252
2−3 2−4 0.265606 1.03 160592 0.271699 1.02 80296

h τ EJ ∗
1 eoc dofs

2−1 2−2 0.783171 — 9134
2−2 2−3 0.279806 1.93 71608
2−3 2−4 0.060933 2.10 567376

Table 5.1.: Errors, mesh size h, time step τ , the estimated order of convergence (eoc) as
well as the number of dofs for the scattered wave on a sphere.

For a discussion on the behavior of the CFL constant, we refer to the discussion in [51].

5.7. Discussion

In this chapter, we presented three finite element methods with mass lumping for the
second-order form of Maxwell’s equations. A detailed convergence analysis was presented
for each of the schemes in space, which we also complemented by a second-order explicit
time stepping method. We also observed that the Yee-like and the second order method
deliver quasi-best approximation results in the optimal number of degrees of freedom.
As already alluded to in the introduction, the 2D construction can be transferred over

from Chapter 4. Figure 5.6 depicts the degrees of freedom necessary for the first and
second-order methods in H(curl). As for the basis functions necessary to achieve mass
lumping, we define

Ψ̂i = RΦ̂i

with Φ̂i defined as in Section 2.4.1 and

R =

(
1
0

0
−1
)
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5.7. Discussion

Figure 5.6.: Depiction of the degrees of freedom of the first (NC1(K̂)) and second order

element (N1(K̂)) as well as the location of the quadrature points depicted by
blue dots.

Figure 5.7.: Degrees of freedom for the H(curl) conforming finite element space corre-
sponding to the first order approximation with two degrees of freedom per
edge on the reference square (left) and cube (right) represented by arrows.
Blue dots depict the quadrature points.

being the π/2-rotation matrix.
In [51], we also established that if the solution is divergence-free, then the finite element

proposed by Elmkies and Joly in [55] produces second-order accurate discretizations. In
general however, non divergence-free solutions lead to a loss in the order of accuracy.
In principle, the extension of our arguments to higher order is also possible. However,

finding corresponding quadrature rules is not trivial. Moreover, the additional number
of degrees of freedom needed for mass lumping increases strongly with the approxima-
tion order. In that case, discontinuous Galerkin methods seem more advantageous, as
suggested in [60] for problems in H1.
In addition, other element types can also be considered, see Figure 5.7 for the quadri-

lateral and hexahedral case.
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6. Outlook

In this thesis, we introduced several schemes with mass lumping for problems in porous
media, poroelasticity, acoustic wave propagation, and Maxwell’s equations. We restricted
ourselves to first and second-order accurate methods, but the techniques we employed
generalize easily to higher orders as well. Let us briefly touch on a few points that
warrant further investigation

• When it comes to the higher order generalization for the MFMFE method for dis-
cretizing Darcy flow, we predict that the number of degrees of freedom will rise
faster than the corresponding dG scheme when it comes to the discretization or-
der. As a further topic of research, it would be interesting to investigate whether
it is possible to generalize the MFMFE to higher orders while still maintaining a
moderate number of degrees of freedom.

• The MFMFE can be used to solve other problems where the fast inversion of the
H(div) mass matrix is needed. One example is the study of mixed finite element
methods for linear elasticity with weakly imposed symmetry; see [10]. Here, the
symmetry of the H(div) matrix field is imposed weakly with the help of a Lagrange
function. In recent publications [6, 5], the authors managed to use an extended
version of the first order multipoint flux method from [112] and showed linear
convergence in all variables. As a result of mass lumping, the algebraic structure
reduces from a three variable saddle point problem to a symmetric positive defi-
nite system for the pressure only, while also benefiting from the advantages that
come from the mixed formulation. The extension of the approach to a second-order
formulation with mass lumping is an open topic. In our attempts, we managed
to successfully eliminate the H(div) variables, i.e., the stresses, which results in a
symmetric positive definite system for the pressure and the Lagrange multiplier.
However, our attempts failed when trying to also eliminate the Lagrange multiplier
from the system. This is subject to further analysis.

• As already discussed in Chapter 3, the three-field MFMFE formulation we designed
for poroelasticity can be extended to a fully mass conservative scheme. This is
achieved by instead using H(div) conforming finite elements to approximate the
displacement filed u and an SIPG correction which also ensures the continuity of
tangential traces. The analysis itself is a bit more involved, but it should be possible
to prove the convergence of the method by employing standard techniques used for
SIPG methods. The numerical tests we conducted in Section 3.5.3 seem to also
validate this. We will tackle this analysis in future work.

131



6. Outlook

• The Yee-like scheme introduced in and 5 for Maxwell’s equations only seems to work
for σ ̸= 0, i.e. whenever the electric conductivity vanishes. This is, unfortunately,
only seldom the case. The extension to the σ ̸= 0 case is not trivial and will be
tackled in future work.
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A. Appendix

A.1. The Piola transformations

For the implementation of H(div) and H(curl)-conforming finite elements, it is important
to understand how to preserve conformity under a change of basis, namely how to properly
map these vector-valued functions from a reference element K̂. Any simplex K ∈ Th is
the image K = FK(K̂) of a reference element K̂ under an affine mapping

FK(x̂) = aK +BK x̂ with aK ∈ Rd, BK ∈ Rd×d.

Under the contravariant Piola transformation, v is defined by a vector field v̂ on the
reference element under the mapping

v(x) =
1

| det(BK)|
BK v̂(F

−1
K (x)). (A.1)

The crucial property of this transformation is that it preserves normal traces of vector
fields. In particular, this transformation maps tangent vectors on the reference element
to tangent vectors on the physical element.
Under the covariant Piola transformation, v is induced by a vector field v̂ on the

reference element under the mapping

v(x) = B−T
K v̂(F−1

K (x)). (A.2)

The property of this transformation is that it preserves tangential traces of vector fields.
In particular, this transformation maps normal vectors on the reference element to normal
vectors on the physical element. For more details, we refer to [19, Chapter 2.1.3].
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