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Zusammenfassung

Die Anforderungen an den Betrieb der Stromnetze im Zuge der fortschreitenden Dekarboni-
sierung der Energiesysteme steigen stetig an. Immer mehr dezentral installierte erneuerbare
Energiequellen tragen zur Energieversorgung bei und verursachen höhere Transportbedarfe
in den Stromnetzen. Da der hierfür notwendige Netzausbau sowohl aus Akzeptanzgründen
stockt und große Kosten verursacht, als auch zeitlich nicht mit der notwendigen Geschwindig-
keit durchgeführt wird, um die Ziele des Pariser Klimaschutzabkommen einhalten zu können,
sind die Übertragungsnetzbetreiber und Regulierungsbehörden angewiesen, innovative Kon-
zepte zu entwickeln, um eine höhere Netzauslastung zu ermöglichen. Eine Möglichkeit hierfür
ist der Wechsel vom präventiven n-1 sicheren Netzbetrieb zu einem kurativ n-1 sicheren. Um
einen solchen Wandel zu ermöglichen, werden betriebliche Freiheitsgrade benötigt, die aus
verschiedenen Quellen stammen können.

In dieser Arbeit wird untersucht, ob und wie Anlagen in Verteilnetzen Flexibilität bereitstel-
len können, die für eine kurative Netzbetriebsführung genutzt werden kann. Dabei werden
die Fahrpläne der verteilt installierten Anlagen so verändert, dass die daraus resultierenden
Lastflussänderungen zu Entlastungen von Engpässen im Übertragungsnetz führen. Diese
verteilten Anlagen können Stromerzeuger wie Windkraft- oder Photovoltaikanlagen sein,
aber auch flexible Lasten, wie zum Beispiel Power-to-Heat Anlagen oder Wärmepumpen.

Zwei Kernfragen dieses Konzepts werden dabei analysiert: Erstens, gibt es in den deutschen
Verteilnetzen genügend Flexibilität, um jene für einen kurativen Übertragungsnetzbetrieb zu
nutzen? Und zweitens, wie kann ein Verteilnetzbetreiber die Flexibilität seines Netzes berech-
nen, die sicher bereitgestellt werden kann? Beide Fragen werden methodisch unabhängig
voneinander bearbeitet, da es bei der ersten um eine Potentialabschätzung in zukünftigen
Energiesystemen geht, bei der zweiten aber um die tatsächliche Anwendung in bereits real
existierenden Stromnetzen.

Um die erste Kernfrage zu erforschen, wird ein Energiesystemmodell für Deutschland im
Jahr 2030 erstellt und die verfügbare Flexibilität für den kurativen Übertragungsnetzbetrieb
berechnet. Dabei werden Zeitpunkte ausgewählt, in denen ein Ausfall von Übertragungs-
kapazität zu kritischen Zuständen im Netz führt und die verfügbare Flexibilität in den an
den kritischen Korridor angrenzenden Regionen berechnet. Die Ergebnisse zeigen, dass ins-
besondere Power-to-Heat wertvolle Flexibilität in den Situationen bieten kann, in denen
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Übertragungskapazitätsverluste zu kritischen Zuständen führen. Zusammen mit Flexibilität
aus Windkraft reicht die von beiden Technologien bereitgestellte Leistung, um in 40 % dieser
Situationen die Netzbelastung wieder auf sichere Werte zu reduzieren. In den übrigen 60
% der Situationen muss entweder die für eine kurative Netzbetriebsführung notwendige
Flexibilität aus anderen Quellen ergänzt werden oder das Netz weniger stark ausgelastet
werden.

Die zweite Kernfrage wird durch die Entwicklung eines schnellen und robusten Opti-
mierungsansatzes zur Netzbetriebsführung ergründet. Durch die Optimierung werden die
Flexibilitäten der einzelnen Erzeuger und Lasten so eingesetzt, dass ein sicherer Zustand
im Flexibilität bereitstellenden Verteilnetz gewährleistet ist. Die hierbei hergeleitete analyti-
sche Lösung der Netzrandbedingungen die einen sicheren Netzzustand garantieren, kann
als untergeordnetes Problem der Optimierung eingebunden werden, sodass ein großer Teil
des Gesamtproblems bereits vor Optimierung berechnet werden kann. Die Robustheit des
Ansatzes zeigt sich dabei nicht nur durch die garantierte Einhaltung von Randbedingungen,
sondern auch durch ein stabiles Konvergenzverhalten. Diese Methode wird sowohl auf einem
einfachen Testnetz als auch einem realen Verteilnetz erfolgreich getestet.

Diese Arbeit zeigt, dass Flexibilität aus den Verteilnetzen sowohl in den für den kurativen
Netzbetrieb relevanten Größenordnungen vorhanden ist, als auch für einen solchen genutzt
werden kann. Der hier entwickelte Ansatz zur Berechnung und Bereitstellung von Flexibilität
kann auf realen Netzen zur Anwendung gebracht werden und bietet durch die inhärenten Ro-
bustheitsbedingungen die notwendige Sicherheit und Geschwindigkeit, um in einer kurativen
Netzbetriebsführung genutzt zu werden.
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Abstract

Operating power grids in the course of the ongoing decarbonization of energy systems is
increasingly challenging. More and more decentral renewable energy sources are contributing
to the supply of electricity and cause higher transport demands in the power grids. The
necessary grid expansion is running behind schedule required to meet the targets of the Paris
Climate Accords for reasons of social acceptance and high costs. Therefore, transmission
system operators as well as regulatory authorities are investigating new approaches to enable
higher network utilization. One way to alleviate the situation, is to shift from preventive n-1
safe grid operation to curative n-1 safe grid operation. To enable such a change, operational
degrees of freedom are needed, which can stem from different sources.

In this work, the focus is on flexibility provided by distribution grids and how it can be
used as an operational degree of freedom for curative grid operation. Flexibility allocated
by adapting the schedules of distributed energy sources is provided in such a way, that the
resulting power-flow changes relieve congestion in the transmission system. These distributed
energy sources can be generators, such as wind-power or photovoltaic power plants, as well
as flexible loads, such as power-to-heat plants or heat pumps.

Two key questions in the context of this concept are treated in this thesis: Firstly, is there
enough flexibility in the German distribution grids to use those grids for curative transmission
grid operation? And secondly, how can a distribution system operator calculate the flexibility
of his grid that can safely be provided?

To answer the first question, an energy system model of Germany in the year 2030 is set up
and available flexibility for curative transmission system operation is calculated. Time-steps
are selected, in which a loss of transmission capacity leads to critical states in the grid, and the
available flexibility in the regions adjacent to the critical corridor is calculated. Results show,
that especially power-to-heat can provide valuable flexibility in situations where transmission
capacity losses lead to critical states and, together with flexibility from wind-power, in 40
% of these situations the power provided by these two technologies is sufficient to reduce
power-line loadings back to safe values. In the remaining 60 % of situations other sources
must complement the flexibility necessary for curative operation or the utilization of the grid
has to be reduced accordingly.

The second question is answered by the development of a fast and robust optimization
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approach to limit the allowed ranges in power injection changes from individual energy
resources in order to guarantee a safe state in the flexibility-providing distribution grid. The
derived analytical solution of the boundary conditions that ensure a secure state in the grid
can be integrated as a subordinate problem of the optimization, so that a large part of the
overall problem can be calculated before optimization. The robustness of the approach is not
only shown by the guaranteed compliance with boundary conditions, but also by a stable
convergence behavior. This method is successfully tested on both a conceptual test grid and
a real distribution grid.

This work shows both that flexibility from the distribution grids is available in orders of
magnitude relevant for curative grid operation, and that it can be used for such operation.
The approach developed in this thesis to calculate and provide flexibility can be applied to
real grids and offers the necessary security and speed needed for curative grid operation due
to the inherent robustness.
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1. Introduction

The Intergovernmental Panel on Climate Change (IPCC) reports, that current levels of CO2
and other climate gas emissions into the atmosphere will lead to catastrophic changes in the
earth’s climate [1]. Even worse, if so called tipping-points are crossed, changes in the earth’s
ecosystem become irreversible and a further loss of biodiversity and habitable land area is
inexorable [2]. Therefore, it is imperative to remain inside the planetary boundaries [3], the
limits for consumption and emissions set by our planet and its ecosystem.

One key step to remain inside these planetary boundaries is the transition from fossil
fuel energy systems to such, that are shaped by renewable electricity generation. However,
renewable energy sources (RES) are often sited further away from load centers than fossil
fuel-fired electricity generators [4]. As a consequence, electric transmission demand is rising
and novel approaches to better utilize existing and future transmission infrastructure are
needed.

One such approach is curative n-1 safe grid operation, a concept that needs flexibility
from different sources to properly function. In a curative grid operation, those transmission
grid capacities, that currently serve as a buffer for unexpected malfunctions, are used for
transmitting additional electric power. Their role to act as safety against outages is taken over
by other assets which provide the necessary flexibility for such a change in grid operation [5].
The potential of flexible energy resources from distribution systems to constitute at least a
part of the needed flexibility is evaluated in this thesis.

1.1. Motivation

Since over 150 years, the scattering effect of infrared light by CO2 is known, and so are its
impacts onto the atmosphere of our home planet [6]. Even earlier, in the 1820s, Joseph
Fourier formulated his theory about the Greenhouse-effect [7].

Figure 1.1 shows the CO2 concentration in the earth’s atmosphere, displaying the so called
hockey-stick curve [9]. From the early experiments of Eunice Newton Foote [6], John Tyndall
[7], and Svante Arrhenius [10], it is known that CO2 concentration in the atmosphere has a
significant impact on the Greenhouse-effect.
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Figure 1.1.: CO2 concentration in earth’s athmosphere, reconstructed from ice core
records and merged with atmospheric measurements, data from [8].

1.1.1. Role of the Energy Sector in Greenhouse Gas Emissions

The majority of CO2 emission and emission equivalents stems from burning fossil fuel [11].
In Figure 1.2, the emission share of different sources are pictured, showing that coal, gas,
and oil cause the greatest part of emissions.

The energy sector, using a large part of these resources to generate electricity and heat, is
the sector responsible for the most emissions. In Germany, the emission share of the energy
sector is 30 % [12]. Therefore, it is of special interest to reduce emissions from this sector, as
it has the biggest impact. In addition, reductions in emissions are easier to achieve in the
energy sector than in other sectors, as the technologies are not only readily available, but
also most cost effective (see Figure 1.3).

1.1.2. Renewable Energy Sources to Supply Our Energy Needs

Known for a time almost as long as the Greenhouse-effect is the photovoltaic principle,
discovered in 1839 by Edmond Becquerel [13]. First modern silicon solar cells have been
invented in 1954 [14]. While their use was at first limited to specialized applications, as
for example Vanguard 1, the oldest human made satellite still in space [15], since 2010
even in Germany alone, several Gigawatts were installed in new PV capacity each year [16].
These days, direct conversion of solar irradiation into electrical energy via PV is seen as one
of the main power sources of the future, with costs lower than those for electricity from
conventional, fossil fuel fired power plants [17]–[19].
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Figure 1.2.: CO2 emissions in Mt by source. Land use change includes deforestation and
drainage of wetlands. Data from [11].

The history of harnessing energy from wind goes back a long time, at least to 200 B.C.,
when Persians used wind mills to grind grains [20]. At least since 1887, modern wind mills,
those that convert wind-power into electricity, are in use [21]. Similar to some people today,
residents saw such technology as the devils work [21]. Not much later, in 1891, wind-power
was even used to power electrolysis in Denmark for energy storage [22]. Denmark kept being
at the forefront of the usage of wind-power, with the first wind-turbine of a power rating of
over 1 Megawatt being constructed by the pupils and teachers of the Tvind school in 1978
[22]. Such power ratings were only used in production wind-turbines in the late 1990s.

However, even at the multi-Megawatt scales at which individual wind-turbines are being
built, they are still small in comparison to the power plants which used to generate almost
all of the electricity in our energy system. Typical nuclear, large coal and lignite-fired power
plants have electrical power ratings of up to about a Gigawatt. Hydro power, also being one of
the renewable energy sources, is not broadly available in many regions of the world and often
carries great ecological costs [23], making energy systems dominated by renewables still an
exception today. Due to the smaller size of wind-turbines and PV-farms and the corresponding
power injections in the range of a few kilowatts to several Megawatts, those energy sources are
often connected in lower voltage levels than fossil fuel powered plants. Typically, these lower
voltage levels correspond to low voltage, 400 V (LV) and medium voltage, 3 to 35 kV (MV)
distribution grids, while for larger farms high voltage, 60 to 110 kV (HV) sub-transmission
or distribution grids are chosen as connecting grids [24]. This dispersion, in contrast to the
concentration of power in transmission grids, is why these renewable energy sources are
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often called distributed energy resources (DER) [25].

Since levelized cost of electricity of these distributed energy resources (DER) are decreasing,
their installed capacity rises and is set to rise even further in the future [26], especially in
countries that have set a political agenda to reduce CO2 emissions like Germany [27]. Figure
1.3 shows the development of different renewable energy sources (RES) in terms of costs
and installed capacities, outlining the development that has been done in the last decades.
Such developments are often seen as trends, in this case it is often talked of three or four
“D”s, decarbonization, decentralization, digitalization, and sometimes democratization to
describe the changes in our energy systems.
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Figure 1.3.: Development of globally installed generation capacity and globally weighted
LCOE. While renewable energy sources (RES) like photovoltaics (PV) or wind-
power show strong downward trends for costs, coal and nuclear power
remains have rising costs. Data for RES from [18], for nuclear and coal from
[28], [29], inspired by similar graphic in [30].
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1.1.3. Changing Generation Technologies Lead to Increasing Transmission
Needs

Changes in energy systems are not only caused by shifts in production, but also by changes in
consumption and regulation. In the EU, many of those regulatory changes in recent years
are part of the EU Clean Energy Package, a set of EU directives aimed to increase energy
performance in buildings [31], energy efficiency [32], renewable energy penetration in
energy systems [33], and create an energy union [34]. The latter is of great importance for
electricity markets and transmission, as it mandates a fully integrated internal energy market
in the EU. It forces transmission system operators (TSOs) to better utilize transnational
interconnectors and to enhance or expand their grids to comply with minimum requirements
for these interconnectors. The EU commission has the right to split or reconfigure electricity
market zones in the EU if countries do not comply. For the lower voltage levels, the Clean
Energy Package also shifts rights to citizens to form renewable citizen energy communities to
strengthen local value creation, leading to the already mentioned 4th “D” of democratization.
Local markets are made possible by digitalization of DER, allowing distributed assets to
exchange information and even to automatically bid on markets.

For distribution grids and their operators, the distribution system operators (DSOs), the EU
Clean Energy Package and its implementations into national laws brought large changes, too.
Not only are these DSOs part of biannual European network development plans, they also form
a new association, the European distribution system operators (EU DSO Entity), similar to the
existing European network of transmission system operators for electricity (ENTSO-E). They
partake in redispatch, which is broadened to include renewable energy sources (RES) and
combined heat and power (CHP). In Germany the Clean Energy Package is implemented in
several laws, including the Netzausbaubeschleunigungsgesetz [35], the Erneuerbare-Energien-
Gesetz [36], the Kraftwärme-Kopplungs-Gesetz [37], and the Energiewirtschaftsgesetz [38].
The process of including DERs of a nominal power of >100kW and those generators that
are remotely controllable by their connecting grid operators into the redispatch is called
Redispatch 2.0 [39]. This process changes the number of power-generating facilities that are
subject to the redispatch process from about 80 to 80000 [40].

Most distributed energy resourcess (DERs) are not installed close to load centers unlike
most conventional power plants, but at places that are favorable for electricity generation.
These are locations with high irradiance for PV, or such that are especially windy for wind-
turbines. In the EU, highest irradiances are in the southern countries, for example Spain, Italy,
or Greece, while best conditions for wind-power can be found offshore and at the coasts, for
example Ireland and Denmark. In addition to these natural conditions, population density
and political factors can heavily influence the location where renewable DERs are installed,
leading to a very inhomogeneous and more decentral distribution of electricity generation.
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In Germany, most wind-power is installed in northern parts of the country1, while for PV,
the opposite is true, even though not in the same extent2. This inhomogeneity leads to rising
transmission demands. As the electricity market in Germany is not divided into several zones
and does not use nodal pricing, these transmission demands are directly translated into a
need for more transmission capacity. Otherwise redispatch costs, costs that are caused by a
mismatch in market result and transmission capacity, keep rising [43]. To account for these
rising transmission demands, the TSOs together with their regulatory authorities develop
so called network development plans, for example the ten year network development plan
(TYNDP) and midterm adequacy forecast (MAF) on European level, and the Netzentwick-
lungsplan (NEP) on a national level in Germany. After consolidation, these plans are turned
into individual construction projects. However, in this last stage the grid expansion is lagging
behind plans [44], [45], mainly due to complex planning phases which often include several
legal disputes. These delays were one reason for the German Netzausbaubeschleunigungsge-
setz (grid expansion acceleration law) [35], trying to accelerate the processes that otherwise
might hinder a successful energy transition.

The delays in transmission grid expansion has the potential to limit the integration of
renewable energies. As a consequence, fossil fuel powered energy sources have to produce
electricity, while simultaneously renewable energy that is available cannot be injected into
the grid. In order to counter this phenomenon, several approaches exist. Since transmission
grid operation and electricity market processes are intertwined, a short description of the
electricity market in Germany follows.

1.1.4. Electricity Market and Transmission System Operation in Germany

There are several different types of electricity markets being operated worldwide. In general,
they all bring the market participants’ bids and offers to match. One of the main differences in
market design is how the costs of transport and losses are attributed to the price of electricity.

In the European Union and some neighboring countries3, TSOs are associated in the
ENTSO-E, coordinating the operation of transmission grids for electricity. In the area where
transmission grids are operated by the member-TSOs, the bidding zones, in which bids
and offers are matched, span over hundreds of nodes. Inside one of such bidding zones,
transmission capacities are assumed to be sufficient. If transmission constraints are present, a
redispatch is performed. Redispatch is a process in which TSOs instruct power plant operators

1In 2021, only about 7 % of the total wind-power capacity of Germany is installed in Baden-Württemberg and
Bavaria which have a combined area share of almost 30 % [41].

2In 2021, about 41 % of the total PV capacity of Germany is installed in Baden-Württemberg and Bavaria [42].
3Albania, Bosnia and Herzegovina, Switzerland, United Kingdom, Iceland, Montenegro, Republic of North

Macedonia, Norway, and Serbia
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to change their power injections to relieve congestion in the grid. In the EU, if bidding zones
display structural congestion, they can be split [34].

In the ENTSO-E-area, large parts of the electricity trade is accomplished at or before the
day-ahead market closing, which happens at 14:30 each day. Grid operators, however, start
planning their operations long before, since some reserve power plants can take up to a week
in preparation to partake in the operation. In the week-ahead planning process (WAPP),
demand and renewable energy production forecasts are taken into account, to determine how
much and when reserve power is needed. This is done on national and international levels,
to gain an estimate how much transmission capacity will be available on the interconnectors.
After day-ahead market closing, a good estimate of all demands and generation schedules in
hourly resolution is available. With these estimates, TSOs perform the preventive redispatch.
In this step, the market result is turned into a power-flow calculation, showing TSOs if a
safe and reliable operation is possible. If not, a redispatch is performed. In addition, TSOs
need to buy energy to balance expected transmission losses. Redispatch and balancing power
costs are distributed across grid users of each bidding zone. Figure 1.4 shows the relevant
planning processes on European and national level.

In other electricity markets4, transmission constraints are included in the matching process
by introducing marginal prices calculated by a security constrained optimal power flow
(SCOPF), resulting in so called nodal prices [48]. These are prices that can differ for each node
or bus in the grid. In theory, nodal prices can counter lagging grid expansion by incentivizing
local electricity production and thereby reducing transmission demand. However, if nodal
markets only have few market participants at each node, the liquidity, e.g. the simultaneous
interest in buying and selling, may be too low for a functioning market. Therefore, in [49], a
split into two bidding zones has been evaluated as an optimal for Germany. This is not desired
politically [50], since it would probably lead to higher costs of electricity in the southern
federal states. However, the EU commission will start a procedure to split Germany into two
bidding areas, if the structural congestion in north-south direction is not remedied [34], [51].

4For example large parts of the USA [46], [47], and New Zealand[48]
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(IDCC), calculating additional
international grid capacities
(NTCs)

From 00:00 Intraday congestion forecast
(IDCF), calculating CGM not
necessarily free of bottlenecks,
coordination of measures by
TSCNET (regional security
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Figure 1.4.: Timeline of the market and grid operation planning processes in the ENTSO-E.
In curative operation, planning processes are the same, but curative redis-
patch is performed in realtime.
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1.1.5. Curative Grid Operation to Increase Grid Utilization

As grid expansion in Germany is lagging behind the increasing need of transmission capacity
[45], regulators and government started looking for alternative and additional approaches
to increase the capacity of the transmission grid. One such approach is the shift from a
preventive n-1 safe operated system, to one which is curative n-1 safe.
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Figure 1.5.: Preventive and curative operation: In preventive operation the utilization
of an arbitrary power line might be reduced to ensure an inherently safe
post-fault operation. In curative operation preventive redispatch is omitted
or reduced, resulting in an efficency gain. Sufficient flexibilities have to be
present to perform a curative redispatch in case of an equipment malfunction,
here displayed as the vertical dashed line. In the post curative action state
restoring remedial actions are needed to return to a n-1 safe regime.

Currently, the basic principle how reliability is guaranteed in most transmission grids is
by applying the preventive n-1 principle. This means, that the TSO takes care to establish a
state in which one of n pieces of operating equipment can fail without causing overloading
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or violation of operating limits on any other piece of equipment. The grid is then n-1 secure5.
For example, given a simple grid of two buses and two parallel power lines between them, to
be operated n-1 secure, both lines have to be operated at maximum 50 % of their nominal
capacity. If one line fails, the other can take the extra transmission loading without being
overloaded. In a meshed grid such as typical transmission grids, this threshold of 50 % moves
upward to a value closer to 70 %. TSOs keep contingency lists to gain an overview over all
possible contingencies and an additional list of restoring remedial actions, to be ready for
equipment malfunction during operation.

In order to achieve a power-flow in the grid that allows for a preventive n-1 operation, the
schedules of power plants might need to be adapted in the redispatch process, as outlined in
Figure 1.4. The more congestion there is in the grid, the more the TSOs need to intervene,
and the higher are redispatch costs. Figure 1.5 shows this process in the lower half on the
left, where average resource utilization is reduced.

The idea behind curative n-1 operation is to increase the resource utilization of the grid,
reducing preventive redispatch, and, in case of an equipment failure or critical outage,
have sufficient flexibility to reduce the power-flow on the critical branch before operational
boundaries are violated. At all times when there is no equipment malfunction, resource
utilization is higher, allowing more transmission to take place at costs of higher losses6 and
operational complexity. It is absolutely imperative, that sufficient curative remedial actions
are ready during curative operation to guarantee a reliable electricity supply and that restoring
remedial actions are also available to return to a n-1 safe state after the curative remedial
actions. The general concept of curative operation and its efficiency gains are displayed in
Figure 1.5.

To evaluate the potential of curative n-1 transmission grid operation in Germany, the
InnoSys 2030 consortium [52], a multi disciplinary research initiative, was established by
the four German TSOs, a few DSOs, universities, research facilities and industry. In this
consortium, a first concept was developed, how curative operation can be put into production
[53].

In this context, it is important to distinguish between the terms “preventive”, “reactive”,
“corrective”, and “curative”. While the difference between “preventive” and “curative” is
explained above, the terms “reactive” and “corrective” have not yet been mentioned. While
the term “corrective” is often used synonymously to the term “curative”, some people or
corporations in the area of TSOs use it in the sense of restoring remedial actions, a measure
to return to a n-1 safe state, while others use it as a preventive action, for example a change
in topology. In the case of the term “reactive”, there is also ambiguous use: In [54], the term

5For a more detailed definition, see N -1 principle in the Glossary.
6As currents rise with the transmitted power, ohmic losses also rise
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“reactive” is used like the term “curative” is used in the scope of this thesis, while some DSOs
use it as the reaction to an unexpected event, for example for feed-in management.

In this thesis, the term “curative” is used in the sense of curative remedial actions as defined
by [5] A4-D1.2.:

Definition 1: Curative Remedial Action

Remedial action refers to any measure applied in due time by a TSO in order to fulfill
the n-1 security principle of the transmission power system regarding power-flows and
voltage constraints. Curative remedial actions are those needed to cope with and to
rapidly relieve constraints with an implementation delay of time for full effectiveness
compatible with the temporarily admissible transmission loading (TATL). They are
implemented after the occurrence of the contingencies TATL.

There are different technologies that can be used to provide operational degrees of freedom
to the TSOs in order to enable curative operation. These can be the TSO’s operating material,
like high voltage direct current (HVDC) systems, phase shifting transformers (PSTs), or
especially developed assets for curative operation, like grid boosters, or flexible energy
resources in distribution and transmission grids [53], [55]. These different technologies and
their key parameters are listed in Table 1.1.

Table 1.1.: Different options for curative remedial actions and their key indicators, com-
piled and discussed in the InnoSys consortium [52].

Measure Activation Time Mode of Action

Grid Booster <1 s Strategically positioned energy storage to either
quickly and controllably inject or withdraw power
from grid. If realized as a battery, storage capacity
allows 15-30 minutes of power injection or with-
drawal. Planned power ratings range from 50 to
500 MW.
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Measure Activation Time Mode of Action

High voltage
direct cur-
rent systems
(HVDC)

<1 s HVDC systems can transport active power between
their inverter stations. If the HVDC is realized as a
voltage source converter (VSC), reactive power can
be supplied at inverter stations. Due to their con-
trollability and large control area, HVDC systems
can quickly and continuously alter power-flows
over large areas of the grid. Planned HVDC systems
in Germany have a power rating of 2 GW. Since
the direction of the power-flow can be chosen, this
results in a flexibility of ±2 GW per system.

Impedance
compensation

<1 s By changing the capacitance of a power line, the
power-flow over said line can be altered. This can
be done with fixed capacitors or variable capacities,
as for example with a thyristor-controlled series
compensator (TCSC) or static synchronous series
compensator (SSSC).

Phase shifting
transformer
(PST)

<1-20 s PSTs can shift voltage angles and thereby alter
power flows in the grid. They introduce a source
of controllability and can be used to align the uti-
lization of several power lines, increasing the total
transmission capacity of the grid. If the PST uses
mechanical switches, each voltage step takes about
3-5 s to switch, while also leading to a reduction
in equipment lifetime.

Topological
switching

3-60 s Topological switching alters the routes the electric-
ity can take through the grid. Electrical meshes or
loops can be opened or closed by circuit breakers,
relieving or adding power-flows to different power
lines.
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Measure Activation Time Mode of Action

Power to heat
(P2H) and
power to gas
(P2G)

1-100 s P2H and P2G plants are facilities that use electricity
to generate either heat or synthetic gases. While
P2G plants currently need many full load hours
(flh) to be operated profitably, P2H plants often
improve their profitability from their property of
being quickly dispatchable loads. In case of con-
gestion, these assets can be switched on or off for
a relatively small compensation due to their low
CAPEX and OPEX. Central P2H plants have power
ratings from 5 to 150 MW.

Conventional
redispatch

>300 s Redispatch from conventional electricity genera-
tion sources provides the most power, but is slow.
The fastest sources here are gas engines, which are
only available in the ∼10 MW range. Single cycle
gas turbines offer power gradients of up to 15%
of their installed capacity per minute, taking 300s
to reach full power [56]. Depending on the indi-
vidual power plant, nuclear, coal or lignite fired
power station can take longer. In addition, in many
countries, a coal phase-out is already underway.

Reduce
offshore
wind-power

<20 s Offshore wind-power in Germany is mostly con-
nected via HVDC connectors. These are in the
direct control of TSOs, making the reduction of
injection fast and reliable. To balance the miss-
ing power injection, other generation has to be
acquired on the opposite end of the congestion.
Offshore wind farms reach installed capacities of
up to 1 GW.

While curatively usable measures like grid boosters, PSTs, or FACTS elements7 need to
be built by grid operators, with their costs being spread across grid users, energy resources
are paid for by market participants directly in order to use them for generating electricity or
other commodities from electricity, for example heat in the case of P2H. In some cases, these
resources are already existing and can gain additional revenue if they provide flexibility.

7These include SSSCs, TCSCs, and STATCOMs.
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Figure 1.6.: Usage of distributed flexibility to relieve a congestion in the transmission grid.
After a critical outage on the left transmission line, a parallel line becomes the
critical branch. A reduction of generation in the north and of load decreases
the line loading on the critical branch.

1.1.6. Distribution System Flexibility for Curative Operation

In Table 1.1, different technologies that can be used to provide flexibility for a curative
n-1 safe operation are listed. Each one of them can be used as either as primary source of
flexibility, being scheduled for a contingency, or as collateral, in case the primary source is
not available. The same is true for flexibility from distribution grids. In the following, the
general concept to use such flexibility is illustrated.

In a situation with a high share of electricity generated from RES, electricity has low energy-
dependent costs, and many flexible loads will make use of it. Such a situation can coincide
with great transmission need, for example on windy winter days when the transmission grid
is operated at maximum capacity. As a consequence of a contingency, for example the outage
of a transmission line, the n situation becomes the n-1 situation. To relieve the congestion
on the critical branch, flexible loads on the south of the congestion reduce their electricity
consumption, while RES in the north lower their feed-in.

These flexible loads are mainly connected in distribution grids, therefore the problem
remains, that the TSO, in whose grid the congestion happened, has to know how much
flexibility is present before the critical outage happens. Therefore, DSOs need to continuously
run a flexibility aggregation algorithm in the background and communicate the values for
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upward flexibility, that is a reduction in load or increase in generation, and downward
flexibility, an increase in load and reduction in generation, to the relevant TSO.

As displayed in Figure 1.6, during the n-1 situation, the TSO requests the flexibility, upward
flexibility in the south, and downward in the north, from the DSOs. Slow flexibility sources
are activated as restoring remedial action, enabling to return to a new n-1 safe state. Some
DER are unaffected, for example loads in the north and generation in the south, and therefore
greyed out in Figure 1.6.

Instead of directly requesting distribution system flexibility, TSOs can also reduce offshore
wind-power injections and use grid boosters, only using distribution system flexibility as
replacement measure. Even if the flexibility is never requested, it can serve as a collateral
security, both in preventive and curative operation.
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Figure 1.7.: Distribution of renewable generation capacities as a function of voltage levels
in Germany. Voltage levels are ultra high voltage,≥ 220 kV (UHV), high voltage,
60 to 110 kV (HV), medium voltage, 3 to 35 kV (MV), and low voltage, 400 V
(LV). HV/MV means, that the DER is connected in MV, but directly to the next
HV station via a HV/MV transformer. Numbers from [24].

Figure 1.3 depicts the global development of installed renewable capacities. In Germany,
the same development is happening, shifting a rising proportion of the installed capacities
towards RES. As can be seen in 1.7, these RES are being installed mainly (93 %) in the
voltage levels of the distribution systems, forcing developments like Redispatch 2.0 [39] to
integrate these large numbers of energy resources into grid operation procedures.

Using this distributed generation [25], [57], [58] as a source of flexibility therefore seems to
be an obvious choice, if inherent challenges, like the control of several hundreds or thousands
of energy resources while remaining in a safe grid state, can be overcome. In addition to
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generation, this is also true for controllable loads, which are also assumed to increase in
numbers, as heat-pumps, electric vehicles, and central power-to-heat plants enter the markets.

In this thesis, the word flexibility will be used mainly in combination with energy resources,
while for HVDCs, FACTS, or PSTs, the term operational degrees of freedom are used, as
these assets are in direct control of the grid operators. This reduction in scope of the word
flexibility is not exotic in any matter, but in accordance with [59], [60]. The existing scientific
literature in this area provides very general definitions, for example [61] defines flexibility
“as the potential for capacity to be deployed within a certain time frame.” In [62] and
[63], definitions are even less specific, as it is seen as “the ability of a power system to cope
with variability and uncertainty in both generation and demand”. As this thesis focuses on
flexibility from distribution systems, its definition follows [64]:

Definition 2: Flexibility

Flexibility of an energy resource is its ability to deviate from its uninfluenced state and
to change power feed-in or load upon request. To offer flexibility to a grid operator, the
energy resource will communicate an uninfluenced reference feed-in profile together
with maximally available upwards and downwards deviations from the reference profile.
This deviation is both in active and reactive power.

The flexibility-requesting and flexibility-providing grid operators not only need to know
the amount of flexibility, given in units of megawatt and megavar, but also the activation
time. This activation time is given by the power-gradients that are mandated and tested in
the process of connecting a new generator to the grid or qualifying a flexible load. In German
distribution systems, the admissible gradients are normed and given in the VDE AR-N 4120
for HV-grids and VDE AR-N 4140 for MV-grids [65], [66].
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0.0MW

2.0MW
1.7MW

distribution grid
transmission grid

flexibility provision

Figure 1.8.: A partly curtailed wind-turbine in a dis-
tribution grid providing flexibility that can be used
in the transmission grid. Here, the setpoint is at 1.7
MW, with the potential to provide these 1.7 MW as
downward flexibility and 0.3 MW as upward flexibil-
ity. The dashed line denotes the grid interconnec-
tion point (GICP) which seperated the transmission
from the distribution grid.

1.2. Objective and Scope

The objective of this thesis is to quantify the value and enable the usage of distribution
system flexibility for curative transmission system operation. In the scope of this work, all
electrical transmission systems with voltages of 110 kV and lower (HV, MV, LV)) will be
called distribution grids in accordance with [58], since they distribute the power regionally
in contrast to the inter-regional transmission in transmission systems, which operate with
voltages of 220 kV and higher (UHV) [58]. However, even if all the HV, MV, and LV-grids are
distribution grids, the focus in this work lies on the HV grids, which are in the direct control
of the first-order distribution system operator (DSO). This scope of the work allows to cover
flexibility for curative use. Every additional voltage level adds complexity, new operational
boundary conditions, and, depending on the local regulations and history, also additional
DSOs. This makes it even harder to quickly provide flexibility from LV grids when needed.

The Redispatch 2.0 [39] regulations in Germany force all DSOs to partake in preventive
redispatch processes starting 01.10.2021, establishing the communication technologies also
necessary for curative operation. This is a shift in the responsibilities of DSOs, whose original
task only was the distribution of electricity mainly generated in large plants connected to
UHV. As electricity generation by RES shifts power injections into distribution grids, the scope
of tasks expands for DSOs. In terms of controlled energy resources, the mode of operation
now more resembles that of a TSO in the last decades.
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Figure 1.9.: Timescales in curative grid operation after a malfunction. Topmost arrow
describes timescales after a critical outage or malfunction event until the
source and scope of the error is known. The following arrows start their tim-
ings at this point in time, right after the knowledge of the system is complete.
All timescales stem from experts in the InnoSys consortium [52].

1.2.1. Timescales in Curative Operation

Figure 1.9 depicts that DSOs of 110 kV grids in Germany can have their energy resources
completely (0-100 % or 100-0 %) adjusted in less than 150 seconds, while DSOs of MV-
grids might need 18 minutes or 1080 seconds. This difference in time is due to regulatory
requirements (VDE AR-N 4120 vs. VDE AR-N 4140) and the use of ripple control receivers
instead of RTUs. This holds specifically true for Germany, but in general also for other
countries due to increased communication demand if several DSOs are involved.

These timescales are somehow meaningless if the appropriate reaction times during a
contingency are unknown. If a reaction is only needed half an hour after an event, flexibility
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from households or even old fossil fired power stations can be a relevant source. To get
an idea of the time that is left to react, the so called temporarily admissible transmission
loading (TATL) and permanently admissible transmission loading (PATL) are important. These
describe the admissible power-flows over a branch in the grid and are mostly given in Amperes,
since the limiting factor is the thermal expansion of the conductor resulting in sag, caused by
ohmic resistance, which is a function of the current. The thermal expansion is also dependent
on the surrounding temperature, solar irradiation, and wind speeds, which influence the
thermal equilibrium of the conductor. If the sag of a power line becomes too large, safety
margins governed by the voltage level and admissible field-strengths at ground level are
violated, making it possible to cause a ground fault resulting in a further loss of transmission
capacity and might even endanger bystanders life or health. Special high temperature low
sag (HTLS) conductors can reduce this phenomenon, but require costly refitting of power
lines, which then fall under newer regulation [67], in turn leading to time intensive approval
procedures.

Dynamic line rating (DLR) is using observable properties like temperature and wind speed
to calculate both PATL and TATL in dependence of the power-flow over the line element. In
winter, for example, temperatures are colder and it might be windier, which leads to higher
admissible currents or power-flows, leading to a higher PATL and TATL. The TATL is always
very strongly conditional of the initial operation conditions of the line [5]. The TATL of
the critical branch is the most important one, since it defines the timescales for all curative
measures (by definition, the critical branch is the one dictating timescales, since it is closest
to failing due to its operational state).

It is important to stress, that the use of TATL does not mean an overloading of any equipment
is happening. Only admissible power-flows are transmitted, harming neither any human, nor
the environment, nor any equipment. The operation remains inside the operating limits at all
times, otherwise overload or short-circuit protection will be triggered. The tripping current is
never reached or exceeded if a curative remedial action is performed to plan.

If the critical branch is relieved only in parts because the first set of curative remedial action
is not sufficient to achieve a relief strong enough to reach the PATL on all lines, those actions
can still be helpful by reducing power-flows over the critical branch and increasing the TATL,
as can be seen in Figure 1.10. Here, the first action is done just in time to gain leeway for a
second measure that reduces the current back to the PATL. The sooner after an equipment
failure an action happens, the more thermal inertia remains for further measures. Of course,
this is also true for the effectiveness of a measure: the more an action reduces the current on
the critical branch, the better.

In the InnoSys consortium [52], it was decided to simplify this smooth process into three
steps defining the time intervals after which the different measures are active. These intervals
are:
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Figure 1.10.: Effect of curative actions on
the TATL at the critical branch. In the up-
per half, two actions at time t1 and t2
lower the current on the critical branch
back to the PATL after a critical equipment
failure at t0. In the lower part, the time-
dependence of the ITAT L(t) is depicted
in red and purple, displaying that i.) the
longer a current is needed to be above
IPAT L , the lower it has to be, and ii.) fast
measures flatten the ITAT L(t) curve. For
short time intervals, the TTAT L can be very
high due to thermal inertia. Graphic re-
drawn after original work in the InnoSys
consortium [52].

1. very fast, < 1 s

2. fast, < 2 min

3. slow < 15 min

The measures in category 1 are faster than the grid control center. As a consequence, activation
must be independent of the control center, while other measures can be either activated via
the grid control, even with human oversight, or directly via special protection schemes (SpPS),
which are predefined measures or combinations of such that are automatically activated when
certain protections trigger, e.g. a combination of circuit breakers or overload protections.
The control center gets updated values via SCADA every five seconds, another five seconds
go by until all other grid operators get informed (via telecontrol application service element
(TASE) 2.0) by the one operating the failed equipment.

Figure 1.11 shows the structure of data exchange between the different levels in grid
control. The control instance that is highest in the hierarchy, the control center, is also the
slowest, as it accumulates data from many substations, which in turn collect data from mea-
surement equipment at the substation or via a remote terminal unit (RTU) that is connected
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to measurement equipment. In case of a short circuit, this path is too slow to control circuit
breakers from the control center. Therefore, decentral protective relays, logic controllers, and
fault recorders are used to directly trigger protections, if the measurement data they receive
provokes the pre-programmed logic. All events in the first row in Figure 1.9 are happening
on this level of control. For special protection schemes (SpPS) that use wide-area monitoring,
data from other substations might be used and is received via RTUs.

State estimation, the process in the grid control center that homogenizes all measurement
data into a consistent picture of the grid, can take about one minute to converge, shorter for
simpler grids, and longer for larger grids or inconsistent measurement data. This means, that
most measures need to be pre-planned, pre-computed, and ready to be implemented right
when the error is clarified8, to return to safe operating states on all equipment as quickly as
possible. To make sure that all measures are available when needed, computations have to
be performed continuously in the background in short cycles.

In order to use flexibility from distribution grids, the process might look like the following:

1. An equipment malfunction occurs. After the automatic switch-on fails, the SpPS trigger
the grid booster.

2. After about 5s, the grid operator at the TSO control center receives the information on
the error and the triggered grid booster. The operator now has about 2 minutes, until
the TATL is exceeded.

3. The control center suggests to call for distribution system flexibility, because it identified
the correct entry from the contingency list and offers options from the pre-computed
reaction matrix.

4. The TSO enables the suggested measure and a request for flexibility is sent to the
corresponding DSOs.

5. A few seconds later, in the DSO control centers, the request is displayed to the DSO’s
operator in his control center.

6. The DSO releases the call, the command is sent to the RTUs connected to the DER
via the distribution system substation automation or via the DER’s control center, if it
exists. At the same time, the operator acknowledges the execution to the TSO.

7. The DER adapt their power injection.

8Error clarification is the process to determine the type of the error, e.g. a singlepole short circuit or a ground
fault. It is performed after error detection.
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8. The DSO operator receives data from his substations, confirming the change in power
injections. The TSO is informed that the measure has been executed.

Control Center

Control Center

Data
exchange

Control Center

Substation Automation

Substation Automation

Substation Automation

Control

Data acquisitionSupervision
Remote Terminal Units

Meters

Protective Relays

Fault Recorders

Remote Terminal Units

Control
Data

Figure 1.11.: Schematic structure of the cascading structure how the control center, sub-
station automation, and substation automation controlled hardware interact.
Supervisory control and data acquistion (SCADA) is used on each level to ob-
tain data, supervise the state, and control subordinate devices. The next level
in this graph would be operating equipment like circuit breakers, switches,
disconnectors, tap changers,PMUs ,RTUs, and further equipment to measure
and control the power-flow in the grid.

1.2.2. Key Challenges in Distribution System Flexibility Provisioning

Provisioning of flexibility from distribution grids therefore meets several key challenges:

1. Is it available when it is needed? To guarantee the same reliability as preventive
n-1 operation, operational degrees of freedom must be certainly available. If this
operational degree of freedom is flexibility from distribution grids, it must be evaluated
if generation or load is indeed ready to be adapted and such in a controllable way
within consistent reaction times.

2. Can it be guaranteed, that the aggregated flexibility of all the flexible assets does not
interfere negatively with grid operation on any voltage level, especially in the grid of
the connecting grid operator?
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3. Can this process of aggregating safe flexibility be performed in sufficiently short
timescales dictated by TATLs and variance from RES?

4. How can the amount of aggregated flexibility that is provided and called for be correctly
communicated in complex grid topologies with several grid interconnection points?

These challenges can be condensed into two research questions:

Research Questions

1. Are flexible assets in distribution grids a viable source of flexibility for curative
transmission system operation?

2. How can flexibility from underlying grids be safely and quickly aggregated and
offered for curative use?

These are the two research questions treated in this thesis. As they provide more than
enough substance for a doctoral thesis, the following sub-areas will not be processed in detail
and are left for further research:

• Technical implementations of flexibility provisioning, including details pertaining
SCADA systems, control via RTUs or similar technology.

• TSO command center applications and integration. While the objective of this thesis is
provisioning of distribution system flexibility to TSOs, the TSO’s planning processes and
operation procedures are not part of it, neither are the command center applications
like security constrained optimal power flow (SCOPF) or dynamic security assesment
(DSA).

• Dynamic assessments of security are not examined, as this goes beyond the scope of
the thesis and the researchers’ abilities.

• Other sources of flexibility, namely those listed in table 1.1, and their potential in
curative operation.

• Flexibility markets for either individual or aggregated flexibilities.

• Preventive usage of distribution system flexibility, even though evaluation is possible
with the same approach, as the focus lies on different aspects in preventive operation.

• Grid planning. Even though the approach and algorithms developed in this thesis can
be used to identify bottlenecks in grids, this is not part of the thesis.
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• Regulatory aspects or market designs to counter congestion in transmission or distribu-
tion grids.

• Detailed analysis, which assets are best suited for distribution grid flexibility in terms of
of inertia or generator designs outside the applicable norms VDE AR-N 4120 and 4140.

• Different communication protocols or data standards to exchange information between
TSOs and DSOs.

• Demand side management as a means to increase flexibility ranges apart from flexible
DERs that are designed to provide flexibility to grid operators as part of their business
model.

• Approximations of the number of flexible assets. While answering the first research
question, this thesis takes data provided by German grid operators as ground truth
without additional approximations how many more or less flexible assets might exist in
the year 2030.

• Transformation paths of the modeled energy system. While the optimization framework
used in this thesis is able to model transformation paths, this is out of the scope and
not part of this thesis.

The two research questions, while thematically linked, are methodically far apart. Especially
the details needed in the modeling of grids in both questions are different. Therefore, in
addition to the partitioning into Analysis, Modeling, Method, and Results, this thesis is also
split into two parts, each one addressing one research question as shown in Figure 1.12.
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Concept and goal: make flexibility from distribution grids
available for corrective transmission system operation

Quantifying flexibility potential
from distribution grid flexibility
for corrective transmission grid
operation:

• Energy system modeling

• Identification of critical
timesteps via simulated
redispatch

• Identification of critical
corridor loadings via
simulated loss of
transmission capacity

⇒ Determine if flexibility from
distribution grid has a potential
for curative grid operation in an
energy system dominated by re-
newable energy sources.

Implementation and demonstra-
tion of algorithms to reliably offer
and request flexibility:

• Interface between DSO and
TSO control center to
calculate aggregated and
safe setpoints

• Safely and quickly
disaggregate request on
single assets

• Use of robust optimization to
reliably be able to calculate
safe flexibility limitations

⇒ Usage of a flexibility service
agent on a grid to show distribu-
tion system flexibility can be used
in curative grid operation.

Potential and implementation of distribution grid flexibility for
corrective grid operation is determined, tested, and demonstrated

Figure 1.12.: Structure of the thesis. Research questions are answered in methodically
largely independent parts.
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Table 1.2.: Structure of the thesis.

Research question 1. Research question 2.

Introduction Motivation, introduction of key terms and concepts, definition of the scope,
research questions, literature review, and research gap.

Analysis What is necessary to calculate the
potential of distribution system flex-
ibility? What are the features an en-
ergy system model needs to exhibit
to determine if distribution system
flexibility is a viable degree of free-
dom for curative grid operation in
energy systems dominated by renew-
ables?

What are the properties an algo-
rithm needs to produce for calculat-
ing safe aggregated flexibility? How
can algorithms guarantee a safe grid
operation while minimizing flexibil-
ity limitations?

Modeling Framework for energy system mod-
eling, outlining of modeling assump-
tions, and input data.

Distribution grid modeling and
power-flow calculation. Lineariza-
tion of power-flows.

Method Calculation of the distribution sys-
tem flexibility potential via two ap-
proaches: simulated redispatch and
correlation of bottlenecks with avail-
able assets.

Introduction of the flexibility cluster
and application of robust optimiza-
tion onto the calculation of safe flex-
ibility aggregation.

Results Total distribution grid flexibility po-
tential for curative transmission grid
operation in Germany in depen-
dence of the boundary conditions

Applicability of linearization,
demonstration of the robust opti-
mization approach on a test grid
and a real grid

Conclusion Discussion of the results, neglected aspects for further research, outlook.

26



1.3. Literature Review

This part of the thesis analyzes scientific literature in the area of calculation of distribution
system flexibility potential and how it is best provided in curative transmission system
operation. Some research has been done that only touches one part of the research question,
so either estimating the potential or discussing the provisioning, while others are looking at
both aspects. Therefore, part of the literature review is not cleanly cut in two parts discussing
each side in isolation, but covers both sides in one section.

Sources of Flexibility in Distribution Grids

In distribution grids, flexibility, as defined above, can stem from many different sources: RES
like small-scale rooftop PV to multimegawatt wind-farms, heat-pumps, decentral batteries,
and central sector coupling elements, like P2G- or P2H-plants. Already today, there are
different companies aggregating many small-scale batteries in households to provide the
connecting grid with flexibility [68]–[70].

Impacts of Rising Shares of Renewables

Since installed RES-capacities are steadily rising world-wide due to their low costs for gen-
erating electricity [71], a lot of work has been done to assess how flexibility in distribution
grids can enable integrating even more RES without the need of grid expansion. A prominent
study in this area is [72], in which the integration of RES into the German energy system is
discussed. Different approaches are examined, from demand side management (DSM) to
increase flexibility, to usage of new high temperature conductors, or voltage support at times
with a very high share of renewable generation. The study does not answer, how renewables
may also help the transmission grid, neither is curative operation in the scope. Interestingly,
the aims of the study, to integrate a renewable share of 39 % into the German electricity grid,
has been achieved before its target in 2020 (40.3 % in 2018). Recommendations from the
study include storage and grid expansion, as well as enhanced European cooperation.

Consequences for Grid Operation

If grid expansion is performed, costs can be significantly reduced by taking flexibility options
into account during the planning process, as is shown in [73]. Interestingly, the algorithms
developed for grid operation in Chapter 7 can also be used exactly for this purpose by
artificially introducing flexible assets in the grid and evaluating how often and to which
power they need to be limited. Demand response alone, at least in Germany, is shown in [74]
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to be insufficient to balance out or integrate large amounts of surplus renewables generation.
This might be different in other countries, as presented in [75]. Here, analysis shows that
flexibility needs are driven by the individual energy system, its portfolio of power generation,
and its size.

Alternatively, using a virtual power plant (VPP) is another popular approach in trying to
integrate more RES into the grid, as is shown in [76]. Here, different electricity generation
technologies are combined to reduce uncertainty and variability in power injection. These
technologies aggregate wind-power, PV, biomass, and batteries to emulate the behavior of
conventional power plants. This VPP can be dispatched as if it were a conventional fossil
power plant.

Integrating High Shares of Renewables

Which sources are best suited to provide flexibility on different time-scales in energy systems
with high renewable energy shares is the focus in [77], matching different generation and
storage assets to the tasks and services in the energy system for which they are best suited.
One key outcome is that up to a share of 35 % renewable energy from wind-power and
PV, no technical barriers are existent, provided that the grid is expanded adequately. Only
when reaching higher shares of RES, flexibility from these assets and loads becomes an
important contribution to keep the system stable. Much higher RES shares of up to 80 % have
been analyzed in [78], resulting in a “flexibility gap” between supply and demand side that
needs to be filled. In addition to network expansion, dynamic assessment of power transfer
capability, or dynamic line ratings, are mentioned. These are also one cornerstone in the
InnoSys concept for curative grid operation and are also recommended in [72].

To close this flexibility gap, different methods to incentivize flexibility provision are analyzed
in [79], [80], from local market designs to specific monetary compensations for different
sources of flexibility in households.

Flexibility Markets

Many studies in the area of distribution system flexibility are focused on market aspects and
therefore only of peripheral interest in the scope of this thesis. In [81], many different market
models are compared in their usefulness to provide flexibility to the grid. In this study, the
authors claim a great potential for market platforms for flexibility provisioning, while also
noting, that their success might be limited by the risk that some participants might generate
illicit profit from market manipulation. Some work, like [82], also cover the area between
markets and system operation and show, that a better cooperation between TSOs and DSOs
indeed leads to cost reductions and smaller amounts of re-dispatch.
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Provisioning Distributed Flexibility to Transmission Grids

Flexibility in distribution systems for the use by transmission system operators has been the
focus of several research projects, for example EU-Sysflex [83], SysDL2.0 [84], IMOWEN [85],
Interplan [86], DA/RE [87], and enera [88]. Those projects mainly take the perspectives of
transmission and distribution system operators, dealing with coordination between different
grid levels, assuming flexible assets. Integration of many flexible assets into system operation
concepts without having to deal with exploding complexity due to a quickly rising number
of assets in lower grid levels is also the focus of another research project, REGEES [89],
and a doctoral thesis [90]. Both these works heavily influenced this thesis, since REGEES
is one of the precursor projects to InnoSys 2030 [52], in which the author of [90] plays a
part. However, none of these projects deal with curative system operation, which has stricter
requirements for speed and reliability.

1.3.1. Calculation of Distribution System Flexibility Potential

In this subsection of the present thesis, existing scientific work pertaining analysis or calcula-
tion of distributed flexibility potential is examined. At first, approaches that do not rely on
integrated energy system modeling are analyzed. Afterwards, energy system models that can
be used to calculate the flexibility potential from distribution grids are examined. Finally, the
research gap is identified which is to be addressed in present thesis.

Aggregation Approaches

To calculate flexibility potentials, or approximate them for future scenarios, there are different
approaches. Many authors focus on the role of demand side management, from industry,
commercial sectors, or households, for either existing energy systems [72], [91], [92], or
future scenarios [93], [94]. However, in these studies the focus lies on calculating the
total available flexible power from different processes, not in quantifying how often this
power is indeed available. In [93], for example, to approximate flexibility needs in different
scenarios, residual load curves are used. Then, DSM in different sectors is approximated and
compared to the flexibility needed. In many assumptions these scenarios for 2050 are already
outdated, for example P2H-systems and DSM from industrial processes. Independent from
their assumptions, the main problem with many studies approximating future flexibility is
that the operational state of the energy resources is not taken into account. Also, the regional
distribution of flexibility offers and needs is not considered when trying to match them. The
grid that is needed to transmit the energy to clear this imbalance is not being modeled, which
can lead to vastly different results, as will be shown in this thesis.
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Ancillary Services from Distribution Grids

Other authors, e.g. in [95], are trying to tackle this point by showing that distribution grids
can serve the reactive power needs of the transmission grid in an energy system supplied
solely by RES. Here, the flexibility from distribution grids is used to replace one of the tasks
conventional power plants are fulfilling these days, providing reactive power to stabilize the
transmission grids voltage profile. To assess this claim, the connection of synthetic and actual
distribution grids to a German transmission system is simulated. Then, reactive power needs
are derived for the transmission grid and it is assessed, if the providing distribution grids
can indeed cover the needs. The basis for this study is a 100 % renewable scenario taken
from [96]. Similar work for the flexibility potential to provide curative transmission system
operation has not been performed so far, but might be possible within the same model.

A more general approach to calculating future distribution grid flexibility is performed in
[90], where many studies estimating such flexibility are analyzed and compared to estimations
based on data provided by the regulator like [97]. A flexibility potential between 10.8 GW to
18.7 GW is determined for Germany, with 3.8 GW to 5.9 GW from industry and commerce,
comparable to the 6 GW in the 2030c scenario of the Netzentwicklungsplan 2030 [98].
However, potentials analyzed in [90] are in parts estimations of current flexibilities, in
contrast to the 2030 scenario taken as basis in the InnoSys research project. As in other
studies, operational states are omitted in [90] and results are therefore not usable if flexibility
needs to be correlated to different states in the transmission grid.

For existing distribution grids, an approximation of the flexibility that can be provided
for different transmission system scenarios has been performed in [99]. However, even in
the scenario with a high RES-penetration, the possibility of curtailed RES providing flexible
incremental generation is not considered. Only a few researchers even consider this option
or have the tools to include it into their simulation.

Consideration of Operational States

In general, summing up installed capacities, neglecting operation-schedules and -states, leads
to overestimation of available flexibility. To counter this, in [100], simultaneity factors are
used to reach adjusted data, in [101], residual load curves are used as means for the same goal.
These approaches can deliver time-series of percentages of the flexibility that is available. Of
course, these heavily depend on the meteorological year that is used and, in general, are not
locally resolved. In Germany, the electricity market and power-flows strongly correlate with
wind availability in the north of the country, since most wind-farms are located there. This
is also not expected to change significantly, but rather intensify, since offshore wind-power
is increasingly being integrated into the electricity sector. If just using simultaneity factors
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or residual load curves that are not regionally resolved, flexibility exigency (e.g. southern
Germany) cannot be correlated with supply (e.g. northern Germany), and usefulness for the
grid remains unknown.

Integrated Modeling to Determine Flexibility Needs

For such detailed knowledge, especially where (geographically) flexibility is available, an
integrated model is required. Such modeling is performed in many works, for example in
[96], [102]–[106]. While this list can be extended by many more entries, these are chosen
due to their ability to theoretically assess the question, if distribution system flexibility is
existent, and if the availability meets the exigency. To answer this question, the model needs
sufficient spatial resolution, e.g. on the scale of large distribution grids, and a transmission
system model. This grid model is needed to assess when the grid is in need of a distribution
system to increase or decrease load or generation, hence the exigency. On the other hand,
operational states of all assets in the distribution grids are needed to calculate the supply of
such set-point changes of either loads or generators.

Approaches to Model Energy Systems

To obtain the information about both the state of the grid and the energy resources, both
loads and generators, an energy system model is needed. There are many different types of
energy system modeling software, using different approaches for different goals and desired
accuracy. One such goal is resource planning, a planning process, in which present or future
load and generation scenarios meet a grid, in order to identify which changes to the grid lead
to the best overall performance. In Germany, theses processes are regularly performed in the
Netzentwicklungsplan, in European surrounding this is done by the ENTSO-E in the TYNDP
and MAF. The outcome of such models might be a list of preferred options how to enhance
the infrastructure to support grid operators in the political processes, that are needed before
investments into the grid are being done. An example of such a modeling framework is [107],
where a market simulation is performed in a very fine granularity, and then the result of this
simulation is cast upon the grid. Contingency analysis might follow in order to determine
the stability if a loss of generation, load, or transmission capacity occurs. In addition, if the
model of the grid and connected assets is sufficiently accurate, dynamic simulations can show
instabilities due to oscillations or resonances when transitioning between two states in the
grid, for example before and after the tripping of a circuit breaker. Such a model is suited to
the task that is performed here. However, the amount of details and the corresponding work,
that goes into a model such as the Netzentwicklungsplan, is significantly higher than what is
possible during a PhD. A review of other modeling approaches for the application as planning
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tools can be found in [108]. Especially for the European scope, not only limited to electrical
transmission system planning, but also for example gas transmission, a review of models
and tools to make the European energy transition possible and understandable, not only for
scientist and modelers, but also politicians and public stakeholders, can be found in [109].

Modeling Energy Systems with High Shares of Renewables

The need for curative grid operation rises with higher shares of renewables and the corre-
sponding transmission patterns. Modeling high shares of renewables therefore is important
to asses the impacts of curative operation. Many modeling approaches are delving into the
question if a 100 % renewable energy system is possible, and if so, how. These studies can
cover a range of scales, from regions like Bavaria [110], to smaller countries like Denmark
[111], to countries like Germany [106], or even whole continents like Europe [112], [113]. If
a not completely renewable energy system is to be modeled, CO2-attribution is key to realize
how CO2-emissions (and other climate gasses) can be reduced. This is highly non-trivial as
shown in [114] and [115], especially when storage options come into place. Some energy
system models also focus on specific challenges inside the whole energy system, like transport
[116], hydrogen storage [117], or global shipping [118], just to name a few. A paper themat-
ically very close to this thesis is [119], in which curtailments of RES in Europe are analyzed
for scenarios spanning the years 2030 to 2050. Due to differences in scenarios, results can
not directly be compared, but the phenomenon that is being observed remains the same.

Setting the Correct Spatial and Temporal Scope

To reduce computational costs in simulating as well as needed man-power in creating the
energy system model, the correct spatial and temporal scope of the model have to be set.
Depending on this scope, especially county- or continent wide models need spacial aggregation
to be computed in reasonable times. The choice of scale is dependent not only on the desired
accuracy and run-time, but also on the research questions that are to be answered. If impacts
of measures on specific power lines are of interest, of course the resolution has to be sufficiently
fine. For larger models, power transmission between countries might be of interest, so a
coarser resolution might do. In [120], the role of spatial scale is evaluated, and it is shown,
that the choice of scale heavily influences modeled system costs. Especially questions of
grid expansion and storage, e.g. posed in [121], need a higher resolution to be answered
reasonably.

Not only in spatial scales, but also in temporal ones, different resolutions can be chosen.
However, time-series aggregation and choice of representative days can very well approximate
a simulation with many more time-steps [122], [123]. This way, a lot of run time can be
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saved and model sizes be reduced.

Key Aspects in the Calculation of Useful Flexibility

As energy system modeling is only a part of this thesis, it will not be covered in in more detail.
However, two great review papers can give such an overview in a length not possible here.
These two papers are [124] and [125].

In Table 1.3, the key aspects to calculate distribution system flexibility potential for curative
transmission grid operation are listed. A detailed and consistent calculation of said potential
can only be performed if all aspects are present in the approach chosen for the task.

An evaluation if these aspects are available in existing research is shown in Table 1.4. As
can be seen, the potential of “de-curtailing” renewable generation is not being determined in
any work analyzed here.

With many of those models cited here it is possible to answer the first research question:
calculating if distribution system flexibility has a meaningful potential for curative transmis-
sion system operation. Some models might even be better suited than the one chosen in this
work, due to their extraordinary level of detail in the regionalization of the scenario and the
grid modeling. However, to the knowledge of the author, no such a study has been performed
covering this area of research except [64]. The level of detail might not be as high as possible
with other modeling approaches, but is adequate to answer the first research question of this
thesis.
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Table 1.3.: Necessary modeling aspects to calculate distribution system flexibility poten-
tial in curative grid operation

Aspect Relevance for the calculation of flexibility potential

Curative grid operation Currently, transmission grids are operated preventively n-1
safe to increase reliability and resilience. Curative n-1 safe
operation helps to increase the utilization of the grid and
can, given enough flexibility, achieve the same reliability
as before. Flexibility potentials useful for curative grid
operation have to fulfill stricter requirements than those
for preventive operation.

High shares of renewables Curative grid operation becomes relevant in energy sys-
tems with high transport demands. These energy sys-
tems are often characterized by high shares of electricity
generated by RES. Therefore, the assessment how much
flexibility is available for curative grid operation is best
performed in an energy system model with a high share
of renewables.

De-curtailment of renewables As capacity factors or full load hours (flh) of RES are
lower than those of conventional power plants, especially
base load plants, installed capacities need to be much
higher in energy systems dominated by RES. However, the
power injection of those energy resources is correlated.
This leads to energy systems, where sometimes RES will
be curtailed due to a lack of consumers or transmission
capacity. The flexibility from these curtailed RES can
be used by “de-curtailing” them, providing an additional
source of upward distribution system flexibility.

Integrated modeling Only in an integrated model the correlation of availability
and need for flexibility can be appropriately determined.
This is especially true if such flexibility is used for curative
grid operation.
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Table 1.4.: Research gap in the calculation of the distribution system flexibility potential
for curative transmission grid operation. “+”-signs mean that the aspect is
taken into account, “-”-signs mean that it is not.

Publication Curative
grid

operation

High share of
renewables

Flexibility calculation
including

de-curtailments

Integrated
modeling

[72] - - - -
[91] - - - -
[92] - - - -
[93] - + - -
[94] - + - -
[90] - + - -
[100] - + - -
[101] - + - -
[102] - + - +
[104] - + - +
[96] - + - +
[105] - + - +
[106] - + - +
[107] - + - +

Present thesis + + + +
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1.3.2. Provisioning of Distribution System Flexibility

Provisioning flexibility from one grid level to another consists of several steps, which are,
depending on the chosen approach, done in sequence or at once, therefore, making it harder
to compare them. In essence, the desired result is one or several numbers describing the
power or change in power that can be provided at corresponding grid interconnection points
between the providing and the requesting grid. The steps that are performed are either, in a
two stage process, limiting individual flexibility of energy resources and aggregation of such
flexibility, or, in a one stage process, optimization of the flexibility range at one or multiple
grid interconnection points. Upon request, disaggregation onto individual energy resources
has to be performed to execute the request.

Reliability Requirements

The primary objective when providing flexibility is to keep the providing grid in a secure state,
whether or not a request is executed. After calculating the available flexibility, it is imperative,
that the flexibility that was communicated, is assuredly available in case of a contingency.
If the underlying grid has several grid interconnection points, it is also important for the
requesting operator to know how the provided flexibility is distributed among them.

TSO-DSO Interface and Preference Cascade

To quickly and safely provide flexibility, the interface between different operators, mostly TSOs
and DSOs, must be clearly defined. In [126], the options for coordination at the TSO-DSO
interface are detailed. In this concept, retrieval of flexibility can be done for individual energy
resources or for aggregates, while stating that the connecting grid operator of the energy
resource is responsible both for assurance, that his grid is operated safely, the decision to
grant a request, and the execution of said request. In addition, the preference-cascade from
local needs to global needs is defined: Since in general, the lower the voltage level, the less
options are available for the operator to retain a safe operating state or achieve one after a
malfunction, the higher the priority when requesting flexibility, with the highest priority of
course lying at the connecting grid operator.

This preference-cascade as well as the necessity of a safe operating state in the providing
grid is also highlighted in [127]. Here, the coordination between grid operators is examined
in the context of an intra-day flexibility market during a phase with reduced operating margins
for operators or energy resources (“Gelbe Ampelphase”).
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Coordinating TSOs and DSOs

One thesis already mentioned is [90], in which different coordination interfaces for a vertical
cooperation between grid operators are evaluated. The PQu(t)-approach at the center of
that thesis is defining the interface at each grid interconnection point (GICP) in a PQ-plane,
that is dependent on the voltage u(t) at the GICP. Integrating over the observed time-steps
returns a PQ∀u-area, which is similar to the output desired in present work. Here, the goal
is to provide a setpoint range at the GICP that is reliable, independent of the voltage which
might change during a critical outage. Again, aggregation of these flexibility-planes is bottom
up, from the lowest to the highest voltage level.

Another project harmonizing the interface between grid operators is the generation and
load data provision methodology (GLDPM), being implemented with the help of the ENTSO-
E’s common grid modeling standard (CGMES). Goal of the GLDPM is to be able to model
transmission systems better by including (simplified) models of distribution grids. With the
results from these models, inter-zonal power-flows can be better extrapolated into the future,
leading to less uncertainty in free cross-border transmission capacities, which in turn can
lead to a lower market price for electricity. An overview over grid simplification methods that
can be used to integrate distribution grids into the transmission grid power-flow calculations
can be found in [128].

Provisioning of Ancillary Services

In [84], the authors are looking into another aspect of distribution system flexibility: ancillary
services. In this research project, including universities, grid operators, and companies, the
focus is on maintaining frequency and voltage stability, grid operation, and re-establishment
of power generation after blackouts using energy resources from distribution grids. As in
the second part of the present thesis, detailed knowledge of the providing grid, including its
state and the state of all connected energy resources, is necessary. In this case, two real grids
from MITNETZ STROM and ENSO Netz are used to test the developed SysDL platform. A
similar scoping is chosen in [129], where the focus lies on Volt/Var control by optimizing
reactive power provision from wind-parks in the 110 kV level to reduce losses on both the
TSO’s as well as DSO’s level. In addition to [95], there is a lot of work regarding different
aspects of reactive power management in distribution grids, for example [130], where the
potential of reactive power from distribution grids is assessed, to [131], where distributed
energy resources (DER) are used to stabilize both the distribution and transmission systems
voltages. In [132], voltage response from active distribution network (ADN) is explored using
both central and decentral control algorithms, while in [133] model predictive control is used
to regulate the systems voltages. All these works share the same root-problem with some
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of the work done in this thesis, it being that controlling a lot of individual DERs becomes
exponentially difficult when their numbers rise, therefore novel approaches to keep control
in the connecting grids are needed.

Approaches to Calculate Safe Flexibility Ranges

In order to limit the possible flexibility range or plane at the GICP, different approaches can
be chosen.In [134], for example, an optimal power flow (OPF)-based optimization problem
is formulated, whose result are cost-dependent flexibility areas in which a safe and reliable
operating state of the providing grid is guaranteed. This is of course very relevant for market-
based provisioning of flexibility, which might be happening in the future in the planning
process. However, prices are less relevant in a curative operation, where the re-establishment
of a safe state is in the focus. In Germany, discrimination-free usage of power to resolve
bottlenecks in the grid is required by law from the system operator. This means, that cheaper
sources must be used first, but in case of an emergency, the operator can use all sources
expedient to a resolution of the critical outage [38]. In addition, renewable energy resources
must only be curtailed, if it saves a multiple of the curtailed amount from non-renewable
sources9, making a price attribution very hard [36].

The opposite approach to offering flexibility at the GICP is done in [89]. Here, as in the
present thesis, optimization is done bottom up, limiting each individual assets flexibility to
stay inside the safe operating boundaries instead of optimizing the area at the GICP.

Improving the methodology from [134], in [135] a linearized OPF is used in a loop. Linear
branch constraints are achieved by using regular polygons, for which the constraints are
evaluated piece-wise. The boundaries of the flexibility ranges of each individual flexible asset
are also linearized as convex polygons. Optimization itself is done in a loop, in which the
convex solution space is explored iteratively. The result of this optimization is, as in present
work, a P-Q-area, in which each desired set-point can be chosen by the TSO without risking
an unsafe state in the providing grid. A similar approach to communicating the aggregated
flexibilities is done in [136], but no real optimization is performed in that publication, only a
justification of sampling, which is feasible in the view of the author due to short run-times of
power-flows. However, in both works only grid topologies with single GICP are tested and
evaluated, with run-times, in the case of [135], that are longer than what is to be expected
using robust optimization.

A comparison, if OPF or Monte-Carlo based approaches are more suited to the problem
of aggregating flexibilities is done in [137]. The authors explain, that for smaller grids,
Monte-Carlo style sampling approaches, as for example performed in [138], [134], or [139],

9This is called priority dispatch.
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work well and are sufficiently quick, while for larger grids OPF-based approaches are better
suited. To circumvent the inherent disadvantage of random sampling, that the whole area is
to be sampled, in [89] the problem is expected to be convex, allowing sampling in “corners”
and performing power-flow calculations only in the edge-cases, while neglecting the bulk
of uninteresting states. A similar procedure is also advised in [137], where the choice of
sampling approaches is evaluated to have a significant effect. In either way, this approach is
unsuitable for real time applications, at least on real, larger grids, especially in a curative
operation regime.

Dealing with Uncertainty and Robustness

In [140], a geometrical approach is being taken to evaluate the solution plane, where for
every voltage angle ϑ, an optimization using an OPF is performed. The step-size ∆ϑ is
variable and defines the accuracy, to which the aggregated flexibility matches the available
flexibility. This approach has the advantage that different active-reactive power capability
curves for different RES can be considered, but again can be very slow on real grids.

A similar approach, but including uncertainty and reliability is developed in [141]. Here,
uncertainty from PV and loads are added by optimizing several times for different scenar-
ios, which are created by picking the injections from slices of their respective probability
distributions, returning results for seven different uncertainties, varying from ±3σ to 0σ.
In addition, single line outages are introduced and its impact evaluated. The results are
similar to what one would get using robust optimization in addition to a contingency analysis
simulating equipment outages, but computationally much more intensive. However, this
sampling-over-standard-deviations approach has the advantage, that the maximal uncertainty
that is to be accepted can be actively chosen.

Another way to incorporate robustness is taken in [142]. Here, a number of different sce-
narios is generated and a linearized optimal power-flow performed, to increase performance.
As in [140], individual flexibility ranges are approximated using polygons, which in addition
to the sampling in scenarios also forces a sampling in voltage angles ϑ. Robustness is then
achieved by using only those flexibilities of the assets, that are certain in all scenarios. This
seems like a very promising approach, but for each time-step for which the flexibility range
at the GICP is to be calculated, the algorithm takes about 500 seconds in a 33 bus model,
which is unsuitable for curative and real-time applications. This is also the reason, why the
concept developed in [140] is meant for planning processes and not operation.

39



Key Aspects for Curative Flexibility Provision from Distribution Grids

In Table 1.5, the three main aspects for calculating aggregated safe flexibility from distribution
grids are listed. The publications whose subject is the calculation of distribution system
flexibility are assessed with respect to these three aspects. In Table 1.6, the results of this
assessment are included. As is visible, none of the approaches that are taken into consideration
is suitable for curative flexibility provisioning, leaving a research gap for the present thesis.

Robust optimization [143], a method to ensure boundary conditions are obeyed for uncer-
tain input data, seems like a promising way to solve problems in the context of power-flow
calculation. Indeed, two applications of robust optimization in power systems are [144] and
[145]. In [145], uncertain renewable generation is taken into account in a robust OPF in
a mixed AC and DC power system, where voltage, power-flow, and frequency limits have
to be obeyed, whereas in [144], a dispatch problem is solved using robust optimization
and linearized power-flows.However, no work has been found using robust optimization for
flexibility aggregation or for curative use.

In the present thesis, an approach is being developed that uses linearization of power-flows
in connection with robust optimization in a bottom-up process, with the objective to achieve
fast computation times even on large, real grids, robust convergence and results, and the
potential for flexibility provision via several GICPs. These qualities enable such an approach to
be suitable for safe and reliable distribution grid flexibility provision for curative transmission
system operation.
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Table 1.5.: Aspects and behavior of importance for the calculation of safe distribution
system flexibility for curative transmission system operation.

Aspect Relevance for the safe provisioning of distributed flexibility

Grid size and scaling While sampling approaches work very well on small grids, they
display bad scaling behavior when increasing the number of flexible
assets. OPF based approaches have less scaling issues, but are still
too slow for curative operation. Intelligent sampling as used in
[89] and advocated for in [137] can alleviate runtime problems,
but lack robustness. In general, linear optimization programs are
solved much faster than nonlinear ones, an effect that increases
with problem size.

Robustness Both with respect to convergence as well as input errors, optimiza-
tion methods need to be robust to be used in curative operation.
While there are several approaches including uncertainties and gen-
erating robust results, especially [141] and [142], those approaches
are also very slow and only suitable for planning purposes. Non-
linearities in AC-power-flow can also lead to convergence problems
in the optimization, where finding a good starting point becomes a
challenge for large problems.

Several GICPs While there is a lot of work addressing flexibility from distribution
grids, most only consider one GICP between transmission and
distribution grid. This is a conceptual problem, since the flexibility
that is being optimized is that at the GICP, not the flexibility of
the grid. It is hard to prove, that a flexibility potential calculated
this way is free of discrimination, as a different combination of
setpoints and assets might lead to the same potential. In order to
be in accordance with regulation, requests for flexibility have to
be free of discrimination, something that can be guaranteed by a
bottom-up approach, minimizing individual flexibility limitations.
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Table 1.6.: Research gap in the aggregation and provisioning of distribution system flexi-
bility for curative transmission grid operation. “+”-signs mean that the aspect
is taken into account and the behavior is compatible with the research ques-
tion, ◦-signs show that the behavior adequate, but not optimal, while “-”-signs
mean that the aspect is not considered or the behavior is not adequate for
curative operation.

Publication Scaling behavior Robustness Several GICPs

[138] - + -
[139] - + -
[89] ◦ ◦ +
[134] - + -
[135] ◦ + -
[136] - + -
[137] ◦ ◦ -
[140] ◦ + -
[141] ◦ + -
[142] ◦ + -

Present thesis + + +
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Summary

In this introduction, the setting, in which the present thesis is embedded, is outlined. The
need for an energy transition and the corresponding shift from electricity generation by
fossil fuel-fired power plants to renewable energies is outlined and so are its implications:

• Renewable energy sources (RES) are installed at locations with favorable condi-
tions which can cause higher transmission demand.

• RES are mostly installed in lower voltage levels than fossil fuel-fired power plants.

• The higher transmission demand causes a need for grid expansion, which can be
accompanied by innovative measures to increase grid utilization in order to lower
the overall costs of the energy transition.

• One such innovative measure is curative grid operation, which can increase grid
utilization by shifting the safety margins from power-lines to other assets that
provide the necessary flexibility for such a shift.

• A possible source for this flexibility are the distribution grids, in which most loads
and RES are installed. If these loads and generators can quickly and reliably
be coordinated to provide their flexibility, they can be integrated in a curative
transmission system operation.

Based on these points, two research questions are formulated:

1. Are flexible assets in distribution grids a viable source of flexibility for curative
transmission system operation?

2. How can flexibility from underlying grids be safely and quickly aggregated and
offered for curative use?

As the literature analysis shows, both questions have not yet been answered, providing
a task that is set for this thesis.

43





2. Analysis

This chapter deals with the requirements to solve the research questions and how to best tackle
them. Since this thesis addresses two aspects of distribution system flexibility for curative
transmission grid operation, which need conceptually completely different approaches to be
answered, this part of the work is split in two. First, requirements concerning the calculation
of the distribution system flexibility are addressed, this part closely follows the publication
[64]. After an overview of the challenges and the necessity to perform such a calculation, the
second part follows, covering the development of an algorithm to reliably provide flexibility
from one grid level to another.

2.1. Calculation of the Flexibility Potential from Distribution Grids

In order to assess the viability of flexibility from distribution grids, two questions have to be
answered:

1. How large is the flexibility potential?

2. Is it available when and where it is needed?

To answer them, not only the information how many assets of which type and power
are installed in the grid is needed, but also how they are operated in the energy system
that is to be operated curatively. Figure 2.1 shows the concept of using flexibility from two
distribution grids or regions. At different times, these regions offer varying flexibility due to
the operational states of the connected energy resources. A power-to-heat plant, for example,
can only offer a decrease in load, if it is running, and a wind-turbine a decrease in power
injection only if it is turning. On the other hand, operational states of power lines or corridors
in the transmission system are dominated by macro weather situations and the inhomogeneity
of installed generation capacities. In Germany, a large part1 of the wind-power capacities are
installed in the north of the country, a situation that likely will stay this way or even escalate,

1As stated earlier, only about 7 % of the total wind-power capacity of Germany is installed in Baden-Württemberg
and Bavaria which have a combined area share of almost 30 % of Germany [41].

45



due to increasing numbers of offshore wind farms. On windy days, the transmission system
will therefore show large transports from north to south, especially during night times or in
winter, when PV-based generators mainly installed in the south of Germany are not able to
inject much power due to the relative position of the PV panels and the sun. If, in such a
situation, a loss of transmission system capacity occurs, upward flexibility ∆Pup is needed in
the southern regions or grids, and downward flexibility∆Pdown is needed in northern regions
to counteract the transmission loss. Upward flexibility means a decrease in load or increase
in electric power injections, while for downward flexibility the opposite is true. The closer to
the location of the failure this flexibility is injected into the transmission grid, the higher is its
sensitivity to relieve the remaining transmission lines. In addition, less of the power that is
to be compensated is shifted onto other transmission lines. The goal of the calculation of
available flexibility is to get an estimate, how often distribution system flexibility is available
in the regions whose power and load injection changes have a high sensitivity to a potentially
failing line, and, if flexibility is available, how much energy can be compensated to relieve
the transmission grid.

2.1.1. Sources of Flexibility

The flexibility potential ∆P̂ is a function of the chosen technologies and sources of flexibility.
The more sources are considered, the higher the potential will be. Some sources can only
be used for downward flexibility ∆Pdown, while others provide only upward flexibility ∆Pup.
Some, for example batteries, if neither completely empty nor fully loaded, can provide both
∆Pdown and ∆Pup. In the following, a few sources of flexibility are listed. It is shown why
they are or are not considered as suitable sources for flexibility in a curative operation.

Renewable Energy Sources

Flexibility from RES can be obtained in two ways: curtailing the output power or de-curtailing
curtailed RES. Curtailment of RES is already a present phenomenon in Germany [35]. It is
an option grid operators can choose to relieve the grid from bottlenecks. In an energy system
that is dominated by RES, the total available generation power in the energy system can
regularly be in oversupply, such that many RES are operated below their maximally available
generation power. De-curtailing these curtailed RES can then be used as a source of flexibility
that will increase in importance and abundance with rising shares of RES in an energy system.
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Figure 2.1.: Concept of flexibility from sub-transmission grids for use in a curative trans-
mission system operation. Upward and downward flexibility potentials of
regions x and x ′ are plotted above and below the utilization Px x ′ of the con-
necting transmission corridor. Intervals of critically high utilization are shown
as light red bands. Sections of the utilization profile within the critical inter-
vals are also plotted as red traces in the top and bottom panels to allow for
better comparison to the available flexibility potential. Four cases are shown
to outline different scenarios: In case 1, there is enough flexibility to allow
curative operation within a critical time-step. In case 2, flexibility is available
but not enough to allow curative operation (see red lines). In case 3, the
power-flow is in the opposite direction from x ′ to x and enough flexibility
potential is available. In case 4, flexibility is available but not needed.
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In case of curtailed RES, the future regulations regarding which RES will be curtailed first
are not known yet. The optimization process used here will always select the which asset
to curtail based on costs, the source of energy with lowest costs will be curtailed last. To
influence the order in which curtailments are performed and analyze the impact of a change
in this order, additional costs can be introduced.

In Germany, gradients for power injection changes are set and enforced by connecting grid
operators, which, depending on the voltage level, demand that connected RES satisfy the
VDE-AR-N 4120 [65] in HV or VDE-AR-N 4140 in MV. These regulations describe power
injection gradients that need to be obeyed. These gradients are limited from 0.33 % to 0.66
% of the installed power per second, resulting in a full shut-down or ramp-up in 2.5 to 5
minutes. These regulations exists to increase dynamic stability and reduce the need for a
dynamic security assesment (DSA), since the gradients that can be performed by most RES
are much greater than those defined in the regulation and can lead to dynamically unstable
states.

Flexible Loads

Besides curtailments, power to heat (P2H) is another option to provide both upward and
downward flexibility. P2H assets are low-cost, often large scale loads and therefore installed
in MV and HV and already used for demand side management today [146]. There are
also small scale P2H-assets in households, but residential appliances are not controllable by
grid operators, installed in low voltage levels and no candidate for the first generation of
assets to be integrated into curative system operation. Already today, the business model for
power-to-heat is to provide ancillary services to grid operators [147]–[149].

Decentral Batteries

Decentral batteries are primarily used to store energy generated from PV installations on
private homes are another source of flexibility. Aggregated mostly by manufacturers, they
are already used to provide flexibility today by Lichtblick, Sonnen, or Tesla [68]–[70], [150].
These batteries can provide upward flexibility via two ways: Either they can increase their
power output or decrease their power input. The case where these batteries are loaded from
the grid is not planned yet in any business model in Germany2 due to the grid levies on both
charging and discharging electricity. It is therefore not considered as a source of flexibility in
this work.

2In South Australia, this is already happening [151].
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Possible Additional Sources of Flexibility

In this work, only sources of flexibility that either are already used to provide flexibility or
fulfill the necessary requirements to do so in the near future are taken into account in the
calculation of the flexibility potential. A second category of assets is listed below that can
either provide flexibility to markets or be used preventively. In the future, the situation might
change and those assets can also be included in a curative grid operation. This only makes
sense as a second step, after the integration of assets listed above.

The sources not taken into account for the calculation are:

• E-cars

• Heat-pumps and other decentral electrical heating

• Flexible small loads

• Power-to-gas

• Combined heat and power and Biomass

• Demand side management

Most of them are either not controllable by grid operators or mainly connected in LV-grids.
Power-to-gas will be connected in HV or even UHV and might also be controllable by DSOs.
However, since the CAPEX of the P2G assets are so high, they need to run more or less
continuously to be economically feasible and are not meant to be controlled quickly as for
example P2H assets.

In the scenario used here, biomass is modeled without flexibility. In the official German grid
development plans, biomass is modeled as continuous output, as that is the current observed
behavior. This behavior is due to the incentives for farmers that operate most biomass plants,
which does not explicitly favor provisioning of flexibility.

Demand side management is an exception, as it is both already in use for flexibility provision
and controllable by grid operators. It is not included in the calculation here, as it is harder to
model due the fact that the load is only shifted and not curtailed.

2.1.2. Setting the Correct Modeling Scope

Every model is a compromise between the desired or possible degree of realism on one side and
feasibility on the other side. To strike the right compromise and calculate realistic estimations
of available flexibility without modeling each single energy resource itself, a few challenges
have to be addressed. Especially finding the sufficient temporal and spatial resolution to
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maintain a desired degree of accuracy while keeping computation times reasonable and data
acquisition manageable is of interest.

Additionally, the scope of the modeled system has to be set, to be able to exhibit phenomena
caused by the macro system, also while maintaining a manageable size. This scoping is not
only necessary in spatial dimension, but also temporal, limiting the number of time-steps
that are simulated during a model run.

These decisions are also influenced by the available computation- and man-power. A
large group of people could increase spatial resolution with manual data handling, while
for individual modelers such an undertaking is prohibitively time-consuming. An example
of such very detailed models is [106], where every sector is modeled with very high level
of detail, down to the physical properties of each asset. Still, while some components of
the model are treated with high accuracy, a consistent level of modeling accuracy is hard to
achieve. Macroscopic, large-scale changes caused by legislation, activists, and innovations
can still substantially change a model result. The farther one tries to look into the future, the
more a model becomes a set of guesses, and increasing accurate technical simulations can
only provide spurious accuracy.

In essence, ideally the scope in terms of time, space, and physical detail is chosen in such
a way, that the phenomena which are of interest can be observed, while not spending too
much time and effort on unnecessary or even spurious accuracy. In the following, the main
phenomena relevant for the research questions are listed:

• Super-national power-flows shaping large scale transmission patterns.

• Inter-regional power-flows shaping local transmission schedules.

• Regions the size of HV-distribution grids offering flexibility.

• A set of time-steps to get a picture of the system in different states.

• Temporal resolution larger than dynamic time scales but small enough to get a picture
of all relevant processes.

After a model with such properties is set up, determination of critical time-steps has to
follow, during which the flexibility needs to be present for a curative operation.

2.1.3. Building a Sector Coupling Energy System Model

There are many different approaches how to set up an energy system model. The type of
model being chosen depends on the research to conduct with it. Here, the question to answer
is how much flexible power is available from each region in the model, given a transmission
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grid equipment failure in a future energy system. To do this, at first, a scenario for the energy
system is set up, in this case it is a German energy system dominated by RES and set in the
year 2030.

It can be assumed about the future, that market mechanisms remain intact: sources of
electricity with low costs of generation will be in front of more expensive ones in the merit
order. This means, that the use economic optimization of the energy system to model its
energy resources’ schedules, as the optimizer will set a preference for electricity sources to
minimize costs while satisfying energy demands. This optimizer hereby mimics the behavior
of many market participants that try to fulfill their needs while only paying as much as
necessary. As the information available to the optimizer is complete, its performance will
be better than the market, and, as a result, the total costs are lower. Nevertheless, usage of
optimization to simulate markets is a standard procedure.

Another assumption that can be assumed with low uncertainty about future energy systems
is, that sector coupling will grow in importance. Sector coupling means, that the electricity,
transport, and heat sector are intertwined, in most cases by using electrical power to provide
energy for the heat or transport sector. This is due to the dwindling relevance of fossil energy
sources in a decarbonized energy system, where the sources producing electricity at the lowest
costs are PV or wind-power, depending on the region [17]–[19]. Already today, this sector
coupling is at work: electric cars and bicycles are being used in rising numbers, as well as
trains, which run on electric power already since the 1840s [152]. In Germany, electric trains
are in use since 1879 [153]. In the heating sector, electric resistance heaters and storage
heaters have also been in use for many years [154]. Essentially, sector coupling is nothing
entirely new or revolutionary, but its importance is likely to grow due to falling electricity
prices or surplus renewable energy during times with good weather conditions.

Sector coupling can play a critical role in flexibility provision due to its ability to shift
flexibility from one sector to another, for example shifting the time when an electric vehicle
is being charged or a heat pump operates. Especially in the heat sector, flexibility is present
due to the thermal inertia involved in space heating and the extremely low costs of thermal
storage, which undercut electricity storage options by at least one order of magnitude [155].
Thermal storage can be combined with power-to-heat plants, especially for district heating,
to use surplus energy and provide flexibility to the electricity grid [147].

One approach to allow sector coupling in a model is to formulate demands in useful energy.
This means, that instead of formulating the optimization problem by telling it how much
gasoline is needed for transports in cars, the need is formulated in person-kilometers. In
the case of space heating, the needed energy is not normed cubic meters of natural gas, but
kilo Watt hours or Joules of thermal energy. The optimization is then free to choose over the
options that provide these useful energies the ones that are most cost effective or emit least
CO2.
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CO2 emissions can be included in the model by using emission factors. Each time one
source of energy is converted into another, for example natural gas into heat, such a factor
can be added to the model. If emissions from one sector are not of interest, they can be
omitted, too. The optimizer can be given both a total of emissions that can’t be surpassed,
leading to an accounting price for them determined by the marginal cost to avoid further
emissions, or a fixed price per unit of emission. Of course, these emissions can be generalized,
accounting not only for CO2, but also for other emissions like methane or nitric oxides. In the
case of the model used here, the German grid development plan sets an emission target in
millions of tons of CO2 and an expected CO2 price. Depending on the scenario and the costs
of renewable energy and storage options, either the emission target or the price becomes an
active boundary for the optimization process.

2.1.4. Data Needs for an Integrated Energy System Model

In dependence of the scope of the model, the corresponding data is needed. Input data
for a model being able to estimate distribution system flexibility has to include at least the
following:

• Regionally resolved installed capacities: Once the spatial scope and resolution is set to
an adequate level, data is needed to model the energy system at this level. For each
region, both the generation capacities and loads are needed to be able to calculate the
local need or surplus in energy at each time-step. Generation capacities include both
conventional and renewable energy sources. For a sector coupling model, as used here,
these capacities not only include electricity but also heat or transport. The electrified
part of the transport sector is included in the electric load curve while other transport
capacities are not modeled to reduce model complexity. For the heat sector, generation
capacities include both electrical sources for heat generation, like heat pumps and
power-to-heat assets, as well as gas- or oil-based heating options. In the model used
here, the heat demand is split in industrial, commercial, and residential demands, again
split in district heat and local heat generation. For each of these sectors, capacities are
either given by the scenario, in the case of electrified heat generation, or left to be built
by the optimizer. This optimization is done in accordance to the regional loads, in the
case of both heat and electricity. One main difference is, that heat cannot be transported
over region boundaries, while electrical power can, if transmission capacity is sufficient.
In short, data to fill the following regional distributions needs to be present:

– Renewable and conventional generation capacities for both electricity and heat

– Electrical and thermal loads
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– Transmission capacities

Of course, data is not always available in the correct regional resolution. If the data
is only available in finer resolution than the modeled one, aggregation methods can
be used. In case of a coarser resolution, a disaggregation has to be performed. For
this model, data needed in resolution of regions is in parts only available on a country
level, for example for electricity and heat demands. In these cases, values for Germany
are taken and distributed among the regions according to the distribution of gross
domestic product (GDP) and population, each with the same weight. In the case of
installed electricity and heat generation, synthetic methane or hydrogen production,
data is made available by the German transmission grid operators on an asset level.
Together with the information where each asset is installed, regional distributions can
be calculated by simply adding up assets in each region.

• Time-series: Energy system models can be point models, both in time and space. This
means, that the spatial or temporal resolution is reduced to zero. In the spatial case,
the loss of accuracy if reducing the resolution is analyzed in [120]. This loss in accuracy
is caused mainly by not considering transport limits, while in the temporal case, the
variabilities of both loads and generators have to be considered. It is obvious, that the
reduction by one hour of 8670 in a year does not change a lot in the outcome, if any
representative hour is chosen. In [156], the author claims, that a robust reduction to 10
hours per year is possible, if the only source of variability are loads. In [123], this claim
is backed up, showing that 10 well chosen time-steps can be sufficient. However, if
storage, especially seasonal storage is part of the model, a choice of typical days in the
course of a year is necessary [122]. Both to be on the safe side modeling electricity and
heat storage as well as to be able to plot the behavior of the energy system smoothly
for whole weeks, the time span was chosen to be 12 weeks in hourly resolution. This
way, the model returns not only useful data, but it is also possible to generate more
easily explainable graphs.

Both the temporal and the spatial reduction have the potential to reduce the computa-
tional effort of performing an optimization. In this case, the spatial resolution is set
by the necessity to model transmission corridors between distribution grids, therefore
further reduction in model size is more easily achieved by reducing the number of
time-steps being modeled. In the case of this model, 12 representative weeks are chosen
as a compromise between accuracy and computation time. According to the work cited
before, this is sufficient to get an accuracy comparable with the general level of detail
in the model.

Temporal variability in demands and generation have to be covered by a model for
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it to gain explanatory power3. This variability takes place on different scales, for
example intra day, with peaks in demand at noon and in the evening, with workdays
differing from weekends, and intra annual, with higher demands in the winter than in
the summer in areas where heating is important, or the other way around, if cooling
demands are more important. The same is valid for electricity generation by renewables,
where, in the case of PV, the power is highest at noon, and summers provide better
conditions than winters4. Time-series that incorporate the demand and availability
values for renewable generation, and to lesser extent also fossil generation, need to
be included in the energy system model at sufficient temporal resolution. Dynamic
phenomena are those that are in the time scales of a single to a few periods of the grid
frequency. However, observing those phenomena needs a much higher degree of detail
in grid modeling than for static processes. In addition, dynamic processes are mainly
of interest for transient behavior, for example after the activation of a circuit breaker.
Such processes are not in the focus of this thesis, therefore hourly profiles are deemed
to be sufficient. Those time-series are needed in the following sectors:

– Load or demand curves on a regional level for both heat and electricity.

– Renewable generation curves on the same level for wind-power, PV, and hydro
power.

Time-series might differ from region to region, as the composition of loads is different
or, in larger models, the time zone is playing a role. In this model, time-series for both
generation and demand of electricity are provided by grid operators. In the heating
sector, time-series on a country level are used. This assumption of simultaneous change
in heat demand across the regions in Germany is not assumed to be limiting the model
accuracy, especially since heat is not transported between regions.

• Technology data: In the optimization process, there are several technologies for the
optimizer to choose from to satisfy demands. For example, during noon in summer, the
optimizer can use conventional as well as renewable electricity generation, while in
other time-steps the choice is rather between different conventional generation sources.
To correctly choose between these options, the model needs technology data. This
data is used to determine which option or combination of options is most cost efficient,
given CO2 prices or boundaries. The set of data needed includes:

– Efficiency factors: How much of the input energy, e.g. chemical energy in the
form of natural gas, is being converted into heat, electricity, or losses. In case of

3The explanatory power of a model is its “ability to decrease the degree to which we find the explanandum
surprising” [157]

4The closer one gets to the equator the less this is true, as excessive heat lessens the efficiency of solar cells.
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storage, how much of the input energy can be retrieved?

– Capital and operational costs: What are the costs of building one unit or megawatt
of this technology? What are the annual costs for keeping it operational, what
are the costs caused by wear of the equipment?

– Raw material costs: Costs to extract coal, lignite, natural gas, or even uranium,
and those to import. In case of biomass, costs to plant, harvest, and transport.

– Availability: All equipment is subject to wear. During the lifetime of a power plant,
several planned outages to perform maintenance are to be included in the model.

– Operational boundaries: Electricity generation technologies work on different
principles resulting in different operational boundaries. While some technologies,
for example gas engines, can ramp up and down their output power in less than a
minute, others carry more inertia, for example lignite or coal power plants [56].
In the case of lignite power plants, mining of the lignite takes place close by in
surface mining, requiring pumps to keep the mining pit free of water and large
equipment due to the low energy density of the raw material. Therefore, the
power plant cannot only be viewed as a power plant, but as a system including
the lignite extraction. Economics require minimal usage factors, describing that
a lignite power plant cannot just run in the winter and be dormant during the
summer.

– CO2 factors: To be able to calculate the total emissions and in order to reduce
them to the boundary set by the model parameters, CO2 emission factors are
needed for each technology. These factors determine how much CO2 is emitted
when converting one from of energy form into another.

• CO2 emission prices or limits: In addition to CO2 emission factors, to calculate a cost
optimal usage of all assets, CO2 prices are necessary. If a limit for CO2 is set, shadow
prices will be generated by the optimizer.

• A scenario to form a cohesive picture, set boundaries, and fill in gaps: A cohesive
scenario is very important, since with rising model complexity, there will be missing
data points for e.g. individual technologies. It is necessary to be able to fill them with
the help of previous scientific or public data, but this data will probably not match the
chosen scenario. Therefore, it is imperative, to deliver a reason why some parameters
differ in comparison with other studies.
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2.1.5. Choice of Scenario for the Energy System Model

In the case of this thesis, the scenario in which the model is set is one that was agreed upon
in the InnoSys 2030 consortium, which in turn is based on the Netzentwicklungsplan 2030c
[98]. This scenario was slightly modified in number of e-cars and installed offshore capacities,
but offers the bulk of the data needed for the model. In addition, similar data for German
grid-neighbors stems from a study on the decarbonization of the German energy system
[158], which itself is based on [159] and [160].

2.1.6. Choice of Modeling Method

In addition to specific details how to model which sector, a general question has to be
answered: Which method to model the energy system is chosen and is it suitable to the task?
Here, the method chosen for modeling is optimization. To determine, if it is indeed a suitable
method to model energy systems, a look at the history of optimization can help.

One of the fathers of linear optimization, Leonid Witaljewitsch Kantorowitsch, wrote about
mathematical methods of organizing and planning production, in other means, optimal
economical planning in 1939 [161]. In the Union of Soviet Socialist Republics at that time,
the use of five-year plans meant, that the economy had to develop in accordance to a central
planner. If this planner did indeed plan optimally, the economy would take an optimal path.
In this case, the use of mathematical optimization to model the economy is obviously a
valid choice as both the model and the planner use it. However, even though the electricity
market is highly regulated, it is by no means similar to a five-year plan. In addition, the
electricity market is only one part of an energy system. One could argue, that the ENTSO-E’s
midterm adequacy forecast (MAF) and ten year network development plan (TYNDP) and
the Bundesnetzagentur’s Netzentwicklungsplan (NEP) are some sort of central planning, but
they only describe desired or expected basic conditions in the electricity sector, to which the
grid planning has to adapt.

In a functioning market, however, each market participant tries to optimize his or her own
participation, resulting in a distributed instead of a central optimization [162]. In cases with
many market participants, this distributed optimization can, given sufficient information,
achieve results almost as optimal as a central optimization, but at smaller computation costs
[163]. The central optimization therefore determines an upper bound of optimality. This
also means, that, of course with a deviation in accuracy, one can model individual market
participants with an optimization approach. This deviation in accuracy is probably smaller
than the uncertainty about future installed capacities and distributions of assets.
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Summary

In this chapter, the requirements to calculate the potential of distributed flexibility
sources for curative n-1 safe transmission grid operation are analyzed:

• To know, when certain flexible energy resources can offer flexibility, it is necessary
to know if they operate and at which power. An energy system model can answer
these questions and approximations about flexibilities can be made.

• In an energy system dominated by RES, the installed capacity is much higher than
the peak demand due to lower full load hours (flh). This phenomenon can lead
to times where more electrical energy can be produced at no marginal costs than
can be used or transmitted, resulting in valuable flexibility.

• To answer the question when equipment malfunction in the transmission grid
leads to a need for flexibility, national and super-national power-flows have to be
analyzed.

• To get a full oversight of an energy system’s behavior, it is necessary to analyze
different load and generation scenarios.

• Correlation of times and locations when and where flexibility is needed and when
it is present can help determine if flexibility from distribution grids is a viable and
useful concept for operational degrees of freedom in a curative grid operation.

To answer the first research question and calculate the potential of flexibility from
distribution grids for curative use, an energy system model has to be set up with the
above mentioned qualities.

2.2. Development of Algorithms to Calculate Safe Flexibility Sets

In this part, the requirements to solve the second research question, which deals with the
problem, how flexibility from distribution grids can be safely and quickly aggregated and
offered for curative use, are outlined. The methodology needed to answer this question is
different from the methodology for the first question, as the level of modeling detail for the
flexibility-providing grid needs to be much higher.

57



2.2.1. Operational Boundaries in Electrical Grids

To calculate the flexibility potential in an energy system, fleets of DER are modeled. To
model the impact of individual setpoint shifts due to requests for flexibility at an individual
grid interconnection point (GICP), such an approach is not sufficient. The reason is that a
high level of detail of the flexibility-providing distribution grid is needed to determine if any
occurring states in the process of providing flexibility are violating operational boundaries.
Such boundaries can be divided in two groups:

• Voltage bounds for all buses: Normal voltage bounds in HV are set to ±10 % of their
reference voltage [164]. For a 110 kV grid, this means the voltage must be between
99 kV and 121 kV. This is due to several factors: Equipment to transport electrical
energy needs to be isolated from the ground to prevent electrical charge carriers from
recombining while being transported. The isolation needs to be adapted to the potential
or voltage the charges carry. In HV- and MV-systems, isolation is in large parts achieved
by distancing charge carrying equipment from each other and the ground, letting the
air play the role of an isolator. To prevent short circuits and electric arcs, the distances
have to be planned accordingly to the voltage level, with higher voltages requiring
higher distances. If, by an inappropriate choice of setpoints for the energy resources in
the distribution system, the voltage becomes too high, short circuits can occur resulting
in damage or destruction of operating equipment and subsequently in blackouts. If
voltages drop too much, the security of supply is threatened, leading to reduced power
outputs of connected appliances or even damaged equipment.

• Current or power-flow bounds for all branches or power lines: In 110 kV grids, normal
overhead lines have maximum transmission capacities of up to 343 MVA [165]. These
power lines are essentially metal ropes or cables carrying electric charges. Overhead
lines, which are the backbone in HV- and MV-grids usually use aluminum as material
for the conductor and steel to absorb forces due to the mechanical stretching of the
material. Depending on the resistance of the material, the current flowing through it
will heat it up. The more current flowing through a conductor, the higher the power
loss that is converted into heat. Most materials have a positive thermal expansion,
leading to a increasing sag of the power lines with increasing temperatures. To keep
the conductor as far away from the ground as necessary, current or power-flow limits
are calculated for each branch in a grid.

One of the grid operators tasks is to always ensure a safe operating state, defined as follows:
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Definition 3: Safe Operating State

A grid is in a safe operating state if neither current nor voltage limits are exceeded and
all operating equipment is used within its operating limits.

All the nFA flexible energy resources in a grid can change their power injections by some
amount δpFAn, δqFA,n within the upper and lower bounds for active δp(0)FA,n,max, δp(0)FA,n,min and

reactive power δq(0)FA,n,max, δq(0)FA,n,min. These boundaries define the initial flexibility set F (0):

Definition 4: Initial Flexibility Set

The initial flexibility set F (0) of a distribution grid or distribution grid section is the set
of all possible individual setpoints within the individual flexibility boundaries in said
grid or section.

In case the DSO has to provide flexibility to the TSO however, he wants his grid to remain
in a safe operating state. In a future energy system with thousands or even millions of flexible
assets, it is imperative to check first, if by providing their flexibility, the safe operating state is
left by the activation of setpoint changes by the many assets in the distribution grids. The
purpose of the algorithm developed in this thesis is to check, if any violations of boundary
conditions can happen by the activation of setpoint changes, and if that is the case, limit
individual flexibilities to guarantee a safe flexibility set F :

Definition 5: Technically Safe Flexibility Set

The technically safe flexibility set F of a distribution grid or distribution grid section
is a subset of F (0). All combinations of individual flexibilities in the set lead to a safe
operating state.

To determine this technically safe flexibility set F , individual initial flexibilities are limited
so that all combinations of flexibilities lead to a safe operating state:

δpn,min ≤ δpn ≤ δpn,max n= 1, . . . , nFA (2.1)

δqn,min ≤ δqn ≤ δqn,max n= 1, . . . , nFA (2.2)

Knowing these safe flexibility limits for all assets, two tasks remain for a flexibility-providing
operator: Aggregation and, in case of a request, disaggregation of said request onto individual
assets.
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2.2.2. Aggregation of Distributed Flexibilities

At first sight, the aggregation of safe flexibilities is straight forward: since all combinations
of setpoints inside the upper and lower limits for active and reactive power are safe to be
provided, summing up all δpn,max results in an upper bound for active power, summing the
δpn,min leads to a lower bound. Of course, the same is valid for reactive power. However,
losses have to be considered to not over- or underestimate the provided flexibility. These
losses or avoided losses are dependent on the state in the grid that is defined by the generation
and loads injecting and drawing electrical power, and their spatial distributions. For example,
such a state can be a “cold and windy winter day at noon”, in which generation is dominated
by wind-power in some area of the grid and the load is only little reduced by distributed PV
generated electricity. In distribution grids, these states can also be differentiated between
those in which the grid is net exporting electricity, and those where it is net importing.

Now, if the aggregated downward flexibility in active power∆Pdown, which is an increase in
load or decrease in generation, is calculated in a state in which the providing grid is exporting
electricity, a request for flexibility provision would result in a reduction of the exports or
even to net import. Since transmission losses depend on the line loading, a reduction in
export of electricity will lead to less losses and the flexibility aggregating grid operator can
actually provide more flexibility than what a simple summing up of the individual flexibilities
would return. The opposite is valid if the request for flexibility leads to higher line loading,
increasing transmission losses and therefore a decrease in the flexibility that can be provided.

The flexibility-requesting TSO does not know, what the difference in summed up individual
and properly aggregated flexibility will be. All he needs to know is how much flexibility is
present at which time. However, if the distribution grid has several GICPs to the transmission
grid, it is also important how much of the flexibility is provided through which GICP. Figure
2.2 shows this in an example with one wind-turbine in a simple distribution grid with two
GICPs. In this case, the wind-turbine is a flexible energy resource connected to the distribution
grid at the bus with number 4 . Flexibility provided by this resource will be distributed among
the GICP inverse proportional to the impedance of the branches connecting the flexible energy
resource to the respective GICPs. In this example, about 30 % of the flexibility is available at
the GICP slack-bus 1 and about 70 % at the slack-bus 2.

2.2.3. Multiple Grid Interconnection Points Influence Flexibility Provisioning

Calculating power-flows in an electrical grids is performed by solving systems of equations.
To set up these equations, buses have to be categorized by the available information about
them to calculate the unknown power-flows. As a function of the known information on
buses, they are grouped into three categories:
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b1 b2 b3 b4 b5

s1 s2 70 %30 %

Figure 2.2.: Example for the distribution of flexibility in a distribution grid: About 30 % of
the flexibility provided will be available at the slack-bus s1 and about 70 % at
slack-bus s2.

• PQ-nodes, whose active and reactive power injection or demand is known,

• PV -nodes with variable reactive power injections that keep voltages at a fixed setpoint,
and

• Vϑ-nodes or slack-nodes, which inject or take up the remaining power to balance the
system. For at least one of the slack-nodes, the voltage angle is set to a fixed value to
take the role of a reference angle.

For the distribution grid, all GICPs are slack-buses, since they balance the missing or surplus
generation and have fixed voltage angles, which can also lead to additional power-flows
in the distribution grid. Figure 2.3 depicts this phenomenon: A voltage angle difference
on the slack-buses leads to a power-flow not only in the transmission grid, but also in the
underlying distribution grid. The share of the power-flow that is transmitted via both paths
is proportional to the admittances, as they form a parallel connection. As the transmission
grid is a more direct route with a greater admittance or smaller impedance, a large part of
the power-flow will be transmitted via this route. Also, if superimposed power-flows grow
too big, DSOs can open circuit breakers and open loops to change the topology of their grid
to reduce superimposed preload.

For the calculation of the technically safe flexibility F , the power-flow across the overlying
grid is not of importance. However, the superimposed power-flow in the flexibility-providing
grid can reduce or increase the flexibility that can safely be provided at the GICPs. If
the superimposed power-flow is in opposite direction to the power-flow change caused by
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b1 b2 b3 b4 b5

s1, ϑ1 s2, ϑ2

transmission system power-flow ∼ ϑ2 − ϑ1

superimposed power-flow in distribution system

Figure 2.3.: A power-flow in the transmission system proportional to the voltage angle
difference∆ϑ = ϑ2−ϑ1 causes a superimposed power-flow in the distribution
system, leading to a preload on its power lines.

flexibility provision, they cancel out and more flexibility can be provided. In the opposite
case, if both power-flows are in the same direction, they sum up leading to a reduction in the
provision. Another more special case is a malfunction in one of the overlying transmission
grid lines, in which case the superimposed power-flow in the distribution grid can suddenly
and drastically increase due to shifts in the voltage angles.

Algorithms aggregating distributed flexibility for both preventive and curative operation
need to be able to include superimposed power-flows, as they can significantly change the
amount of flexibility that can be provided safely.

2.2.4. Runtime Requirements in Curative Operation

Another aspect of great importance for curative operation is the necessary speed the algorithm
has to deliver. To use distribution system flexibility in a curative transmission operation regime,
its potential has to be evaluated several different times during the planning and operation
processes. Figure 1.4 shows the planning processes of TSOs. To keep the same reliability as
in preventive operation, curative operation is only performed if enough operational degrees
of freedom are available. This means, that not only during the business day, but also in the
DACF and WAPP an estimate of flexibility needs to be available for power-flow calculation
and contingency analysis. These estimates are not time sensitive as they are not performed in
real-time. Tools like [142] can be used for such purposes if they are adapted to function with
several GICPs. During the business day in the close-to-real-time operation, however, short
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cycles are required to deliver precise and up-to-date calculations of aggregated flexibilities. If
a request for flexibility is posted to the DSO, not only the pre-calculated amount of flexibility,
but also the disaggregation of the requested amount onto the flexible energy resources must
be present any time.

DSO control center

TSO control center

SC-FSA

Aggregated
Potential

Request for
Flexibility

SCADA

SCADA

b1 b2 b3 b4 b5

s1 s2

Load

Flexible Distributed Energy Sources

Figure 2.4.: TSO and DSO control centers have communication protocols between each
other and control their respective responsibility area. The DSO aggregates
flexibility fromDER in his grid and, if a request for flexibility is issued, instructs
the DER to adapt their power injections. To always know what amount of
flexibility can be offered, the security constrained flexibility service agent
(SC-FSA) is running continuously in the background.

Figure 2.4 depicts the concept developed in the InnoSys project for aggregating and
provisioning of distribution system flexibility. The DSO, who is the connecting grid operator
for three exemplary flexible energy resources, does not give away any degree of control,
because all requests for flexibility run through his control center. In the DSO control center,
the newly developed security constrained flexibility service agent (SC-FSA), which includes
algorithms to aggregate F and calculate its distribution onto the GICPs, is running continuously
to ensure the offered amount of flexibility is indeed present and safely deliverable. Also, in
case of a request for flexibility, the disaggregation of the desired amount onto the individual
assets is pre-calculated to ensure a quick execution of the provisioning process. In the context
of the InnoSys consortium, this concept is tested in a demonstrator, where both the distribution
and the transmission grid are simulated and a model TSO control center is used to test the
provisioning of distribution system flexibility.
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Summary

In this chapter, the basic requirements to use distributed flexibility sources for curative
n-1 safe transmission grid operation have been introduced:

• The safe flexibility set F includes the setpoint ranges in active and reactive power
that can be offered and provisioned to the TSO without violating any operational
limits or boundary conditions. It is a subset of the initial flexibility set F (0), which
is the sum of all flexibilities in the responsibility area of a DSO.

• Since handling many hundreds or thousands of flexible energy resources is not
feasible for a TSO and because the DSO needs to remain in control over all energy
resources connected in his grid, aggregation functions are necessary. Such a
function aggregates the individual flexibilities in F and calculates the distribution
to the GICPs between the DSO and TSO.

• In order to improve resilience against losses of GICPs and to reduce power-flows
inside the distribution grid, transmission and distribution grids have several GICPs.
Small grids might only be connected via two GICPs, while larger grids have close
to ten or more. Power-flows over the transmission grid can lead to superimposed
flows in the distribution grid, which can reduce F .

• In curative operation, speed is of the essence. Measures have to be executed
within timescales set by the TATL and must be guaranteed to be ready if needed.

An algorithm or program of several algorithms for provisioning distribution grid flexibility
in a curative regime must be able to meet all the above conditions: It has to quickly
calculate the F , with possible superimposed power-flows from the transmission grid,
and aggregate the flexibility onto the GICPs.
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Part I.

Flexibility Potential from Distribution
Grids for Curative Transmission Grid

Operation

The modeling framework, method, and results in this part of the thesis closely resemble the paper [64].
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3. Modeling of the Flexibility Potential

In this chapter, the modeling framework used to calculate the potential of distribution grid
flexibility is introduced. In the scope of this thesis, the regional extent of the energy system
model is limited to a scenario of Germany in the year 2030. This scenario models about 200
GW of installed electricity generation capacity from wind-power and PV, but the framework
and methods can also be applied to other scenarios and energy systems.

3.1. Modeling Framework

The Energy System Development Plan (ESDP) is an energy system modeling framework used
in this thesis to model a German energy system. The framework was initially developed in a
cooperation of RWTH Aachen and Siemens Technology and is currently being maintained
by TU Darmstadt and Siemens Technology. A description of the framework itself can be
found in [103]. Using the framework, it is possible to model sector-coupling energy systems
in an integrated way, including transmission of electric power, pipelines for hydrogen and
natural gas, and boundary models of reduced complexity for enhanced realism. Different
optimization suites can be coupled, allowing for linear and non-linear programs as well as
mixed-integer program. The results of a modeling run are schedules for all simulated assets,
necessary capacity additions, costs, and modeled emissions.

A model in the ESDP framework consists of several components:

• Modeling equations: A set of equations describing the objective function and boundary
conditions. These equations are provided by the framework and are not regularly
modified for a model.

• Commodities: Depending on the desired complexity and scope of the model, different
commodities are modeled. Examples for commodities are not only electric power or
heat, but also coal or biomass.

• Conversion processes: Conversion processes can convert one or combination of com-
modities another. A coal-fired power plant for example converts coal to heat, electricity,
and losses.
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• Transport processes: To transport a commodity from one region or country to another,
a transport process is needed. Electricity can only be transported between regions, if
the modeled transport capacity is existent and sufficient.

• Data: Both technology data as efficiencies and costs as well as capacity curves from
RES are needed to provide the framework with the necessary information to simulate a
realistic model.

• Scenarios: Each model can be simulated in several scenarios, which can differ in general
conditions as for example cost of capital or CO2-prices.

In the following, these components are introduced.

3.1.1. Modeling Equations

The central objective function used in the framework is a total cost optimization of both
capital expenditure (CAPEX) and operating expenses (OPEX) while CO2 or other emission
limits can be set and CO2 costs be added. The objective function is:

min(CAPEX+OPEX) (3.1)

There are different boundary conditions that restrict the solution space if wanted:

• The most important boundary condition is the necessity that demands for all commodi-
ties have to be supplied at all times and places. Some parts of the demands can be
shifted in time. However a large part of the a demand has to be supplied for each
modeled region and time-step. To match both supply and demand in times with surplus
power, a slack variable is introduced. This boundary condition can be formulated the
following way:

∑︂

Cp

Cagen
Cp,t,x ,c + t rpin

t,x ,c + Slackt,x ,c =
∑︂

Cp

Cadem
Cp,t,x ,c + t rpout

t,x ,c ∀ t, x , c, (3.2)

where t is the time variable, x the spatial variable, c the commodity. Cp stands for the
conversion process generating (left side) or consuming (right side) the commodity with
capacity Ca, while t rp denotes the transport which transmits the commodity c in and
out of the region x at time t.

• CO2 or other emission boundaries: The framework offers the option to include both a
price for emissions and a limit. If an emission price is set, costs are included according
to the emission factors given to the model. These costs are added to the OPEX and
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help determine a new, cost optimal result. If an emission limit is set, the modeling
framework will calculate a price for emissions which is set by the costs that are needed
to keep emissions inside the limit. If both price and limit are provided to the optimizer,
a shadow price emerges if the emission price is not enough to lead to a modeled state
obeying the limit. Otherwise, the given price is set as the minimum. The boundary
condition can be formulated the following way:

∑︂

t

∑︂

x

∑︂

Cp

emission(Cp, x , t)≤max(emission) (3.3)

In essence, summed emissions in the modeled time period need to be equal or less than
the given allowed maximum.

• Temporal availability: For conventional energy sources, an availability factor is used to
determine if total installed capacities are sufficient. In the case of renewable energy
sources with a high variability in availability, time-series are used to describe if and to
what extend the renewable energy sources (RES) can supply power. Each conversion
process can only be used to the extend given by the temporal availability:

CaCp,t,x ,c + Slackt,x ,c = AvailCp,t,x ,c · CaCp,x ,c ∀ Cp, t, x , c (3.4)

In words, this equation denotes that the capacity of a conversion process at time t
and region x producing or consuming commodity c is equal to the availability for that
process times its time independent capacity. The slack variable is used to account for
surplus generation.

• Spatial availability: Similar conditions as for temporal availability are also valid for
spatial availability. An example are lignite power plants: Due to the low energy density
of lignite, it is mined and burned in close proximity. There are only few lignite powered
power plants that do not have direct access to a lignite mining pit1. The spatial
availability is not only important for capacity additions, but also for initial capacities
that can be given as regional distributions:

CaCp,x ,c ≤ AvailCp,x ,c · CaCp,c ∀ Cp, x , c (3.5)

Again describing the equation in words, the capacity to produce or consume a com-
modity c via the conversion process Cp in region x is limited to the availability for this
conversion process and commodity.

1One exception to the rule was the Kraftwerk Klingenberg in Berlin, which was lignite fired until 2017 [166].
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• Inter-regional distributions, as for example electrical grids or pipelines, are also subject
to the spatial availability boundary conditions. In this case, the availability is not bound
to one region, but to a combination of two regions. In the scope of this thesis, grid
expansions are not considered, but an existing grid is given.

• There is a range of additional boundary conditions, that are needed to achieve the
degree of realism necessary to answer the research question. Those are:

– Transport restrictions for the commodities.

– Minimum capacity factors: Lignite power plants, for example, are not commer-
cially viable, if they only run half a year.

– Proportions of energy output: Even in cogeneration of heat and electricity, the
respective shares are not freely adaptable.

– Must-run times: Certain technologies have a fixed, often uniform energy output.

– Storage restrictions: commodities can only be stored up to a boundary set by the
modeled storage capacity.

– C-rates: The C-rate of an energy storage unit is the ratio of its output or charging
power to its storage capacity. For home-storage batteries this ratio is often close
to one, for grid boosters, it is closer to four, resulting in the fact that they can run
at full power for one fourth of an hour.

– Technologies: For each technology, a range of data is provided to the optimizer:
OPEX and CAPEX, lifetimes, capacities, spatial and temporal availability, emission
factors, efficiencies, and more, depending on the respective technology.

3.1.2. Commodities and Conversion Processes

Commodities are not only objects that can be touched like a piece of coal or a bucket of oil,
but also services as the transport of a person or a piece of cargo for a certain distance. To
determine the optimal use of the input energy, demands are set in useful energy demands,
as for example kWh of low-temperature heat or person-kilometer. The optimizer then has
several options to satisfy the useful energy demands using different conversion processes or
combinations of conversion processes. Heat, for example, can be either generated by burning
natural gas at home or by burning it in gas-turbine in a power plant and using the generated
electricity to operate a heat pump. The optimizer will choose the cost-optimal solution. This
results in all transport being done via public transport, walking, or bicycles, which is optimal
in terms of costs and CO2 emissions, but not realistic. Therefore, output shares can be used
to define how much of each commodity is supplied by which conversion process. As the
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model here is not used to calculate additional capacities needed in a future energy system,
but mainly to solve a dispatch problem, these output shares are given by the scenario and
existing capacities.

In dependence of the desired modeling details and process, conversion processes have
many sub-processes. Burning hard coal in a coal-fired power plant for example, is modeled by
converting chemical energy bound in hard coal to thermal energy in hot steam, to electrical
energy, district heat, and losses. For conventional power generation sources, these processes
contain several steps, as outlined above, while for renewable energy sources, they are more
simple, for example from solar irradiation to direct current in the solar cell to alternating
current, which can be injected into distribution grids.

3.1.3. Transport Processes and Regions

In the ESDP framework, regional modeling is supported. This means, that the optimizer
solves the optimization problem for each defined region itself while also optimizing the total
system. If regions have no connections to other regions via inter-regional distributions, which
are used to model transmission capacities, the regions act individually and are optimized
separately. This means, that for each region capacities, costs, and operation schedules are
determined without influence from other regions, only defined by their own time-series and
variable sets.

All commodities are transported without any barriers or losses inside the regions where
they are generated. For electricity this means, that a region is modeled as a single bus in a
grid model. Sometimes, this concept is called “copper-plate”, as the electricity is available
everywhere without losses in a region. For transport between regions, the process is either
explicitly modeled, allowed, or disallowed, depending on the commodity that is to be trans-
ported. The transport of electricity, for example, is explicitly modeled: a grid is included
in the model, upon which an exchange of electricity is possible according to the modeled
capacities. In the case of hard coal, a free-flowing transport is assumed. This means, that hard
coal can be imported in every region of the model. An example for the third case, disallowed
transport, is heat. Heat can only be used in the region where it is generated.

If transport of a commodity is possible, the optimizer has the option to shift its production
from one region to another. This will happen, if the result has lower total costs. If transmission
capacities are explicitly modeled, losses can be added to increase the degree of realism.

In the model developed here, not only Germany is modeled, but also its grid-neighboring
countries, those that share an interconnector with Germany. Those countries are: Poland,
Czech Republic, Austria, Switzerland, France, Luxembourg, Belgium, Netherlands, Great
Britain, Denmark, Norway, and Sweden. Germany itself is split into 38 regions, whose
boundaries or borders are defined by the European NUTS 2 classification. This spatial
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resolution is chosen to be able to correctly model the international electricity exchange due
to varying renewable energy injections and to model German regions in the approximate size
of larger HV distribution grids.

In order to answer the research question and to calculate the flexibility potential from
distribution grids for curative transmission system operation, is is necessary to know when
the transmission system is in a state where a malfunction leads to a critical state. To get this
information, a model of the transmission grid is needed with its operation schedule.

To obtain this information, a German transmission grid model that is planned to be in place
in the year 2030 was supplied by the four German TSOs. This model is transformed from
the Common Information Model [167] (CIM) standard into a Matpower format [168]. This
Matpower format is a simplified model, where the modeling detail is reduced to a bus-branch
model from the CIM model, which includes circuit breakers (node-breaker model). The
Matpower model is then transformed into a inter-regional distribution readable in ESDP, more
details to this process can be found in Subsection 3.2.5.

3.1.4. Data and Scenarios

Data is provided to the framework in different forms: point data, as for example an efficiency,
a capacity, or a price, and multi-dimensional data. Multi-dimensional data can be a time-series
for a demand or the distribution of a capacity among regions.

Scenario data is used to quickly set the model into another surrounding without the need
to completely rewrite it. If, for example, the effects of a change in weighted average cost of
capital (WACC) onto the installation of additional PV-capacity is analyzed, the scenario data
is changed while the rest of the model remains the same.

In the following section, the process of preparing the necessary data for the modeling
process is detailed.

3.1.5. Framework

Figure 3.1 shows the general setup and modeling process in ESDP: Input data to define vari-
ables and boundary conditions are defined in a spreadsheet and turned into an optimization
problem using GAMS [169]. An optimizer, in this case CPLEX [170], is used to read the
problem and solve it. The results can then be read and analyzed.

3.2. Data and Scenario Preparation

Figure 3.1 conceptually shows the input data for the optimizer. In this section, the data used
for the model and the process how to make it accessible for the ESDP framework are outlined.
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ESDP

• CAPEX & OPEX
optimization

• Boundary con-
straints: capacities,
regional distribu-
tions, availabilities,
CO2 emissions

Useful energy demands

Generation and grid capacities

Regional distributions

Temporal distributions
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Scenarios

Technnology data & costs

Dispatch and usage schedules

Optimal grid use

Capacity additions

Total costs

CO2 emissions

Input data Optimization Results

Figure 3.1.: The structure of the energy system modeling process with ESDP.

3.2.1. Technology Data

Technology data is all data that defines how conversion processes work. In table 3.1, the
sources for the different technologies are found. CO2 data was provided by the TSOs and
stems from the Netzentwicklungsplan 2019 [98].

Table 3.1.: Technology data in the energy system model and its sources.

Conversion process Sources

Biomass plants [19], [171]
P2G & P2H [146], [147], [172], [173]
Conventional power plants [19], [56], [174]–[177]
RES [176]
Miscellaneous [178]–[181]

This technology data defines the following characteristics of the conversion processes:

• CO2 emissions in kg/kWh
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• Storage efficiencies:Round-trip efficiency when storing and later withdrawing energy
in this conversion process.

• Maximum efficiencies and energy splits: The ration between input and output energy.
For example in a combined cycle gas power plant, up to 59 % of the chemical energy
stored in the gas is converted into electrical energy, up to 36 % into district or central
heat, and at least 15 % are losses.

• Maximum market shares: Electric cars are much more energy efficient than those using
an internal combustion engine. Therefore, the optimization process will prefer e-cars.
However, in the scenario the assumption is that only 10 million e-cars are in use in
2030. The ratio between the output commodity provided by both technologies can be
set according to the share of e-cars in the transport system.

• Technical and financial depreciation periods, investment costs, and operational costs
are needed to determine which technology can provide a commodity at the lowest cost.

• Minimum capacity restrictions: Lignite and coal power plants are not able to run just for
a few hours, since each time the power plant is turned on and off reduces the lifetime
significantly, as it is also a function of its thermal cycles. In addition, lignite power
plants are bundled with open pit mines, that constantly need energy for pumping out
groundwater. Not running the power plant therefore puts the operator under great
financial stress, leading to the power plant nearly always running.

3.2.2. Time-Series

Many parts of an energy system are time dependent: demands are higher during the day
than during the night, weekdays higher than weekends, and the earths orbit and inclination
put more irradiation onto Germany in summer than in winter, while the weather provides
more wind during winter than summer. All these phenomena need to be taken into account
to model different states in the energy system. Some time-series data is only available on
national levels, other data is resolved in smaller units and will be referenced in Subsection
3.2.4.

In Table 3.2, the sources for the time-series data used in the model are referenced. Heat
demands are further split between decentral, district, and industrial heat. Run of river data,
is only available as an averaged time-series and is split between the regions according to the
installed capacities.
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Table 3.2.: Time-series data in the energy system model and its sources

Conversion process Sources

Electricity demand [98]
Heat demand [182]
Run-of-river availability [98]

3.2.3. Regional Data

Each region in the model, these are 38 German regions and its 12 grid neighbors, has
different installed capacities, technologies, and demands due to their population, industry,
and regulatory framework. In France, for example, electricity is generated mainly by nuclear
power plants, while in Germany those are not in place any longer in 2030. Lignite power
plants are installed in Poland, North Rhine-Westphalia, Saxony and Brandenburg, while in
other German regions there are no lignite or even hard coal power plants. Offshore wind-
power can only be installed offshore, which is impossible in Bavaria or Switzerland and so
on. To model these phenomena, regional distributions are used.

Sometimes, regional distributions are also used to allocate time-series onto regions, as for
example with heat demands in Germany, which are allocated according to 50 % population
and 50 % GDP. This disaggregation method is an assumption, but also in use in [183]. In
addition, less than 10 % of the heat demand is supplied by electricity in the modeled scenario.
This means, that the distribution onto the regions does not play a role as long as sufficient
demand in heat is available in each region.

Table 3.3.: Regional data in the energy system model and its sources.

Conversion process Sources

Electricity & heat demand [184]
Non-German heat demand [182]
Installed generation capacities [98]
Non-German generation capacities [159], [160]

International data is taken from an internal unpublished study at Siemens, which is based
on the ENTSO-E’s TYNDP and MAF. This data is used for all installed capacities outside
Germany.
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Figure 3.2.: Geographical scope of the energy systemmodel. In addition to the 38German
NUTS 2 regions, there are 12 grid neighbors.

3.2.4. Time-Regional Data

Time-regional data is a combination of time-series data and regional data, essentially re-
gionally resolved time-series. This data is used if time-series are very different for different
regions, for example solar irradiation is very different in Bavaria than it is in Sweden.

The EMHIRES [185], [186] database offers regionally and temporally resolved capacity
factors for both wind-power and PV. This data is used for the neighboring countries, while
for Germany time-series are provided for individual wind farms. This data is aggregated
to the NUTS 2 level in which the regions are modeled. As listed in Table 3.4, the demand
time-series are taken from Heat Roadmap for Europe [182] and multiplied by the respective
yearly energy demands from Eurostat [184]. Generation time-series for run-of-river and
storage-hydro power plants, especially important in Sweden, Norway, and Switzerland, are
also taken from [182].
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Table 3.4.: Time-regional data in the energy system model and its sources.

Conversion process Sources

International electricity demand [182], [184]
PV capacity factors [98]
Non-German PV capacity factors [185]
Wind-power capacity factors [98]
Non-German wind-power capacity factors [186]
Offshore wind-power capacity factors [98]
Non-German hydro capacity factors [182]

3.2.5. Inter-Regional Data

The ESDP framework includes grid data as inter-regional data. The optimizer has the option
to instantaneously shift commodities from one region to another via inter-region links that
have an associated capacity. In a real world scenario, this would be similar to a grid with
completely controllable power-flows, e.g. a HVDC grid or one with PSTs at every node. Inside
the regions, power-flows are unrestricted and losses are added via additional conversion
processes representing the transmission and transformer losses.

The inter-regional distribution representing the grid is derived by taking a real grid model
and calculating the transmission capacity between pairs of regions. This is done via a process
in which the power injection in one region and the load in the other region is increased
until operational boundaries are violated. If the grid is operated preventively n-1 safe, a
transmission reliability margin (TRM) of about 30 % of the resulting capacity is subtracted to
mimic the operation in real-life. This factor of 30 % is calculated taking the square root of
the number of connections between regions and multiplying it with a safety factor of 100
MW. This TRM is individually calculated for each connection between two regions.

An inter-regional distribution with optimally controlled power-flows is not a real grid with
AC-power-flow, but it is an approach often taken and sufficiently exact to be used in this
context [187].

After converting the grid model from the CIM standard to a Matpower case format, the
model is translated into inter-regional data in the process outlined above. Interconnectors to
neighboring countries are directly supplied with the grid data, therefore no transformation
is necessary. Exports and imports are limited to 15 GW at all times, distributable onto the
individual interconnectors by the optimizer. The thinking process behind the limitations is to
model current political behavior, where countries try to protect local energy producers, for
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example coal firing power plants in Poland. Already today, phase shifting transformer (PST)s
are installed to reduce power-flows caused by RES from Germany into Poland [188].

Figure 3.3 shows the inter-region data aggregated and used in this thesis. Some corridors,
e.g. Saxony-Anhalt to Brandenburg or Brandenburg to Berlin have more than 8 GW capacity,
but the scale is cut off to allow better comparison to other corridors in Germany.

3.3. Scenario Generation

The largest parts of the scenario are set by the Netzentwicklungsplan (NEP) 2030c. In the
InnoSys consortium, a few changes are performed to adapt the scenario to be more in line
with developments the grid operators are seeing or expecting to happen. Changes include a
shift of 1 GW offshore wind-power from the North Sea to the Baltic Sea and 10 million e-cars
in Germany. The scenario in the surrounding countries is taken from the associated European
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plans, MAF and TYNDP.

3.3.1. German Regions

For Germany, the scenario data is plotted in Figure 3.4. The installed capacity reaches almost
300 GW, with over 104 GW PV, 86.5 GW onshore and 17 GW offshore wind-power. Nuclear
power plants are phased out, and there is 9 GW lignite power plant capacity and 8 GW hard
coal power plant capacity remaining. Natural gas capacity slightly increases from 29.6 GW to
33.2 GW.

0 50 100 150 200 250 300

2017

2030

Installed capacity in GW

Nuclear
Lignite
Hard Coal
Natural Gas
Other Nonrenewables
Pumped & Storage Hydro
Other Reserves
Onshore Wind
Offshore Wind
Photovoltaic
Biomass
Run-of-River
Other Renewables

Figure 3.4.: Scenario data for Germany in the energy system model: Installed generation
capacities in Gigawatt.

In addition to these generation capacities, there are 16.1 GW2 power to heat (P2H) and 3
GW power to gas (P2G) capacities3, 10.1 GW PV home storage batteries, 6 GW demand side
management (DSM), 10 million e-cars and 4.1 GW heat pumps.

2Power to heat only refers to resistive heaters, as heat-pumps are modeled separately.
32.4 GW Power-to-hydrogen and 0.6 GW Power-to-methane.
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3.3.2. Neighboring Countries

In Table 3.5 the installed capacities for the neighboring countries in the model are listed.
These stem from [160] and [159]. Values smaller than 50 MW have been omitted from
the table but have been included in the model. This concerns values for Luxembourg and
run-of-river capacities in Denmark. Tidal power plants are not expected to be rolled out in
2030 in meaningful numbers, as well as wave-power or other more exotic power generation
techniques.

Table 3.5.: Installed generation capacities in neighboring countries in 2030 in GW. Values
smaller than 50 MW are omitted from the table.

GW AT BE CH CZ FR UK LU NL NO PL SE DK

Nuclear 0 0 1.1 4 52.2 5.7 0 0.5 0 0 6.9 0
Lignite 0 0 0 4.8 0 0 0 0 0 7.4 0 0
Hard Coal 0 0 0 0.3 0 0 0 0 0 13.8 0 0
Gas 4.2 6.4 0 1.4 11.5 30.8 0 12.2 0.4 5.7 0 0.4
Onshore
Wind

5 3.3 0.4 1 36.3 16.1 0.2 6.7 3.3 9.2 9.2 5.6

Offshore
Wind

0 2.3 0 0 7 22.2 0 11.5 0 2.3 0 2.3

PV 4.5 5.1 5.6 3.5 31.4 24.5 0.2 11.4 0.4 2.4 1.3 2.9
Run-of-
River

4.7 0.1 4.1 0.4 13.6 0.1 0 0.04 34.5 1 15.8 0

Pumped and
Storage Hy-
dro

10.8 1.3 13.6 1.0 13.5 1.8 1.3 0 1.3 1.4 1.8 0
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Summary

In this chapter, the modeling approach and assumptions to create a model capable of
serving as a basis to calculate the potential of distributed flexibility sources for curative
n-1 safe transmission grid operation are outlined. The key aspects are:

• The objective of the modeling approach is cost optimization, minimizing capital
expenditure (CAPEX) and operating expenses (OPEX).

• Boundary conditions include temporal and spatial restrictions, matching of de-
mand and supply, export/import restrictions, as well as CO2 emission limitations.

• Formulating demands in useful energy provides the optimizer with the ability to
chose the best combinations to generate commodities.

• Regionalization is necessary to model grids and grid restrictions, while in the
regions commodities are assumed to flow freely. The correct scope in the regional-
ization is not only dependent on the research questions that need to be answered,
but also a function of available computation time, manpower, and data. Since
the knowledge about a future energy system is limited, more data and a higher
amount of details can easily lead to fictitious accuracy.

• The modeled scenario is dominated by large amounts of renewable energy sources
(RES), especially wind-power and PV, which together amount to about 200 GW
capacity.

All the data and boundary conditions that are listed above are used to create an energy
system model with the purpose of determining the distribution system flexibility potential.
However accurate the method and the model might be, the results are only directly
applicable in the scenario that is chosen. Nevertheless, some phenomena will appear in
many scenarios and can be considered robust, as for example the mismatch of generation
capacities and installed loads, which leads to curtailments of renewable energy sources
(RES).
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4. Method for Calculating the Flexibility
Potential

This chapter describes the method to calculate the potential of distribution system flexibility.
Basis of the method is the energy system model characterized in the previous chapter. Two of
the methods to determine the flexibility potential from distribution grids developed during
the course of the thesis are explained in detail in the following sections.

4.1. Sources of Flexibility

For both methods, to allow for comparability, the sources of flexibility are the same. These
sources are assigned to one of two categories: upward flexibility∆Pup or downward flexibility
∆Pdown. Upward flexibility can be generated by increasing power injection or decreasing
loads, while for downward flexibility the opposite is true. Downward flexibility is used on
the power injecting side of the grid to reduce power injections, while upward flexibility is
needed at the receiving side for balancing.

4.1.1. Selection Criteria

Methodologically, all modeled assets, that are able provide flexibility, can be included in the
determination of the flexibility potential. As the focus here lies on curative grid operation,
the choice of the sources considered in the calculation is governed by two aspects:

1. The asset providing the flexibility is connected in HV-grid or

2. The asset is already used for real-time flexibility provision somewhere in the world.

Both aspects are formulated because of the time restrictions in curative grid operation: In
many countries, as for example in Germany, different voltage levels are operated by different
operators. Each operator included in a call for flexibility contributes to an increase in the
activation time because of delays caused by communication and calculation times needed for
a safe grid operation. Even for a single operator, these calculations have to be performed
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on each voltage level separately if the grid model does not include all voltage levels. In
Subsection 2.1.1, possible sources of flexibility are listed and their qualities with respect to
curative grid operation determined.

4.1.2. Allocation to Voltage Levels

Due to the time delays that increase with each grid or voltage level, in this thesis the focus lies
on the first voltage level below the transmission grid, namely the 110 kV HV grids, sometimes
called sub-transmission grids. The data provided by the grid operators and used in the energy
system model described in the previous section does not include this information. In [24], a
breakdown of the installed capacities per technology and voltage level can be found. This
data is considered trustworthy as it is collected by the regulatory authority.
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Figure 4.1.: Installed wind-power capacity shares per voltage level in Germany and total
installed capacity of wind-power (blue line). Data from [24].

With the help of this data, voltage level shares VT as a function of the technology T can
be determined. Based on this data, a trend can be deduced: In 2012, about 32 % of all
wind-power was installed in HV and another 15 % in the HV/MV transmission level. Due to
rising capacities of the individual wind-power plants and their rising penetration in the grids,
connecting voltage levels rise, leading to about 37 % of the wind-power being connected in
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HV in 2018 and another 19 % in HV/MV. Figure 4.1 shows the voltage shares and the total
installed wind-power capacity in Germany.

If this trend of larger wind-power plants and therefore higher connecting voltage levels
continues, about 40 % of the installed capacity can be assumed to be connected in the 110
kV HV grids in 2030 and another 25 % in the HV/MV level.

For PV in Germany, these numbers differ, as only 7 % of the installed capacity is currently
connected directly via HV and via MV directly at HV stations. About 35 % are installed in MV
distribution grids and another 54 % in LV. A trend for bigger individual installation sizes for
PV in Germany is not visible in the data from [24]. It is hard to determine which share of
installed PV capacities will be connected in which voltage level in 2030. This is especially true
for Germany, where regulation for larger and smaller PV farms differs significantly, shaping
the market in either direction depending on the current government.

Table 4.1.: Preferred voltage levels to connect loads in Germany. Data from the ARGE
FNB OST [189], [190] via [52].

Power of the connected load in kW Preferred voltage level

≤ 30 existing house connections
30 to 300 LV grid
300 to 6000 MV grid
6000 to 15 000 MV/HV transformer level
≥ 15 000 HV grid

In the German Renewable Energy Sources Act [36] it is stated, that the grid operators must
choose the correct voltage level for RES that are to be connected to the grid. Normally, the
closest grid is chosen. However, if another voltage level is determined to be more economically
feasible, this voltage level can be chosen. Above a power injection of 30 kW, it is not clearly
defined which voltage level is the correct one and the grid operator has to determine it.

For loads, the process is also not very strict. Table 4.1 shows an overview. Power-to-heat
assets with power in the single to triple digit power ratings in megawatt are mostly connected
in MV and high voltage, 60 to 110 kV (HV), also due to stability issues caused by the steep
gradients possible with this technology.

The voltage allocation factors for each technology VT can be approximated with this
information, giving the possibility to estimate how much of the distribution system flexibility
is installed in the first or second distribution grid level and therefore available in time for
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curative grid operation.

4.2. Calculation via Simulated Redispatch

The first method that is used to get an approximate of the total flexibility potential is based on
the market process in Germany: A dispatch and following redispatch process are simulated.
At first transmission constraints are relaxed for the dispatch, then they are reintroduced for
the redispatch. The method is performed in three steps:

1. Regionally resolved energy system model: To determine the capacities for the following
modeling runs, in a first simulation the necessary capacities are optimized in the process
while the grid is set as constraint. The results are saved and fed back into the model
setup. This step ensures that there are enough capacities for all commodities.

2. Dispatch or market process: The grid constraints are relaxed so that at each time-step
the electricity generators with the lowest costs are chosen to generate the necessary
power. The output of this simulation run are dispatched power generator schedules
P̄disp

T and loads L̄disp
T . Both these variables are matrices, with operation schedules for

each time-step and region for all relevant technologies T .

3. Redispatch process: The same input model as in step 2. is used, but this time the grid
constraints are set to normal. This simulates the redispatch process as performed in
Germany in the day-ahead congestion forecast (DACF). Results are P̄red

T and L̄red
T .

After performing the simulation runs, results from step 2. and 3. are compared. They differ
when transmission constraints are active in step 3. The difference P⃗

diff
can be expressed as a

shift between stage 2. and 3.:

P⃗
diff =

∑︂

x

∑︂

T

|︁

|︁

|︁P̄disp
T − P̄red

T

|︁

|︁

|︁, (4.1)

where the sums over T and x are over technologies and regions and the resulting vector is
of dimension t.

By sorting the entries in vector P⃗
diff

, an order from least necessary redispatch to most is
obtained. This list shows when the grid is under the most duress and therefore might need
flexibility. In essence, the method is not made to calculate the amount of flexibility, but to
identify time-steps when flexibility is needed.

The amount of flexibility that is present at these critical time-steps can be determined from
the results of the simulation in step 3. The flexibilities stem from the technologies chosen for
each analysis and voltage level allocation can be performed with the factors listed in Table
4.1 and displayed in Figure 4.1.
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4.3. Calculation via Correlation of Bottlenecks and Available
Assets

A second method is developed to be able to correlate flexibilities with the transmission
corridors for which the provided flexibility is needed. While in the first approach the result is
the total flexibility present at critical time-steps, here only the flexibility from regions adjacent
to congested transmission corridors is taken into consideration. This second approach is more
suitable to quantify the flexibility that is indeed helpful to cure a temporary increased load
on a branch in the transmission grid.

Region x Region x′

Pxx′,t

Px,t

∆P̂
up
x

∆P̂
down
x

Px′,t

∆P̂
down
x′

∆P̂
up
x′

Transmission grid

Figure 4.2.: Concept to calculate the flexibility potential available per corridor. A region x ,
injecting power Px ,t into the transmission grid, provides an upward flexibility
potential ∆P̂

up
x and downward flexibility potential ∆P̂

down
x . The transmission

grid corridor transports the power Px x ′,t between regions x and x ′. Region x ′

imports power Px ′,t with flexibility potentials ∆P̂
up
x ′ and ∆P̂

down
x ′ .

Figure 4.2 shows the concept for two regions x and x ′. The power-flow Px x ′,t at time t is
from x to x ′. If a loss of transmission capacity occurs between both regions, upward flexibility
Pup

x ′ is needed in region x ′ and Pdown
x is needed in region x to return to a safe state.

Not only the regions directly connected by the transmission corridor that is affected by the
malfunction can contribute flexibility, but also neighboring regions can provide additional
flexibility. In Figure 4.2, a region to the left of x could also provide downward flexibility
∆Pdown, and a region to the right of x ′ could provide upward flexibility ∆Pup to even out
the burden caused by the outage and help relieve the critical branch.
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To determine when each transmission grid corridor is in a critical state, losses of transmission
capacity are simulated using the results of a simulation of the energy system model. These
results include the schedules or utilization factors for each modeled corridor, as the utilization
is calculated by dividing the transmitted power Px x ′,t between two regions x and x ′ at time t
by the maximal allowed capacity Pmax

x x ′ . Now, for all corridors and all times, a loss of 2 GW
transmission capacity is simulated. This is the capacity a HVDC systems provides or a 380 kV
power line with modern conductors:

380 kV ·
⎷

3 · 3 kA≈ 2 GW (4.2)

After such a transmission capacity loss, it is evaluated if the remaining capacity is sufficient
to transmit the power on the corridor. If not, the time-step is added to the set of critical
time-steps tcrit

x x ′ for this corridor:

tcrit
x x ′ = {t|Px x ′,t > Pmax

x x ′ − 2 GW ∧ Px x ′,t >
1
2

Pmax
x x ′ } (4.3)

As given in Equation 4.3, another condition must also be satisfied for a classification as
critical time-step: The transmission corridor usage at time t has to be at least half of its
capacity Pmax

x x ′ , to be considered as a critical time-step. This condition is introduced to model
corridors transmission capacity Pmax

x x ′ < 4 GW, as they consist of at least two parallel systems1.
For example, if a corridor has a rating of Pmax

x x ′ = 3 GW and only 1.2 GW is used, a loss of
2 GW would only affect one of at least two parallel power lines, of which the other one still
provides enough transmission capacity.

Figure 4.3 depicts a critical and a noncritical situation: While on the left, the power-flow
Px x ′,t at time t is relatively high, so that a loss of 2 GW transmission capacity leads to a critical
state, on the right Px x ′,t is lower, so that even after an outage the transmission corridor still
has some remaining buffer and transmission capacity. The area that is colored in red on the
left also depicts the amount of power that needs to be compensated to return to a safe state
in which the restoring remedial action can be performed.

The power Pdrop
x x ′,t that needs to be compensated can be calculated using:

Pdrop
x x ′,t =min

�

max(Px x ′,t − (Pmax
x x ′ − 2GW), 0), Px x ′,t

�

(4.4)

The power that can be used for this task stems from the adjacent regions x and x ′ and, if
not sufficient, from regions adjacent to them. To calculate the flexibility potential present at
that time, a simple sum of admissible technologies T is sufficient:

∆P̂
up
x ′,t =

∑︂

T

∆P̂
up
x ′,t,T · VT (4.5)

1HVDC-systems are exempt from this rule, as they can’t loose fractions of their transmission capacity.
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Figure 4.3.: Concept of the power that has to be compensated after a loss of 2 GW
transmission capacity.

If additional regions are taken into account, the sum has to be expanded over the set of
regions considered.

A symmetric flexibility potential can be defined for the corridor, determining the amount of
power that can be compensated by upward flexibility potential in the receiving and downward
flexibility potential in the sending region:

∆P̂
∗
x x ′,t =min(∆P̂

up
x ′,t ,∆P̂

down
x ,t ) (4.6)

In most cases when the transmission corridor can turn critical after a loss of transmission
capacity, many RES are injecting power. This means, that curtailment is more easily achieved
than increasing generation on the receiving end, making upward flexibility ∆Pup more
valuable. Since the impact individual assets have on transmission lines that are not directly
connected to them is relatively low2, the exact location where the flexibility is provided is
not relevant, as long as it is on the right side of the congestion. Since the applicable distance
is hard to determine for distribution grid flexibilities that are already spread out via the

2Analysis via PTDF in the InnoSys consortium [52] have shown, that the sensitivity of a grid booster connected to
a bus in the transmission grid quickly drops to less than 10 % for transmission lines connected to a neighboring
node.
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GICPs between the distribution and transmission grid, in this study only direct non-mutual
neighbors are included for providing the respective flexibility.

Figure 4.4.: Example: Regions admissible
to provide flexibility. Between the blue re-
gion (Thuringia) and the light orange one
(Upper Franconia) a transmission corridor
needs flexibility. Regions in light and dark
orange provide upward flexibility, while re-
gions in blue and green provide downward
flexibility. Grey regions are mutual neigh-
bors and provide neither.

Figure 4.4 shows an example for admissible regions to provide flexibility during a critical
time-step.

To analyze the provided flexibility, several measures are developed. At first, it is important
to know how much of the missing power Pdrop

x x ′,t can be compensated by the flexibility provided
in the admissible regions. This compensated power is calculated with the following formula:

∆Pcomp
x x ′,t =min(Pdrop

x x ′,t ,∆P̂
∗
x x ′,t) (4.7)

This variable∆Pcomp
x x ′,t is called the correctively compensated power per transmission corridor

x x ′ and time-step t. This power is only needed in case of an outage and might therefore
never be requested and provided. The compensated power ∆Pcomp

x x ′,t,T per technology T can
also be calculated or a voltage level dependency can be added.

To get an understanding how much the compensated power by distribution system flexibility
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helps to achieve a curative operation, corridor specific averages can be calculated:

〈∆Pcomp
x x ′ 〉=

∑︁

t∈tcrit
x x′
∆Pcomp

x x ′,t
|︁

|︁tcrit
x x ′

|︁

|︁

(4.8)

Summing over time provides measures in dimensions of energy:

Ecomp
x x ′ =

∑︂

t∈tcrit
x x′

∆Pcomp
x x ′,t (4.9)

By further summing up over all transmission corridors x x ′, a total correctively compensated
energy approximation can be obtained:

Ecomp =
∑︂

x x ′
Ecomp

x x ′ (4.10)

The same measures are also available for the hypothetical energies that are necessary in
case of simulated outages:

Edrop
x x ′ =

∑︂

t∈tcrit
x x′

Pdrop
x x ′,t Edrop =

∑︂

x x ′
Edrop

x x ′ (4.11)

The time constant used in this thesis is hours, resulting in gigawatthours of dropped energy
for gigawatts of dropped power. If another time constant is used, the resulting unit also
changes. The dropped energy Edrop

x x ′ and the compensated energy Ecomp
x x ′ per corridor can also

be compared, to get a compensated share:

SE
x x ′ =

Ecomp
x x ′

Edrop
x x ′

(4.12)

To determine how often distribution system flexibility is present in sufficient amounts to
base a corrective operation on it, there is a binary measure defining if flexibility is sufficient:

Θx x ′,t =

�

1 if ∆Pcomp
x x ′,t >∆Pdrop

x x ′,t
0 else

(4.13)

This measure can be evaluated per corridor to provide insight where flexibility is present
in large amounts when it is needed to operate the transmission grid curatively:

S t
x x ′ =

∑︂

t∈tcrit
x x′

Θx x ′,t
|︁

|︁tcrit
x x ′

|︁

|︁

(4.14)

91



To be able to better discuss the results later on, S t
x x ′ is named flexibility-sufficiency-index.

Summing over all links, a meta-measure how often distribution grids can provide sufficient
flexibility to operate the transmission grid curatively can be obtained:

S t =
∑︂

x x ′

S t
x x ′

# links
, (4.15)

where # links is the number of corridors or inter-region-links to normalize the measure. A
similar meta-measure can also be obtained for compensated energies:

SE =
∑︂

x x ′

SE
x x ′

# links
(4.16)
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Summary

In this chapter, two methods are introduced to determine the contribution that distribu-
tion system flexibility can provide for curative grid operation:

• An energy system model provides schedules for all modeled assets, including the
information when certain predefined assets can change their power injection or
load to supply flexibility.

• RES are mainly connected in HV distribution grids or lower. The higher the
voltage level, the quicker these assets can be activated. Wind-power is more often
installed in HV than PV, making it a more valuable source for distribution system
flexibility for curative use.

• Certain technologies offer great potential, but are mainly installed and connected
in LV grids. Inclusion of these technologies in curative operation is unlikely in
the near future, which is why heat-pumps and electrical cars are not considered.
Assets that are already used to provide ancillary services like decentral batteries
are included in the scope.

• A simulated dispatch-redispatch process provides time-spans in which the grid is
in a state of high utilization. A global measure of flexibility can be calculated for
these time-steps to determine the flexibility potential. However, it is not possible
to correlate locations where flexibility is present and where flexibility is needed
via this approach.

• Therefore, a transmission-corridor-resolved measure is used to fill this knowledge
gap by simulating transmission capacity losses. Losses are expected to amount to
a maximum of 2 GW transmission capacity, which defines how much power needs
to be compensated to achieve a safe operation.
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5. Results for the Flexibility Potential

In this chapter, the calculation results of the distribution system flexibility potential are
outlined. At first, the results derived by the simulated redispatch process introduced in
Section 4.2 are presented. The transmission grid corridor resolved results follow in Section
5.2.

In both result sections, the German energy system is modeled for 12 weeks in a hourly
resolution to get a sample of different states in the grid. The chosen weeks are the first week
of each month, always beginning with Mondays. This way, the sample is representative for
one year.

Possible sources of flexibility from distribution grids are introduced above in Subsection
2.1.1. The following results only use the technologies listed in Table 5.1. It shows that there
are three main sources of flexibility considered here: curtailment and de-curtailment of RES,
flexible loads as P2H, and decentral batteries.

5.1. Flexibility Calculation by Simulated Redispatch

To obtain results for a flexibility potential that is not resolved onto individual transmission
system corridors, the simulated redispatch process introduced in Section 4.2 is used. It
calculates the difference in all schedules in the energy system before and after introducing
grid constraints. The amount of redispatch is the difference between the injected power
in these two set-ups. All simulated time-steps are sorted by the calculated amount and for
illustration the top 10 % of these time-steps are evaluated.

In these time-steps, the flexibility options from table 5.1 are evaluated and the results
for upward flexibility potential ∆P̂

up
are shown in Figure 5.1. The results show that the

calculated flexibility has a median of about 11 GW in available upward flexibility potential
for wind-power. Multiplying the values for wind-power with a voltage share VT of 40 %
corresponding to the HV-level, a median of 5 GW remains.

P2H shows only little variability, which is due to the fact that it is always running if the
availability of RES is high, which coincides with the time-steps with high redispatch amounts.
In fact, it is always running above 99 % of the full capacity in these time-steps.
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Table 5.1.: Sources of flexibility to calculate the distribution system flexibility potential.

Upward flexibility ∆Pup Downward flexibility ∆Pdown

• Increase of power injection from
curtailed wind-power

• Increase of power injection from
curtailed PV

• Power-to-heat curtailment

• Decrease of charging power of
decentral batteries

• Increase of decentral battery
power output

• Curtailment of wind-power elec-
tricity generation

• Curtailment of PV electricity
generation

• Increase of load from power-to-
heat

The figure also depicts the significantly smaller amount of flexibility from PV in comparison
with wind-power. PV installations are distributed more homogeneously, leading to less
transmission demand on sunny days in comparison with windy days and therefore less
curtailment due to bottlenecks.

Flexibility from higher voltage levels is much more accessible for curative transmission
grid operation than flexibility from lower voltage levels. The installed wind-power capacities
are mainly installed in such higher voltage levels. To test the influence of changes in the
merit order onto the flexibility potential, a sensitivity analysis is performed. This analysis
is performed to asses the impact of possible future regulation determining which RES are
curtailed first in situations with surplus electricity generation capacities. To model a priority
dispatch for wind and PV generated power, artificial OPEX are added to both technologies, to
influence which one shall be curtailed first by the cost optimal energy modeling process.

The artificially added marginal costs must be in the correct order of magnitude, to not
change the merit order for other generators but still lead to a difference for the electricity
generated by wind-power and PV. In table 5.2 the costs that are used are listed.

The energy system model is extended to include these costs, and the dispatch-redispatch
tool chain described in Section 4.2 is re-run. The same analysis as performed for Figure 5.1
is repeated in two scenarios with prioritized power injection once from PV and once from
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Figure 5.1.: Results for the flexibility potential calculation from approximated redispatch
for a twelve-week simulation: Upward flexibility potential∆P̂

up from different
sources at times with 10 % largest simulated redispatch volumes.

wind-power. In Figure 5.2, the upward flexibility in these scenarios is compared.
Flexibility potentials for power-to-heat and decentral batteries are unaffected by these

costs and not shown in Figure 5.2. For PV and wind-power, the figure shows that if PV is
prioritized, its flexibility potential vanishes, while the prioritization of wind-power does not
have such strong effects. Wind-power has a large share in the generation in critical time-steps.
Decreasing its costs does not significantly change the flexibility potential from curtailment.
The correlation of redispatched power and wind-power injection is stronger than the one of
redispatch and power injection by PV.

For curative grid operation, this is good news, since the result for flexibility from wind-

Table 5.2.: Artificially added marginal costs for wind-power and PV to simulate priority
dispatch effects.

Technology Equal
marginal

costs

Marginal costs in
sensitivity with

prioritized wind-power

Marginal costs in
sensitivity with
prioritized PV

PV 0 €/kWh 0.005 €/kWh 0 €/kWh

Wind-power 0 €/kWh 0 €/kWh 0.005 €/kWh
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Wind-power

PV-power

(a) Standard merit order

Wind-power

PV-power
(b) Priority dispatch for

wind-power
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Wind-power

PV-power

Total upward flexibility potential ∆P̂
up in GW

(c) Priority dispatch for
power from PV

Figure 5.2.: Upward flexibility potential ∆P̂
up from wind-power in 110kV grids and from

PV installations. The box plots in (a) are the same results as in Figure 5.1.
Figures (b) and (c) show flexibility potentials for different OPEX assumptions.

power is robust against changes in the merit order caused by future regulation that could
prioritize lower voltage power injections. In addition, flexibility from power-to-heat is very
robust, as it is not influenced by changes in the merit order. It displays little variability at
times when the grid is operated at its capacity. It is not known, how much P2H will be
installed in 2030, but in an energy system a high share of RES, flexible demand will evolve in
order to utilize surplus generation. This might be in form of P2H, but can also be charging
infrastructure for e-cars or novel battery technology.

The above results give aggregate values for flexibility potentials summed over the whole
modeled region. Independent of the possible sources of flexibility, these amounts are not
correlated with regions or transmission corridors where flexibility might be needed.

5.2. Transmission Corridor Resolved Flexibility Potential

As the global flexibility potential calculation does not provide information if flexibility is
present where it is needed after a grid malfunction, the transmission corridor resolved
flexibility analysis is performed as described in Section 4.3. In this analysis, the focus is on
the spatial distribution of the flexibility and the correlation of possible critical transmission
system outages with flexibility availability.

98



Am
ou

nt
of

en
er
gy

in
a.
u.
→

;

Figure 5.3.: Distribution of
dropped energy Edrop

x x ′ on transmis-
sion corridors. Units are not given
since only the distribution onto
the corridors is of interest here.
Grey corridors never become
critical as defined by Equation 4.3.
Red ellipses are drawn around
HVDC-corridors that display large
values for Edrop

x x ′ .

Figure 5.3 depicts the distribution of the dropped energy Edrop
x x ′ from region x to region x ′

as introduced in Equation 4.11. This quantity is calculated by simulating all possible outages
and adding up the power that needs to be compensated due to these outages. The sum of this
power is then plotted for each corridor. This means, that the quantity itself is hypothetical, as
it describes a sum over all possible outages. The distribution, which describes the relation
of these summed up energies, is of interest as it describes the risk of transmission system
outages on different corridors.

As one can see, the HVDC-corridors show the highest values for Edrop
x x ′ , because their capacity

is only 2 GW each and they are used preferably for north-south energy transmission as losses
are smaller than via the AC-grid. It is important to note that for corridors with transmission
capacity greater than 2 GW, it is less probable that an outage on it becomes critical, as the
outage is simulated with the same value of 2 GW for all corridors. As a consequence, the less
often a transmission corridor can become critical, the lower the dropped energy Edrop

x x ′ .
The same is true for compensated energy. Compensation for dropped energy is only

calculated if a time-step is critical in a simulated transmission loss. Only the combination of
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both dropped and compensated energy can provide more valuable insights, as it shows the
value of the flexibility potential.

100 %

80 %

60 %

40 %
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Ultranet

A-Nord SuedLink 1 & 2

Figure 5.4.: Visualization of
the flexibility-sufficiency-index,
describing how often distribu-
tion flexibility potential is suffi-
cient to completely compensate
simulated transmission corridor
losses. Only wind-power and
P2H are included as flexibility
sources here as they are two of
the sources that can be included
in curative measures with the
least effort.

The flexibility-sufficiency-index introduced in Equation 4.14 is used to evaluate this value.
It describes the share of time-steps in which the distribution system flexibility potential is
sufficient to compensate a loss of transmission capacity. In Figure 5.4, this measure is plotted,
but only including flexibility from wind-power and P2H, two technologies mainly installed in
upper voltage levels and therefore especially suited to the task of quickly providing flexibility
for curative use. Instead of P2H, any other flexible and controllable load that is installed in
similar orders of magnitude can be chosen.

The calculated flexibility potential is only sufficient on a few corridors, on which the total
dropped energy, as shown in Figure 5.3, is relatively low. Of the five north-south running
HVDC corridors, the share is only above 10 % for the Ultranet project, which connects Osterath
in close to Düsseldorf and Philippsburg in northern Baden. For the other four HVDCs, A-Nord,
SuedLink 1 and 2, and SuedOstLink, on which dropped energies are relatively high, S t

x x ′ is
below 10 %. Note, that even for seemingly low values of S t

x x ′ , distribution system flexibility

100



potential can still be relevant. In curative grid operation, each measure has to be collateralized
by other measures to ensure no cascading outages happen. Even small amounts of flexibility
that are not enough to entirely compensate the transmission capacity loss of a corridor can be
used as part of a curative measure or as a collateral for it. Also, if, for example, 200 MW are
missing to completely compensate a transmission capacity loss, the corridor loading can be
reduced by the appropriate amount and still be operated curatively with the corresponding
avoided redispatch. In addition, even if distributed flexibility only compensates a part of
the transmission capacity losses, it can increase TATLs and therefore allow slower flexibility
options to partake in curative operation.

1.2 GW

1 GW

0.8 GW

0.6 GW

0.4 GW

0.2 GW

Figure 5.5.: Averaged compen-
sated power per corridor 〈Pcomp

x x ′ 〉
introduced in equation 4.8. Only
wind-power and P2H are in-
cluded as flexibility sources
here. Graphic previously pub-
lished in [64].

Taking a look at the power that flexibility from distribution grids do compensate in average,
the picture changes significantly. Figure 5.5 depicts the results of this analysis. The graph
shows the average compensated power per corridor 〈Pcomp

x x ′ 〉 with flexibility from P2H and
wind-power. Even though other flexibility sources as PV and decentral batteries are not
included, the calculated amounts reach gigawatts on several corridors. Especially for four
of the five HVDCs, the results are significant, only the most eastern located SuedOstLink
has a 〈Pcomp

x x ′ 〉 of below 750 MW. This is in parts due to the fact that the receiving region
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Lower Bavaria only has two neighboring regions that can assist in providing flexibility. A
cross-border cooperation with the Czech Republic or Austria in curative redispatch would
contribute to increase this potential.
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Figure 5.6.: Histogram of the share of compensated power per corridor SE
x x ′ . Technolo-

gies for upward flexibility potential ∆P̂
up are curtailed wind-power and P2H.

Blue line is the data used for the histogram, sorted and plotted into the re-
spective bars.

Figure 5.6 depicts the histogram over the share of compensated power per corridor SE
x x ′ .

For 30 of the 63 corridors that become critical1, SE
x x ′ ≥ 0.5 holds. This means, that for over

half of the all transmission corridors, flexibility from distribution grids can compensate at
least half of the power in cases when and where it is needed. If not only P2H and wind-power
are used for upward flexibility potential ∆P̂

up
, but also the other options from Table 5.1, 49

out of the 63 corridors that can become critical have compensated energy shares of greater
than 50 % (SE

x x ′ ≥ 0.5).
In Table 5.3, the different results for compensated transmission losses as a function of

the used technologies for upward flexibility ∆Pup and the total compensated energies or
time-steps are listed. As becomes visible, power-to-heat is the technology providing the
biggest part of ∆P̂

up
. This is due to the fact that P2H, serving as a low-cost flexible load,

is always running in situations with high renewable power injections and possibly critical
grid situations. However, this also means that if P2H was not using this power, it would be

122 are never critical
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Table 5.3.: Overview of compensated energies SE (Equation 4.16) and share of time-steps
S t (4.15) where distribution system flexibility potential is sufficient to solely
compensate dropped power as a function of upward flexibility∆Pup

x x ′ -providing
technologies T . All flexibility options are included for downward flexibility
∆Pdown

x x ′ .

Technology T for ∆Pup
x x ′,T SE S t

Curtailed wind-power 0.05 0.16
PV batteries 0.28 0.25
Power-to-heat 0.49 0.36
Wind-power and P2H 0.50 0.40
All technologies 0.64 0.58

available as curtailed generation or used by other similar flexible assets.
If such assets are connected in similar voltage levels as the existing or future P2H assets,

similar values as listed in Table 5.3 can be expected. However, if flexibility is provided from
lower voltage levels, curative transmission operation would require new communication
techniques and a regulatory framework giving the DSOs the permission to access it quickly
enough. To show the influence of voltage level allocation for P2H and wind-power, Figure
5.7 depicts a sensitivity analysis.

This sensitivity analysis shows that wind-power shares have significantly smaller impact
than P2H shares. For large P2H shares, VT of wind-power has little effect, while for the
inverse relation the opposite is true. If only a small part of P2H assets are available for
curative operation, having access to all curtailed wind farms does not hold great flexibility
potential. The reason behind this phenomenon is also visible in Figure 5.1 in the previous
section on page 97: A stressed grid coincides with large renewable power injections from
wind-power and usage of all flexible loads, as for example power-to-heat.

In Table 5.3, for all technologies T the value for SE is greater than the one for S t , except for
wind-power. This means that for all other options for∆Pup, often a part of the dropped power
Pdrop

x x ′ can be compensated, but rarely all of it. Figure 5.4 already shows this result: Especially
on the HVDC corridors, the distributed flexibility is not enough to completely compensate
the dropped power. However, as shown in the next Figure 5.5, on these very transmission
lines the averaged possibly compensated power is over one gigawatt. Wind-power is mainly
installed in the north, and curtailment of it also happens mainly in the north. Here, it can
more often compensate the total Pdrop

x x ′ , but with much lower total power.
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Figure 5.7.: Influence of the voltage share VT of wind-power onto the flexibility potential
as a function of the voltage share VT of P2H.

5.3. Discussion

Results of the flexibility potential calculation using the simulated redispatch method show
that flexibility from decentral batteries, wind-power, and P2H amounts to values of several
gigawatt. These potentials are robust against changes in the merit order, in contrast to those
from PV. However, no information about the usefulness of these flexibilities can be obtained
with this method.

The calculation of corridor-resolved flexibility shows contrasting results: Only at very few
corridors, the distributed flexibility sources show enough potential to completely compensate
simulated transmission losses. Especially on the North-South oriented HVDC-systems, S t

x x ′

exhibits values smaller than 10%. These results seem to contradict those from the simulated
redispatch method.

However, looking at average compensated power per corridor 〈Pcomp
x x ′ 〉, the conclusion

changes, as distributed flexibilities from only wind-power and P2H alone already offer
average values of over 500 MW for the HVDC-systems. This shows, that flexibility from
distribution systems might not be the sole solution or source of operational degrees of freedom
for curative operation, but an integral part. Especially P2H can take a central role, as it offers
valuable upward flexibility in most cases the grid can become critical. If P2H will not be build
in such large quantities as it is modeled here, other flexible assets can take its role if these
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alternative assets are also controllable by DSOs.
The modeling of the transmission grid in this thesis is not as accurate as modeling individual

power-lines. As a consequence, the sensitivity of setpoint changes onto the power-line-
loadings cannot be accurately determined. The exact efficacy of distribution system flexibility
for curative grid operation is therefore hard to analyze. In the InnoSys consortium, the
power transfer distribution factor (PTDF) of power injections by possible grid-boosters were
calculated. These factors drop to values below 10 % for power-lines that are not directly
connected to the grid-booster. Distributed flexibilities probably have even less direct effect
onto the critical branch as they are not concentrated at one node. This has two consequences:

1. more flexible power is needed in comparison with grid boosters to achieve the same
results, and

2. flexibility from distribution grids is not only usable for single power-lines in the system,
but for several.

As more and more RES are integrated into the energy system, it becomes a priority to include
the new assets into the processes of providing flexibility. The more assets are connected, the
more controllable and flexible the whole power system becomes, enabling a higher utilization
of the transmission grid.

In those cases, when distributed flexibility is not sufficient to completely compensate losses
of transmission capacity, it can serve as collateral for other measures or as one component
in a bundle of measures, which together are able to compensate the loss in transmission
capacity. In future and more advanced grid operation processes, distributed flexibilities can
also serve as a curative backup to a curative measure by increasing the TATL, so that other,
slower measures can be integrated into the curative grid operation.

Even if flexibility from distribution grids is not used in the curative measures, it can serve
as a restoring remedial action by helping to return to a new n-1-safe state after a loss in
transmission capacity has been compensated.

One of the main advantages of flexibility from distribution grids is, that the available capacity
rises automatically with the need. More installed RES will result in higher transmission need
and also in a larger number of controllable, flexible assets on the generation side as well as
the demand side. This is in contrast to specialized assets like grid-boosters, that only serve a
limited purpose and must be built additionally to the occurring increase in installed RES.
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Summary

In this chapter, the results for the calculation of flexibility potentials from distribution
systems for curative transmission system operation are shown. The analysis provides a
series of insights:

• Time-steps in which the grid is at its capacity limit are characterized by large
power injections from RES and large consumption of flexible loads, as for example
P2H.

• While the amount of curtailed wind-power might be large and robust against
changes in merit order, it does not contribute a lot to the useful flexibility due
to its location in the grid. However, if flexible assets were not running, curtailed
wind-power might become more relevant in providing flexibility.

• An aggregate measure of flexibility potential typically overestimates the flexibility
that is helpful in compensating losses of transmission capacity, but establishes an
order-of-magnitude understanding of the relevant phenomena.

• Even in situations when the flexibility from distribution grids is not sufficient to
completely compensate losses of transmission capacity, it can take part in curative
operation by providing a part of the needed flexibility or serving as a collateral
for other curative measures.
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Part II.

Robust Provisioning of Distribution
System Flexibility

The modeling framework, method, and results in this part of the thesis closely resemble the paper [191].
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6. Modeling for Safe Flexibility Calculation
and Aggregation

In this chapter, the modeling for the task of providing flexibility from distribution grids is
introduced. The methods and approaches developed here are only used for provisioning of
flexibility from distribution to transmission grids. However, the same methods can be used to
provide flexibility from any distribution grid to a connected grid of a higher voltage level.

While in the first part of this thesis the potential of distributed flexibility sources for
curative transmission grid operation is evaluated, this second part deals with the details of
the provisioning process itself. As the objective is a different one, the modeling, method, and
results are therefore not comparable and introduced separately. In this chapter, the general
theory behind modeling of power-flows and distribution system flexibility are outlined, before
dealing with the constraints to guarantee a safe operation.

6.1. Modeling Distribution System Flexibility

In this section, the basics behind distribution system flexibility modeling are outlined, includ-
ing a transmission line model, power-flow calculation, and initial and safe flexibility sets. In
general, this thesis follows the notation introduced in [192] and [193].

Looking at a distribution grid or a model thereof, two categories of operating equipment
are immediately distinguishable: power lines, branches, or edges and buses or nodes. These
names can be used interchangeably, where the first ones stem from the engineering side,
while the second set of terms, branches or edges and nodes, stem from graph theory, a field
going back to Leonhard Euler and his problem to cross all seven bridges of Königsberg only
once while still reaching all three parts of the town[194]. While the original bridges of
Königsberg problem is proven to be unsolvable, power-flow calculation is a solved problem
being performed many hundreds of times each day by the grid operators all around the world.
The following notation is used:

• The number of power lines or branches l is denoted by nl.
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• The number of nodes or buses b is denoted nb.

For both of these categories, further subcategories exists, for which subscripts are added to
always keep a clear notation.

6.2. Types of Buses in Electrical Power Grids

The first subcategory that is introduced here, are the different types of buses b. Depending
on the information known about a bus b, different names are given:

• For PQ-buses, both the active and reactive power pb and qb are known, while there is no
information about voltages vb with real and imaginary components of the rectangular
form of the complex voltage phasors vb,r and vb,j, or vb and ϑb in polar coordinates. In
a classical power system, those are the buses without generation capacity to control
the voltage.

• A PV -bus has known active power injections pb and voltage vb,r, or, in case of polar
coordinates, voltage magnitude vb, while reactive power qb and vb,j are variable.
Classically, these are buses where synchronous generators are connected, that feed in
variable reactive power to keep the voltage at a set point.

• In a power system model, at least one bus has to be a slack-bus or Vϑ-bus, that is
setting the reference voltage angle or vb,j and makes up the losses occurring in the
system. It is thereby balancing the whole power grid.

The first two types of buses are subsumed into another category and are denoted non-slack-
buses bns. There are nbns non-slack-buses in the grid and nbs slack-buses.

6.3. Basic Power Flow Calculation

In this section, the basics of power-flow calculation are introduced to establish both the
notation and the basics on which the following linearization is built. The notation mainly
follows [193] and [168], while basics of power-flow calculation can be found in many
publications, for example [165], [168], [193], [195]–[198].1

For each bus in the power system the sum of all complex powers s is always zero:

sin + sout + sloads
!
= 0 (6.1)

1All following equations in this section until Equation 6.32 are describing these foundations upon which the
optimization method is based and are therefore not the author’s original work.
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Flows between different buses are driven by the difference in potential between them.
In this case, the potential is the voltage. The transmitted power on the line from a bus f
(“from”) to a neighboring one t (“to”) is a function of said voltage difference. In the case of
direct current or DC, this relation is formulated the following way:

sft ∼ vf − vt (6.2)

As complex power does not occur in case of DC-systems, active power pft can be used
here instead of sft. In case of alternating current or AC, the voltage is, besides its amplitude,
described by the phase denoted by the angle ϑ. In a simplified version of the power-flow,
neglecting reactive power and losses, assuming a flat voltage profile, the flows are proportional
to the difference in voltage angle between two nodes. This is referred to as DC-power-flow
[193]:

sft ∼ ϑf − ϑt (6.3)

For a more realistic model of a power-flow, these simplifications are dropped, and admit-
tances introduced to adjust for losses and the correct distribution of flows. Losses in an
AC-system are not only functions of the resistance r producing ohmic losses, caused by the
scattering of charge carriers inside the conductor, but also of the reactance x , which describes
losses due to the recurring build of the magnetic field surrounding the conductor:

z = r + j · x y =
1
z

(6.4)

The inverse of the sum of both parts is defining the functional dependence of current
and voltage and is called admittance y. When dealing with more than one power line, the
complex admittance matrix Y is needed:

Y = G + j · B (6.5)

The conductance G is the real and the susceptance B the imaginary part of the complex
nodal admittance matrix Y . The entry Yft in row f and column t of this admittance matrix is
used to specify Equation 6.3 for an AC-system:

sft = vfi
∗
ft (6.6)

= vf(vf − vt)
∗Y ∗ft (6.7)

= |vf|2Y ∗ft − |vf||vt|Y ∗ft ejϑft (6.8)

111



Here, ϑft = ϑf − ϑt is the difference in voltage phase between buses f and t and the star
denotes a complex conjugation. Splitting the complex power s into real and imaginary parts,
expressions for active power p and reactive power q are obtained:

Re(sft) = pft = |vf|2Gft − |vf||vt|(Gft · cosϑft + Bft sinϑft) (6.9)

Im(sft) = qft = −|vf|2Bft − |vf||vt|(Gft · sinϑft − Bft cosϑft) (6.10)

When not only considering one branch, but all nlb branches l connected to a bus b, and
taking into account the power or load injections sb = pb + j · qb at this node, the following
equations can be formulated:

nlb
∑︂

k=1

[|vk||vb|(Gbk · cosϑbk + Bbk sinϑbk)] + pb = 0

nlb
∑︂

k=1

[|vk||vb|(Gbk · sinϑbk − Bbk cosϑbk)] + qb = 0

The polar coordinates can be rewritten into Cartesian coordinates, so that information
about voltage angles and magnitude are included in the real and imaginary parts of the
complex voltages:

0=
nlb
∑︂

k=1

�

vb,r · Gbk · vk,r − vb,r · Bbk · vk,j (6.11)

+vb,j · Gbk · vk,j + vb,j · Bbk · vk,r

�

+ pb

0=
nlb
∑︂

k=1

�

−vb,r · Gbk · vk,j − vb,r · Bbk · vk,r (6.12)

+vb,j · Gbk · vk,r − vb,j · Bbk · vk,j

�

+ qb

Since these equations are valid for all nodes, they can be reformulated into an equation for
all buses using vectors v⃗ for voltages and matrices Y for admittances:

s⃗ = diag(v⃗)Y ∗ v⃗∗ (6.13)

= diag(v⃗r + j · v⃗j)(G − j · B)(v⃗r − j · v⃗j) (6.14)

Re(s⃗) = p⃗ = diag(v⃗r)Gv⃗r − diag(v⃗r)Bv⃗j + diag(v⃗j)Gv⃗j + diag(v⃗j)Bv⃗r (6.15)

Im(s⃗) = q⃗ = −diag(v⃗r)Gv⃗j − diag(v⃗r)Bv⃗r + diag(v⃗j)Gv⃗r − diag(v⃗j)Bv⃗j (6.16)
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Here, diag( x⃗) means diagonal matrix of vector x⃗ , or diag( x⃗) = x⃗1. In the following, all
voltage vectors v⃗ and power vectors s⃗, p⃗ and q⃗ will be denoted with capital letters V, S, P, Q.
The following notation is used to describe the power injections into all nodes:

S = diag(V )Y ∗V ∗ (6.17)

P = diag(Vr)GVr − diag(Vr)BVj + diag(Vj)GVj + diag(Vj)BVr (6.18)

Q = −diag(Vr)GVj − diag(Vr)BVr + diag(Vj)GVr − diag(Vj)BVj (6.19)

To see if this set of equations solves uniquely, so that all voltages and power injections or
loads are known, the problem needs to be properly determined. Taking the set of equations
where active and reactive components are already separated, it becomes visible, that there
are 2·nb equations, two for each bus. With given admittances, this system of equations holds
4·nb variables: active and reactive power injections Pb, Qb and real and imaginary voltages
Vb,r, Vb,j for each bus b. To solve for all variables, 2·nb of them need to be known, so that the
number of unknown variables equals the number of equations.

Fortunately, in Subsection 6.2, the different types of buses are defined, which are used to
encode this information. In ordinary distribution grids, the large part of buses are PQ-buses,
while, depending on the voltage level, there is no, or are only very few PV -buses. In LV-grids,
normally there are only PQ-buses, and one Vϑ-bus, the local distribution substation. In
HV distribution grids however, there are often several slack-buses, to enhance reliability by
redundancy. Most substations are connected via two separate power lines, so that one of them
may fail without disconnecting the substation. The number of PV -buses is heavily dependent
on the individual grid, while some rural grids might have several ones, for example from
larger biomass or hydro power plants, urban ones might have none.

In the case of aggregating flexibility while guaranteeing a safe state in the providing grid, all
non-slack-buses with flexible energy resources can be treated as PQ-buses, since the amount
of active and reactive power they inject into or draw from the grid is known. The slack-buses
are the buses balancing the provided flexibility, which is exactly what is wanted, as this means
the operator at those buses can use the aggregated power or load to his benefit.

Now, knowing the power injections, the voltages can be calculated. However, if the power
flows between all buses are also needed, a second step in the calculation has to be added.
Before trying to calculate the power-flows, it is necessary to know which branch is connected
to which nodes. This information can be encoded in so called incidence matrices Cf and Ct
for the “from”- and “to”-ends of the branches. Since an incidence matrix denotes which bus
is connected to which branch, its dimensions are nl × nb. These matrices can be calculated in

113



the following way:

Cf,b,l =

�

1 if bus b at “from”− end of branch l
0 else

(6.20)

Ct,b,l =

�

1 if bus b at “to”− end of branch l
0 else

(6.21)

The power-flow in a grid does change as a function of the power injections at the buses,
therefore it is not guaranteed that the “from”-end is always the one injecting power and the
“to”-end the one withdrawing it.

vf vt

ift itf
f t

yshft yshft

zsft =
1/ysft

Figure 6.1.: π-model of transmission lines from bus f to bus t with shunt admittances
ysh

ft and series admittance ys
ft. Graphic after [193].

Figure 6.1 shows a simple model of a transmission line, where the current ift is injected
at bus f with voltage vf and itf at bus t with voltage vt. The series impedance zs

ft poses as
the impedance of the power line in the sense of an electrical equivalent circuit diagram. The
variable ysh

ft represents the shunt admittances caused by the non-infinite resistors to hold the
power-lines and other shunts to ground.

With the help of these three parts, the shunt admittance ysh
ft , the series admittance ys

ft, and
the voltages vf and vt at both ends, the currents ift and itf can be calculated:

�

ift
itf

�

=

�

ys
ft + ysh

ft −ys
ft

−ys
tf ys

ft + ysh
ft

�

⏞ ⏟⏟ ⏞

Ybr

�

vf
vt

�

(6.22)
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The branch admittance matrix Ybr can be simplified by summing up and relabeling the
entries:

Ybr =

�

yff yft
ytf ytt

�

(6.23)

In a more general model including transformers, with τ = nprimary/nsecondary the ratio of primary
to secondary windings at bus f , a phase shift Θ is introduced. In this case, the matrix entries
are:

yff =
1
τ2
(ys

ft + ysh
ft ) ys

ft = −
1
τe jΘ

ys
ft

ytf = −
1

τe− jΘ
ys

ft ytt = ys
ft + ysh

ft

The derivation of these entries is omitted here, but can be looked up in [193] or similar
literature.

To generalize these equations so that all currents can be calculated in matrix form, another
matrix Yf is needed. It describes the currents into all branch at buses f and is constructed by
using the incidence matrices and the entries of the branch admittance matrix:

Yf = YffCf + YftCt (6.24)

Here, Yff and Yft are diagonal matrices of the vectors that describe the branches shunt- and
series-admittances Yff and Yft respectively:

Yff =

⎛

⎝

yff,1
. . .

yff,nl

⎞

⎠ Yft =

⎛

⎝

yft,1
. . .

yft,nl

⎞

⎠ (6.25)

Using these variables, the currents into all branches can be written down:

If = YfV (6.26)

To obtain power-flows, complex conjugation and multiplication by voltages is performed:

Sf = CfV I∗f (6.27)

Sf = diag(Vf)Y
∗

f V ∗ (6.28)

= diag(Vf)Y
∗

ff V ∗f + diag(Vf)Y
∗

ft V ∗t (6.29)

= diag(CfV )(YffCf + YftCt)
∗V ∗ (6.30)
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Vf and Vt are voltages at the “from” and “to”-end of the branches. Again, the power can be
split in active and reactive part by separating real and imaginary parts:

Pf = Re(Sf) = diag(Vf,r)Yff,rVf,r − diag(Vf,r)Yff,jVf,j (6.31)

+ diag(Vf,j)Yff,jVf,r + diag(Vf,j)Yff,rVf,j

+ diag(Vf,r)Yft,rVt,r − diag(Vf,r)Yft,jVt,j

+ diag(Vf,j)Yft,jVt,r + diag(Vf,j)Yft,rVt,j

Qf = Im(Sf) = −diag(Vf,j)Yff,jVf,j + diag(Vf,j)Yff,rVf,r (6.32)

− diag(Vf,r)Yff,rVf,j − diag(Vf,r)Yff,jVf,r

− diag(Vf,j)Yft,jVt,j + diag(Vf,j)Yft,rVt,r

− diag(Vf,r)Yft,rVt,j − diag(Vf,r)Yft,jVt,r

6.4. Boundary Conditions to Guarantee a Safe Operation

In Section 2.2, the safe operating state is defined on page 59: Two different categories of
operating equipment, buses and lines, lead to two categories of operational limits, buses
have voltage limits and lines have power or current limits. Due to the grid model used in this
thesis, power limits are used, but the same procedure is also possible for current limits.

Now, using the notation introduced above, this definition can be put into formulas: A safe
operating state is defined by three boundary conditions, that can be set in vector-form as
follows:

Vmin ≤ V (t) (6.33)

Vmax ≥ V (t) (6.34)

Sf,max ≥ Sf(t) (6.35)

If a description is wanted in a non-vector form, the following can be used:

vb,min ≤ vb ≤ vb,max ∀ buses b (6.36)

sl ≤ sl,max ∀ lines l (6.37)

6.5. Initial and Safe Flexibility Sets

The goal of this chapter is to calculate how much flexibility each flexible energy resource can
provide without the grid leaving its safe operating space. There are nFA flexible assets with
the following properties:
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• A setpoint for active and reactive power for each flexible asset n = 1, . . . , nFA: p(0)FA,n and

q(0)FA,n. These individual setpoints can be put into vectors P(0)FA ∈ R
nFA and Q(0)FA ∈ R

nFA or

be combined to include both reactive and active power S(0)FA ∈ C
nFA .

• These assets were not flexible, if they could not change their power injections or
withdrawals from the grid. This change is denoted by the variables δpFA,n and δqFA,n.
They denote absolute changes.

• Since the flexibility is not infinite, limits for active δpFA,max,n, δpFA,min,n and reactive
power changes δqFA,max,n, δpFA,min,n are needed. As these are absolute changes, all for
all four variables are positive: δpFA,max,n ≥ 0, δpFA,min,n ≥ 0, δqFA,max,n ≥ 0, δqFA,min,n ≥
0.

Knowing all these flexibilities and their limits, these values can be aggregated and the
initial flexibility set F (0) containing the reference powers S(0)FA ∈ C

nFA and initial flexibility

limits δp(0)FA,max,n, δp(0)FA,min,n, δq(0)FA,max,n, δq(0)FA,min,n can be obtained. In a perfect power grid
that is built without monetary boundaries, allowing all connected energy resources to inject
or withdraw any power they want, this set is equal to the safe flexibility set F , allowing all
flexibilities to be used to the TSO’s taste. However, this would be very uneconomical, since
most of all possible combinations of setpoints do not occur in real life. Therefore, grids are
built to allow most combinations of setpoints, but operators have the power to limit the
power injections of all energy resources if necessary to remain in a safe operating state.

The more RES are installed, the less are their marginal gains in benefit for the energy
system: As a consequence, it is more economical to not build the grid for the situation when
all RES inject their installed power, but only for some share of it. The share is usually defined
by the regulator. For example, in Germany, DSOs can curtail 3 % of the output energy of all
PV installations without financial compensation. This usually corresponds to a curtailment of
70 % of the installed capacity [36]. With rising numbers of RES it is therefore increasingly
probable that the initial flexibility set F (0) needs to be reduced in some manner to achieve a
safe flexibility set F .

This safe flexibility set F is defined by new, more conservative limits for all nFA flexible
energy resources:

−δp(0)FA,min,n ≤ −δpFA,min,n ≤ δpFA,n ≤ δpFA,max,n ≤ δp(0)FA,max,n n= 1, . . . , nFA (6.38)

−δq(0)FA,min,n ≤ −δqFA,min,n ≤ δqFA,n ≤ δqFA,max,n ≤ δq(0)FA,max,n n= 1, . . . , nFA, (6.39)

with the premise, that all flexibility activation or combinations of such lead to a safe
operating state. The task the algorithm has to perform is to reduce the initial individual
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pFA

qFA

(δpFA, δqFA)

δp
(0)
FA,max

δpFA,min

δq
(0)
FA,max

δqFA,min

δpFA,max

δqFA,max

Figure 6.2.: Initial flexibil-
ity area of a flexible en-
ergy resource and its lim-
itations to achieve a safe
operating state. The
shaded area in red is
set to reduce the flexi-
ble energy resource’s ini-
tial upper flexibility limits
δq(0)FA,max and δq(0)FA,max to
safe values δqFA,max and
δqFA,max. An admissible
change in the setpoint is
shown as a blue arrow.

flexibilities to safe flexibilities and achieve a safe flexibility set. In case that the initial flexibility
set is already safe, the algorithm should not enforce more conservative limits.

Figure 6.2 shows this reduction in a general example: The boundary of the initial area,
defined by the setpoint and the flexible energy resource’s active and reactive power flexibilities,
is depicted as a dashed line. The algorithm calculates if all setpoints in this area are leading to
a safe operating state, which is not the case. However, limitations of the initial flexibilities are
only necessary at the upper boundaries, δp(0)FA,max and δq(0)FA,max, which are reduced to the new

limits δpFA,max and δqFA,max. For the lower limits, δp(0)FA,min = δpFA,min and δq(0)FA,min = δqFA,min
are kept. A request for flexibility, resulting in a setpoint shift, as displayed as a blue arrow, is
possible, since it does not end in or traverse a red area.

In general, the flexibility area is not rectangular. In Figure 6.3, a triangular area is shown
as an example. The shape of the area depends on the generation technology and the reactive
power limits may change as a function of active power injection. Some more examples are
shown in [135]. The inclusion of such areas requires a more general solution than the one
developed here, as here the non-rectangular areas are simplified by inscribing rectangles.
As the need for flexibility stems from curative transmission grid operation, active power is
more important than reactive power to immediately help relieve active power congestion.
Therefore, such inscribed rectangles would be chosen with a focus on active power flexibility,
as the blueish area in Figure 6.3.
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pFA

qFA

Figure 6.3.: For flexibility areas that are not
rectangular, rectangles can be inscribed
in with different objectives: maximize the
area (yellow), or getmore active power flex-
ibility (blue).

6.6. Data Preparation and Needs

Every model needs data to work. In this case, however, the data needs are very manageable:

• A grid model: Here, a bus-branch model is used to calculate power-flows. A different
type of grid model, for example a node-breaker, could also be used or transformed into
a bus-branch model. Test grids are available from many different sources. For example,
built-in models from Matpower [168] or IEEE test grids can be used. In this thesis, a
small generic test grid created for the InnoSys consortium [52] and a real distribution
grid provided in the same consortium are used.

• Time-series: For different assets connected to the grid model, time-series are needed.
In theory, randomly generated values for power injections or loads can be used, but
phenomena become more tangible with real or realistic time-series. Here, real data
from the InnoSys partners is used.

• Installed generation and load capacities: This data is a part of the grid model. If not
present, values for installed loads and generators can be artificially generated. For the
conceptual test grid, the capacities are added by hand to the grid model, while for the
real grid, the data is included in the original grid model.

• Flexibility factors: Upper and lower bounds for active and reactive power injection or
withdrawal are needed to parameterize the installed energy resources. If these values
are not available, they can be artificially generated, as done in this thesis.
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Summary

In this chapter, the necessary modeling to calculate a safe flexibility set F from an initial
flexibility set F (0) is introduced:

• Power-flow calculation is used to determine voltages at all buses in the power
grid and the resulting flows over all power lines.

• To solve the calculation of power-flows that comprises a set of equations, slack- or
reference-buses are needed, which absorb surplus power or inject missing power
and set a reference angle to reduce the number of variables in the set of equations.

• A safe operating state is characterized by the non-violation of voltage and power-
flow bounds that stem from physical boundaries to ensure the safety not only for
the grid operator, but also the environment around the operating equipment and
for the operating equipment itself.

• Initial flexibility sets might need restrictions to guarantee that all setpoints within
the set result in a safe operating state. To comply with this restriction, an algorithm
is developed in the following chapters of this thesis. The resulting safe flexibility
set F guarantees that all setpoints and all combinations of setpoints of all nFA
flexible energy resources result in a safe operating state.

• Rectangular flexibility areas are introduced as a simplification in this thesis. For
non-rectangular flexibility areas, rectangles can be inscribed.

• Data requirements to perform the modeling for the calculation of safe flexibility
sets can be reduced to publicly available test grids, while all other data can be
generated artificially.
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7. Calculation of Safe and Reliable Flexibility

This chapter introduces a novel method to reliably calculate safe flexibility sets from an initial
flexibility set. Not only the optimization itself is described, but also the method by which
the individual flexibilities are aggregated onto the grid interconnection points to the TSO.
The method of this aggregation is not the authors original work, but was conceptualized in
non-public work by several DSOs. However, it has never been formulated or published so far
and, to the author’s knowledge, has not been tested or used in any application. In the project
“connect +” by German grid operators [199], the concept seems to be used, but no detailed
information is found with regard to this aspect.

The chapter is structured as follows: at first, the method for aggregation of individual
flexibilities is introduced before the optimization problem to limit initial individual flexibilities
to safe flexibilities is described.

7.1. Flexibility Cluster

In a distribution grid with more than one grid interconnection point (GICP), the power of the
connected assets distributes among the GICPs according to the impedance of each asset with
each GICP. The closer a flexible energy resource is located electrically to a GICP, the more of
its flexibility will be available at this GICP.

The TSO receiving or requesting this flexibility needs to know how much will be delivered
at which bus in his grid. In addition, the TSO is not allowed to request setpoint changes
of flexible energy resources not connected in his responsibility area, as this might cause a
transition into unsafe operating states. Therefore, a method must be found to both aggregate
the individual flexibilities and calculate the sensitivity onto the GICPs.

The method introduced here is called “Wirksamkeitscluster” or flexibility cluster. The idea
behind it is to calculate the efficacy of each setpoint change onto each GICP and create
clusters incorporating these efficacies or sensitivities. In addition, the method incorporates
how a request for flexibility is split between all flexible energy resources.
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Figure 7.1.: Distribution of flexibility onto grid interconnection points: the power and
therefore the flexibility of a flexible energy resource is distributed between the
grid interconnection points of the distribution grid in which it is connected.
This distribution factor is inversely proportional to the impedance of the
connection between the bus and the GICPs.

7.1.1. Aggregation of Individual Assets onto Grid Interconnection Points

The first task to be fulfilled by the flexibility cluster is to aggregate individual flexible energy
resources and their flexibility onto the GICPs. For each flexible energy resource, the partial
derivative or sensitivity can be computed with which it acts onto a GICP:

δPGIC P,t =
∂ PGIC P

∂ δpFA
δpFA,t (7.1)

As the sensitivities of interest here are time independent, the index t will be dropped. For
several flexible energy resources, the sensitivity becomes a vector, which becomes a matrix if
several GICPs are to be observed at once:

⎛

⎝

δPGIC P,1
...

δPGIC P,nbs

⎞

⎠=

⎛

⎜

⎜

⎝

∂ PGIC P,1
∂ δpFA,1

· · · ∂ PGIC P,1
∂ δPFA,nFA

...
. . .

...
∂ PGIC P,nbs
∂ δpFA,1

· · ·
∂ PGIC P,nbs
∂ δPFA,nFA

⎞

⎟

⎟

⎠

⏞ ⏟⏟ ⏞

D

⎛

⎝

δpFA,1
...

δpFA,nFA

⎞

⎠ (7.2)

This matrix can be called the sensitivity matrix D as it calculates all the sensitivities for all
GICPs and flexible energy resources. The sensitivities are in linear order, since only the first
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order derivatives are calculated. The validity of this approximation is analyzed in the results
on page 158.

The sensitivity matrix does not have to be calculated for all flexible energy resources at
once, but a selection of only some of them can be performed and several clusters be created
for the different assets. For example, all wind-power is grouped into one cluster, or all assets
that have specific reaction times. Due to the linearity of the problem, clusters can be added
and the same results be obtained:

⎛

⎝

δPGIC P,1
...

δPGIC P,nbs

⎞

⎠= D1

⎛

⎝

δpFA,1
...

δpFA,nx

⎞

⎠+ D2

⎛

⎝

δpFA,nx+1
...

δpFA,nFA

⎞

⎠ , (7.3)

where nx denotes some arbitrary number of assets which is chosen to be included in the
first cluster. Such clusters can also be optimized with respect to sensitivities, so that some
cluster affects mainly one GICP and another cluster affects mainly another GICP.

For the TSO, a sensitivity vector d⃗ is calculated for each cluster, containing the sensitivities
of the total upward ∆Pup and downward ∆Pdown flexibility onto the GICPs. This way, the
TSO can easily see how much total flexibility is available and how it translates onto the
GICPs. The total upward and downward flexibilities are obtained by addition of all individual
upward and downward flexibilities. The vector d⃗ is calculated in the following way:

d⃗ = D

⎛

⎝

δpFA,1
...

δpFA,nFA

⎞

⎠ ·
1
∆Pup

∆Pup =
nFA
∑︂

i=1

δpup
FA,i (7.4)

Here, the example is for upward flexibility. However, the same is valid for downward
flexibility. If only some assets are to be included, the summation to obtain ∆Pup is only
performed over these assets. The sum over the components of d⃗ does not need to be equal to
one, as losses can occur or be avoided, depending on the power-flow before and after the
request for flexibility. If the providing grid is in a state where it is injecting power into the
transmission grid, and upward flexibility is needed, the losses will rise and for example only
90 % of the total flexibility will be available at the GICPs. However, if in the same situation
downward flexibility is needed, losses will be reduced, and the aggregated amount is greater
than the sum of the individual amounts.

7.1.2. Disaggregation of Requests onto Individual Assets

The moment a TSO needs to activate the flexibility that was aggregated before, the call must be
disaggregated onto the individual assets. There are several ways, how such a disaggregation
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can be performed: proportional to the offered flexibility, proportional to the rated power
of the asset, governed by a minimization of losses, or by another metric. As a distribution
proportional to the offered flexibility is free of discrimination and might be favored by future
regulation, in this thesis, the disaggregation is performed proportional to the offered flexibility
of each flexible energy resource:

⎛

⎝

δPGIC P,1
...

δPGIC P,nbs

⎞

⎠=
δP
∆Pup

⎛

⎝

δpFA,1
...

δpFA,nFA

⎞

⎠ δP ∈ [0,∆Pup] (7.5)

⎛

⎝

δPGIC P,1
...

δPGIC P,nbs

⎞

⎠=
δP

∆Pdown

⎛

⎝

δpFA,1
...

δpFA,nFA

⎞

⎠ δP ∈ [∆Pdown, 0] (7.6)

This proportionality together with the linearization allowing the summation of clusters
leads to a very simple interface: the TSO only needs to specify the cluster and the amount of
power desired.

δp1

δp2

(δp1,max, δp2,max)

(δp1,min, δp2,min)

non-
optimal
setpoints

Figure 7.2.: Non-optimal setpoints due to
different gradients in upward and down-
ward flexibility provision in a case of two
flexible energy resources and active power
flexibility. In the red area, the first asset
shifts its power injection upwards, while
the second one shifts downwards.

As one can see in equations 7.5 and 7.6, the clusters for upward and downward flexibility
are called upon separately. This is done to avoid non-optimal setpoint combinations, where
in case of a request for flexibility, some flexible energy resources shift their setpoints toward
more power injection, while others do the opposite. Figure 7.2 depicts such a case for two
flexible energy resources and their active power flexibility limits. In a case with more assets,
the problem remains the same, but becomes more-dimensional, turning the red triangle into a
pyramid for three assets or a 5-cell for four. Only if gradients for both upward and downward
flexibility are the same, such behavior is avoided.
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7.2. Robust Optimization

In this section, the optimization model to reduce the initial flexibility sets F (0) to safe sets F is
developed. At first, the problem is described and a linearization of power-flow is introduced
before the actual robust optimization model is developed.

7.2.1. Optimization to Calculate Power Flows

One first thought about optimization to solve power flow problems is, why it is possible
to use optimization to solve the problem of power-flow calculation. The easiest and most
apparent method to calculate all power-flows between all buses is using a standard method
for a system of non-linear equations, as the Newton-Raphson method. This iterative approach
uses partial differentiation to find the roots of the system. However, the physical properties
of electromagnetism can also be used, in this case the fact, that the current in a system will
always take the route of least resistance. This means, that power-flows in the system will
always flow such that the losses are minimal.

Rephrasing the problem as an optimization, the objective is simple: minimize all losses
while adhering to certain boundary conditions, which are the power balance equations, based
on the physical conversation laws. A nice side-benefit to using optimization is the possibility
to include additional boundary conditions and costs, for example operating limits of assets in
the grid, or in case of an optimal power-flow, generation costs for electrical power.

7.2.2. Problem Description

The flexibility provisioning problem has two main objectives:

1. Reduce individual initial flexibility limitations δp(0)FA,max, δp(0)FA,min, δq(0)FA,max, δq(0)FA,min to
such values δpFA,max, δpFA,min, δqFA,max, δqFA,min, that a safe operation is guaranteed
for all setpoint combinations inside those boundaries.

2. Keep as much of the initial flexibility as possible to provide a maximum of aggregated
flexibility.

In an optimization problem, the first objective is formulated as boundary conditions while
the second point is the objective function:

fobj =
nFA
∑︂

n

�

cp(δp(0)n,max −δpn,max) + cp(δp(0)n,min −δpn,min) (7.7)

+ cq(δq(0)n,max −δqn,max) + cq(δq(0)n,min −δqn,min)
�

,
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where cp and cq are cost factors for active and reactive flexibility reductions. These cost
factors reflect the marginal economic value of flexibility. To address the first point, boundary
conditions are added:

min fobj so that
Vmin ≤ V
Vmax ≥ V
Sf,max ≥ Sf

∀δp ∈ [δpmin,δpmax], ∀δq ∈ [δqmin,δqmax] (7.8)

To be able to fulfill both points, it is necessary to asses the effect of a change in power
or load injection of each asset onto the power grid. For all non-slack-buses, the voltage
Vns = V (0)ns + δVns changes from its initial, unperturbed values V (0)ns to a new value Vns due
to changes in the power injection at the non-slack-buses Sns = S(0)ns + δSns. Here, δSns are
changes in power injections as caused by a request for flexibility and S(0)ns the initial injections.
S(0)ns is also called the reference point or linearization point, as the linearization of power-flows
is performed at this point.

7.2.3. Linearization of the Power Flow

Linearization is used to be able to simplify the problem and later transform it into a robust
optimization problem. Therefore, higher orders of derivatives are dropped. Taking the power
balance equation 6.13, the functional dependence with respect to voltage changes δV can be
obtained. This can be done by using partial derivatives ∂

∂ δV , which is the same as ∂
∂ V δV or by

using perturbations δV . In general, when writing δX , this is a linear approximation and the
same as ∂ X

∂ Y δY , where Y = V if not specified otherwise. To show that both the derivations, via
perturbation theory and via partial derivatives, are the same and can be used interchangeably,
they are shortly demonstrated, and only the second will be used in the following. At first the
introduction of a perturbation δV :

S = diag(V )Y ∗ · V ∗ (7.9)

S +δS = diag(V +δV )Y ∗ · (V +δV )∗ (7.10)

δS = diag(δV )Y ∗V ∗ + diag(V )Y ∗δV ∗ +˂˂˂˂˂˂˂˂
diag(δV )Y ∗δV ∗ (7.11)

Now, the same as a product of partial derivation:

S = diag(V )Y ∗ · V ∗ (7.12)

∂ S
∂ δV

= diag(
∂ V
∂ δV

)Y ∗V ∗ + diag(V )Y ∗
∂ V ∗

∂ δV
(7.13)

δS = diag(δV )Y ∗V ∗ + diag(V )Y ∗δV ∗ (7.14)
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The third term in Equation 7.11 is dropped, because it contains perturbations of second
order. Analogously, derivatives of higher order are excluded, to simplify the problem to a
desired level. Here, the goal is a linear problem, so that robust optimization can be used and
the speed with which the problem can be solved increases.

In the above equations, S andδS are node-injections. However, in the problem of distributed
flexibilities, a number of flexible assets that are connected to these nodes are put into the
problem. To calculate bus injections from the available asset injections, an asset allocation
matrix AFA is introduced for all nFA flexible assets, describing the relation which asset is
connected to which bus. Node-injections S can be calculated by multiplying the injections
SFA of all assets by the allocation matrix AFA:

S = AFASFA (7.15)

The dimensions of this matrix AFA are Nnb×nFA . An example: Assume a grid with three buses
and five assets, of which three are connected to the second node. The allocation matrix then
looks like this:

AFA =

⎛

⎝

1 0 0 0 0
0 1 1 1 0
0 0 0 0 1

⎞

⎠ (7.16)

As the voltage at the slack-buses bs are kept constant and do not change due to changes in
power injections at non-slack-buses, the problem’s dimension can be reduced. This can be
done by multiplying the vectors or matrices by another allocation matrix Ans ∈ Nnbns×nb . It is
defined by the following relation:

Vns = AnsV (7.17)

Here, Vns is the voltage-vector of non-slack-nodes and V the vector containing all voltages.
An example for a four-bus system is:

Ans =

⎛

⎝

0 1
1

1

⎞

⎠ Vns =

⎛

⎝

v2,ns
v3,ns
v4,ns

⎞

⎠ V =

⎛

⎜

⎝

v1,s
v2,ns
v3,ns
v4,ns

⎞

⎟

⎠
(7.18)

Of course, a similar relation for the admittance matrix is needed which is Yns = AnsYAT
ns,

with AT
ns the transpose of Ans. To construct Ans, an identity matrix 1 is taken and the rows at

the indices of the slack-nodes are deleted. To perform a reverse operation, that is the addition
of slack-buses into a vector of size nbns, the transposed allocation matrix AT

ns is multiplied
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by the non-slack voltage vector Vns. The result is a vector of original dimension nb, but the
entries for slack-buses are replaced by zeros. Using this allocation matrix from Equation 7.17,
Equation 7.14 is rewritten:

δSns = diag(δVns)Y
∗

nsV
∗

ns + diag(Vns)Y
∗

nsδV ∗ns (7.19)

Using linear algebra, this equation can be reformulated so that all voltage deviations δV
are at one side:

δSns = diag(Vns)Y
∗

nsδV ∗ns + diag(Y ∗nsV
∗

ns)δVns (7.20)

Also, real and imaginary parts can be separated to get the equations for active and reactive
power:

δSns = δPns + j ·δQns (7.21)

Writing the separated components in a matrix-equation, the following simplification is
possible:

�

δPns
δQns

�

=

�

A B
C D

��

δVr,ns
δVj,ns

�

, (7.22)

where the entries A, B, C and D are partial derivatives:

A=
∂ Pns

∂ Vr
= diag(Vr,ns)Yr,ns + diag(Vj,ns)Yj,ns (7.23)

+ diag(Yr,nsVr,ns)− diag(Yj,nsVj,ns)

B =
∂ Pns

∂ Vj
= diag(Vj,ns)Yr,ns − diag(Vr,ns)Yj,ns (7.24)

+ diag(Yr,nsVj,ns) + diag(Yj,nsVr,ns)

C =
∂Qns

∂ Vr
= diag(Vj,ns)Yr,ns − diag(Vr,ns)Yj,ns (7.25)

− diag(Yj,nsVr,ns)− diag(Yr,nsVj,ns)

D =
∂Qns

∂ Vj
= −diag(Vr,ns)Yr,ns − diag(Vj,ns)Yj,ns (7.26)

+ diag(Yr,nsVr,ns)− diag(Yj,nsVj,ns)

This equation now shows the change of power or load injection as a function of voltage
changes. The Matrix is also commonly referred to as Jacobi-matrix or Jacobian. However, the
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inverse relation of voltage changes due to variations in active and reactive power is needed,
which can be achieved by inverting the matrix:

�

δVr,ns
δVj,ns

�

=

�

A B
C D

�−1�
δPns
δQns

�

(7.27)

To simplify notation, this inverted matrix is denoted by ∂ Vns
∂ S , Equation 7.27 then simplifies

to:

δVns =
∂ Vns

∂ S
δSns (7.28)

Note, that this inversion is only possible since the slack-nodes are removed. To calculate
power-flow deviations in addition to voltage deviation, Equation 6.28, that describes how to
calculate power-flows into one end of a power line, is used:

Sf = diag(Vf)Y
∗

f V ∗ (7.29)

Now, the same approach used to calculate voltage deviations as a function of power injection
changes is used for all branches l to calculate changes in power-flows as a function of voltage
changes:

δSf =
∂ Sf

∂ V
δV (7.30)

∂ Sf

∂ V
=
∂ diag(Vf)
∂ V

Y ∗V ∗ + diag(Vf)Y
∗ ∂ V ∗

∂ V
(7.31)

Here, δV is a vector of dimension nb. Fortunately, the voltage deviation δV = 0 for slack-
nodes, and the δVns-vectors from Equation 7.28 can be filled with zeros for the slack-buses
with the help of the transposed allocation matrix AT

ns from Equation 7.18:

δVr = AT
nsδVr,ns δVj = AT

nsδVj,ns (7.32)

To obtain the correct allocation-matrix for δV , the Kronecker-product which is denoted by
the ⊗ symbol is used:

δV =

�

1 0
0 1

�

⊗ AT
nsδVns =

�

AT
ns 0
0 AT

ns

�

δVns (7.33)

As for the voltages, active and reactive components are separated to establish equations
for active power injections δPf = Re(δSf) and reactive power injections δQf = Im(δSf) into
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each line:

δPf =
∂ Pf

∂ V
δV (7.34)

δQf =
∂Qf

∂ V
δV (7.35)

As for the voltages in equations 7.23 to 7.26, this can be expressed in terms of partial
derivatives:

�

δPf
δQf

�

=

�

A B
C D

�

⏞ ⏟⏟ ⏞

∂ Sf
∂ V

�

δVr
δVj

�

(7.36)

The block-components of the ∂ Sf
∂ V matrix can be written down as partial derivatives:

A=
∂ Pf

∂ Vr
= diag(Yf,rVr)Cf − diag(Yf,jVj)Cf (7.37)

+ diag(CfVr)Yf,r + diag(CfVj)Yf,j

B =
∂ Pf

∂ Vj
= diag(Yf,rVj)Cf + diag(Yf,jVr)Cf (7.38)

− diag(CfVr)Yf,j + diag(CfVj)Yf,r

C =
∂Qf

∂ Vr
= −diag(Yf,jVr)Cf − diag(Yf,rVj)Cf (7.39)

+ diag(CfVj)Yf,r − diag(CfVr)Yf,j

D =
∂Qf

∂ Vj
= −diag(Yf,jVj)Cf + diag(Yf,rVr)Cf (7.40)

− diag(CfVj)Yf,j − diag(CfVr)Yf,r

The matrix formula can also be written as a product of partial derivatives:

δSf =
∂ Sf

∂ V
∂ V
∂ S
δSns (7.41)

Using the Kronecker-product, the power-flow into a branch is formulated as a functional
dependence of power injection changes analogously to the voltages:

δSf =
∂ Sf

∂ V
12×2 ⊗ AT

ns
∂ Vns

∂ S
δSns (7.42)
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7.2.4. Linearization of Voltage Limits

Now, knowing the change in complex voltages as a function of a variation in power injections,
the boundary conditions for voltages can be formulated to adhere operational limits. These
voltage limits are functions of magnitudes or absolute values. If |V | is set as the vector of
absolute values of the entries of the V vector, the conditions can be formulated:

|Vmax| ≥
|︁

|︁V (0) +δV
|︁

|︁ ∀ δSns (7.43)

|Vmin| ≤
|︁

|︁V (0) +δV
|︁

|︁ ∀ δSns (7.44)

These equations are valid for all nodes, including the slack-nodes, but no deviations δV = 0
are assumed for all slack-buses. These inequalities must hold for all injection-change vectors
δSns. The purpose of the optimization problem is to limit the injection changes to only those
δSns, for which boundary conditions are not violated. However, the power injections, that
can lead to critical voltage changes δVns at non-slack buses, are different for Equation 7.43
and for Equation 7.44. In Equation 7.43, the δSns causing the biggest change of voltage
in positive direction is searched for, while in Equation 7.44, the δSns causing the biggest
change in negative direction is of interest. It is therefore important, to optimize in the correct
direction of voltage changes and not just to maximize δVns. A formulation of the above
formulas, that makes this more obvious is as follows:

|Vmax| ≥maxδSns

|︁

|︁V (0)ns +δVns

|︁

|︁ (7.45)

|Vmin| ≤minδSns

|︁

|︁V (0)ns +δVns

|︁

|︁ (7.46)

This way, the equations not only provide better understanding, but also the problem is
transformed from a “for-all”-type problem into a problem of finding an extreme.

These equations are solved to get a term describing the dependence of the voltage mag-
nitudes from the changes in power injections. The dependency δVns =

∂ Vns
∂ S δSns is already

known. Now, the absolute value function has to be linearized, to obtain a linear problem in
the end. The linearization is set to be:

|︁

|︁V (0)ns +δVns

|︁

|︁≈
|︁

|︁V (0)ns

|︁

|︁+δ|Vns| (7.47)

δ|Vns|=
∂ δ
|︁

|︁V (0)ns

|︁

|︁

∂ S
δSns (7.48)

These last equations are also valid if squared absolute values are used, which helps when
differentiating the absolute value function as a differentiable function of real- and imaginary
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part, which can be rewritten as |z|2 = z · z∗:

δ|Vns|
2 =
∂
|︁

|︁V (0)ns

|︁

|︁

2

∂ S
δSns (7.49)

∂
|︁

|︁V (0)ns

|︁

|︁

2

∂ S
=
∂ diag(V (0)ns ) · V

(0)∗
ns

∂ S
(7.50)

=
∂ diag(V (0)ns )

∂ S
V (0)∗ns + diag(V (0)ns )

∂ V (0)∗ns

∂ S
(7.51)

= 2

 

∂ diag(V (0)r,ns)

∂ S
Vr +

∂ diag(V (0)j,ns )

∂ S
Vj

!

(7.52)

For the absolute value of V (0)ns , it can analogously be written as:

diag(V (0)r,ns)V
(0)

r,ns + diag(V (0)j,ns )V
(0)

j,ns =
|︁

|︁V (0)ns

|︁

|︁

2
(7.53)

Using this linearization, boundary conditions for voltages from Equation 7.45 and Equation
7.46 are reformulated:

|︁

|︁Vmax,ns

|︁

|︁

2 ≥maxδSns

�
|︁

|︁V (0)ns

|︁

|︁

2
+δ|Vns|

2
�

(7.54)
|︁

|︁Vmin,ns

|︁

|︁

2 ≤min
δSns

�
|︁

|︁V (0)ns

|︁

|︁

2
+δ|Vns|

2
�

(7.55)

With Equation 7.28, voltage boundaries are formulated as a function of changes in power
injection:

δ|Vns|
2 =
∂ |Vns|

2

∂ V
∂ Vns

∂ S
δSns (7.56)

=
∂ |Vns|

2

∂ S
δSns (7.57)

Now, the boundary conditions from equations 7.54 and 7.54 are reformulated with the

help of the new matrix ∂ |Vns|
2

∂ V :

|︁

|︁Vmax,ns

|︁

|︁

2 ≥max
δSns

�

|︁

|︁V (0)ns

|︁

|︁

2
+
∂ |Vns|

2

∂ V
∂ Vns

∂ S
δSns

�

(7.58)

|︁

|︁Vmin,ns

|︁

|︁

2 ≤min
δSns

�

|︁

|︁V (0)ns

|︁

|︁

2
+
∂ |Vns|

2

∂ V
∂ Vns

∂ S
δSns

�

(7.59)
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These equations must hold for all vectors δS. Indeed, the goal is to limit the extremes
of the flexibilities δpmax,k, δpmin,k ∈ δP and δqmax,k, δqmin,k ∈ δQ to be provided at each
non-slack-node bns to such values, that this is just the case. In addition, the V (0)ns vectors can
be taken out of the min and max functions, since V (0)ns is independent of changes in power
injections:

|︁

|︁Vmax,ns

|︁

|︁

2 ≥
|︁

|︁V (0)ns

|︁

|︁

2
+max
δSns

�

∂ |Vns|
2

∂ V
∂ Vns

∂ S
δSns

�

(7.60)

|︁

|︁Vmin,ns

|︁

|︁

2 ≤
|︁

|︁V (0)ns

|︁

|︁

2
+min
δSns

�

∂ |Vns|
2

∂ V
∂ Vns

∂ S
δSns

�

(7.61)

≤
|︁

|︁V (0)ns

|︁

|︁

2
−max
δSns

�

−
∂ |Vns|

2

∂ V
∂ Vns

∂ S
δSns

�

(7.62)

This can be rewritten, to explicitly show the inequality in known parts on the left and
unknown parts on the right:

|︁

|︁Vmax,ns

|︁

|︁

2 −
|︁

|︁V (0)ns

|︁

|︁

2
≥max
δSns

�

∂ |Vns|
2

∂ V
∂ Vns

∂ S
δSns

�

(7.63)

|︁

|︁V (0)ns

|︁

|︁

2
−
|︁

|︁Vmin,ns

|︁

|︁

2 ≥max
δSns

�

−
∂ |Vns|

2

∂ V
∂ Vns

∂ S
·δSns

�

(7.64)

Following [143, p. 288], this maximum condition can be rewritten into a norm of our
choosing to find an analytical solution of the inner optimization problem.

max
∥z∥r≤1

wT z = ∥w∥r ′
1
r
+

1
r ′
= 1, (7.65)

where w, z ∈ Rn, r, r ′ ∈ Z, and ∥ ∥r ′ is the dual norm of ∥ ∥r . However, to be able to
perform this step, it is necessary to transform the boundary conditions to achieve a normed
and symmetric z. First, the symmetrization transformation T1 is performed by shifting the
reference point into the middle of the flexibility range:

max
δSmin,ns≤δSns
δSns≤δSmax,ns

∂ |Vns|
2

∂ S
δSns

T1= max
∥︁

∥︁δS̃ns

∥︁

∥︁≤δS̃ l im,ns

∂ |Vns|
2

∂ S
(δS̃ns + Sshift,ns) (7.66)
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As before, δSns =

�

δPns
δQns

�

. For δS̃ns and Sshift,ns, the following holds:

δPns = δP̃ns + Pshift,ns δQns = δQ̃ns +Qshift,ns (7.67)

Pshift,ns =
δPmax,ns −δPmin,ns

2
Qshift,ns =

δQmax,ns −δQmin,ns

2
(7.68)

δS̃ns =

�

δP̃ns
δQ̃ns

�

Sshift,ns =

�

Pshift,ns
Qshift,ns

�

The symmetric limit δP̃ lim,ns instead of the unsymmetrical δPmax,ns and δPmin,ns can be
formulated:

δP̃ lim,ns = δPmax,ns − Pshift,ns = Pshift,ns +δPmin,ns (7.69)

=
δPmax,ns +δPmin,ns

2
(7.70)

Now, parts of the boundary conditions from Equation 7.66 are reformulated using this
transformation:

max
δSmin,ns≤δSns
δSns≤δSmax,ns

∂ |Vns|
2

∂ S
δSns

T1= max
∥︁

∥︁δS̃ns

∥︁

∥︁≤δS̃lim,ns

∂ |Vns|
2

∂ S
(δS̃ns + Sshift,ns) (7.71)

= max
∥︁

∥︁δS̃ns

∥︁

∥︁≤δS̃lim,ns

∂ |Vns|
2

∂ S
δS̃ns (7.72)

+
∂ |Vns|

2

∂ S
Sshift,ns

However, to apply Equation 7.65 the vector δS̃ns must be normalized, so that
∥︁

∥︁δS̃ns

∥︁

∥︁≤ 1.
To achieve this, another transformation T2 is performed as in the following example:

max
∥z∥≤a

(wT z) = max
∥︁

∥︁

z
a

∥︁

∥︁≤1
(wT z) (7.73)

= max
∥z̃∥≤1

(wT z̃ · a) z = z̃ · a (7.74)

When using the ∥ ∥∞ as r-norm, only the largest component of z is needed and all
components of the vector need to be divided by it. However, it is unknown which component
is the largest. Therefore a component-wise division by their maxima which are to be found
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by the optimization is performed:

max
∥z1∥≤a1

...
∥︁

∥︁

∥︁z2nbns

∥︁

∥︁

∥︁≤a2nbns

(wT z) = max
∥z̃∥≤1

(wT diag(A)z̃) A=

⎛

⎝

a1
...

a2nbns

⎞

⎠ (7.75)

z = diag(A) · z̃ z̃ =

⎛

⎜

⎝

1
a1

0 0

0
... 0

0 0 1
a2nbns

⎞

⎟

⎠
· z (7.76)

Here, these factors a1, . . . , a2nbns
are the maxima for active δp̃1,lim, . . . ,δp̃nbns,lim and reactive

power flexibility δq̃1,lim, . . . ,δq̃nbns,lim. Using this transformation, Equation 7.72 is rewritten:

max
∥︁

∥︁δS̃ns

∥︁

∥︁≤δS̃lim,ns

∂ |Vns|
2

∂ S
δS̃ns

T2= max
∥z̃∥∞≤1

∂ |Vns|
2

∂ S
z̃ (7.77)

=

∥︁

∥︁

∥︁

∥︁

∂ |Vns|
2

∂ S
δS̃lim,ns

∥︁

∥︁

∥︁

∥︁

1
(7.78)

The complete term including the shift from equation 7.72 then reads:

max
δSmin,ns≤δSns
δSns≤δSmax,ns

∂ |Vns|
2

∂ S
δSns =

∥︁

∥︁

∥︁

∥︁

∂ |Vns|
2

∂ S
δS̃lim,ns

∥︁

∥︁

∥︁

∥︁

1
+
∂ |Vns|

2

∂ S
Sshift,ns (7.79)

Since Sshift,ns and δS̃lim,ns can be calculated trivially, Equation 7.78 can be formulated

for each bus bns. For better readability ∂ |Vns|
2

∂ V
∂ Vns
∂ S =

∂ |Vns|
2

∂ S = M is set, with Mb,k the (b, k)
component of that matrix (row b, column k):

Mb(Sshift,ns) = Mb

��

0.5 ·δPmax,ns − 0.5 ·δPmin,ns
0.5 ·δQmax,ns − 0.5 ·δQmin,ns

��

(7.80)

= Mb,1(
δp1,max −δp1,min

2
) + · · · (7.81)

+Mb,2nbns
(
δqnbns,max −δqnbns,min

2
)

∥︁

∥︁Mb(diag(δS̃lim,ns))
∥︁

∥︁

1 =

|︁

|︁

|︁

|︁

Mb,1

�

δp1,max

2
+
δp1,min

2

�|︁

|︁

|︁

|︁

+ · · · (7.82)

+

|︁

|︁

|︁

|︁

Mb,2nbns

�

δqnbns,max

2
+
δqnbns,min

2

�|︁

|︁

|︁

|︁
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Using these formulations, the voltage bounds can be written for each bus individually:

V 2
b,max − |Vb|

2 ≥
nbns
∑︂

n=1

(
|︁

|︁Mb,n

|︁

|︁+Mb,n) ·δpn,max

2
+
(
|︁

|︁Mb,n

|︁

|︁−Mb,n) ·δpn,min

2
(7.83)

+
(
|︁

|︁Mb,n+nbns

|︁

|︁+Mb,n+nbns
) ·δqn,max

2
+
(
|︁

|︁Mb,n+nbns

|︁

|︁−Mb,n+nbns
) ·δqn,min

2

|Vb|
2 − V 2

b,min ≥
nbns
∑︂

n=1

(
|︁

|︁Mb,n

|︁

|︁−Mb,n) ·δpn,max

2
+
(
|︁

|︁Mb,n

|︁

|︁+Mb,n) ·δpn,min

2
(7.84)

+
(
|︁

|︁Mb,n+nbns

|︁

|︁−Mb,n+nbns
) ·δqn,max

2
+
(
|︁

|︁Mb,n+nbns

|︁

|︁+Mb,n+nbns
) ·δqn,min

2

By introducing a function f (x) = |x |+x
2 , the notation significantly simplifies:

V 2
b,max − |Vb|

2 ≥
nbns
∑︂

n=1

f (Mb,n) ·δpn,max + f (−Mb,n) ·δpn,min (7.85)

+ f (Mb,n+nbns
) ·δqn,max + f (−Mb,n+nbns

) ·δqn,min

|Vb|
2 − V 2

b,min ≥
nbns
∑︂

n=1

f (−Mb,n) ·δpn,max + f (Mb,n) ·δpn,min (7.86)

+ f (−Mb,n+nbns
) ·δqn,max + f (Mb,n+nbns

) ·δqn,min

The indices (b, n) and (b, n+nbns) can also be interpreted as parts of the partial derivatives
in the Matrix M :

V 2
b,max − |Vb|

2 ≥
nbns
∑︂

n=1

f

�

�

∂ |Vns|
2

∂ P

�

b,n

�

·δpn,max + f

�

−
�

∂ |Vns|
2

∂ P

�

b,n

�

·δpn,min (7.87)

+ f

�

�

∂ |Vns|
2

∂Q

�

b,n

�

·δqn,max + f

�

−
�

∂ |Vns|
2

∂Q

�

b,n

�

·δqn,min

|Vb|
2 − V 2

b,min ≥
nbns
∑︂

n=1

f

�

−
�

∂ |Vns|
2

∂ P

�

b,n

�

·δpn,max + f

�

�

∂ |Vns|
2

∂ P

�

b,n

�

·δpn,min (7.88)

+ f

�

−
�

∂ |Vns|
2

∂Q

�

b,n

�

·δqn,max + f

�

�

∂ |Vns|
2

∂Q

�

b,n

�

·δqn,min

As can be seen, clear and robust conditions are obtained for the optimization problem. The
matrix M can be calculated before the optimization is performed, essentially externalizing
the problem of a power-flow. It can also be seen, what robustness means: If the matrix entry
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Mb,n is positive, the linear response of the voltage magnitude to a change in power injection
δpn at bus n is positive. As a consequence, this boundary becomes active for δpn,max. The
same is valid for δqn,max and the corresponding entry Mb,n+N or, on the other side of the
flexibility plane, for δpn,min and δqn,min. This means, that the solution chooses the maximally
possible change in voltage as a function of power injection changes. On the other hand, if a
term is negative, it vanishes. This way, for each bus, two of the four terms are equal to zero,
one of the first pair and one of the second pair.

7.2.5. Linearization of Power Flow Limits

As introduced in the modeling subsection in the previous chapter on page 116, not only
voltages have boundary conditions, but also power-flows. In this subsection, the linearization
of power-flow limits is developed analogously to the development for the voltage limits above.
Since the development is different in some details, the boundary conditions are covered once
again, this time for the nl branches l. As for the voltages, the linearized power-flow boundary
can be set in absolute values:

|︁

|︁Sf,max

|︁

|︁

2 ≥
|︁

|︁

|︁S(0)f +δSf

|︁

|︁

|︁

2
≈
|︁

|︁

|︁S(0)f

|︁

|︁

|︁

2
+δ|Sf|

2 (7.89)

δ|Sf|
2 = 2 · (diag(P(0)f )δPf + diag(Q(0)f )δQf) (7.90)

However, in contrast to the voltages, the absolute value is of no great help here. To
understand why, a look at the per-unit system has to be taken. Optimization methods and
power-flow algorithms work best if all values are in a similar order of magnitude. In the
per-unit system, voltages take values around one, independent of their voltage level, as the
respective voltage level is encoded in a base-value. A linearization of voltages therefore takes
place at values of about one. The voltage boundaries are symmetric around this linearization
point. For power-flows, the linearization might take place at flows of pf = 0 for many
branches. Here, the absolute value function is not well approximated by a linearization. This
approximation is additionally weakened by the fact that the linearization of power-flows is
flawed at this point due to the underestimation of transmission losses. This problem can
only in part be compensated by a clever choice of the linearization point. Therefore, another
approach has to be taken.

To achieve results that are better in guaranteeing the adherence of all boundary conditions,
another set of limits is added, in which linearization is only performed once, in contrast to
the voltages as done above. The idea behind the alternative boundary conditions is simple:
The sum of the power-flow into a branch S(0)f,l and its linearized change δSf,l as a function of
the power injection changes Sns is set to be less than the allowed power-flow Sf,max. However,
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P

Q

Sf,max

Pf,max

−Pf,max

Qf,max

−Qf,max

P

Q

Sf,max

0.92 · Pf,max

-0.92 · Pf,max

0.92 ·Qf,max

−0.92 ·Qf,max

Figure 7.3.: Alternative boundaries for power-flows: On the left, non-conservative bound-
aries are added which do not cut away feasible solutions, but allow boundary
violations (gray areas). On the right, boundaries are set conservatively, guar-
anteeing no power-flow limit violations, but viable solutions are lost (gray).
To reduce the areas, in addition to the boundaries in P and Q, conditions are
introduced at angles of 45°. The factor of 0.92 on the right is rounded from
cos(22.5◦), the maximal distance from the octagons edge to its circumcircle.

since S(0)f,l can take any orientation in the PQ-plane, and it is not desired to leave the linear
problem optimization class by introducing a circular boundary, this circular boundary is
approximated by an inscribed polygon. Figure 7.3 depicts the concept behind the idea. The
boundary is always circular as it is is defined by the power-rating of the power-line. This
rating is given in apparent power, creating a circle in the PQ-plane.

These new conditions can be added in arbitrary ratios of Pf and Qf in the PQ-plane and can
be either conservative, cutting away feasible solution space, but guarantee compliance with
boundary conditions, or non-conservative, not cutting away feasible solutions, but allowing
violations of power-flow limits. Figure 7.3 shows the difference of these two options for
boundaries solely in P and Q-direction and also in a mixed direction of 45°. These eight
additional boundary conditions essentially form an octagon in the solution space.

Figure 7.4 shows the solution space that is lost when using conservative limitations de-
pending on the number of additional boundary conditions. Of course, the more limitations
are introduced, the better they approximate the physical conditions, but also the slower the
algorithm will be. The same is valid for non-conservative limitations, in which case the mean
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4 8 12 16

Figure 7.4.: Overestimation and underestimation of the solution space limited by polyg-
onal boundary conditions as a function of the order of the polygon in the
non-conservative (top) and conservative case (bottom).

Table 7.1.: Ratio of conservative and non-conservative polygonal limitations to the real
solution given by the power-flow limit Sf,max.

Corners of polygon 4 8 12 16

Non-conservative 1.41 1.08 1.04 1.02
Conservative 0.71 0.92 0.97 0.98

overestimation will decrease with rising number of limits.
In Table 7.1, the maximum distance between the circumference of polygons with circumra-

dius/conservative and inner radius/non-conservative with respect to the circle that is defined
by the thermal limits Sf,max are listed. Only polygons that are of an order of multiples of four
are shown, since only those can be used to add the “easy” conditions in directions of P and
Q, which are computationally half as expensive to instantiate as the other ones. As one can
see, the jump in accuracy from four corners to eight increases the accuracy by over 20 %,
while adding more corners has smaller marginal returns. The factor of cos(22.5◦)≈ 0.92 is
the difference of the height of a triangle of 45°1 to the circumradius.

1The angle of the inner corner of each of the eight triangles inside an octagon, as 360/8= 45
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In this thesis, to achieve a short runtime and sufficient accuracy, a conservative octagonal
limit is chosen. Following Equation 7.91, these eight additional limits can be formulated by
using a normal vector pointing in the respective directions. For each n̂α in α = 45◦ · {0, . . . , 7}
the limit can be written as:

n̂αδSf ≤ cos(22.5◦)Sf,max − n̂αS(0)f (7.91)

With the help of the new unit vector n̂α, the new inequalities are set that must hold true
for all maximal δSns:

max
δSns

n̂αδSf ≤ cos(22.5◦)Sf,max − n̂αS(0)f (7.92)

Here, as in Equation 7.42, δSf =
∂ Sf
∂ V 12×2 ⊗ AT

ns
∂ Vns
∂ S δSns. For reasons of brevity, we set:

W =
∂ Sf

∂ S
=
∂ Sf

∂ V
12×2 ⊗ AT

ns
∂ Vns

∂ S
(7.93)

Following reformulation is done:

max
δSns

n̂αδSf =max
δSns

n̂αWδSns (7.94)

Using the transformation T1 already introduced for voltages in Equation 7.66 is used to
make the problem symmetric:

max
δSmin,ns≤δSns
δSns≤δSmax,ns

n̂αWδSns
T1= max
∥︁

∥︁δS̃ns

∥︁

∥︁≤δS̃lim,ns

n̂αW (δS̃ns + Sshift,ns) (7.95)

Now, applying the second transformation T2 as in Equation 7.78 to normalize the vectors,
the desired simplification is obtained:

max
∥︁

∥︁δS̃ns

∥︁

∥︁≤δS̃lim,ns

n̂αWδS̃ns
T2=
∥︁

∥︁n̂αWδS̃lim,ns

∥︁

∥︁

1 (7.96)

As for the voltages, these two transformations result in:

max
δSns

n̂αδSf =
∥︁

∥︁n̂αWδS̃lim,ns

∥︁

∥︁

1 + n̂αWSshift,ns (7.97)

Inserting Sshift,ns =
1
2

�

δPmax,ns −δPmin,ns
δQmax,ns −δQmin,ns

�

and S̃lim,ns =
1
2

�

δPmax,ns +δPmin,ns
δQmax,ns +δQmin,ns

�

and

writing Equation 7.92 component wise and using f (x) = |x |+x
2 , the following is obtained for
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all lines l:

cos(22.5◦)Sf,l,max − n̂αS(0)f,l ≥
nbns
∑︂

n=1

f (n̂α,1Wl,n + n̂α,2Wl+nl,n)δpn,max (7.98)

+ f (−n̂α,1Wl,n − n̂α,2Wl+nl,n)δpn,min

+ f (n̂α,1Wl,n+nbns
+ n̂α,2Wl+nl,n+nbns

)δqn,max

+ f (−n̂α,1Wl,n+nbns
− n̂α,2Wl+nl,n+nbns

)δqn,min

For a better intuition, the equation can be rewritten in terms of partial derivatives:

cos(22.5◦)Sf,l,max − n̂αS(0)f,l ≥
nbns
∑︂

n=1

f

�

n̂α,1

�

∂ Pf

∂ P

�

l,n
+ n̂α,2

�

∂Qf

∂ P

�

l,n

�

δpn,max (7.99)

+ f

�

−n̂α,1

�

∂ Pf

∂ P

�

l,n
− n̂α,2

�

∂Qf

∂ P

�

l,n

�

δpn,min

+ f

�

n̂α,1

�

∂ Pf

∂Q

�

l,n
+ n̂α,2

�

∂Qf

∂Q

�

l,n

�

δqn,max

+ f

�

−n̂α,1

�

∂ Pf

∂Q

�

l,n
− n̂α,2

�

∂Qf

∂Q

�

l,n

�

δqn,min,

where the indices (· · · )l,n stand for the (l, n) entries in the matrices. As for the voltages, this
result captivates the eye by its simplicity: All power-flow boundary conditions are provided in
a pre-computed matrix and the secondary problem of keeping power-flows inside boundaries
is put into one formula. The optimization problem becomes a simple minimization of flexibility
limitations with two boundary equations for voltages and eight for power-flows.

If different boundary conditions instead of octagonal ones are chosen, it is necessary to use
the correct n̂α,x and adapt the factor of cos(22.5◦). The argument ∢ of the cosine function is
easily determined by corners of the polygon:

∢= 360◦/2·ncorners (7.100)

However, a compromise has to be found between speed, which favors lower order polygons,
and accuracy, which favors higher orders. In this work, octagonal boundaries were chosen as
they offer arguably the best compromise.

7.3. Implementation

The algorithm itself consists of the optimization model, which itself consists of the objective
function and the boundary conditions, and the corresponding functions to prepare and
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transform the input data, namely the linearization functions. This results in a very simple
optimization model, as the more complex calculations are externalized.

7.3.1. Optimization Model

In the optimization model, at first the cost function as defined in Equation 7.7 is used to
set the goal of the optimization. The objective is to minimize the cost function in order to
achieve an optimal result. Here, the optimum is that initial flexibilities are not limited, such
that the safe flexibilities are equal to the initial flexibilities. To lessen the computation time,
this upper limit in optimality can be given explicitly to the numerical solver.

The boundary conditions for voltages from Equation 7.87 and for power-flows from Equa-
tion 7.99 are added to restrict the possible solutions to those that guarantee a safe operating
state.

The algebraic modeling language AMPL [200] is used to formulate this problem, including
additional formulas to aggregate power injections by flexible assets onto nodes. To solve the
formulated optimization problem, a numerical solver is needed. In this thesis, the open-source
SCIP solver [201] is used, which uses an evolved Simplex algorithm [202].

The simplex algorithm follows a simple approach: the objective is expected to be extreme
if a bound is active, which can mathematically be shown to be true. This way, the algorithm
“only” needs to walk the borders of the multi-dimensional solution space that is set by the
boundary conditions. Somewhere along this walk it has to find the extreme value of the cost
function if the problem is properly defined. If the problem is not properly defined, such that
is is unbound in some direction in this multi-dimensional space, it becomes infeasible. As the
theory behind this algorithm already in its base form is very complex, no further elaboration
on this topic follows.

7.3.2. Conceptual Description of the Algorithm

The optimization model itself is only a part of the algorithm to calculate safe flexibilities. One
part that is externalized from the optimization itself is the linearization of the power-flow
and the calculation of the linear factors being used in the boundary conditions in Equations
7.87 and 7.99. To better understand how these parts interact, the algorithm is described as
an instruction in the following:

1. Using a grid model and a set of flexible and inflexible loads that are connected in
this grid, the power-flow at the reference point is calculated. If the initial power-flow
calculations at the reference point fail, it is not possible to calculate safe flexibility
ranges, as the rest of the algorithm is based on the result of said power-flow. In this
case, the algorithm is stopped.
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2. Using the allocation matrix AFA, which maps flexible assets onto grid nodes, and the
allocation matrix Ans, as defined in Equation 7.17, which reduces the grid dimension
to only non-slack buses, voltage vectors and the Jacobi-matrix ∂ S

∂ Vns
is calculated.

3. An inversion of the Jacobi-matrix returns the sensitivity matrix ∂ Vns
∂ S as defined in

Equation 7.27. Following Equation 7.56, the sensitivity of voltage amplitudes as a

function of power-injection changes ∂ |Vns|
2

∂ S is calculated.

4. The inverted matrix from equation 7.27 is used to calculate the sensitivity matrix for
power-flows ∂ Sf

∂ V as defined in 7.41. At this point, all pre-optimization steps have been
performed.

5. To instantiate the optimization problem, the parameters in the boundary conditions are
filled with the pre-calculated sensitivity values. Now, the safe flexibility ranges of the
flexible assets are the only variables in the linear program. The algebraic formulation
is converted into a formulation readable by the solver.

6. The minimization of the cost function defines, that the difference between initial
flexibility ranges and safe flexibility ranges is to be minimized while the boundary
conditions restrict the solution space, if any become active. The solver, here SCIP 7,
chooses a starting point and walks along the edges of the polyhedron defined by the
boundary conditions until the minimum value for the cost function is found.

7. After minimal limitations to the initial flexibilities have been calculated, these values
are communicated back to the user who can check the result by running power-flows
in the extreme corners given by the safe flexibilities.

7.3.3. Integration and Tool-Chain

To implement the algorithm, a pre-existing tool-chain from a previous project [89] was taken
and adapted to the needs of the algorithm. It uses Matlab as the interface to the user to
enable fast scripting and development. To perform power-flow calculations and manage grid
models, Matpower [168], an open source library for solving power flow problems, is used.

To integrate the chosen solver, SCIP 7 [201], a series of interfaces is needed:

• At first, the user provides matlab with the data needed to run a power-flow calculation:
a grid model, loads and generators, and time-series or set-points for the loads and
generators. Additionally, flexibility factors are used to create flexible loads if they are
not already parameterized.
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• A web-service is hosted locally to wrap the C++ code that includes the optimizer. After
creating the necessary objects, the functions in Matlab send them to the web-service.

• The web-service receives the objects and converts them to fill the C++ classes with the
corresponding data. The linearization functions and matrix algebra is performed by
using the matrix algebra library Eigen [203]. Afterwards, the optimization problem is
instantiated and SCIP is called as the solver.

• As the optimization problem itself is written in AMPL [200], it is converted to C++ to
be readable by the chosen solver. This has to be done every time a change is performed
to the optimization code itself.

• The solver returns the solved problem. The solution includes the last objective value
and the optimized flexibilities.

• This solution is sent to the Matlab client via the web-service.

This whole tool-chain is depicted in Figure 7.5. So far, no optimization to parallelize the
program has been done, which results in the fact that the whole algorithm only runs on a
single core of the computer.
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Matlab User Interface
• Power-flow calculation

• Client side of web-service

User Inputs

Grid Control Module
• Hosting of webservice

• Matrix algebra

• Optimization via SCIP 7

AMPL Code
• Converion into C++ code

Matpower Grid
Flexibility factors

Loads
Cost factors
Time Series

Grid model
Flexible loads

Load-to-bus map
Cost factors

Optimization model

Optimized flexibilities

Optimized flexibilities

Figure 7.5.: Tool-chain and integration of the optimization model to perform calculations
of safe flexibility sets.
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Summary

In this chapter, two main topics are outlined: flexibility clusters to aggregate individual
flexibilities and disaggregate requests back onto individual flexible energy resources,
and robust optimization with linearized power-flow calculation to minimize individual
flexibility reductions while guaranteeing a safe operating state. To achieve both points
the following aspects are covered:

• Individual power injections distribute their power onto grid interconnection points
according to the impedance of the respective connection. In a sensitivity matrix D,
all these distribution factors can be collected in a linearized manner by calculating
derivatives.

• Disaggregation of requests for flexibility is done proportional to the offered
amount.

• Flexibility clusters can easily be split and added if needed due to their linear
nature.

• To avoid non-optimal setpoints, upward and downward flexibility are provisioned
separately.

• An objective function is formulated to minimize reductions in initial individual
flexibilities, while boundary conditions are needed to guarantee a safe operation
for all setpoint combinations.

• Power-flow calculation can be linearized and both voltages and power-flows into
lines can be calculated as functions of power injection changes at non-slack-buses.

• Voltage limits can be linearized in their absolute values, allowing the transforma-
tion of the optimization problem into a master problem, minimizing flexibility
limitations, and an analytical formulation of boundary conditions for voltages.

• A similar approach is chosen for power-flows, but linearization of the absolute
value function does not work as well as it does for voltages. A set of new con-
servative boundary conditions can be introduced to approximate power-flow
bounds.
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• For both voltage and power-flow bounds, the boundary conditions can be solved
analytically as functions of the flexibility limits. This creates an optimization
problem with a very simple and enlightening formulation, which gives insights
why the optimization is robust: Sensitivities determine if a boundary condition
becomes active for the flexibilities that are maximized by the objective function.

• Implementation of the algorithm was done in a pre-existing tool-chain that was
adapted to enable matrix calculations and the handling of large grids.
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8. Results

In this chapter, the results of the application of the algorithm to calculate optimized safe
flexibility ranges are listed and discussed. At first, conceptual results are discussed to explain
how the algorithm performs, followed by the evaluation of the validity of linearization, both
in the case of the flexibility cluster and the linearization for power-flow calculation. On a
conceptual test grid, optimality and adherence to boundary conditions are tested, before
superimposed power-flows are added to evaluate their influence. At last, the algorithm is
tested on a real distribution grid and compared with a nonlinear approach.

8.1. Conceptual Results

To get an idea how the optimization works and what the results are, a suitable state in the
grid is needed. This state ideally includes large amounts of flexibility, that, if no limitation is
performed, lead to violations of boundary conditions. Also, it is important, that the reference
values for all assets do not lead to such violations, as the optimization becomes infeasible.
To show exemplary results, a period with high availability of RES is chosen, in this case, an
evening in June. Additionally, the flexibility is scaled up, to achieve violations of boundary
conditions for extreme setpoint changes in the initial flexibility set F (0), so that a reduction
of initial individual flexibilities becomes necessary.

Figure 8.1 shows the results of the flexibility optimization. The initial flexibility is plotted
as dotted area in Figure 8.1a. There are combinations of individual setpoint activations,
that can lead to currents on the power line with index 40 that exceed the branch limits, as
depicted in Figure 8.1b. Here, the horizontal dashed line in orange shows the current limit.
If the initial flexibility set was not limited, a request for this flexibility could lead to currents
that exceed this current limit, as plotted with the dashed black line. The optimization process
limits the initial flexibility set F (0) to a safe set F , which is shaded in blue. In case of a request
for flexibility provision, all possible setpoints inside this safe area lead to currents that are
less than the rated current on branch 401.

1The difference between rated current and maximum allowed by the optimizer is due to conservative boundary
conditions, which cut away feasible solution space. Quantification follows in Section 8.3.
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Time
(a) Aggregated flexibility from wind-power in

a test grid. Initial flexibility (dotted area,
dashed boundary) is reduced to a safe flexi-
bility set (colored area) around the reference
injection (red).

Time
(b) Initial current over a power line in the test

grid (dashed line) and current reduced by the
optimizer (blue line). The orange dahshed
line denotes the rated current below which
the current must be reduced.

Figure 8.1.: Reduction of flexibility from wind-power to meet operational boundary condi-
tions.

The choice of conservative boundary conditions reduces the solution space and in turn
produces less-than-optimal results. Less-than-optimal here means, that flexibility is reduced
in excess of the necessary reduction. However, conservative boundaries also guarantee a safe
operating state, which is very important for grid operation. To illustrate the importance of
this guarantee of safe flexibility, consider the following scenario of using the initial, unsafe
flexibility set: A DSO aggregates the individual flexibilities of the flexible energy resource
connected to his grid and communicates the aggregated amount. The TSO includes this
aggregated value into his calculations and, after the occurrence of a critical outage, requests
the aggregated flexibility. After the provision of this flexibility and the activation of all
individual setpoint changes, the providing distribution grid exceeds some operation limits.
Now, the DSO needs to adapt the power injections and load flows and, as a consequence, the
setpoints at the GICPs change a second time. This makes the control problem uncertain from
the TSO’s perspective and leads to new problems in the transmission level. However, if the
provided flexibility is slightly less than what could have been provided given optimality, the
TSO will plan with this smaller amount of flexibility and can adapt his preventive redispatch
process to reduce transmission line loadings. The possible costs of slightly increased redispatch
measures are much lower than those of a cascading outage due to unavailable flexibility in a
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n-1 situation.
As a side-note: As the flexibility areas are aggregated for TSOs, upward flexibility ∆Pup

is plotted at negative ordinates, while downward flexibility ∆Pdown is plotted at positive
ordinates. This is due to the fact, that the TSO sees loads as positive values in his control center,
while generation is seen as negative load. In the following graphics, the same convention,
called passive sign convention, is used.

8.2. General Applicability of Linearization

To assess the general applicability of linearization, a small test grid is created which can be
seen in Figure 8.2. The flexible load’s injection is varied between −1300 and 1300 MW at
a constant −100 Mvar of reactive power injection. To get smooth gradients, the number of
steps is chosen to be 200. As a result, the increment from one simulated state to the next is
13 MW in power injection. Voltage at bus 2 as well as power-flow into the connecting branch
are calculated and plotted. To analyze the influence of the linearization point, three points
are investigated: at 0 MW, +500 MW, and −500 MW injection of the flexible load.

b1 b2

Flexible Load

Fixed voltage/Slack

Figure 8.2.: Two bus test grid for analyzing the scope of the linearization and get an
estimation of the resulting errors. The line rating is Sf,max = 259 MVA.

At first, linear and analytical solutions for voltage magnitudes at bus 2 are compared and
plotted in Figure 8.3. The analytical solution is calculated using equation 6.28:

sf = v1(y
s
1,2 + ysh

1,2)
∗v∗1 + v1(−ys

1,2)
∗v∗2 (8.1)

This equation can be solved for the complex voltage at bus 2:

v2 =

�

v1(ys
1,2 + ysh

1,2)
∗v∗1 − sf

(−ys
1,2)∗v

∗
2

�∗

(8.2)
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For the linearized voltages, formulas introduce in Equation 7.28 are used:

|v|2 = V 2
r + V 2

j + 2 · (VrδVr + VjδVj) (8.3)

δVr =
∂ Vr

∂ p
δp+

∂ Vr

∂ q
δq (8.4)

δVj =
∂ Vr

∂ p
δp+

∂ Vr

∂ q
δq (8.5)

As displayed in Figure 8.3, the analytical solution is a curve with a larger negative slope for
the positive power injections than for the negative ones. This part of the curve is sometimes
called “Nasenkurve” in German, which translates to “nose-curve” and it describes the nose-
shaped voltage drop for high loads.

The three linearization points and the tangents describing the linearization itself, are
plotted in yellow, red, and blue. Of course, the further the linearization point is located from
the evaluation, the higher the errors become with respect to the exact solution. However,
the power-flow limits here are already passed at ±250 MW power injections. Therefore, the
difference between the linearization at point 0 MW and the black analytical solution do not
differ much in states that occur in operation. In fact, at p2 = −254 MW, the difference is less
than 0.15 % or 0.015 kV. At p2 = 255 MW, the difference is less than 0.34 % or 0.38 kV. An
error of 1 % is reached at p2 = −460 and p2 = 435 respectively.

For the power-flows, the same procedure is performed and can be seen in Figure 8.4. Here,
the linearized power-flow is calculated with the formula from Equation 7.42:

|sf|
2 = p2

f + q2
f + 2 · (pfδpf + qfδqf) (8.6)

δpf =
∂ pf

∂ V
∂ V
∂ S
δs (8.7)

Only positive values are plotted, as negative values do not make sense here. As the
linearization at the point pin = 0 would be a horizontal line, the linearization point is set
at ∆Pin = −6.2 MW to the left of the zero point. To get a true value for comparison, the
Newton-Raphson power-flow calculated value is also plotted in Figure 8.4.

As is depicted, the absolute value of the power-flow is not linearized very well, which
is the reason why the algorithm does not use it. Especially, if linearization is done close
to Pin = 0, the linearization produces results that are far off. For example, at pin = −125
MW, the linearization performed at ∆Pin = −6.2 MW is already 50 % below the true value
and does not reach the power-flow boundary in the evaluated interval2. The contrast to the
linearization of the voltage is evident at first glance. However, if the linearization point is

2Values given here are square-roots of the values plotted.
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Figure 8.3.: Comparison between the analytical and linearized solution of the voltage
magnitude calculation at bus 2 in the grid shown in Figure 8.2. The gray area
depicts the voltage boundaries, which are at ±10 % of the nominal value.

close to the evaluation point, the approximation performs better. For example at −607 MW,
the inaccuracy of the linearization performed at −500 MW is less than 1.5 %.

From the analysis, it is concluded that a linearization of power-flows at reference points
closer to zero than the evaluation point will lead to an underestimation of losses. This is due
to the fact that the linearization extrapolates the losses at the linearization point, which are
lower than the ones closer to the power ratings or current boundaries. A linearization outside
the boundaries is possible in theory, but the robust optimization model does not converge for
such reference points, excluding this option from practical use. It is possible to calculate the
linear sensitivities at points outside the boundaries, but provide the optimizer with reference
power injections for states inside the limits, which in turn mimics the robust approach chosen
here by a much more complex process. In this thesis, instead of shifting linearization points
to get better estimates, octagonal power flow boundaries are used, as shown in Figure 7.4 in
the previous chapter.
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Figure 8.4.: Analytical and linearized solution of the power-flow calculation over the
branch connecting bus 1 and bus 2 in the grid shown in Figure 8.2. The gray
area depicts the power-flow boundaries, which are at ±259MV A.

8.3. Tests on a Conceptual Test Grid

Figure 8.5 shows a conceptual test grid, following the test grid that was created for the
demonstrator used in the InnoSys project [52]. It consists of five buses in the distribution grid,
here 110 kV, and two slack-buses in the transmission grid, here 380 kV. The power ratings are
260 MVA for power lines and 400 MVA for the transformers. Resistances, reactances, and
line charging susceptances are taken from real power grids.

At each of the buses b2, b3, and b4, loads, PV plants, and wind farms are connected, with
different flexibility factors. Both the installed capacity as well as the flexibility factors can be
scaled. This scaling is performed to get non-critical reference cases and initial flexibility sets
in which the most critical activations violate the operational boundaries.

On this test grid, a few tests can be performed concerning the two main aspects of quality
for the developed algorithm:

1. Adherence to boundaries: It is important, that the operational boundaries are not
transgressed.

2. Optimality: Only necessary limitations of initial individual flexibilities should be per-
formed by the algorithm.
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b1 b2 b3 b4 b5

s1 s2

Figure 8.5.: The conceptual test grid with five HV buses and two UHV slack-buses. Trans-
formers have a power rating of 400 MVA each, while power lines are rated at
260 MVA.

To analyze how the developed linear optimization algorithm performs with respect to
these two aspects, the first week of each of the twelve months of the year are simulated in
15-minute resolution. To determine the adherence of boundary conditions, the maximum
utilization of all assets at each time-steps is determined. A value higher than 100 % would
indicate over-utilization. The maximum utilization is defined as:

µt =max
C

maxδp,δq uC ,t

uC ,lim
∀ C ∈ {lines l, buses b}, (8.8)

where uC ,t is the usage of asset C at time t and uC ,lim its operational boundary.
In Figure 8.6, the maximum utilization µt is plotted over time in 15-minute resolution. As

the figure shows, at no time the maximum utilization exceeds 100 %, which means that no
boundary conditions were violated.

To test the efficiency of the approach or determine how close the maximum utilization
µt is getting to 100 %, it is necessary to know when a reduction of the initial flexibilities is
performed and evaluate the average maximum utilization 〈µt〉 for these time-steps.

Figure 8.7 depicts the monthly means over 〈µt〉 with error bars representing the standard
deviations of the average values. As becomes visible, the mean values are, including errors,
between 98 % and 99 %. This means that the power lines and buses that are closest to their
operating boundaries and therefore become the active boundary are only between one and
two percent away from a full utilization. The active boundary is the boundary condition in
the optimization problem which is the limit that enforces a reduction in the objective function.
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Figure 8.6.: Maximum utilization µt for all assets in the test grid over 12 first weeks in 15
minute resolution.

If the boundary becomes active at 100 % utilization, the objective function is at its theoretical
maximum. However, as conservative boundary conditions are used, this theoretical maximum
cannot be reached. Depending on the orientation of the sf-vector in the complex pq-plane
for each power line, in the worst case reductions can reach 8 %, as is displayed in Figure
7.3. However, in the application to the conceptual grid, it turns out that reductions seldomly
reach 3 %, as is shown in Figure 8.7.

The objective function from Equation 7.7 also evaluates to lower values due to the conser-
vative boundaries. In Section 8.6, the magnitude of this reduction is evaluated.
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Figure 8.7.: Mean utilization µt for all assets in the test grid over each months first weeks
in 15 minute resolution. Error bars indicate extreme values
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8.4. Superimposed Power-Flows and their Effect on Flexibility
Provision

Figure 2.3 shows the effects of slack angle differences δϑ. Slack angle differences cause power-
flows on the power lines in the connected transmission grid. Proportional to the impedance
of the two paths the power-flow can take, either via the transmission or distribution grid, a
part of the power-flow is shifted into the distribution grid. This effect is analyzed by taking
the conceptual grid shown in Figure 8.5 and setting a new slack angle at bus s2. The angle ϑ
is incremented in steps of 1°, from -7°to 7°, resulting in 15 samples.
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Figure 8.8.: Influence of the slack angle difference δϑ onto aggregated flexibilities and
sensitivities onto the grid interconnection point (GICP). Yellow areas are
downward and blue areas upward flexibilities.

Figure 8.8 shows the results of this analysis. Negative slack angle differences δϑ < 0 mean,
that the power-flow in the transmission grid points from the right slack-bus s2 to the left
slack-bus s1: At a slack angle difference of δϑ = −1◦, the superimposed power-flow cancels
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the power-flow caused by the energy resources connected in the distribution grid itself. This
power-flow from the lower bus numbers to the higher ones is caused by a non-symmetrical
load distribution, with a load of 105 MW being connected at b2, while at buses b3 and b4,
135 MW are installed. The generation capacities and power injections are distributed equally,
with power injections from PV of −45 MW and −210 MW from wind-power at each bus. As a
consequence, the total flexibility shown in Figure 8.8b shows the largest amounts at an angle
of δϑ = −1◦.

As the slack angle difference is further reduced, in the area of δϑ = [−1◦, . . . ,−7◦], the
superimposed power-flow puts a preloading on all power lines, reducing the amount of
flexibility that can be provided by the flexible energy resources. Only the flexible energy
resources that are connected at the left buses with lower indices can continue to provide
flexibility. In the lower three figures 8.8d, 8.8e, and 8.8f, the upward and downward flexibility
that can be provided by the loads at each bus are displayed. Indeed. the upward flexibility
(blue) is decreased at first for bus b5 and for higher δϑ also for bus b4. As a consequence
of the reduction in flexibility for buses b4 and b5, the sensitivity with respect to the total
flexibility at bus s1 rises for smaller δϑ in Figure 8.8a, while it is reduced for bus s2 in Figure
8.8c.

For slack angles differences δϑ = [0◦, . . . , 7◦], the same phenomenon can be observed, just
in the opposite direction: Now, flexibility from bus b3 is limited first, while b5 can provide
its initial, unlimited flexibility. The downward flexibility depicted in yellow is not reduced
in any case, as the distribution grid itself is injecting power into the transmission grid. If its
loads were withdrawing more power than the generation provides, the yellow areas would
be reduced. The sensitivity for downward flexibility also shifts as a function of δϑ. This
shift is also due to the changes in power-flow into the distribution grid in dependence of δϑ
while providing downward flexibility: Power flows are proportional to δϑ and therefore the
sensitivity at one GICP rises with the difference in ϑ relative to the other GICP.

These results show, that considering superimposed power-flows is of importance when
providing flexibility due to the additional limitations these superimposed power-flows can
cause. This is in contrast to distribution grids in a star-topology, with only one GICP, where
these superimposed power-flows do not exist and therefore this phenomenon does not need
to be taken into account.

8.5. Validity Considerations of Flexibility Clusters

The flexibility clusters introduced in Section 7.1 are a simplification: Sensitivities are only
calculated in linear order, which lead to possible errors in flexibility provisioning. The
same conceptual test grid is used to determine if the errors caused by this simplification are
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significant.
In this test grid, three flexible energy resources are modeled at buses b3, b4, and b5, with

100 MW (b3) and 280 MW (each b4 and b5) installed generation capacity. Now, the power
injections are reduced in 30 steps and a power-flow is calculated for each step. As a result of
the power-flow calculation, the power flowing over the GICPs between s1 and b1 is known,
as well as the one between s2 and b5. These values are taken as true values and are plotted
in the upper part of Figure 8.9 in black dashed lines.
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Figure 8.9.: Comparison of flexibility provision by flexibility cluster and exact calculations.
Absolute values are shown in the upper half, while differences between
exact calculations and the flexibility cluster are plotted in the lower half.
Dashed values in the lower plot correspond to right axis and depict relative
differences.

For the flexibility cluster, values for sensitivities are calculated once and evaluated for the
same power injections as the true values. The results of this evaluation are compared to one
another in the upper half of Figure 8.9, with the red line displaying values for the GICP at s2,
and the blue line for bus s1.
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In the lower part of Figure 8.9, the relative difference between solutions are plotted as
dashed lines, while absolute differences are plotted as solid lines. The absolute difference
is highest for values around 325 MW, while the relative difference is highest for values of
640 MW. This is due to the small base values, resulting in large relative errors. The worst
error in absolute numbers is less than 2 MW, which corresponds to a relative error of less
than 1 %. This does not pose a problem, as the optimization process produces conservative
boundaries, which counter an overestimation of flexibility. In addition, the flexibility cluster
does underestimate the available flexibility, which means that the TSO does not receive values
for possible setpoints that cannot be reached.

8.6. Application to a German 110 kV Distribution Grid

Of course, the algorithm is not developed to optimize flexibilities on grids with seven buses.
An application to a real distribution grid is needed to determine its performance in a realistic
setting. Real-life distribution grids can span several hundreds of kilometers with several
hundreds of nodes. However, since controlling such large grids is much harder than it is to
control parts of these grids, some operators split their grids into groups, that are not directly
and horizontally connected in the HV level. Splitting grids at suitable buses also leads to
less superimposed power-flows and can simplify the communication with lower voltage grids
operated by different DSOs due to the lower number of communication partners.

In the scope of this thesis, a real grid model in Baden-Württemberg was provided by Netze
BW. The regional extent of this grid is shown in Figure 8.10. Netze BW is the only HV grid
operator in Baden Württemberg and operates a 110 kV grid with a combine length of over
7500 km of power lines and 280 substations [204]. The HV grid is split into several groups
that are denoted with colors. The group that is used here is the “red” group in the north-east
of the state.

This part of the grid exhibits high numbers of renewable installations in the HV level in
comparison with other parts in Baden-Württemberg and injects up to 500 MW back into the
transmission grid given the right circumstances. Table 8.1 shows the key parameters of this
grid used in the simulation.

As the power-flow calculation on parts of the grid model did not converge in Matpower, six
buses with water power plants in the south of the model are removed. This removal does
not change the outcome of flexibility calculations, as these run-of-river power plants are not
modeled to provide flexibility. The remaining branch-bus model features 94 buses and 114
branches. In addition to the flexible energy resources that are already installed today, planned
wind-power and PV farms are added and the grid model is selectively reinforced to be able to
handle the additional power injections. With these additional flexible energy resources, 21
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Stalldorf

Kupferzell

Großgartach
Goldshöfe

Rotensohl

Niederstotzingen

Figure 8.10.: A representation of the real power grid “Netzgruppe Rot” on which the
algorithm is tested. The group that is modeled here is marked with a red
border. The original graphic is from Netze BW [205]. Thick green lines
display grid expansions. Red circles show the GICPs to the transmission
grid.

wind farms and 9 large scale PV farms are installed, while there are 50 connected loads. In
order to test the algorithm, is is necessary to observe situations, during which activations of
the initially provided flexibility lead to violations of boundary conditions. These situations
do not necessarily need to be real, but a diverse sample is needed to test the algorithm in
different settings. As the grid is very well developed, flexibilities from wind-power are scaled
by 150 % to create artificial reductions of possible flexibility provisioning.

8.6.1. Total Aggregated Flexibilities

One key parameter for the analysis of the algorithm on a real grid is the aggregated flexibility
while guaranteeing a safe operation. To define which amount of flexibility is indeed optimal,
another algorithm is used which was developed in the REGEES project [89]. This alternative
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Table 8.1.: Key information about the real grid used to evaluate the algorithms.

Substations to UHV 6
Substations to MV 73
Combine line length 1200 km
Installed RES 1800 MW
Peak load 1130 MW
Peak power injection 500 MW

Branch bus model
Number of buses 94
Number of branches 114

algorithm uses an intelligent sampling approach without any linearization. This intelligent
sampling is done by simultaneously shifting individual power injections into the corners
of the flexibility area. If the calculation of power-flows in these points are invalid, in the
next iteration the point is shifted a little bit more to the center of the initial flexibility area.
This approach circumvents a lot of the scaling problems for large numbers of flexible energy
resources as discussed in the literature review in Section 1.3.2 and analysis in Section 2.2, by
not sampling all combinations of setpoints. However, as the convergence behavior is not very
robust and strongly dependent on the starting-point, its application in curative operation is
not possible.

To generate the data that is needed to compare both approaches, the first week of each
month is simulated in hourly resolution3. Of these, one case already violated operational
constraints in the base-case and had to be excluded. In 300 remaining cases, the initial
flexibility of at least one flexible energy resource had to be limited, making them the a subject
of this analysis. Another 14 cases had to be excluded, since the alternative approach did not
converge, proving some benefit of robust optimization, as the linear algorithm did always
produce results. In summary, the final set of time-steps that is taken for comparison consists
of 286 different cases.

In Table 8.2, the result of this comparison can be seen. The average downward flexibility
∆Pdown is the same in both approaches, as most of the flexibility stems from wind-power.
Exemplary, this result can also be seen in Figure 8.1, where only upward flexibility is limited.
For the upward flexibility∆Pup, the robust algorithm calculates slightly smaller values, which

3As the first value is missing from the time-series, this results in 1739 different grid-use-cases.
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Table 8.2.: Evaluation of the performance of the linear algorithm on the real grid in com-
parison with the REGEES algorithm.

Robust linear algo-
rithm

Alternative algo-
rithm from [89]

Average ∆Pdown [MW] 241.0± 46.6 241.0± 46.6
Average ∆Pup [MW] 294.3± 39.6 307.4± 40.2
Average Objective function [a.u.] 1.711± 0.425 1.582± 0.515

are about 4 % less in average. This is to be expected, as this approach uses conservative
boundaries that cut away feasible solution space. These 4 % are a price that is worth paying
to obtain an approach that does not have to deal with convergence problems the non-linear
method exhibits. Of course, starting points for the non-linear approach can be repeatedly
changed in order to find a spot in which the optimization does converge, but as this way does
not guarantee convergence times, it is not a feasible approach for curative grid operation.

If uncertainties of power injections from RES are included, it is likely that the difference
in flexibility provision from both approaches vanishes. If uncertainties of about 10 % are
assumed, their effect is already over twice as big as the difference in aggregated flexibility
from the nonlinear and linear approach.

8.6.2. Influence of Slack-Angle Differences

To evaluate the influence of slack angles in the real grid, the same day as in Figure 8.1 is
taken at 8 o’clock in the evening, and slack angle differences are imposed onto the six UHV
buses in the grid: Stalldorf in the north of the grid is set to δϑ = 0◦, with an increasing
difference in slack angle, the further south the other buses are located.

In Table 8.3, the parameters for the slack angle adaptions are shown. As for the conceptual
grid, these angles are set and the resulting flexibility and its sensitivity plotted in Figure 8.11.

As the power-flow did not converge for angles δϑ > 3◦, only results between−7◦ ≤ δϑ ≤ 3◦

are shown. Also, as Niederstotzingen is only connected to the rest of the grid via Rotensohl
and no flexible assets are installed in this area of the grid, sensitivities are zero. Therefore,
sensitivities for Niederstotzingen are trivial and not shown here.

A large part of the flexibility is located in the north, as at Kupferzell over one third of the
downward flexibility is available. This means, that for each Megawatt of activated flexibility,
about one third flows over the GICP at Kupferzell. For the upward flexibility, the sensitivities
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Table 8.3.: Parameters to introduce slack angle differences in the real grid.

Grid node slack-angle parameter

Stalldorf 0 ·δϑ
Kupferzell 0.3 ·δϑ
Großgartach 0.5 ·δϑ
Goldshöfe 0.7 ·δϑ
Rotensohl 0.8 ·δϑ
Niederstotzingen 1 ·δϑ

change with rising δϑ. However, as the grid topology is much more complex than the
one of the conceptual test grid, relations are not linear and not strictly in the North-South
direction. For example Großgartach, which is located in the middle in north-south direction in
a mesh between Kupferzell and Goldshöfe, sensitivities rise for rising δϑ. For Goldshöfe and
Kupferzell, sensitivities decrease with rising δϑ. The central north-south connections between
Kupferzell and Goldshöfe, where a lot of the wind-power is connected, is getting congested
by the superimposed power-flow, reducing the amount of flexibility that is available. This can
also be seen in the aggregated flexibility in Figure 8.8a. The other sensitivities rise, as the
aggregated flexibility decreases and the respective shares of the aggregate that is available at
these other buses (Stalldorf, Großgartach, and Rotensohl) stays constant.

The slack-angle differences assumed in this scenario are not necessarily realistic. However,
the importance of the fact that they can be taken into account is shown, as the total upward
flexibility is reduced by about 100 MW. A more thorough analysis of the influence of slack-
angle differences requires a combined and detailed modeling of transmission and distribution
grid. Also, such an analysis would greatly profit from an integrated market and grid model,
for example by using the results from the first part of this thesis as input for a grid analysis.

8.7. Runtime and Scaling Behavior

To determine how fast the algorithm converges on a solution, the runtime was determined for
different grid sizes. Seven test grids from the grid-library included in Matpower were chosen
with different numbers of buses nb = {30, 57, 85, 118, 141, 300, 1345}. At each node, a
flexible load was connected, so that nb = nFA. As parameterizing these loads is not trivial, for
some of the test-grids the power-flow does not converge. However, non-convergence does
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Figure 8.11.: Influence of the slack angle difference δϑ onto aggregated flexibilities and
sensitivities in the real grid. Niederstotzingen is not shown, as the sensitivity
is close to zero at all angles.

not have an influence on all parts of the components that define the runtime. For example
matrix inversion is independent of convergence behavior. However, the solver itself takes
more time, if the problem is infeasible.

All calculations are performed on the same machine, a laptop equipped with Windows 10,
an Intel i7-7820HQ CPU at 2.9 GHz, and 32 GB of RAM. The code is not optimized to be
run in parallel, using only one of the CPU’s cores. Determination of the runtime of different
components of the code was performed using Visual Studio’s performance analysis tools,
which return millisecond values for CPU-times at lines of code.

Figure 8.12 depicts the two components of the runtime that are of the most interest: matrix
inversion to calculate the functional dependence of voltage deviations from power injection
changes as depicted in Equation 7.28, and the time the solver needs for the solution of the
problem. The solver used here is SCIP 7 [201], a non-commercial solver developed by the
Zuse Institut Berlin. For both processes, a fit has been added in red to show the cubic scaling
behavior of matrix inversion and the quadratic scaling for the solution process. The scaling
behavior for matrix inversion is expected, as the classical Gaussian-Jordan algorithm scales
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Figure 8.12.: Runtimes of different processes in the robust algorithm: Matrix inversion
scales in cubic manner, while the optimization itself scales quadratically
as a function of nb. Marks that are depicted as crosses indicate that the
optimization was not possible due to non-converging power-flows.

with n3, while newer algorithms achieve lower exponents, for example n2.376 in [206]. In
actual numbers, the comparison of inversion and optimization becomes more tangible: While
the matrix inversion for 1300 buses takes about 4000 seconds, the solver only takes 30
seconds. For grids with nb ≤ 300, the solver takes less than one second, while inversion times
cross the one second mark at about nb = 80.

For small grids with nb ≤ 50, the solution of the problem is obtained in a matter of
seconds. For grids that are of the size of real-world distribution or sub-transmission grids,
e.g. 50≤ nb ≤ 300, inversion and optimization is done in less than a minute on the laptop
used for this analysis. However, for large grids, solution times are dominated by matrix
inversion. While better algorithms can reduce this behavior to lower exponents [206], they
still scale worse than quadratically. Further speed improvements can be achieved by using
sparse matrices and solvers for systems of linear equations, but this path was not pursued in
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this thesis.
Comparison with other approaches is difficult, as most publications do not state the explicit

runtime or are not directly comparable. However, in [142], a runtime of 500 seconds was
achieved on a 33-bus grid on a server, using GUROBI [207] as solver for a comparable solution
using scenario sampling and optimal power flow (OPF). The algorithm developed here is
over two orders of magnitude faster taking 1.6 seconds for the whole process for a similar
grid. The approach in [142] also takes into account uncertainty from different sources and is
developed for planning purposes, therefore the comparison is not very fair. However, it is
done without including effects caused by computation hardware, commercial vs. academic
solvers, or optimization of code.

It must be noted, that the code used for this thesis was not optimized for performance by
any expert, but only small steps to increase performance were performed, as for example
buffering of the number of entries in a vector instead of calculating it at each call. For matrix
operations, the C++ library Eigen [203] was used, without any changes to the choices of
algorithms being used. However, even at this state, the algorithm developed here is sufficiently
fast for curative grid operation purposes on reals grids and can be run in short cycles in the
DSOs control center. For grids larger than a few hundreds of nodes, further optimization is
necessary, especially in the choice of algorithms to perform the matrix inversion.

8.8. Discussion

As the results show, linearization of power flows can be used to achieve a robust optimization
problem. While linearization of voltage magnitudes does not pose a problem, it is inac-
curate for power-flow magnitudes and quickly leads to large errors. Therefore, instead of
linearization of power-flow magnitudes, octagonal boundaries in the complex Pf -Q f -plane
are introduced to guarantee a safe state in the flexibility providing grid.

As a consequence of the choice of conservative conditions, which cut away feasible solution
space, the corresponding results amount to less than the theoretical optimum. The results
show, that indeed the boundary conditions are always adhered, while the efficiency on a
conceptual grid is between 97-99 % of the theoretically achievable values. In the applica-
tion on real grids, an inclusion of uncertainties probably introduces a greater reduction in
aggregated flexibilities than the different approaches to calculate safe flexibility sets. The
difference observed here amounts to less than 4.5 %. Such uncertainty is not yet included in
the method, a master thesis dealing with this topic is currently underway.

On the real test grid, the robust approach also shows values less effective than a sampling
approach while converging at all simulated time-steps, a quality that is important for curative
operation. In time-sensitive operation, algorithms cannot just be re-run with different starting
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values until they converge, as the results might be obtained too late for the application. In
such a case, it is imperative that explicit results are achieved in foreseeable time, a quality
which is provided by the robust approach developed here.

On both the real and the conceptual grid, slack angles and the corresponding power-flows,
that are imposed onto the distribution grid, are of great importance: Not only the total
aggregated flexibility reduces its values down to about 50 % of the the values without the
introduction of slack-angles, but also the sensitivity where the flexibility is present changes
significantly. For curative operation it is very important, that the communicated flexibility
is indeed provided in the communicated way, as missing flexibility might lead to cascading
outages in the transmission system. Therefore it is of importance to take the effects of
slack-angle differences into account when calculating and aggregating safe flexibility sets.

To further analyze the influence of transmission system power-flows, it is possible to couple
the results of the first part of the thesis with the second part, to create scenarios that can then
be tested in detail on the real distribution grid model. Of course, the installed capacities of
flexible assets in both parts of this coupling must be aligned to enable transferring schedules
for all assets from the energy system model to the distribution system simulation. This would
be an interesting subject for further research.

The communication of flexibility from one grid operator to another is performed via
flexibility clusters in this thesis. These clusters and the underlying linearization of sensitivities
are sufficiently accurate to be used in the application chosen here. However, it is important
to split upward and downward flexibility clusters, as sensitivities in a combined approach
lead to non-optimal setpoint shifts that in turn lead to higher losses and costs.

The runtime achieved with the robust optimization approach is dominated by matrix
inversion, which scales cubically. Usage of sparse matrix algebra with corresponding solvers
can help to reduce the runtime without changes to the core algorithm. In addition, competing
sampling algorithms scale exponentially and OPF-based approaches also use matrix inversion
to calculate power-flows, leading to similar runtime scaling while lacking robustness.

Summary

In this chapter, the algorithm developed in the course of this thesis is applied to two test
grids: a conceptual, seven-bus grid, and a real grid with about 100 buses. The following
results were determined and discussed:

• Exemplary time-steps show reductions in initial flexibility to reduce power-flows
below the operational limits.
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• Conservative boundary conditions lead to a non-optimality or over-reduction of
power-flows.

• The robust linear approach is indeed robust. Convergence was always achieved if
it was possible. In contrast, a non-linear approach failed to converge in about 5 %
of the simulated cases.

• Linearization of voltages has proven to be an approximation with acceptable
accuracy. For power-flow magnitudes deviations from true values are larger.
Therefore, boundary conditions in the algorithm are reformulated to not use the
absolute value function for power-flows in order to bypass this issue.

• On the conceptual test grid, the algorithm did always adhere to the boundary
conditions. Conservative boundary conditions lead to reduction in efficiency
between 1 % and 3 %.

• Superimposed power-flows can reduce or increase the flexibility that can safely
be provided to the TSO. In grids with more than one grid interconnection point
(GICP), it is imperative to consider these superimposed power-flows.

• Flexibility clusters as a method to aggregate the safe individual flexibilities are a
valid choice, as deviations caused by linearization are not large and do not lead
to an overestimation of aggregated flexibility.

• The developed algorithm reliably converges on real grid data, producing results
that are at about 96 % of the theoretical maximum. While it is less optimal
than the non-linear approach, its stable convergence guarantees that a safe set of
flexibilities is always found.

• The runtime achievable with the approach chosen here is significantly faster than
previous approaches. The scaling behavior is dominated by matrix inversion,
which scales cubically with the number of buses. However, different approaches
are conceivable to counter this behavior and speed up the total process.

• The differences in aggregated flexibility from the nonlinear and the linear approach
are likely to be negligible compared to uncertainties from forecasts of injections
of RES. However, this is a topic for further research.
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9. Conclusion and Outlook

This chapter provides a summary of the thesis. Also, a brief overview of some aspects that
are under-explored so far or could not further be delineated in this thesis is given.

The goal of this thesis is to evaluate if distributed flexible energy resources can help
transmission system operators to operate grids curatively instead of preventively n-1 safe.
Two research questions are posed to analyze the feasibility of this concept:

1. Are flexible assets in distribution grids a viable source of flexibility for curative trans-
mission system operation?

2. How can flexibility from underlying grids be safely and quickly aggregated and offered
for curative use?

These two questions are answered in two methodologically independent parts of this thesis.
The first part uses an energy system model to simulate a German energy system in the year
2030, while the second develops and tests a grid control algorithm.

To answer the first question, two methods are developed and analyzed. Both determine
time-steps during which the grid could slip into a critical state before calculating the available
flexibility at this time. The simulated redispatch model performs determination of critical
times globally, by approximating redispatch amounts, while the simulation of transmission
capacity losses performs its analysis locally. After knowing which time-steps are of interest,
the amount of available flexibility can be calculated as a function of the technologies that are
available.

While the global analysis by simulated redispatch shows amounts in the magnitude of
several gigawatts of curtailed wind-power being available, the simulation of transmission
capacity losses demonstrates, that a large part of usable flexibility actually stems from flexible
loads, as for example power to heat (P2H). These flexible loads are taking advantage of
low electricity prices when many renewable energy sources (RES) are generating electricity.
These time-steps coincide with large transmission loadings in the grid when a loss of 2 GW
transmission capacity could lead to a critical outage.

The presented analysis of the potential of distributed flexible energy resources also shows,
that flexibility from distribution grids can indeed contribute to a higher transmission grid
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utilization. In addition, if it is not actively used for such an increase in utilization, it can be
used as collateral for other measures used for curative operation, indirectly contributing to
the higher utilization.

The simulated loss of transmission capacity can also be used to determine suitable locations
for grid-boosters: In each region, a grid booster can be simulated with a desired power and its
value can be determined by the number of situations where it can compensate transmission
capacity losses or by the amount of energy loss that is avoided. Such an analysis was performed
during the course of the thesis but is left out as it does not thematically fit here.

The second research question is addressed in the latter part of this thesis with the develop-
ment of a linearized robust optimization approach to limit individual flexibility boundaries
such that only safe combinations of setpoints within these boundaries are possible. The ag-
gregation of these individual flexibilities is done with a concept called “Wirksamkeitscluster”
or flexibility cluster, which is introduced and evaluated.

While the linearization and the conservative boundary conditions chosen for power-flows
lead to results that are about one to five percent less effective than what is theoretically
possible, the approach converges reliably. A sampling approach to benchmark the newly
developed algorithm does not converge reliably, which is not acceptable for curative or
real-time usage.

Uncertainty of power injections is not analyzed yet. A possible extension of the robust
optimization to include uncertainties can be performed by transforming flexible loads into
flexible loads with uncertainty. For example, the present formulation of the optimization
problem can be altered to include flexible loads whose flexibility may not be limited to
represent the uncertain part of the power injection. Such an approach is set to be pursued in
a following master thesis.

The algorithm developed here is not only usable for operation, but can also be applied
for planning processes: If a new energy resource is to be installed in the grid, the optimally
installed power can be determined for which only a preset amount or share of energy is set to
be curtailed. This can be done by placing virtual assets in the grid at several buses and equip
these assets with large flexibilities. After simulating a set of time-steps, average curtailments
and power injections can be calculated, helping in the decision which power is to be installed.

Another benefit of distributed flexibility and of curatively usable concepts in general is, that
even without operating the grid curatively, a reliability-gain in operation can be obtained, as
these measures, once developed and deployed, can also be used as remedial actions after a
critical outage. Even if the algorithm developed in this thesis is not used for curative grid
operation, it can still help relieve congestion after losses of transmission capacity and increase
the reliability of preventively operated grids.

In this thesis, it is shown that flexibility from distribution grids is not only present when and
where it is needed in magnitudes usable for curative grid operation, but also that provisioning
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of such distributed flexibility to transmission system operators can be performed quickly and
reliably.
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