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Abstract

Abstract

Inkjet printing is a complex process including

coupled wetting, heat and species transport.

The print quality depends on accurate position-

ing of ink droplets and correct dot sizes. Tem-

perature differences between printhead and

substrate give rise to heat transfer upon droplet

impact. Furthermore, inks are complex fluids

containing, among other components, surface-

active substances. The aim of this thesis is

to develop an improved understanding of the

coupled transport processes and to derive rec-

ommendations for increased print quality. For

that purpose, individual droplets impacting a

solid substrate are studied. Furthermore, the

off-centered collision of an impacting droplet

with a previously applied neighboring droplet

is investigated.

Droplet impact, spreading, and substrate-sided

collision are studied using numerical simula-

tion. The algebraic volume of fluid method

is used to describe the two-phase flow. Spe-

cial focus is put on the evaluation of interfa-

cial forces. The contact line dynamics are de-

scribed using a subgrid-scale model in combi-

nation with localized slip. The model is val-

idated for droplet impact and substrate-sided

collision using experimental data. Heat trans-

fer between fluids and solid is taken into ac-

count. Furthermore, a novel two-field ap-

proach for the description of a soluble surface-

active substance is introduced. Using ana-

lytical and numerical reference solutions, the

method is verified regarding transport of this

Kurzfassung

Der Tintenstrahl-Druckprozess ist ein komplexes Ver-

fahren, das gekoppelte Benetzungs-, Wärme- und Stoff-

transportvorgänge beinhaltet. Die Druckqualität hängt

dabei von der genauen Positionierung von Tinten-

tröpfchen und korrekten Punktgrößen ab. Temperatu-

runterschiede zwischen Druckkopf und Substrat führen

zu Wärmeübertragung beim Tropfenaufprall. Tin-

ten sind außerdem komplexe Fluide, welche neben

anderen Komponenten auch oberflächenaktive Sub-

stanzen beinhalten. Ziel dieser Dissertation ist es,

ein verbessertes Verständnis der gekoppelten Trans-

portvorgänge zu entwickeln und Empfehlungen für

verbesserte Druckqualität abzuleiten. Zu diesem Zweck

wird der Aufprall einzelner Tröpfchen auf ein festes

Substrat betrachtet. Des Weiteren wird die außermit-

tige Kollision eines auftreffenden Tröpfchens mit einem

zuvor applizierten Nachbartröpfchen untersucht.

Tröpfchenaufprall, -ausbreitung und substratseitige

-kollision werden mittels numerischer Simulation un-

tersucht. Die algebraische Volume-of-Fluid-Methode

wird dabei zur Beschreibung der Zweiphasenströmung

angewandt. Besonderes Augenmerk wird auf die Aus-

wertung der Grenzflächenkräfte gelegt. Die Kontakt-

liniendynamik wird durch ein Subgridskalenmodell in

Kombination mit lokalem Schlupf beschrieben. An-

hand von experimentellen Daten wird das Modell für

Tröpfchenaufprall und substratseitige -kollision vali-

diert. Wärmeübertragung zwischen Fluiden und Fest-

körper wird mitberücksichtigt. Außerdem wird ein

neuer Zwei-Feld-Ansatz zur Beschreibung einer lös-

lichen oberflächenaktiven Substanz eingeführt. An-

hand von analytischen und numerischen Referenzlö-

sungen wird die Methode hinsichtlich des Transports

V



surfactant with and along the interface, ad-

sorption to the interface, and conservation of

the surfactant amount.

Simulation results for the impact and spread-

ing of individual droplets show an influence of

the ink’s viscosity throughout the entire pro-

cess. Lower viscosity due to increased tem-

perature produces faster spreading. It is found

that within the capillary-driven regime the in-

fluence of the initial droplet temperature is

small compared to the initial substrate tem-

perature. For surfactant-laden droplets spread-

ing over a partially wettable substrate, an ad-

ditional adsorption-limited spreading regime is

observed. Increasing the rate of adsorption to

the liquid-gas interface results in faster spread-

ing within this regime.

Simulations of the collision of an impacting

droplet with a previously applied neighbor-

ing droplet on the substrate show an offset

of the coalesced droplets towards the first

droplet. This offset persists well into the

capillary-driven spreading regime. It can be

attributed to a flow from the second to the

first droplet driven by a larger Laplace pressure

jump across the interface in the region of the

second droplet. Increasing the impact veloc-

ity or decreasing the droplet interval reduces

this asymmetry and consequently the offset.

In contrast to that, the influence of initial

droplet temperatures as well as surfactant con-

centrations on droplet position after collision

is found to be small. Nevertheless, the sim-

ulation results for the collision of surfactant-

laden droplets show that increasing the surfac-

tant concentration results in further spreading

on partially wetting substrates, similar to what

is also observed for individual droplets.

dieses Tensids mit und entlang der Phasengrenzfläche,

der Adsorption an die Phasengrenzfläche sowie der Er-

haltung der Tensidmenge verifiziert.

Simulationsergebnisse zu Aufprall und Ausbreitung

einzelner Tröpfchen zeigen einen Einfluss der Tin-

tenviskosität für den gesamten Prozess. Niedrigere

Viskosität aufgrund von erhöhter Temperatur führt zu

schnellerer Ausbreitung. Es zeigt sich, dass inner-

halb des kapillaren Benetzungsregimes der Einfluss

der anfänglichen Tröpfchentemperatur gering ist ver-

glichen mit der anfänglichen Substrattemperatur. Bei

der Ausbreitung tensidhaltiger Tröpfchen über ein un-

vollständig benetzbares Substrat wird ein zusätzliches

adsorptionslimitiertes Benetzungsregime beobachtet.

Eine Erhöhung der Adsorptionsrate an die Phasen-

grenzfläche Flüssigkeit-Gas führt zu schnellerer Aus-

breitung innerhalb dieses Regimes.

Simulationen der Kollision eines auftreffenden Tröpf-

chens mit einem zuvor applizierten Nachbartröpfchen

auf dem Substrat zeigen einen Versatz der vereinigten

Tröpfchen in Richtung des ersten Tröpfchens. Dieser

Versatz bleibt weit in das kapillargetriebene Regime

bestehen. Er kann auf eine Strömung vom zwei-

ten zum ersten Tröpfchen zurückgeführt werden, die

durch einen größeren Laplace-Drucksprung über die

Phasengrenzfläche im Bereich des zweiten Tröpfchens

getrieben wird. Eine Erhöhung der Auftreffgeschwin-

digkeit oder eine Verringerung des Tröpfchenintervalls

verringern diese Asymmetrie und folglich den Versatz.

Im Gegensatz dazu wird nur ein geringer Einfluss der

anfänglichen Tröpfchentemperaturen sowie der Ten-

sidkonzentrationen auf die Position der kollidierten

Tröpfchen beobachtet. Dennoch zeigen die Simulation-

sergebnisse zur Kollision tensidhaltiger Tröpfchen mit

größer werdender Tensidkonzentration weitere Aus-

breitung auf unvollständig benetzenden Substraten,

ähnlich der Beobachtungen, die für einzelne Tröpfchen

gemacht werden.
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CHAPTER1
Introduction

The inkjet printing process is a well established method in graphical printing. Inkjet printers are probably

best known as small home and office printers. Their ability to produce very low numbers of copies, down

to a single copy, at affordable cost makes them an ideal choice for that purpose. However, in recent

years, inkjet printing has become more and more popular for industrial purposes as well. Functional

inkjet printing allows the manufacturing of electronics [42, 126], or the extension of the process to

bio-medical applications [55, 111] through the use of special inks. Within the last decade, the inkjet

printing process has also been increasingly used in commercial printing [85] and attracted the attention

of traditional printing press manufacturers for graphical printing including label printing and printing of

packaging. These applications are not only very demanding regarding resolution and print quality but

also require high throughput [110]. Especially with regard to packaging and label printing, the printers

have to work with a variety of substrates. Additionally, due to the complex composition of typical inks

and temperature differences between printhead and substrate, heat and species transport processes occur

in inkjet printing. Understanding the coupled wetting and transport processes on the scale of individual

droplets1 is of fundamental importance for the systematic development of inkjet processes as well as inks.

In the remainder of this chapter, a brief introduction to the inkjet printing process, inks and substrates,

the relevant length and time scales as well as current wetting related challenges is given.

1.1 The Inkjet Printing Process

Within the inkjet printing process, ink is ejected from a nozzle in the printhead. In general, inkjet printers

can be categorized as either continuous inkjet (CIJ) printers or drop on demand (DOD) inkjet printers

[85]. In CIJ printing, as the name suggests, a continuous jet of ink is ejected from the nozzle at the

printhead. The jet then breaks up into individual droplets due to Rayleigh-Plateau instability, creating

a continuous stream of individual droplets. By applying an electric charge to the droplets, unrequired

1 Within the scope of this work, the term "droplet" is used, when specifically drops with diameters on the order of 100µm
and below are meant.
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Figure 1.1: Schematic representation of the piezo drop on demand inkjet printing process on a non-
porous substrate.

droplets can be deflected into a collector and back into the ink reservoir by an electric field [56]. In DOD

inkjet printing on the other hand, drops are only ejected from the printhead if an ink dot at the current

position is required [85]. The DOD inkjet printing process can be further divided into thermal and piezo

DOD inkjet by the two main approaches for droplet generation [121]. In thermal DOD inkjet printheads,

a bubble nucleates and grows at a heater surface. The expanding bubble thereby pushes liquid ink out

of the nozzle. Alternatively, a piezoelectric actuator can be used to push ink out of the nozzle and create

a droplet [121]. After an ink jet has been ejected from the printhead nozzle and a droplet has detached,

the droplet travels across a small gap of several centimeters in CIJ, or less than 1mm for DOD, before it

impacts onto the substrate [85]. Figure 1.1 shows a schematic representation of the piezo DOD inkjet

process.

The impacting dorplet may encounter the substrate in different states. It may be either dry, partially

pre-wetted by neighboring droplets of the same ink, or partially or completely covered by a previously

applied ink. In graphical inkjet printing, the latter case occurs regularly when inks of different color

are applied successively. Therefore, several scenarios of substrate-sided wetting regularly occur in inkjet

printing:

(i) Droplet impact and spreading on a dry substrate

(ii) Off-centered collision of impacting droplets with previously applied droplets on the substrate and

subsequent spreading of the coalesced droplets

(iii) Droplet impact and spreading on a liquid film

Depending on the ink and substrate, the initial impact, collision and spreading will be accompanied or

followed by additional processes. On porous substrates, the ink imbibes into the substrate, inks with

volatile solvents start to evaporate, and ultraviolet (UV) or electron beam curable inks, which are also

summarized as energy-curable inks [11], are polymerized and thereby fixated on the substrate. In the

following section, a brief overview over typical ink compositions and print substrate types is given.
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1.2 Inks and Substrates

A detailed description of common ink compositions is given by Bale [11]. Depending on the application,

different ink formulations are used. They can be based on water or organic solvents as well as on waxes

in the case of hot melt inkjet or acrylate monomers in the case of energy-curable inks. Additives are

added to control specific properties of the ink [11]. Surfactants for example are added in order to lower

the ink’s surface tension and thereby improve jettability from the printhead as well as wettability on

the print substrate [123]. However, they may also give rise to dynamic surface tension2 effects and

Marangoni flow during single droplet impact, droplet collision, and coalescence at the substrate, as will

be discussed in more detail in the following chapter. Inks for graphical printing furthermore contain

pigments or dye, which give the ink its color [123]. Inks for functional printing contain particles of a

functional material instead [11]. Resins can be added to improve adhesion of pigments or dye to the

substrate [11]. Depending on the type of ink, different mechanisms are used to deposit or fix pigments or

dye on the substrate. In aqueous and solvent-based inks this is accomplished by absorption of the solvent

by the substrate and/or evaporation of the solvent [11]. Hot melt inks, on the other hand, solidify with

decreasing temperature and thereby fix pigments on the substrate [11]. However, as Bale [11] points out,

they are largely surpassed by energy-curable inks, which similarly form a solid layer on the substrate.

In these inks, the monomeric solvent is polymerized after activation e.g. through UV radiation [69].

Even though one might expect inks to show non-Newtonian behavior due to their complex composition,

Bale [11] states that "the majority of common inkjet products are crudely Newtonian". Another aspect

regarding viscosity, however, can not be neglected. DOD inkjet printheads require rather specific ink

viscosities in order to function properly, often in the range of 8 mPa s – 20 mPa s [146]. Some printheads

[see e.g. 37] are therefore equipped with heating units in order to lower the ink’s viscosity for jetting,

indicating that inks often show a substantial temperature dependence of the viscosity. Typical jetting

temperatures of UV-inks were reported to be in the range of 40 ◦C – 50 ◦C [37].

Due to its high prevalence in graphical inkjet printing, the first print substrate that comes to mind is

paper. Paper is composed of vegetal fibers that form a porous network [155]. This porosity allows

inks to imbibe into the substrate. Polymeric film coatings can be used to completely close the paper

pores and produce glossy surfaces [155]. But non-porous polymeric films are also often found print

substrates by themselves [79]. The choice of polymer material depends on the application. Due to their

low cost, polyethylene (PE) and polypropylene (PP) films are often found in packaging and labeling

applications [79, 161]. Together with the ink, the film material determines the wettability of the system.

Coatings on top of the polymeric film can be added to adjust the wetting properties as well as other film

surface properties [79]. Since non-porous polymeric films do not absorb the ink, they are often used in

combination with energy-curable inks, such as UV-inks. These inks do not require a specific ink receiving

layer [69]. Label printing is, therefore, a typical application of UV-inks [69].

2 The commonly used term "dynamic surface tension" is adopted throughout this work to refer to the transient behavior of
the surface tension during ad- and desorption of surfactant at the liquid-gas interface.
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1.3 Length and Time Scales in Inkjet Printing

This section first presents the length scales relevant to the inkjet printing process before the correspond-

ing time scales are introduced. The relevant length and time scales span several orders of magnitude.

Print widths range from centimeters up to a few meters. Before impacting the substrate, droplets have

typically traveled several hundred microns to a millimeter in DOD printing or up to several centimeters

in CIJ printing from nozzle to substrate [85]. Substrate thicknesses are in the range of 50µm to 250µm

[e.g. 110]. Nozzle and droplet sizes on the order of 10µm – 100µm [85] are slightly below that. Due to

the small droplet sizes, gravitational forces are typically small as well, whereas capillary forces become

large due to the strong curvature of the interface. In terms of dimensionless groups, this will be shown

in Chapter 2. Droplet spacing is on the same order as the droplet diameter. A print resolution of e.g.

1200 dpi corresponds to distances between neighboring droplet centers of 21.17µm. The characteristic

length scale for the adsorption of surfactant to the liquid-gas interface [63]

had =
Γeq

cB,∞
(1.1)

can be on the order of 100 nm. Here, Γeq is the equilibrium surface excess concentration and cB,∞ the

bulk surfactant concentration in sufficient distance to the interface to be uninfluenced by adsorption. A

detailed description of a model surfactant solution is given in Appendix G. Even smaller than had is the

size of pigments suspended within the droplets with typical sizes starting at 10 nm [85].

The characteristic time scales are in many cases directly related to the given length scales by the cor-

responding velocities, such as the print speed or the initial velocity of individual droplets. Industrial

inkjet printers can reach print speeds up to several hundred meters per minute [83]. Even though these

machines reach dimensions of several meters [110], the time between droplet deposition and drying or

curing at the end of the process, therefore, remains on the order of seconds. With typical initial droplet

velocities before impact on the order of several meters per second in DOD inkjet and up to 30 m s−1 in CIJ

[85] on the one hand, and the spacing between nozzle and substrate given above on the other hand, the

droplets spend a few hundred microseconds (DOD) to a few milliseconds (CIJ) traveling from printhead

to substrate. The interval between droplets jetted from the same nozzle is even smaller. For a resolution

of 1200 dpi and the print speed given above, it is on the order of microseconds. The interval between

neighboring droplets perpendicular to the print direction, however, may vary according to the layout of

the printhead. Due to spacial limitations, the individual nozzles may not be placed in a single row but

can be distributed over the printhead in multiple rows instead [38, 146]. With printhead dimensions

of roughly a centimeter and assuming a print velocity of 60 m min−1, droplet intervals between neigh-

boring print columns can therefore range up to the order of ten milliseconds. Thus, intervals between

neighboring droplets may vary by several orders in magnitude even if printed from the same printhead.

The kinematic and capillary time scales for droplet impact and spreading,
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τkin =
d0

u0
(1.2) and

τCa =
d0µ`
σ`g

, (1.3)

both depend on the initial droplet diameter d0. Here, u0, µ`, and σ`g denote impact velocity, dynamic

viscosity of the liquid and surface tension of the liquid-gas interface respectively. Within inkjet printing,

they both are typically on the order of several microseconds to tens of microseconds. Due to the good

wettability of typical ink-substrate systems, however, capillary spreading can continue far beyond this

capillary time scale. In the case of complete wetting, it is only halted by absorption into the substrate,

evaporation of the solvent, or, in the case of energy-curable inks, polymerization. The time scale for

capillary spreading itself can, therefore, bridge several orders of magnitude from tens of microseconds

up to several seconds. With increasing droplet size also the capillary time scale τCa increases. On the

other hand, the characteristic time scale for diffusion-limited adsorption of surfactant [63]

τad =
h2

ad

D
, (1.4)

where D is the diffusion coefficient, is independent of the droplet size. Therefore, depending on the

droplets size, capillary spreading and adsorption are not separable but interact, as is the case in the

inkjet printing process [85].

1.4 Wetting Related Challenges in Inkjet Printing

Independent of the actual printing application, precise placement of droplets as well as controlled dot

sizes and shapes are essential for the print quality. In functional printing, e.g. when printing an elec-

tronic circuit, unintentionally disconnected or connected droplets can leave the circuit dysfunctional. In

graphical printing, inaccurate dot sizes can result in incorrect tonal values. Inhomogeneous spreading

can be detrimental to sharp contours of shapes or letters. Inaccurate positioning of droplets can pro-

duce grainy images. These inaccuracies in droplet position can have their origin in a malfunction of

the corresponding nozzle, e.g. due to deposit formation [186]. But also the interaction of neighboring

droplets can affect their position after coalescence. Derby [51] reports that drop collision at the sub-

strate can lead to flow reversals and therefore also receding contact lines. He furthermore states that

"in the production of patterns, drops may contact and interact with other drops". This interaction be-

tween droplets is especially pronounced if penetration of the ink into the substrate is hindered [80]. For

coated paper, where the coating substantially slows down the absorption of ink by the substrate, Morita

et al. [122] report coalescence related print defects, so called mottling. Shifted droplet positions due

to coalescence on the micrometer-scale thereby impair the macroscopic print quality. With the growing

relevance of inkjet printing on non-porous substrates, e.g. for label printing [81], understanding the

underlying mechanisms becomes more and more important. Heat and species transport due to heated

printheads and complex ink compositions add to the complexity of the relevant processes.
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In the following chapter the current state of research regarding wetting and transport processes related

to inkjet printing is reviewed. The short length and time scales pose a challenge for experimental in-

vestigations, especially with respect to heat and species transport. Therefore, an additional overview of

relevant numerical methods for the simulation of multiphase flows is given. This is followed by the aims

and outline for the remainder of this thesis given in Chapter 3.
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CHAPTER2
State of the Art

Within this chapter the fundamentals of drop impact, wetting and spreading, and drop on drop collision

are summarized. Following a review regarding the physics of these phenomena, possible numerical

methods for their simulation are discussed.

2.1 Drop Impact

The physics of drop impact has been widely studied over the last decades. The first part of this section

focuses on the hydrodynamics of pure Newtonian liquids under isothermal conditions. In the second part

of this section, the current state of research regarding heat and species transport during drop impact is

summarized.

2.1.1 Fluid Dynamics of Drop Impact

The impact of liquid drops onto solid substrates can produce various outcomes, as was reviewed by Yarin

[193]. Rioboo et al. [144] described six particular morphologies from their experiments: deposition,

prompt splash, corona splash, receding break-up, partial rebound and complete rebound. Within the

deposition scenario the droplet remains a single connected volume throughout the entire deposition

process, while some oscillations may occur upon impact. For high impact velocities and especially on

rough surfaces, small droplets can detach from the main drop resulting in a prompt splash. For liquids

with low surface tension a corona splash can be observed as a liquid lamella detaches from the wall and

decomposes into small droplets. At intermediate impact velocities, the drops initial kinetic energy can

still drive the contact line diameter beyond its equilibrium value before the droplet recedes to assume its

equilibrium shape. Non-wettable surfaces are prone to receding break-up at this stage. Furthermore, if

the ratio of inertia to viscous dissipation is large enough, a partial or even complete rebound from the

substrate may occur [193].
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Governing Dimensionless Groups

Main influences on the outcome of the drop impact are inertial, viscous and surface tension forces.

Therefore, as has been summarized by Josserand and Thoroddsen [97], important and commonly used

dimensionless groups in the context of drop impact are the Reynolds number

Re=
ρ`d0u0

µ`
, (2.1)

relating inertial to viscous forces, and the Weber number

We=
ρ`d0u2

0

σ`g
, (2.2)

relating inertial to surface tension forces. Here, ρ` stands for the density of the liquid phase. Alterna-

tively, one of the above dimensionless groups can be replaced by the Ohnesorge number

Oh=
p

We
Re
=

µ`
Æ

ρ`σ`gd0

, (2.3)

which consists only of material properties and the initial drop diameter and is independent of the impact

velocity. The influence of gravitational forces compared to inertial forces on the initial impact can be

estimated by the Froude number [97]

Fr=
u0

p

gd0

, (2.4)

where g is the gravitational acceleration. The Bond number [165]

Bo=
ρ`gd2

0

σ`g
(2.5)

compares gravitational forces to surface tension forces. For a droplet with d0 = 20µm, u0 = 5 ms−1,

ρ = 1000 kgm−3, and σ`g = 40mN m−1, Froude and Bond numbers take the values Fr = 356.96 and

Bo= 9.81× 10−5, indicating that gravitational forces are small compared to inertial and surface tension

forces for typical parameters in inkjet printing. The influence of the gas phase surrounding the drop can

be expressed through the Stokes number

St=
µg

ρ`d0u0
, (2.6)

relating viscous forces in the surrounding gas phase including the gas film forming between drop and

substrate to the inertia of the drop [97]. The dynamic viscosity of the gas phase is thereby denoted

by µg. Depending on the surrounding gas phase, varying splashing phenomena may occur. Lowering
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the ambient pressure can lead to a complete suppression of the corona splash, as was demonstrated

experimentally by Xu et al. [192].

For obvious reasons regarding the print quality, splashing and rebound are undesirable phenomena in

the inkjet printing process. The onset of splashing can be described by

p
We 4pRe> f (R), (2.7)

where f (R) describes the surface roughness [166]. For smooth, flat surfaces, a threshold value of

f (R)≈ 50 was identified [18]. Thus, it is sufficiently well understood how splashing can be avoided.

Of the possible outcomes of drop impact, the drop deposition scenario is therefore reviewed in further

detail in the following.

Impact Phenomenology in the Deposition Regime

For drop deposition without splashing, Rioboo et al. [143] presented a comprehensive classification of

the subsequent regimes during single drop impact onto solid substrates based on an extensive parameter

study. They studied acetone, isopropanol, ethanol, water, silicone oil and glycerine-water-mixture drops

impacting on substrates with varying roughnesses and wettabilities. Drop diameters were varied between

1.2 mm and 4.9 mm. The authors focused on impact trajectories orthogonal to the substrate. According

to them, the drop impact can be subdivided into a kinematic phase, a spreading phase, a relaxation

phase, and finally a wetting and equilibrium phase.

For dimensionless kinematic times τ/τkin below the order of 0.1, the spreading drops take the shape of

a truncated sphere. Rioboo et al. report that at this early stage, no lamella is ejected at the drop’s base

yet. They report that the drop diameter increases proportional to τ0.5 in that phase. This early spreading

stage can be accompanied by a very large spreading rate. The wettability of the substrate is reported to

be not influential in this phase and the authors conclude that this stage "is completely described by the

impact velocity and initial diameter".

The kinematic phase is followed by the spreading phase during which the formation of a lamella, i. e. a

thin film bounded by a rim at the base of the drop, can be observed. This stage is therefore also called

lamella phase [176]. Rioboo et al. [143] report that substrate influences are still small in this stage. Only

on hydrophobic surfaces a substrate influence was observed and even then only for dimensionless times

τ/τkin > 2. Furthermore, they found that larger impact velocities and drop diameters result in faster

spreading while large surface tensions and viscosities slow down the drop’s expansion. The authors

found that the maximum diameter reached in this phase decreases with increasing viscosity, but is also

reached earlier.

During the first two phases as classified by Rioboo et al. [143], the spreading rate continuously decreases

until at some point the drop may begin to recede during the relaxation phase. The authors, however,

reported a receding motion only for a partially wetting system with a receding contact angle between 85°

and 95°. For more hydrophilic substrates with receding contact angles below 19°, no receding motion
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was observed. Rough surfaces and high impact velocities favored splashing during the relaxation phase,

changing the phenomenology fundamentally. Furthermore, it was reported that drops may recede past

their equilibrium shape, which can then result in partial rebound from the substrate.

Rioboo et al. [143] report a wetting or equilibrium phase following the previous phases. For complete

wetting systems, they observed a plateau with fairly constant drop diameter over time preceding the

wetting phase. Following this plateau, the drops were observed to spread with the contact line diameter

increasing proportional to τ0.1. This is in agreement with the theoretical and experimental findings of

Tanner [169] for drop spreading in complete wetting scenarios.

Impact of Micrometer-sized Droplets

Over the last two decades, an increasing number of studies regarding the impact of droplets with diam-

eters considerably smaller than 1 mm were reported. Kim et al. [103] e.g. studied the impact of water

droplets with diameters on the order of 100µm onto a solid surface at impact velocities around 10 m s−1

using high-speed imaging. The general impact behavior observed closely resembles that described by

Rioboo et al. [143] for similar values of the dimensionless groups Re and We. Thus, the description of

Rioboo et al. [143] seems applicable also to micro droplet impact.

The impact of water droplets with diameters between 36µm and 84µm was investigated experimentally

by van Dam and Le Clerc [174]. They focused on oscillations frequencies of the droplet contour as well

as air entrainment between droplet and substrate. It was found that the entrained bubble volume was

largest for impact velocities of a few meters per second and decreased with increasing impact velocity.

They furthermore conclude that inertial oscillations of the droplet contribute significantly to dissipation,

thereby reducing the energy available for spreading.

Jung and Hutchings [98] performed droplet impact experiments with initial droplet diameters between

25µm and 28µm at impact velocities between 3 m s−1 and 8 m s−1. Visser et al. [176] studied the

impact of droplets with a diameter on the order of 50µm experimentally with a temporal resolution of

100 ns as well as numerically. Impact velocities up to 50 m s−1 were studied. They especially focused

on the formation process of the lamella. In agreement with other works above, Jung and Hutchings

[98] and Visser et al. [176] conclude that the spreading and deposition behavior of micrometer-sized

droplets closely resembles that of larger millimeter-sized drops if initial Reynolds and Weber numbers

are similar.

Derby [51] reviewed the drop impingement process with focus on the length and time scales relevant to

the inkjet process. For parameters typical to the inkjet printing process, he reports that the initial kine-

matic phase has a duration below 1µs. This phase is immediately followed by impact-driven spreading.

Thus, the main stages of droplet impact in inkjet printing are summed up as an impact-driven regime,

followed by relaxation and/or oscillation before the droplet enters the capillary-driven regime. Spread-

ing in this last regime is reported to be dominated by capillarity following Tanner’s law [169]. For the

inkjet printing process, the starting point of this phase is reported to be at about 100µs to 1 ms after the

initial impact [51].
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Air Entrainment between Drop and Solid Substrate

As the drop approaches the substrate, the thickness of the gas layer between drop and substrate de-

creases. For drop deposition, an initial contact between liquid and substrate has to be made at some

point. However, for smooth surfaces this may not occur instantaneously. For substrates with a maxi-

mum roughnesses Rz = 100nm, de Ruiter et al. [47] report bouncing and hovering of drops even on

hydrophilic substrates due to the air film between drops and substrates. The drops they observed im-

pacted the substrate with We of order unity. Using Multiple-Wavelength-Interferometry, they were able

to resolve the evolution of the film thickness. The minimum film thickness they observed at hovering

droplets was 200 nm. With the same method, de Ruiter et al. [48] observed that the entrained air film

collapses once its thickness decreased below ∼ 200nm. As driving force for the rupture of the air film

they suspect electrostatic interactions.

The initial contact between drop and substrate does not necessarily occur underneath the drop’s center.

On the contrary, several authors have reported gas entrainment at the drop’s center. Hicks and Purvis

[75] used numerical simulations with the Boundary-Element-Method to study the entrained air under an

impacting drop. They predict a ring-shaped initial contact between drop and substrate enclosing a gas

volume at the drops center. This is in line with the work of other authors [23, 174] reporting entrained

air bubbles at the drop center. In their studies of water droplets impacting onto a planar glass substrate,

van Dam and Le Clerc [174] observed an entrained air bubble at the substrate within the mid third of the

droplet. Over a range of Weber numbers from 0.45 to 194 they report a decreasing bubble volume with

increasing Weber number. Bouwhuis et al. [23] studied the entrained air volume underneath a liquid

drop both experimentally and numerically. They report a maximum bubble volume depending on the

initial drop velocity u0. For droplets with an initial radius r0 ≈ 10µm, this initial velocity of u0 ≈ 1 ms−1

coincides with typical values for the inkjet printing process. Thus, maximum air entrainment can be

expected for the inkjet printing process.

2.1.2 Heat and Species Transport during Drop Impact

As can be seen from the previous section, drop impact has been subject to quite extensive research over

the last decades. However, heat and species transport add to the complexity of the physical problem.

After the introduction of relevant dimensionless groups within this context, research regarding heat and

species transport during drop impact is summarized in the following.

Dimensionless Groups for Heat and Species Transport

When heat and species transport during drop impact are considered, additional dimensionless groups be-

come relevant. In the context of phase-change phenomena, Jakob and Stefan numbers are of relevance.

The Jakob number

Ja=
c`∆T
h`v

, (2.8)
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describes the ratio of sensible heat to latent heat of evaporation and can also be interpreted as a dimen-

sionless superheat [12]. Therein, c` is the specific heat capacity of the liquid, ∆T is the difference to

saturation temperature and h`v is the specific enthalpy of vaporization. The analogous dimensionless

group for melting is the Stefan number

Ste=
cs∆T
hs`

, (2.9)

where cs is the specific heat capacity of the solid and hs` is the specific enthalpy of solidification [10].

The Prandtl number

Pr=
ν

a
=
µ c
λ

(2.10)

describes the ratio of kinematic viscosity ν to thermal diffusivity a = λ/(ρc), where λ is the thermal

conductivity and c denotes the specific heat capacity [165]. The ratio of advective to diffusive transport

is expressed by the Péclet number

Pea =
hu
a

, (2.11)

where h denotes a characteristic length [10]. The corresponding dimensionless groups regarding species

transport are the Schmidt number

Sc=
ν

D
=
µ

ρD
, (2.12)

where D is the diffusion coefficient [165], and the Péclet number

PeD =
hu
D

. (2.13)

Furthermore, in the presence of surface active substances, the Damköhler number [10]

Da=
kadh

D
, (2.14)

describing the ratio of reaction to diffusion rates is of relevance. Therein, kad is the kinetic adsorption

coefficient.

Heat Transport during Drop Impact

Spray cooling is a very effective way of heat transfer [104]. It is therefore not very surprising that

numerous authors [26, 68, 71, 74] have investigated drop impact under non-isothermal conditions. In

this context, however, the main focus oftentimes rather lies on how the hydrodynamics influences heat

transfer than the influence of heat transfer on the drop impact and spreading processes. Some numerical

studies e.g. assumed temperature independent fluid properties [e.g. 12, 74]. In these cases, the main

influence of heat transfer on hydrodynamics arises from evaporation. Especially large evaporation rates

were observed in the three-phase contact line region for sessile drops after the initial impact and receding
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[74]. Batzdorf [12] found that especially at very small Prandtl number the evaporation rate increases

considerably, which results in smaller drop diameters at a given time after drop impact. The Jakob

number was found to have an indirect effect on the hydrodynamics. With increasing Jakob number the

apparent contact angle increases due to increased evaporation in the three-phase contact line region

and, thus, higher Jakob numbers result in smaller drop diameters. Because these effects can both be

attributed to evaporation, however, they must be considered negligible for non-volatile liquids, such as

typical solvents of UV-curable inks.

As was discussed in the previous chapter, inkjet inks, especially UV-curable inks, can show a considerable

dependence of material properties, mainly the viscosity, on temperature. Under this aspect, studies of

impacting molten wax drops are of interest. Bhola and Chandra [18] studied the solidification of molten

paraffin wax drops on a planar aluminum surface. Drop diameters and initial drop temperature were

reported as (3.0± 0.1)mm and 73 ◦C respectively. The highest melting point of the paraffin wax was

reported as (70± 1) ◦C. The initial impact velocity was varied between 0.5 m s−1 and 2.7 m s−1. In ad-

dition, the substrate temperature was varied between 23 ◦C and 73 ◦C. The authors observed that lower

substrate temperatures resulted in smaller drop diameters but also promoted break up at higher impact

velocities. They conclude that the extent of drop solidification was too small to affect the impact dynam-

ics but increases in surface tension and viscosity were the origin of the observed change in spreading

behavior on cooler substrates.

Others studied wetting dynamics and heat transfer during solder drop [9] or droplet [7, 180] deposition.

Attinger et al. [7] investigated the impact dynamics of molten eutectic tin-lead solder droplets with

volumes on the order of a few picoliters onto a semi-conductor wafer. Droplet diameters were varied

between 50µm and 100µm, impact velocities between 1 m s−1 and 2.5 m s−1. Thus, length and time

scales are similar to graphical inkjet applications. The initial drop temperature was 210 ◦C, whereas

the initial substrate temperature was varied between 48 ◦C and 135 ◦C below the solders melting point

of 180 ◦C. They found that the substrate temperature significantly influences the spreading behavior.

However, in contrast to the conclusion made by Bhola and Chandra [18] for their larger molten wax

drops, Attinger et al. [7] concluded that in their case this is due to solidification of the drop at the three-

phase contact line. A (mainly) numerical analysis of the deposition of solder droplets was presented by

Waldvogel and Poulikakos [180]. Using a numerical model based on the finite element method with

a Lagrangian approach, they studied picoliter-sized tin-lead solder droplets similar to the ones studied

experimentally by Attinger et al. [7]. They assumed the regions of molten and solidified solder to be

separated by a sharp boundary and distinct, constant material properties in each of the two regions. In

their case, solidification of the solder droplets occurred on the same time scale as droplet oscillations

following the initial impact. This resulted in ripples along the contour of the solidified drops. They were

able to qualitatively reproduce this outcome experimentally. Whether solidification has a considerable

influence on the maximum spreading diameter of molten metal drops was investigated by Aziz and

Chandra [9]. They found a threshold depending on Stefan and Prandtl numbers as well as the ratio of

thermal effusivities of liquid drop and solid substrate. Thus, based on their findings, the influence of

solidification on the spreading behavior depends on the relation between the rate of solidification and

viscous dissipation.
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Species Transport during Drop Impact

In addition to the influence of temperature gradients, surface-active substances can be expected to influ-

ence the impact and spreading behavior of drops. Zhang and Basaran [199] were the first to discuss the

influence of surface-active substances adsorbed to the liquid-gas interface on drop impact in detail. Water

and aqueous surfactant solutions impacting onto a glass substrate were considered. They noted that time

scales during drop impact are typically too short for equilibration of bulk concentrations and adsorbed

surfactant. The drops studied had diameters in the millimeter range and were impacting with 0.5 m s−1

to 2 m s−1. The impact time scale of micrometer-sized drops at similar velocities is even smaller, thus

non-equilibrium conditions can be expected within the inkjet printing process. Zhang and Basaran [199]

identified "(a) dilution of surfactant due to interfacial dilatation or surface area creation, (b) convection

of surfactant towards the contact line [...], and (c) replenishment or repopulation of the interface by

surfactant molecules form the bulk of the drop" as the three competing mechanisms affecting the surfac-

tant distribution along the interface. While there are some quantitative changes in the impact behavior

reported, they found that the influence of impact velocity on the impact behavior of surfactant loaded

drops is similar to pure liquids. However, they observed different effects of the dynamic surface tension

on the maximum spreading diameter depending on the impact velocity. At low impact velocities, lower

surface tensions due to added surfactant resulted in further maximum spreading, while on the other

hand, at high impact velocities, smaller maximum spreading diameters compared to the surfactant-free

case were observed. They attributed this to an accumulation of surfactant at the contact line, resulting

in Marangoni flow towards the axis of symmetry. They observed that for a faster adsorbing surfactant,

drops spread further with increasing surfactant concentration. Thus, high adsorption rates can reduce

dynamic surface tension effects. For both, slower and faster adsorbing surfactants, they observed an

increase of the drops final radius with an increase of the surfactant concentration. This improvement in

wettability is well expected and will be briefly discussed at the beginning of the following Section 2.2.

More recently, dynamic surface tension effects have been revisited by Gatne et al. [66] and Aytouna

et al. [8] for aqueous surfactant solutions. Drop diameters were on the order of a few millimeters in

both studies. Gatne et al. [66] considered various surfactants and both, hydrophilic and hydrophobic

substrates. They focused on comparably low Weber numbers in the range of 20 to 100. In agreement

with Zhang and Basaran [199], they observed larger final spreading and reduced oscillations for the

surfactant solutions compared to pure water drops. On the hydrophobic substrate, surfactants could

suppress partial rebound. These surfactant dependent effects were reported to be more prominent for

faster adsorbing surfactants. Aytouna et al. [8] studied the impact onto hydrophobic substrates over

a wider range of Weber numbers (10 to 700) but still below the splashing threshold. Surfactants with

different adsorption rates were used in the experiments. They found that especially the receding of drops

is strongly effected by the adsorption kinetics in dilute solutions. This effect was observed to be more

prominent at higher impact velocities, in agreement with the findings of Zhang and Basaran [199]. They

attribute this to an increased surface tension due to the drops stretching.
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2.2 Static and Dynamic Wetting

For the very small drops relevant to inkjet printing, inertial forces are typically small, resulting in

capillary-driven spreading following the initial impact and relaxation [51]. This wetting stage is dom-

inated by surface energies and hydrodynamic effects in the three-phase contact line region. In the

following, the fundamental equilibrium characterizing the wettability of fluid-substrate pairs will be

briefly introduced, before in Subsection 2.2.2 hydrodynamic effects in the three-phase contact line re-

gion will be discussed. Finally, the state of the art regarding heat and species transport in the vicinity of

the contact line is reviewed.

2.2.1 Static Wetting

How well a liquid wets a solid substrate is determined by the surface energies of the interfaces solid-

liquid σs`, solid-gas σsg and liquid-gas σ`g, the last of which is also commonly referred to as surface

tension. According to Young’s [197] equation

σ`g cosθeq = σsg −σs`, (2.15)

sometimes also called Young-Dupré equation [45], the equilibrium contact angle θeq can also be inter-

preted as a balance of forces at the contact line. Figure 2.1 illustrates this balance and the equilibrium

contact angle enclosed between liquid-gas and liquid-solid interfaces. For −1 < (σsg − σs`)/σ`g < 1,

partial wetting with corresponding 180° > θeq > 0° is expected. Depending on the fluids and substrate,

also complete wetting with a contact angle θeq = 0° is possible.

substrate

liquid

σ`g

σs` σsg

θeq

gas

Figure 2.1: Surface energies at the three-phase contact line.

Heterogeneities along the solid surface, such as surface roughness or chemical structures, can hinder

motion of the contact line. In that case, the apparent contact angle that needs to be exceeded to advance

the contact line θadv can be larger than the contact angle corresponding to the onset of a receding motion,

θrec. This results in so called contact line hysteresis [21]. For a static contact line, the momentary contact

angle can then take any value between θadv and θrec.

2.2 Static and Dynamic Wetting 15



2.2.2 Dynamic Wetting

When drops are placed onto a substrate, they are in general not in their equilibrium state given by the

Young-Dupré equation. Thus, the difference in surface energies will act towards this equilibrium state.

During the resulting contact line motion, the apparent macroscopic contact angle generally deviates from

the static value. Many theoretical and empirical models to describe this process have been proposed. The

theoretical models can be divided into two major groups [19]. Models based on molecular-kinetic theory

describe contact line dynamics through the statistical dynamics of molecules in the contact line region.

Within this model framework, the dynamic contact angle arises on the molecular scale. The group of

hydrodynamic models, on the other hand, is based on continuum mechanics. Therein, capillary forces

are balanced by viscous forces in the three-phase contact line region, resulting in viscous bending of the

meniscus. Thus, the capillary number

Ca=
µ`ucl

σ`g
, (2.16)

which relates viscous to surface tension forces, is an important dimensionless group for the descrip-

tion of moving contact lines. ucl denotes the contact line velocity, which is typically assumed positive

for wetting and negative for dewetting. A third approach, the interface formation model introduced

by Shikhmurzaev [157, 158], combines hydrodynamic effects with the assumption of non-equilibrium

surface tensions in the vicinity of the contact line [158] and accounts for mass transfer between the

liquid-gas and the liquid-solid interfaces [19]. Finally, there is a group of contact line models based on

empirical correlations directly fitted to experimental observations. The following review will focus on

hydrodynamic as well as empirical models, which have previously been widely used in the engineering

community [see e.g. 74, 105, 115, 178].

Singularities at the Contact Line and Possible Remedies

Moffatt [120] predicted the appearance of singularly large viscous stresses in the corner of a wedge-

shaped geometry moving with a given velocity relative to the solid wall, when the classical no slip

condition between liquid and solid is assumed. Huh and Scriven [84] generalized this analysis to contact-

line movement and found similar singularities in shear stresses, pressure and the viscous dissipation rate.

They conclude that these singularities indicate failure of at least one underlying assumption. Their prime

suspect is the no slip boundary condition, even though they also propose cavitation, compressibility

effects or variations in material properties at the contact line as mechanisms regularizing the singularity

in reality. Thus, they propose the introduction of slip and suggest the simple linear condition [125]

`s

∂ u‖
∂ x⊥

= u‖ − uw,‖ (2.17)
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known as Navier slip model to be used in this context. Therein, `s is the corresponding slip length1, u‖
the velocity parallel to the wall, x⊥ the coordinate in wall normal direction and uw,‖ the wall velocity.

The slip length is typically much smaller than all other relevant length scales of the flow. Rothstein [147]

reviewed slip of fluids over solid surfaces. Typical slip lengths are reported to be on the order of a few

nanometers to tens of nanometers. Joseph and Tabeling [96] used particle image velocimetry in order to

measure flow profiles within microchannels with hydrophilic and hydrophobic surfaces. They found that

the slip length was below their measurement uncertainty of ±100 nm. Exceptions seem to be rarefied

gas flows, highly turbulent flows and superhydrophobic substrates, for which substantially larger slip

lengths were reported [147]. As these exceptions are not relevant to the inkjet printing process, it is safe

to assume that physical slip lengths are small even compared to typical ink drop diameters in the range

of tens of micrometers.

The interface formation model, introduced by Shikhmurzaev [157], provides an alternative mechanism

for the relaxation of the contact line singularity through the thermodynamics of the contact line region

[19]. As mentioned above, the model accounts for mass transfer between the liquid-gas and solid-liquid

interfaces at the wall. This is motivated by different surface properties on the interfaces and a finite

relaxation time for a transition between the interfaces. Corresponding additional balance equations

for the different interfaces are introduced. Aside from eliminating the stress singularity at the contact

line, the model is able to reproduce experimentally observed [34, 58] rolling contact line motion [157].

The interface formation model has been criticized for the previously mentioned relaxation time being

too small to be relevant for the wetting process [59]2. However, a similar approach allowing for mass

transfer between interfaces and bulk has recently been presented by Lukyanov and Pryer [117]. Thus,

there seems to be no consensus regarding the most appropriate modeling approach for the moving

contact line yet [19].

Cox-Voinov Model

A very general model for moving contact lines based on hydrodynamic theory was developed by Cox

[40]. The model uses matched asymptotic expansion, where depending on the limiting process two or

three regions of expansion were found to be required. Cox describes the contact line dynamics based on

the ratio of the characteristic microscopic and macroscopic length scales ε, the capillary number Ca, and

the ratio of dynamic viscosities of the two fluids. The model also accounts for cases of partial wetting

with a microscopic contact angle θm > 0°, without being limited to small contact angles. Cox introduces

the microscopic length scale as a molecular length scale related to slip between the fluid molecules and

the solid. However, it is clarified that the actual mechanism relieving the stress singularity at the three-

phase contact line is not relevant for the developed model. The leading order result for the dynamic

contact angle θd is then given as

g(θd) = g(θm) + Ca ln
�

ε−1
�

. (2.18)

1 Sometimes, as also in the work of Huh and Scriven [84], µ/β = `s is used instead, where β is the slip coefficient.
2 See [159] for the response to this criticism.
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In the case of negligible influence of the second fluid [see e.g. 31]

g(θ ) =

θ
∫

0

ϑ− cosϑ sinϑ
2 sinϑ

dϑ. (2.19)

This simplification given by Equations 2.18 and 2.19 of the more general model of Cox had previously

been derived by Voinov [177]. Introducing approximations for the integrand in Equation 2.19, Voinov

simplified the above equations to the well known power law for dynamic contact angle and capillary

number

θ 3
d = θ

3
m + 9 Ca ln

�

ε−1
�

for θ <
3
4
π (2.20)

and

(π− θd)
3 +

9
4
π ln

�

1− cosθ
1+ cosθ

�

= θ 3
m + 9 Ca ln

�

ε−1
�

else. (2.21)

Tanner’s Law

Tanner [169] studied moving contact lines in the context of spreading silicone oil drops. In order to

relieve the stress singularity at the contact line, a thin layer of liquid adsorbed to the solid in front of the

moving contact line was assumed. From mass and momentum balance for the contact line region and

under the assumption of a Stokes flow, Tanner finds that the slope of the liquid-gas interface is described

by the relation

tanθd∝ 3pCa, (2.22)

which for small θd and complete wetting agrees with Equation 2.20. Assuming a power law3 of the form

tanθd∝ τ−n and volume conservation, Tanner then arrives at

tanθd∝ τ−0.3 (2.23)

for the dynamic contact angle and the well known power law

dcl∝ τ0.1 (2.24)

for the temporal evolution of the contact line diameter dcl of a spreading drop. The power law for the

dynamic contact angle was also observed experimentally by Tanner [169] and others [33, 62, 156]. It is

therefore of great practical relevance in the context of drop spreading. Equation 2.24 is also referred to

as Tanner’s law in the literature [e.g. 21].

3 Assuming a spherical cap as the macroscopic drop shape also results in this power law [21].
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Out-of-Balance Young’s Force

While the above models were derived from hydrodynamic theory, other authors developed empirical

models based on measurement data. One group of empirical models for moving contact lines is based

on an "out-of-balance Young’s force", of which two notable correlations [105] for dynamic contact angle

and capillary number take the form

cosθeq − cosθd

cosθeq + 1
= f (Ca). (2.25)

In the model of Jiang et al. [93], the function f (Ca) is given by the relation

f (Ca) = tanh
�

4.96 Ca0.702
�

(2.26)

and in the model of Bracke et al. [25], this function is

f (Ca) = 2
p

Ca. (2.27)

It is interesting to note that the model using Equation 2.26 asymptotically approaches a contact angle of

θd = 180°, while the model using Equation 2.27 reaches θd = 180° for Ca= 1/4 [105]. Both models are

based on experimental data for advancing contact lines.

Kistler Model

Another empirical model, which is based on the experimental data of Hoffman [78], was introduced by

Kistler [105]. The general structure of this model,

θd = fHoff

�

Ca+ f −1
Hoff(θeq)

�

, (2.28)

is similar to the models derived by Voinov [177] and Cox [40] and takes partial wetting scenarios with an

equilibrium contact angle θeq > 0° into account. The difference lies in the use of the Hoffman function

fHoff(x) = cos−1
§

1− 2 tanh
�

5.16
� x

1+ 1.31x0.99

�0.706�ª

, (2.29)

instead of the inverse of g(θ ). The Hoffman function was motivated by the similar correlation by Jiang

et al. [93] given by Equations 2.25 and 2.26 above. Kistler [105] states that the function was based

on complete wetting systems with high liquid viscosity and was adjusted to improve agreement with

measurement data at large capillary numbers. Hoffman’s [78] experimental data covers a range of

4× 10−5 < Ca< 36. For small capillary numbers and complete wetting, the Kistler [105] model reduces

to θd = 4.54 Ca0.353 [105]. Thus, it approximates Equation 2.20 for the complete wetting case. On

2.2 Static and Dynamic Wetting 19



the other hand, the Kistler model also shows excellent agreement with the data from [78] for high

capillary numbers and θd approaching 180°. Therefore, the Kistler model is a universal model describing

the apparent dynamic contact angle as a function of viscous and surface tension forces. As such, it has

already been widely used in the numerical simulation of wetting phenomena [16, 142, 145, 149, 178].

2.2.3 Heat and Species Transport during Wetting and Spreading

The influence of heat and species transport on moving contact lines and drop spreading has also pre-

viously been studied by a number of authors. A substantial amount of research regarding evaporation

at the contact line has been published [e.g. 100, 137, 164, 184]. It was observed that evaporation in

the three-phase contact line region leads to increased heat transfer from the substrate. Furthermore,

using a hydrodynamic model of the contact line region based on lubrication theory, it was observed

that the contact angle increases with increasing wall superheat, which can be attributed to hydrody-

namic effects [12]. The previously discussed studies on the impact of molten wax [18] or solder drops

[7, 9, 180] showed that solidification can result in slower spreading. The substrate temperature was

reported to significantly influence the spreading behavior in that case [7].

Another aspect relevant to the present thesis is the influence of Marangoni stresses on the contact line

region. In the context of surfactant solutions, the solutal Marangoni effect is of interest. An extension

of Tanner’s model [169] towards surfactant solutions was suggested for future work by de Gennes [44]

in his review. Cox [41] extended his model towards insoluble surfactants in the second part of his

study. Besides negligible solubility, it was furthermore assumed that the surfactant does not adsorb to

the solid, diffusion along the interface can be neglected, and that the surfactant concentration is non

zero but finite along the entire interface. Comparison of the macroscopic contact angles predicted by

the two models by Cox for surfactant-free and surfactant-laden cases gives insight into the influence of

surfactant on contact line motion. For cases with a viscosity ratio of the two fluids near zero, the presence

of surfactant increases the macroscopic contact angle of the higher viscous liquid substantially for any

given capillary number, ratio of macroscopic to microscopic lengths ε, and microscopic wetting angle.

The results presented for a microscopic wetting angle of 40° show that Ca ln
�

ε−1
�

is reduced roughly by a

factor of two for a given macroscopic contact angle if surfactant is added. Thus, if one assumes constant

material properties and ε, the spreading rate is reduced roughly by a factor of two in the presence of

surfactant. Joanny [94] came to a similar result using a much simpler approach based on a lubrication

approximation of just a single region. Furthermore, the surfactant fluxes through the contact line region

were considered. If the substrate is repulsive towards the surfactant, i.e. no surfactant adsorbes at the

solid wall, Joanny’s model predicts an increase of the dynamic contact angle compared to the contact

angle predicted by Tanner [169] by a factor of 21/3, which corresponds alternatively to a prefactor of

2 for the capillary number (see also Subsection 4.3.5). Joanny notes that the power law for spreading

remains valid in this case, while only the prefactor changes.

Clay and Miksis [36] studied the spreading of drops on a dry, solid substrate using lubrication theory.

Influences of temperature and insoluble surfactant on surface tension were considered. If the surfactant

was not allowed to adsorb to the solid, the spreading rate of the drop was decreased. This is in agreement
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with the previously discussed work [41, 94] for the moving contact line. Their model also allowed for

transition of surfactant from the liquid-gas interface to the solid substrate. This adsorption was found to

produce Marangoni flow towards the contact line and thereby increase the spreading rate. The opposite

case of surfactant adsorbing to the liquid-gas interface from the solid substrate was found to decrease

the spreading rate. Temperature and surfactant concentration gradients along the substrate resulted in

drop migration. Surfactant transport along the interface in combination with contact angle hysteresis

was reported to result in a pinned contact line in some cases.

Karapetsas et al. [101] focused specifically on surfactant-enhanced spreading and superspreading of

drops on solid surfaces. Similar to the work by Clay and Miksis [36], their model is based on lubrication

theory. However, they took solubility of the surfactant as well as the aggregation of surfactant to micella

into account. Karapetsas et al. [101] report high Marangoni stresses induced by the adsorption of sur-

factant from the liquid-gas interface to the substrate. The thereby increased spreading rate was found to

be close to experimentally observed superspreading. In a more recent study by Karapetsas et al. [102],

the influence of evaporation from surfactant-laden drops on particle deposition was studied. Solutal

Marangoni stresses can in this case counteract thermal Marangoni stresses. An experimental study by

Marmur and Lelah [119] showed fingering instabilities during spreading and retraction of surfactant-

laden drops on a previously dry glass substrate. Similar fingering instabilities at the contact line were

also reported for superspreading surfactant solutions during the final stage of spreading [127].

Beyond the spreading over a dry substrate, several studies regarding the spreading of surfactant or

surfactant-laden drops over a prewetted substrate have previously been presented. Marangoni flow in

this case results in strong deformations of the thin film at the surfactant front [90], which can even

lead to film rupture [91]. Furthermore, fingering instabilities at the drop or surfactant front have been

reported for such cases [92, 182, 183].

2.3 Drop on Drop Collision

As has been discussed in Chapter 1, the collision and coalescence of drops at the solid substrate can

lead to an offset in drop position. In the following two sections, studies regarding drop collision at a

solid substrate will be reviewed. In Subsection 2.3.1, isothermal, surfactant-free cases will be presented,

before in Subsection 2.3.2, studies regarding heat and surfactant transport will be discussed.

2.3.1 Fluid Dynamics of Drop on Drop Collision

In addition to their experiments with molten wax droplets, Schiaffino and Sonin [153] also studied the

behavior of water droplets with a diameter of 50µm successively impacting onto a solid substrate in a

straight line. Due to some overlap between the drops, two neighboring drops coalesced forming a single

drop with accordingly larger volume. This coalescence apparently resulted in an offset of the position of

the following drops towards the previously applied drops, as after a defined number of drops a small gap

towards the following drop remained. This newly placed individual drop then was reported to become

the starting point for the next group of coalesced micro-drops.
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Duineveld [57] performed experimental studies of inkjet printed droplets with a volume of 160 pL im-

pacting a solid substrate at approximately 2 m s−1. On the substrate, the successively applied droplets

formed lines. The liquid they used was an aqueous solution of poly(3,4-ethylene-dioxythiophene) (PE-

DOT), a conducting polymer. The surface tension of the solution was reported to be similar to that

of water. The viscosity was reported as 20 mPa s. The droplets were printed on glass substrates with

a photo-resist layer on top. Different treatments were applied to the coating, resulting in varying hy-

drophilicity and contact angle hysteresis between the substrates. Duineveld observed bulges along the

printed line at regular intervals on substrates with receding contact angles of 0°. An additional criterion

regarding flow along the line had to be fulfilled for the bulging instability to occur. If the flow rate along

the line was sufficiently small, no bulging could be observed.

Recently, the formation of lines from picoliter-sized droplets has also been studied numerically using the

lattice Boltzmann method [35, 198]. Zhang et al. [198] varied the overlap ratio between neighboring

droplets, the droplet frequency as well as the advancing contact angle. The receding contact angle

remained fixed at 5°. In agreement with the work of Soltman and Subramanian [163], they found

scalloped lines for larger drop spacings. However, Zhang et al. [198] noted that the optimal droplet

spacing was not independent of the droplet frequency. An optimal overlap was determined for cases

where the oscillations of coalescing droplets were in phase. However, if droplet oscillations were out

of phase during coalescence, scalloped lines were reported for this optimal spacing. Cheng et al. [35]

found that the line quality could be improved in the out-of-phase case by decreasing the droplet spacing

or increasing the wettability of the substrate by decreasing the advancing contact angle.

Similar to the impact of a drop onto a solid wall, one may expect also air entrainment between a droplet

and previously applied liquid. Air entrainment between liquid-gas interfaces has previously been studied

in the context of drop impact onto a liquid pool [150, 172]. Thoroddsen et al. [172] observed a critical

thickness of the enclosed air film on the order of ∼ 100 nm, independent of the initial drop velocity. As

the critical air film thickness was reached, the air film collapsed and the drop came in contact with the

liquid film. As driving force for the collapse of the enclosed film they suspect intermolecular forces. For

destabilization of the air film by intermolecular forces, they conclude that rupture of the enclosed film is

independent of how the critical film thickness was reached.

2.3.2 Heat and Species Transport During Drop on Drop Collision

Similar to the single drop scenario discussed in Subsection 2.1.2, several authors have also studied the

influence of drop collision and coalescence at a solid substrate on heat transfer. Batzdorf et al. [13]

numerically studied the horizontal coalescence of two drops impacting a superheated solid substrate

simultaneously next to each other. They found that the heat flow is governed by the wetted area at

high Prandtl numbers, while for Prandtl numbers of order unity, evaporation becomes more relevant.

Coalescence of the two drops was found to decrease the heat flow compared to two separately impacting

drops. In between the two drops, a stagnation area was observed, resulting in an upward and sideways

directed flow. For larger drop spacings, collision occurred later and a thin neck was formed in between
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the drops. This neck was reported to continue growing after the end of the receding phase of the two

drops.

Vertical coalescence of successively impacting drops onto a superheated wall was studied experimentally

by Gholijani et al. [67]. Similar to the single drop impact scenario [12, 68] they found that increasing the

wall superheat resulted in smaller maximum contact line diameters due to higher evaporation rates. The

maximum heat flow increased with the number of drops, which the authors attribute to the larger liquid

mass on the substrate and thus the increased wetted area. Impact of the later drops on the previous

drops and the already cooled substrate, however, resulted in lower maximal local heat flux. A very

similar vertical coalescence scenario was also studied experimentally and numerically by Guggilla et al.

[71]. Similar to Gholijani et al. [67], they found that the contact line diameter decreases with increasing

wall temperature. They quantified the cooling effectiveness of later drops and found that, due to the

pre-cooled substrate, it is only around 0.6 times that of the initial drop. With wall superheats above the

Leidenfrost temperature, no coalescence could be observed as drops bounced to the side under these

conditions.

Other authors investigated similar scenarios from a slightly different angle, focusing on wetting dynamics

and deposit formation under the influence of heat transfer. Soltman and Subramanian [163] studied

lines formed of droplets with a volume of 100 pL. The initial droplet velocities are reported to be in

the range of 1 m s−1 to 2 m s−1. Similar to the experiments by Duineveld [57], an aqueous PEDOT

solution was used. As substrates, poly(4-vinylphenol) (PVP) coated glass slides were used. Soltman

and Subramanian [163] focused their experiments on the shape and structure of the deposited line

after evaporation of the solvent. Besides drop spacing and frequency, they also varied the substrate

temperature in the range of 17 ◦C to 60 ◦C. For low drop spacing, beads similar to those described by

Duineveld [57] were observed to form at the beginning of the line and periodically along the line. Too

large drop spacings resulted in scalloped lines or even isolated drops. With sufficiently high substrate

temperature or larger delay between subsequent droplets, the authors reported the droplets to evaporate

individually, before the next droplet impacted the substrate. This resulted in a deposition in the shape of

stacked coins. The coffee ring effect [49] was observed to be less pronounced in the case of a uniform

line in comparison to circular drops. Increasing the substrate temperature was reported to increase the

formation of coffee rings. In cases where thermocapillarity plays a subordinate role, this effect was

very recently also predicted by numerical simulation for the evaporation of urea-water drops, whereas

thermocapillarity was reported to result in increased deposit formation at the drop’s center [14, 15].

Schiaffino and Sonin [153] experimentally studied the impingement of molten wax droplets from a

DOD inkjet printer onto a cold Plexiglas target. The droplets were 50µm in diameter, corresponding to

roughly 65 pL, and impacted the substrate at about 2.5 m s−1. The subsequently generated droplets were

jetted onto a Plexiglas substrate with equidistant offset next to each other along a line. The temperature

of the substrate was varied between 20 ◦C and 60 ◦C, the initial droplet temperature was kept 14 ◦C above

the melting point of the wax during the experiments. Upon impact, the wax droplets solidified on the

substrate as their temperature decreased. The contact line was reported to solidify first, while the rest of

the bead remained in a liquid state for a longer period. Lower substrate temperatures resulted in stable

lines of the deposited wax with larger contact angles after solidification. On the other hand, bulging
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instabilities similar to the Plateau-Rayleigh instability [139] were observed for contact angles above 90°.

For smaller contact angles the contact line on both sides of the deposited line of wax was reported to be

parallel.

A similar experiment was conducted more recently by Li et al. [112]. Their work was focused on the

receding of contact lines after the coalescence of molten wax droplets on an aluminum drum, a phe-

nomenon they call drawback. During the experiments, the droplet diameters were kept at a constant

value of approximately 40µm, which corresponds to a volume of about 34 pL. The impact velocity was

reported to be approximately 5 m s−1. Besides drop spacing and interval, they furthermore studied the in-

fluence of the substrates temperature on the coalescence outcome. They found that an increased interval

between the colliding droplets increased drawback and resulted in a more round shape of the coalesced

droplets. They argued that the increased interval gave the droplets more time to assume a rounder

shape driven by surface tension. Also a larger overlap between neighboring droplets was observed to

result in a more round shape as measured by the droplets’ aspect ratio. An increased drum temperature

showed similar effects, which the authors attribute to the reduced cooling rate. They developed a simple

model describing drawback. Furthermore, they studied the stability and breakup of printed lines. They

found that with increasing droplet spacing lines became more prone to breakup. However, their model

also predicted the line to be more prone to breakup at higher drum temperatures, resulting in increased

drawback, which was in agreement with their experimental observations.

Species transport during the coalescence of drops has also attracted some attention in the past. Yeh

et al. [194] studied the mixing of two drops with different surface tensions after coalescence using micro

particle image velocimetry and a laser microfluorescence technique. The two considered working liquids

were water and an aqueous surfactant solution with a concentration below the critical micelle concentra-

tion. The drops with a volume of 0.2µL were placed side by side onto a surface with wettability gradient.

This gradient caused a spontaneous motion of one of the drops towards its neighbor. The authors found

that the mixing of the two drops was dominated by convection, which occurred within 100 ms after

coalescence. They observed that the surface tension of the stationary drop showed the largest influence

on convection. For larger surface tension, stronger convection was reported. Interestingly, the influence

of the surface tension of the moving drop was reported to be less pronounced. Even though the authors’

focus was not on Marangoni flow, those results indicate that surface tension gradients and consequently

Marangoni flow must play a minor role in the considered scenario.

Lu and Corvalan [116] studied the coalescence of viscous drops containing insoluble surfactants using

direct numerical simulation. The drops were initially placed on two opposing, parallel walls with a small

liquid bridge connecting them. The work was thus focused on the evolution of the drop shape after an

initial liquid bridge had already formed. The authors found that surface contraction is most pronounced

directly at the liquid bridge, where it results in an increasing local surfactant concentration. Marangoni

flow is then induced by this uneven surfactant distribution, which hinders growth of the liquid bridge

and therefore slows the coalescence process. Similar Marangoni flows at the surface of the liquid bridge

between an ethanol-water drop and reservoir were observed by Blanchette et al. [20]. Depending on the

reservoir composition and drop size, they report partial or total coalescence. They partly attribute this

difference to Marangoni flow at the liquid bridge.
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2.4 Multiphase Flow Models and Numerical Methods

A variety of methods for the simulation of multiphase flows has been introduced in the past. The most

common continuum based approaches can be classified by their representation of the liquid-fluid inter-

face and its evolution. Table 2.1 illustrates this classification according to the review by Wörner [189].

Beyond these methods, long wave or lubrication theory is commonly applied for the description of thin

films [130] or the spreading of drops on hydrophilic substrates [36, 175, 82]. Another approach often

found in drop impact simulations is the lattice Boltzmann (LB) method [e.g. 35, 198], where the flow

is modeled on the meso-scale through simplified kinetic models [189]. Even more detailed simulations

are based on molecular dynamics (MD), where individual molecules are resolved and interactions are

modeled on the molecular scale [99]. This extremely high resolution of the simulation and correspond-

ing computational cost limits MD simulations to very short length and time scales. In the following, the

focus will be on continuum based methods.

Table 2.1: Continuum based methods for the simulation of multiphase flows.
Classification according to [189].

Zero Interface Thickness Finite Interface Thickness

Lagrangian
front tracking
moving mesh

Eulerian
level set conservative level set

geometric volume of fluid algebraic volume of fluid
phase field

In Lagrangian type approaches, the interface is tracked either by marker points on a background mesh

(front tracking, FT) or mesh vertices (moving mesh) [189]. The latter is often implemented in the form

of an arbitrary Lagrangian-Eulerian (ALE) mesh. This method allows the mesh to move with the fluid

(Lagrangian), to be fixed (Eulerian), or to follow any (arbitrary) relative motion in between. For the

simulation of two phase flows, the interface can thereby be represented by specific cell edges (2D) or

faces (3D) [77]. At the same time, the flexibility of mesh motion within the bulk phases as well as in

interface tangential direction can decrease mesh distortion compared to purely Lagrangian approaches

[138]. In both discussed Lagrangian methods, the interface, represented by the connection of marker

points (front tracking) or mesh vertices (moving mesh), has zero thickness.

In Eulerian type methods, the transport equations are solved on a fixed background mesh. These methods

have in common that the phase distribution and therefore the interface position is represented by a scalar

field. Within the level-set method (LS), this field is the signed distance to the interface, which is advected

with the flow [168]. Within the interface-reconstructing volume of fluid method (IR-VOF), also called

geometric VOF (geom. VOF), fluxes of the two phases across cell faces are tracked using a geometric

reconstruction of the interface [148]. The evolution of the interface can then be captured by the volume

fraction of the two phases within a control volume. Through the signed distance within the LS method

2.4 Multiphase Flow Models and Numerical Methods 25



and the geometric reconstruction within the geometric VOF method, the interface is represented with

zero thickness [189].

Closely related to the geometric VOF method is the color function volume of fluid method (CF-VOF), also

called algebraic VOF (alg. VOF). Instead of a geometrical advection algorithm, this method describes the

evolution of the phase distribution through an advection equation for the volume fraction field. Even

though specialized discretization schemes have been developed for the advection of step-like fields such

as the volume fraction field (see e.g. [89]), numerical diffusion results in a slight smoothing of this

step. For typical implementations, this results in an interface thickness on the order of two to three

mesh widths [189]. Within the so called conservative level-set method (C-LS) [128], this smoothing is

introduced intentionally through a diffusion term and counteracted by an additional convective velocity

in interface normal direction. An analytical solution exists for the resulting defined profile of the volume

fraction across the interface [179]. This allows the calculation of a signed distance function. Thus, the

C-LS method combines aspects of algebraic VOF and LS [107]. The phase field method (PF) can be

considered a diffuse interface method that is based on fluid free energy [189]. The distribution of the

phases is described by the scalar phase field, the evolution of which is described by the Cahn-Hilliard

equation. The diffuse interface formulation of the PF method can be motivated physically on the length

scale of van der Waals type forces. However, for the simulation of macroscopic multiphase flows, the

interface thickness can artificially be increased in order to lower the required numerical resolution. The

interface thickness is then typically resolved with up to ten mesh widths [189].

Regarding multiphase problems on short length scales, the evaluation of surface tension forces is of

particular importance. Inaccuracies in their calculation can produce artificial velocities at the inter-

face [189]. These so called spurious or parasitic currents can arise from inconsistent discretizations of

surface tension forces and pressure gradients [135], the approximate solution of the pressure equation

[195], or inaccuracies in the evaluation of interface curvature [136]. They have been reported for VOF,

LS, FT and LB methods [189]. Despite the fact that spurious currents have already been subject to

various studies [e.g. 135, 140, 195], related aspects, such as the evaluation of interface curvature on

unstructured Eulerian meshes, are still subject to current research [136, 152].

Numerical methods for the simulation of multiphase flow have in the past also been used to study

heat and species transport processes and related phenomena. Table 2.2 gives an overview of numerical

studies that include surfactant and/or heat transport. The table additionally marks whether topological

changes, such as coalescence or impact onto a solid surface were considered and it is noted whether

moving contact lines were included. Note that this indication is based on aspects that were considered

in the respective references. The underlying methods may be capable of handling additional aspects

that were not considered in the corresponding reference. The aim of Table 2.2 is to give an overview

over the capabilities of different numerical methods, not to provide an exhaustive list. Therefore, it is

not necessarily representative of all numerical studies performed over the past decades. However, it

clearly shows that both, surfactant and heat transport have previously been investigated using a variety

of numerical methods. All classes discussed above, i.e. Lagrangian and Eulerian methods as well as

methods with finite and zero interface thickness, are represented.
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Table 2.2: Overview over a selection of numerical studies based on common continuum based methods
for the simulation of multiphase flow that include surfactant and/or heat transport. Check-
marks indicate whether the respective aspect was included in the studies.
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s Bender et al. [15] ALE Ø

Dieter-Kissling et al. [53], Pesci et al. [132] ALE Ø(sol.)
Esmaeeli and Tryggvason [60] FT Ø Ø
Muradoglu and Tryggvason [124] FT Ø(sol.) Ø

Eu
le

ri
an

Alke and Bothe [3] geom. VOF Ø(sol.) (Ø)a

Fath and Bothe [61] geom. VOF Ø Ø
James and Lowengrub [88] geom. VOF Ø(ins.) Ø
Ma and Bothe [118] geom. VOF Ø
Wu and Dhir [191] LSb Ø Ø Ø

Fi
n.

In
t.

Th
. Berberović et al. [17] alg. VOF Ø Ø Ø

Kunkelmann [106] and following [12, 54, 154] alg. VOF Ø Ø Ø
Lakshmanan and Ehrhard [107] C-LS Ø(sol.)c

Soligo et al. [162] PF Ø(sol.) Ø
Teigen et al. [170, 171] PF Ø(sol.) Ø

a Stated to be possible due to the VOF approach but not demonstrated
b LS on a moving mesh
c Constant bulk concentration

With regard to surfactants, Lagrangian methods benefit from the representation of the interface by mesh

faces in the case of ALE [53, 132], or marker points that can be connected to a surface mesh in the case

of FT approaches [124]. These approaches allow the discretization of transport equations directly on

the surface mesh. Also with respect to heat transfer problems, especially those including phase change,

a surface mesh can be beneficial. Batzdorf [12] for example employs a reconstruction of the interface

for the evaluation of temperature gradients at the interface. The representation of the interface by a

mesh, however, comes at the cost of remeshing after strong deformations of the interface or topological

changes. Tryggvason et al. [173] give a detailed description of the necessary steps for their FT algorithm.

The required remeshing increases code complexity and computational effort.

In Eulerian methods, topological changes occur once the distance between two interfaces becomes too

small to be resolved by the numerical mesh. This so called numerical coalescence is therefore mesh

dependent [189]. Since the background mesh does not follow the interface, mesh updates are not re-

quired when strong interface deformations or topological changes occur. Nevertheless, adaptive mesh

refinement in the interface region can still be beneficial regarding the overall computational cost while

maintaining a high resolution close to the interface [142]. The inherent ability of Eulerian methods
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to capture topological changes comes with the downside of no available interface mesh. This makes

modeling the transport of a species on the interface less straightforward. Methods based on geometric

VOF make use of a reconstructed interface to advect the interfacial concentration of surfactant [3, 88].

Different methods regarding surfactant transport have been introduced for the PF method. Teigen et al.

[170, 171] developed a model based on constant normal extension [29]. The concept of this approach is

to solve a transport equation on an Eulerian background mesh for a field that takes constant values in in-

terface normal direction within the diffuse interface region. Their model uses two separate fields for bulk

and interface concentrations. This is in contrast to the model presented by Soligo et al. [162], who solve

a Cahn-Hilliard like equation for the concentration in bulk and at the interface, which is represented by a

single scalar field. Lakshmanan and Ehrhard [107] introduced an approach to model surfactant transport

for the C-LS method. Their continuum surface transport equation describes the transport of a volumetric

concentration that is localized within the interface region of finite thickness. Eulerian methods have also

been widely used for the simulation of heat transfer phenomena. The simulation of evaporation requires

special attention in these methods regarding the evaluation of temperature gradients and evaporative

source and sink terms [12, 73, 106]. However, if evaporation can be neglected, as in [16], the modeling

of heat transfer can be quite straightforward.

The discussed references indicate that, depending on the physical problem, the choice of numerical

method might differ. However, even very similar scenarios have previously been studied using different

methods. Thus, especially for multiphysics applications, multiple approaches may be viable.

28 2 State of the Art



CHAPTER3
Aims and Outline of this Thesis

As illustrated in Chapter 1, inkjet printing is a complex multiscale process including wetting, topological

changes, and heat and species transport. The print quality depends on exact dot sizes and positions.

Inaccuracies in dot size and position can lead to print defects on the macroscopic scale. Impermeable,

non-porous substrates are especially prone to defects related to droplet coalescence.

The aim of this thesis is to provide a better understanding of the coupled wetting and transport processes

and to derive recommendations for an improved print quality. Therefore, the spreading behavior of

individual as well as collided droplets is of special interest. The literature review in the previous chapter

has shown that a number of aspects relevant to inkjet printing have previously been studied. However,

some open questions remain, of which the following are in the focus of this thesis:

• How does heat and species transport, above all the presence of surface-active substances, influence

droplet impact and spreading on the very short length and time scales relevant to inkjet printing?

• How does heat and species transport affect the collision and spreading behavior of droplets at the

solid substrate on these length and time scales?

These questions are approached using two reference scenarios: The first considers the impact of indi-

vidual droplets. The second scenario represents the off-centered collision of an impacting droplet with a

previously applied droplet on the substrate. In order to ensure relevance of the findings for the printing

industry, printer manufacturers, and ink development, all process and material parameters are closely

oriented on the industrial inkjet printing process with UV-curable inks.

The short length and time scales of droplet impact, spreading and collision within the inkjet printing

process limit experimental studies mostly to observations of droplet contours using high speed imaging.

Temperature and concentration fields on the relevant length and time scales can not yet be resolved

experimentally. Therefore, the coupled wetting and transport processes are studied using numerical sim-

ulation within the scope of this work. The review of numerical methods for the simulation of multiphase

flow has shown that a multitude of approaches has been used to study different aspects related to the

29



present work. Thus, different numerical approaches are applicable to the physical problem considered.

Within the scope of this work, the algebraic VOF method is employed using the OpenFOAM solver inter-

Foam. The method is inherently capable of handling topological changes, such as the initial wall contact

as well as the coalescence of neighboring droplets, on a fixed background mesh. Furthermore, employ-

ing interFoam allows the use of previous developments regarding conjugate heat transfer [12, 64, 106]

and high-performance computing techniques [142]. Future works considering structured substrates may

benefit from the capability of OpenFOAM to handle unstructured grids.

Other aspects relevant to this work, however, require further attention within the algebraic VOF frame-

work. Consequently, further method development, verification and validation is necessary within the

scope of this work. As discussed in Section 2.4, simulations of surface tension dominated flows are

prone to spurious or parasitic currents. Moreover, even though VOF is generally capable of handling

topological changes, the film rupture during droplet impact as well as the coalescence process itself are

expected to be mesh dependent. Treatment of the moving contact line is still subject to ongoing research

independent of the underlying numerical method. Finally, including surface-active substances into the

VOF framework is not straightforward, as the method lacks a discrete representation of the liquid-fluid

interface. Hence, the efforts with respect to method development, verification and validation within this

work focus on the following points:

• Reduction of spurious currents

• Modeling of film rupture during droplet impact and off-centered drop collision

• Treatment of the moving contact line

• Modeling of soluble surface-active substances within the algebraic VOF framework

The remainder of this thesis is structured in the following way: In the following chapter, the mathemati-

cal description and the numerical method are presented. Special focus is put on the challenges identified

above. The individual aspects of the model are then verified in Chapter 5. Furthermore, simulation

results of impacting and colliding micrometer-sized acrylate droplets are compared to experimental ob-

servation for the validation of the approach. In Chapter 6, parameter studies of individual droplet impact

and spreading as well as the off-centered collision of droplets at the solid substrate are presented. In

addition to hydrodynamic parameters, the influence of heat and surfactant transport on the impact,

spreading and collision behavior is discussed. Finally, this work is summarized in Chapter 7 and a brief

outlook is given in Chapter 8.
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CHAPTER4
Mathematical Description and Numerical Method

Throughout this thesis, the algebraic volume of fluid method (VOF) is employed using the OpenFOAM

solver interFoam. In Section 4.1, the governing equations for the two phase flow will be introduced.

Special focus is put on the evaluation of interface curvature. Furthermore, a generalized density scaled

continuum surface force model is introduced for volume of fluid methods, and handling of the moving

contact line is discussed. Due to the small droplet sizes and therefore small inertial forces, additional

models for wall contact and coalescence are necessary and will be introduced in subsections 4.1.5 and

4.1.6. Following these aspects of the two phase flow, the governing equations for the transfer of heat

are presented in Section 4.2. Finally, the two-field modeling approach for transport of soluble and insol-

uble surfactants employed throughout this work will be presented in Section 4.3, before the numerical

method, including acceleration techniques and solution procedure, is presented in Section 4.4.

4.1 Hydrodynamics of the Two-Phase Flow

In this section, the balance equations for mass and momentum will be introduced. Special focus is put

on the evaluation of capillary forces and treatment of the moving contact line. At the end of this section,

the above-mentioned models regarding substrate contact and coalescence will be introduced.

4.1.1 Governing Equations

Within the volume of fluid method, introduced by Hirt and Nichols [76], the distribution of two fluid

phases within the computational domain is described by a volume fraction field representing the frac-

tional volume of one of the two phases within a control volume. This volume fraction field, here denoted

by α, is advected according to

∂ α

∂ τ
+∇ ·αu+∇ · (α(1−α)ur) = 0, (4.1)
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where u is the velocity field and τ the time. Within the algebraic VOF method, this equation is discretized

using appropriate numerical schemes. While in geometrical approaches the geometric advection ensures

a sharp interface, an additional artificial compressive convective term is employed in the algebraic VOF

method in order to counteract numerical diffusion. ur = kr ||u·n f ||nκ represents the compressive velocity,

where the constant kr = 1 within the scope of this work and nκ is the interface normal vector pointing

towards the phase where α = 1. n f denotes the cell face normal vector. Together with the continuity

equation for an incompressible flow,

∇ · u= 0, (4.2)

the advection equation of the volume fraction field forms the mass balance for the two phases. Assuming

Newtonian fluids, the momentum balance is given by

∂ ρmu
∂ τ

+∇ · (ρmu⊗ u) =∇ · �µm

�∇u+ (∇u)T
��−∇p+ fI, (4.3)

where p is the pressure and fI is the sum of all force densities acting at the interface between the two

phases. ρm and µm denote density and viscosity of the two phase mixture, respectively. Any material

properties ϕm for the single field formulation throughout this work are calculated from the properties of

the two phases according to ϕm = αϕ1 + (1− α)ϕ2. Due to the small droplet volumes relevant to the

present work, gravitational forces are neglected. The interfacial forces

fI = fσ + fsubstrate + fcoalescence (4.4)

here not only contain surface tension forces fσ, but also additional forces fsubstrate and fcoalescence account-

ing for liquid-solid and liquid-liquid interactions respectively. These will be described in the following

subsections 4.1.5-4.1.6. The surface tension forces

fσ = σ`gκδbnσ +δb∇Σσ`g (4.5)

are modeled using a generalized density scaled continuum-surface-force model. They introduce the

Laplace pressure jump and additionally account for Marangoni stresses. Here, σ`g denotes the surface

tension, κ the mean curvature of the interface, δb the interfacial Dirac distribution and nσ the interface

normal vector. ∇Σ is the gradient along the interface. The evaluation of interfacial Dirac distribution,

interface normal and curvature will be discussed in detail in the following subsections.

While Hirt and Nichols [76] originally introduced and motivated the volume fraction field as a simple

marker field, Equations 4.1-4.3 can also be derived from conditional volume averaging of the sharp

interface two-field formulation of the two-phase flow. In order to do so, the closure assumptions of

vanishing relative velocity between the two phases and identical pressure in both phases within the

averaging volume have to be made. Furthermore, small-scale (or subgrid-scale) velocity fluctuations

and corresponding stresses within the averaging volume have to be assumed to be negligible [cf. 190].
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4.1.2 Generalized Density-Scaled Continuum Surface Force Model

For the level-set method, Yokoi [195] introduced a density scaled modification of the classical continuum

surface force model by Brackbill et al. [24]. In the following the two models are introduced, before the

density scaled approach is generalized and transferred to the volume of fluid method.

Continuum Surface Force

The continuum surface force model (CSF) introduced by Brackbill et al. [24] transforms capillary forces

at the liquid-gas interface into a body force in the interface region. As it does not require mesh faces to

align with the fluid interface, the CSF method or similar volumetric approaches are a common choice in

interface capturing methods such as volume of fluid methods as well as level set methods or hybrids of

the two [136]. The surface tension forces along a section of the interface Si within a control volume Vi

are given by

fσ,i =
1
Vi

∫∫

Si∩Vi

(σ`gκn+∇Σσ`g)dS. (4.6)

Using the interface Dirac δI(x), the surface integral can be transformed into a volume integral. The

surface tension forces are then given by

fσ,i =
1
Vi

∫∫∫

Vi

(σ`gκn+∇Σσ`g)δI(x)dV. (4.7)

In differential form this results in the expression given in Equation 4.5. Within the continuum surface

force model, a regularized δ at the interface is employed. A common approach in VOF methods is to

calculate δ from the volume fraction field according to

δb = δ1 = ||∇α ||2. (4.8)

Density-Scaled Continuum Surface Force

Within the context of the level set method, the regularized interface Dirac distribution δr as well as the

smoothed Heaviside function Hr used to calculate phase distribution and material properties (similar to

α in the VOF context) are calculated from the level-set field l, such that they satisfy the relation [195]

δr(l) =
dHr(l)

dl
, (4.9)

showing great similarity to the VOF approach in Equation 4.8. Note that the interface tangential com-

ponent of ∇α vanishes and l changes only in interface normal direction by definition. In both cases, the
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regularized δ protrudes into both phases. Yokoi [195] noted for the level set method that this leads to

larger spurious currents in the phase with lower density, because the same volumetric force applied to a

lower density fluid will lead to larger accelerations compared to a fluid with higher density. In order to

obtain a more symmetric acceleration, Yokoi [195] proposed the use of a density-scaled δ of the form

δscaled(l) = 2Hr(l)δr(l). (4.10)

Thus, within the density-scaled continuum surface force model (DS-CSF), the scaled δ function is shifted

towards the phase with H = 1, while the identity

∞
∫

−∞

δdl = 1 (4.11)

of the δ distribution is maintained.

Generalization of Density Scaling

For the following it is useful to reformulate Equation 4.10 to

δscaled =
d(Hr(l))2

dl
, (4.12)

making use of Equation 4.9. This also suggests the generalization1 to

δscaled,b =
d(Hr(l))b

dl
, (4.13)

with b ∈ R>0, allowing different scaling intensities, from a shift in the opposite direction, i. e. towards

the phase with H = 0, for 0 < b < 1 to a strong shift towards the phase with H = 1 and a rather sharp

δ for b � 1. In analogy to that a generalized DS-CSF model (gDS-CSF) can also be formulated for the

VOF method as

δb = ||∇αb ||2 = bαb−1 ||∇α ||2, (4.14)

with the case b = 2 being similar to the originally proposed density scaling by Yokoi [195] for the level

set method in Equation 4.10. The Euclidean norm is represented by || · ||2 therein.

Figure 4.1 shows the density scaled δ for varying b for the approximated α profile from Appendix B.

With increasing b, the δ function becomes more narrow and is shifted towards the phase with α = 1.

The influence of the choice of b on spurious currents is investigated in Subsection 5.1.2.

1 Thanks to Peter Hachmann for his suggestion regarding a generalization of the density scaling.
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Figure 4.1: Regularized δ with different density scaling intensity according to Equation 4.14 for a typical
α profile across the interface. ∆x denotes the mesh size.

Interface Normal

A common approximation for the interface normal within the VOF method is

nσ =
∇α
||∇α||2

, (4.15)

and hence

δbnσ = bαb−1∇α=∇αb (4.16)

for the generalized density scaled CSF formulation. In this form δbnσ enters Equation 4.5. Once dis-

cretized, this formulation enables the evaluation of the interfacial forces contributing to the Laplace

pressure jump [[p]] = σ`gκ directly at cell faces, allowing a balanced discretization of σ`gκ∇α and ∇p,

where discretization errors cancel out if ∇αb and ∇p are discretized using identical schemes. See [136]

for the case with b = 1 and [195] for the density scaled case in the level-set context for a more detailed

discussion of the balanced discretization. An imbalance in the discretized form on the other hand can

give rise to spurious or parasitic currents [140]. While the balanced discretization requires calculating

the gradient of the step like α field, it is known that an interface curvature estimate based on this gra-

dient is poor. For this reason Popinet [136] points out that the evaluation of δbnσ should be decoupled

from the evaluation of κ. The method for the evaluation of interface curvature used throughout this

work is discussed in the following section.

4.1.3 Evaluation of Interface Curvature

Rettenmaier [141] was able to show that in cases, where the exact analytical interface curvature could

be used during the evaluation of surface tension forces, spurious or parasitic currents were several orders
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of magnitude smaller than in cases, where they have been evaluated from the volume fraction field α.

For this study, the interface curvature was evaluated (i) according to the standard interFoam method

based on the continuum surface force model by Brackbill et al. [24], (ii) using the iso-surface recon-

struction [12, 106], and (iii) with a coupled Level-Set VOF based method [2, 195]. Rettenmaier’s [141]

results therefore suggest that spurious currents in the algebraic volume-of-fluid method, especially for

the employed extended interFoam solver, are to a substantial part caused by inaccuracies in curvature

calculation. While some of these methods performed better than others, all of them showed increas-

ing parasitic currents with mesh refinement. Special care has therefore been taken within this work

regarding the evaluation of interface curvatures, which will be discussed in the following.

The height function method [43, 134, 167] allows second order [43] or even higher order accurate

results [22], however it is typically employed on structured grids [136]. The evaluation of interface

curvature within VOF on unstructured grids is subject of recent research [see e.g. 152]. For the present

work the concept of calculating the interface curvature on a smoothed volume fraction field is revisited

in the following and extended towards wetting scenarios. A number of different smoothing kernels have

been proposed in the literature [187]. The results of Cummins et al. [43] showed that by keeping the

smoothing kernel radius independent of mesh size, second order convergence can be observed. The

thereby effectively increasing discretization stencil with grid refinement is obviously disadvantageous

regarding the computational efficiency. Despite this limitation, interface curvatures will be calculated

based on a smoothed volume fraction throughout this thesis. This smoothed field is obtained by solving

the diffusion equation

∂ αS

∂ τ∗
= DS∇2αS (4.17)

within each time step in the pseudo time τ∗. Starting with αS,0 = α at τ∗ = 0, the above equation is

solved until a specified pseudo time τ∗ = τ∗S is reached. Together with the diffusion coefficient DS, τ∗S
determines the thickness of the interface region in the smoothed volume fraction field αS. The influence

of DSτ
∗
S on the curvature estimate is discussed in Subsection 5.1.1. Based on the results presented

therein, the values employed throughout the remainder of this thesis will be introduced. Similar to the

standard interFoam method, the interface normal can then be calculated from

nκ =
∇αS

||∇αS||2 + ς∇α
, (4.18)

where ς∇α is a small2 value preventing division by zero outside of the interface region. The interface

curvature is calculated by

κ= −∇ · nκ. (4.19)

As Equations 4.17-4.19 do not depend on a structured grid, this evaluation method can be directly

applied to unstructured grids. At a wetted wall the interface normal depends on wettability and conse-

quently the contact angle, which is discussed in the following.

2 Throughout the present work, ς∇α = 10−8/ 3
p

Vavrg is used, where Vavrg is the average cell volume of the domain. This
value is negligible compared to ||∇αS||2 within the interface region.
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Contact Angle Treatment

Even without the above introduced smoothing procedure, an adequate evaluation of the volume fraction

along a partially wetted substrate is of great importance as the interface normal vectors neighboring the

wall and therefore also the local interface curvature depend on the volume fraction field at the wall.

Both, the standard method within interFoam to evaluate α at the wall as well as the method introduced

by Batzdorf [12] can result in values of the volume fraction outside the physically meaningful bounds of 0

and 1. While on the one hand OpenFOAM provides a number of different limiters to ensure boundedness

at the wall, Batzdorf’s [12] method on the other hand relies on possibly unbounded values at the wall.

In the present work, a different approach is taken, which ensures boundedness of α-values at the wall

while still taking the local contact angle into account.

The algebraic volume of fluid method produces a slightly diffuse interface with a transition region ap-

proximately two to three mesh widths thick [189]. The here proposed approach makes use of this

property of the advected α-field. It takes advantage of the observation that the advection of the volume

fraction α based on Equation 4.1 results in a typical α-profile that, for the discretization schemes used

throughout this work, can be approximated by

α≈ 1− 1

1+ exp
�

2 `−∆`ξ
� =

1
2

�

1+ tanh
�

`−∆`
ξ

��

. (4.20)

Therein, ` is the distance from the α = 0.5 iso-surface with ` < 0 for α < 0.5 and ` ≥ 0 for α ≥ 0.5.

The fitting parameters were found to be ξ ≈ 0.91∆x and ∆` ≈ −0.01621∆x , where ∆x is the local

mesh width. Numerical experiments to determine this profile and corresponding parameters using the

discretization schemes used throughout this work are presented in Appendix B. Inverting the above

relation allows to estimate the distance to the interface based on the volume fraction field by

`α ≈
1
2
ξ ln

�

αlim

1−αlim

�

+∆`, (4.21)

where for numerical reasons

αlim =min(max(α,ςα), 1− ςα) (4.22)

is used.3 Using the resulting distance of wall neighboring cell centers to the interface, the distance is

extrapolated to a ghost-cell layer. From geometrical considerations, assuming the radius of interface

curvature to be large compared to the mesh size, it can be calculated as

`gc = `cc + 2 ||xcc − xw||2 cos(θ ) (4.23)

on an orthogonal grid. A schematic of the contact line region is shown in Figure 4.2. Depending on the

3 Throughout this work, ςα = 10−15 is used, which corresponds to a distance to the interface of 15.7∆x . Within the
interface region, `α is, therefore, uninfluenced by ςα.
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Figure 4.2: Schematic of the contact line region.

interface distance `gc, the α values in the ghost cells can then be updated using Equation 4.20. With

this value, the surface normal gradient at the substrate boundary is calculated using central differencing.

Similar to standard interFoam, the surface normal gradient at the boundary is then used to extrapolate

the cell centered wall neighboring value of α to the boundary face. The extrapolation method of the

α-field and its gradient to the substrate boundary introduced here, however, avoids unbounded and

therefore unphysical values while it maintains boundary values consistent with the contact angle.

On a wetted wall also the smoothing kernel at the wall, or in the present case the boundary condition

during the smoothing step described by Equation 4.17 above, must be chosen consistently with the

contact angle. For an initially planar and sharp interface, integration of Equation 4.17 leads to an

αS-profile in interface normal direction as given by

αS(τ
∗) =

1
2

�

1+ erf

�

`
p

4DSτ∗

��

. (4.24)

In the present work, Equation 4.17 is therefore solved with a pseudo time dependent Dirichlet boundary

condition according to Equation 4.24 along the substrate. The initial τ∗ at the beginning of smoothing

is calculated using the estimate given in Appendix B. Employing the interface distance estimate from

Equation 4.21 thereby prevents decoupling of the smoothed αS-field from α at the substrate. For values

of α close to zero or one, however, the distance estimate based on Equation 4.21 becomes very sensitive

to small changes in α. Therefore, outside the contact line region, a geometrical distance estimate based

on the iso-surface reconstruction as described by Kunkelmann [106] and Batzdorf [12] is used. This

geometrical estimate of the distance `geom to the interface is calculated from the distance `cl of a point

on the wall from the iso-reconstructed contact line (α= 0.5, see [12] for a detailed description) and the

local contact angle according to

`geom = sin(θ ) `cl, (4.25)

assuming a planar interface. This estimate results in `geom = 0 along the substrate for θ = 0° and

θ = 180°, producing poor distance estimates for extreme contact angles. In order to combine the benefits
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Figure 4.3: Depending on the local contact angle θ , the weighting of the distance evaluated from the
volume fraction field is changed.

of both methods, the interface distance estimates based on the α-profile and on geometry are throughout

this work blended according to

`αS
= wdist `α + (1−wdist)`geom, (4.26)

using the contact angle and α dependent weighting factor

wdist = 4sinθ (α+ ςα)
sin[max(θ ,π/2)] (1−α+ ςα)sin[min(θ ,π/2)]. (4.27)

This ad-hoc chosen heuristical approach has the following desired properties: (i) Within the contact line

region, `α is used, ensuring coupling of α and αS at the contact line, while at the same time (ii) for

extreme contact angles close to 0° or 180° the α-profile based distance estimate `α is used in a larger

area within the liquid or gas phase, respectively, thus avoiding constant αS = 0.5 corresponding to `cl = 0

along the wall in these cases. Figure 4.3 shows wdist as a function of α for different contact angles.

Once the cell centered interface normals have been calculated from the smoothed volume fraction field

αS according to Equation 4.18, they are interpolated to the cell faces for curvature calculation using

Gauss’s theorem. Along the substrate, they are corrected according to

n∗κ|s = nw cos(θ ) +
nκ − (nκ · nw)nw

||nκ − (nκ · nw)nw ||2
sin(θ ) (4.28)

to represent the apparent contact angle θ . The unit normal vector of the solid substrate boundary

oriented out of the fluid domain is here denoted by nw. To reduce possible variations of n∗κ|s in contact

line normal direction along the substrate, n∗κ|s is smoothed by interpolation from cell centers to cell

vertices and back to cell centers, followed by renormalization, as presented in [6]. Finally, the interface
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normal vector nκ, including the values corrected according to the local contact angle at the wall n∗κ|s,
is used in Equation 4.19 to calculate the interface curvature. It should be noted that the contact angle

used for the evaluation of interface curvature does not have to be constant, but can depend on other

variables. Thereby, a subgrid-scale model for contact line dynamics can be employed, as is discussed in

the following section.

4.1.4 Modeling the Moving Contact Line

Even for the here considered micrometer-sized droplets, resolving the flow down to the length scale of

molecular slip is computationally expensive. For this reason, a dynamic contact angle model is used as

a subgrid-scale model, relating the apparent macroscopic contact angle to the capillary number Ca and

the equilibrium contact angle θeq. The model used throughout this work is based on the Kistler [105]

model. As introduced in Subsection 2.2.2, the Kistler model covers the entire range of θd between 0° and

180° in good agreement with experimental data, which is of particular importance for the simulation of

droplet impact. Here, the dynamic contact angle is calculated from

θd = fHoff

�

Ca∗ + f −1
Hoff(θeq)

�

, (4.29)

where Ca∗ = s Ca is a modified capillary number, which takes the influence of surface-active sub-

stances on the subgrid-scale through the prefactor s into account. This approach regarding surface-

active substances will be discussed in more detail in Subsection 4.3.5. For s = 1 and therefore

Ca∗ = Ca = µ`ucl/σ`g, this model reduces to the classical Kistler [105] model for the surfactant-free

case, where ucl represents the contact line velocity and µ` denotes the dynamic viscosity of the liquid

phase. The Hoffman function is given by Equation 2.29 in Subsection 2.2.2. Different methods for the

evaluation of ucl have been proposed in the past [12, 114], as reviewed by Rettenmaier [141]. From

comparison of simulation results for spreading drops with ucl evaluated using the methods of Batzdorf

[12] and Linder et al. [114] with the classical approach as described below, Rettenmaier concludes that

all three models produce very similar results. Within the scope of this work, the contact line velocity is

therefore calculated based on the classical approach using the projection of the velocity in cell centers

adjacent to the substrate, here denoted by ucc, onto the substrate and normal to the contact line,

ucl = (ncl · ucc)ncl, (4.30)

where

ncl =
nκ − (nκ · nw)nw

||nκ − (nκ · nw)nw||2
. (4.31)

This is a natural choice, as ucc is also used for the advection of the volume fraction field. However,

in general, ucc varies across the contact line along ncl. Therefore, a local weighted mean contact line

velocity is calculated here by weighting ucl with δ2 and then applying the same smoothing procedure as

40 4 Mathematical Description and Numerical Method



for n∗κ|s. Similarly, δ2 is smoothed. The local weighted mean contact line velocity u∗cl is then evaluated

from the ratio of the two smoothed fields. At the contact line, ucl = −u∗cl · ncl is used to evaluate Ca.

Finally, the local Ca at the contact line is distributed across the contact line region. The accuracy of this

contact line model is discussed in Subsection 5.1.3.

The Contact Line Singularity, Slip and Numerical Slip

In combination with a classical no-slip boundary condition at the wall, a stress singularity at the moving

contact line arises [84]. Or, as Huh and Scriven [84] illustrated it: "not even Herakles could sink a solid

if the physical model were entirely valid, which it is not." As discussed in Chapter 2, a common remedy

for this problem is to introduce slip between fluid and solid. However, as in finite volume methods the

volume fraction field at the contact line is advected based on the velocity in wall neighboring cell centers,

numerical slip is always present in these methods. This allows for a motion of the contact line even if a

no-slip boundary condition at the wall is used, formally. The numerical slip introduced by discretization

is, however, clearly mesh dependent. In combination with a constant contact angle model, this results

in a strong mesh dependence of capillary-driven flows, as was recently shown by Gründing et al. [70].

In order to compensate for the effect of a mesh dependent numerical slip, Afkhami et al. [1] introduced

a mesh dependent correction to the contact line model. With this correction, mesh independent results

were reported for a constant contact angle with no-slip boundary condition for the velocity field, where

otherwise mesh dependent behavior was observed. On the other hand, numerical slip has been used

quite successfully in combination with subgrid-scale models for the dynamic contact angle. Šikalo et al.

[178] found excellent agreement between simulation results and experimental observations of impacting

drops using such an approach. The spreading behavior of droplets with a volume of 6pL using the

Kistler model in combination with a no-slip boundary condition within the algebraic VOF method was

investigated in [6]. Spurious currents were observed to lead to instabilities at the contact line resulting

in largely overestimated contact angles. However, introducing an additional smoothing step during the

evaluation of the contact line velocity, good agreement between the spreading behavior of the droplet

with the Kistler model was found. Rettenmaier [141] compared various dynamic contact angle models

and different methods of evaluation of the contact line velocity. However, even including the contact

angle correction suggested by Afkhami et al. [1], the method was reported to yield mesh dependent

results. Rettenmaier [141] therefore suggested incorporation of the Navier slip model in the framework

as a possible remedy.

While the use of a dynamic contact angle model seems to produce accurate results even with a stan-

dard no-slip boundary condition in some cases, in other cases with similar setup a considerable mesh

dependence was observed. It is therefore unclear, whether numerical slip is sufficient when using a

subgrid-scale model for the contact angle. For this reason, a localized slip model is introduced here,

which provides free slip at the contact line and no-slip for the bulk phases. The model is based on

the partialSlip boundary condition of OpenFOAM. The partialSlip boundary condition consists of the no

penetration condition,

u · nw = uw · nw, (4.32)
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for the wall normal component, where uw is the wall velocity, while for the wall parallel component u‖
a blending factor is used to blend between a Dirichlet boundary condition with u = uw and a Neumann

boundary corresponding to free slip. This corresponds to an OpenFOAM mixed boundary [cf. 108, 129]

for the wall tangential component, where the boundary face values of a field are calculated from

ϕw = wϕref + (1−w) [ϕcc + `ccw (nw · ∇ϕ)ref]. (4.33)

Therein, `ccw denotes the distance from the wall neighboring cell center to the wall. Thus, depending on

the weighting factor w, the boundary face values are determined by the reference value ϕref, correspond-

ing to a Dirichlet condition (w= 1), or the reference gradient (nw ·∇ϕ)ref, corresponding to a Neumann

condition (w = 0). With u‖,ref = u‖,w, the Dirichlet contribution corresponds to the classical no-slip con-

dition, whereas ((∇u‖)[nw])ref = 0 for the reference gradient in wall normal direction corresponds to a

free-slip condition. The weighting factor 0 ≤ w ≤ 1 allows blending between no-slip and free-slip at the

wall. Within the scope of this work,

w= wu = 1− 4αS(1−αS) (4.34)

is used, which results in free-slip at the contact line, no-slip elsewhere, and a smooth transition in

between. In that way, the contact line singularity and related (numerical) issues are mitigated, while

the standard no-slip condition can be used away from the contact line. The instantaneous, apparent

contact angle then depends on the subgrid-scale model presented above. The influence of free-slip vs.

no-slip on droplet spreading dynamics in conjunction with a dynamic contact angle will be evaluated in

Subsection 5.1.3.

4.1.5 Modeling Substrate Contact

The very small drop volumes relevant to the present thesis are accompanied by low inertial and gravita-

tional forces. At the same time, surface tension forces play a major role. As discussed in Subsection 2.3.1,

droplet bouncing has been observed experimentally in certain cases. In other cases, the entrained gas

film between droplet and substrate was observed to rupture, presumably due to intermolecular forces.

In reference experiments shown later on in Subsection 5.2.1, no bouncing was observed for inkjet typical

impact parameters. Previous work [4] preceding the present thesis, however, showed a substantially de-

layed rupture of the entrained gas film. Intermolecular forces over an entrained film between substrate

and liquid had been neglected therein. Within the present work, an attractive force between liquid and

solid, motivated by intermolecular interactions, is introduced to ensure rupture of an entrained film. The

pressure due to van der Waals interaction arising between two half spaces with parallel, planar surface

is [86]

pvdW = −
A

6πh3
, (4.35)
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where A is the Hamaker constant and h the distance between the two planes. Even though this is an

integral measure over both half spaces, the contribution of molecules outside the interface region is

small, as the van der Waals potential is proportional to r−6. Here, r is the center to center distance of

two atoms or small molecules. Similar to the surface tension forces, this effect is therefore introduced as

the volumetric force

fsubstrate =

(

As`
6π(z+zmin)3

δbnw [max(−nw · nκ, 0)]8 for z ≤ zcrit,

0 else
(4.36)

acting at the liquid-gas interface. For a planar substrate, the distance to the substrate z is easily evaluated.

Addition of zmin avoids singular stresses for z = 0 and is chosen on the order of tens of nanometers.4 The

wall contact model is limited to the vicinity of the wall, where z ≤ zcrit.
5 The introduced force always

acts along the wall normal nw towards the substrate. The ad-hoc chosen weighting [max(nw · nκ, 0)]8

ensures that fsubstrate acts only on interfaces entraining gas between liquid and solid with the force being

largest for parallel boundaries of the entrained gas film. This weighting therefore ensures that fsubstrate

acts only in the very early stage of droplet impact. Even though van der Waals forces are expected to

show no substantial influence for film thicknesses above a few hundred nanometers, this model provides

a mechanism to ensure wall contact also on meshes, where these length scales can not be resolved.

In these cases the interactions must be shifted to larger length scales by artificially increasing A. The

influence of the choice of A on the film rupture will be discussed in Subsection 5.1.4.

4.1.6 Modeling Coalescence

In analogy to the model for substrate contact, also the coalescence between two liquid-gas interfaces is

modeled. The volumetric force acting at the interfaces liquid-gas is determined according to

fcoalescence =

(

− A``
6π(h+hmin)3

δbnσ for h≤ hcrit ∧ κ≥ κmin ∧ ||x− xmp||2 < h/2+ dh,

0 else,
(4.37)

where h is the thickness of the film they enclose. hmin limits the coalescence force for small film thick-

nesses and hcrit restricts the coalescence model to interfaces actually bounding a thin film.6 Furthermore,

fcoalescence acts in interface normal direction nσ. In order to determine the film thickness, first a distance

field ` to the interface is required. This distance field is calculated from the smoothed volume fraction

field αs obtained from the solution of Equation 4.17. Inverting the expected analytical solution given in

Equation 4.24 results in

`=
q

4DS(τ∗ −τ∗0)erf−1 (2αS− 1) (4.38)

4 Throughout this work, zmin = 25nm is used. The resulting decrease in attractive force is compensated by the chosen As`.
5 zcrit = 1µm is used throughout this work.
6 Throughout this work, hmin = 25nm and hcrit = 1µm are used in analogy to the substrate contact model.
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for the distance field, where the inverse error function is approximated according to [188]. The con-

servative Level-Set method [128, 179] similarly makes use of Equation 4.38 for the reinitialization of

the distance field. Here, the offset in pseudo time τ∗0 accounts for the finite interface thickness in the

α-field and is estimated using the approximation for the transition of α across the interface given in

Equation B.3. After the distance field has been calculated, local minima in the distance field are iden-

tified. Cells with ||∇`||2 below a certain threshold7 are marked as midpoints between two interfaces.

The film thickness at these marked cells can then be approximated by h ≈ 2`. At this point, a filter

regarding the interface geometry is applied: Midpoints enclosed by concave interfaces, as determined

by κ < κmin, are identified and excluded from further evaluation.8 This ensures that the coalescence

model is not applied for underresolved entrained bubbles. Starting from the remaining midpoints, the

information of the local film thickness is then passed in both directions back to the bounding interfaces

of the film. For that purpose the algorithm proposed by Kunkelmann [106] to distribute information to

neighboring cells, which was originally developed to distribute interface normals, is employed. Starting

from cells already containing the information, in this case the local film thickness h, this algorithm sim-

ply copies the information into neighboring cells sharing a face with the donor cell. If a receiving cell

has multiple donor cells, the values are averaged. In the present case, this process is repeated until the

information has been distributed over both interfaces bounding the film. Similarly, the original position

of the identified film midpoint xmp is passed back to the interfaces. Based on the distance ||x − xmp||2
of the interface cell to the identified midpoint, a final filter is applied.9 This final filter is necessary to

limit application of the coalescence model at the edge of an entrained gas film. Similar to the substrate

contact model, this coalescence model provides a mechanism to ensure experimentally observed coales-

cence in the simulation of droplet collision at small We. The influence of the choice of A`` is investigated

in Subsection 5.1.5.

4.2 Heat Transport

Within the present work, the focus is on non-volatile liquids. Therefore the energy balance does not

include source terms due to phase change. Furthermore, it can be assumed that viscous dissipation

effects are negligible. The basis for this assumption is discussed in Appendix A. Using Fourier’s law, the

energy balance in the fluid domain can then be described by the equation

∂ (ρc)mT
∂ τ

+∇ · ((ρc)mTu) =∇ · (λm∇T ), (4.39)

where (ρc)m is the volume averaged volume specific heat capacity of the liquid and gas phase within a

control volume and λm similarly the averaged thermal conductivity. If a control volume is completely

7 Cells with ||∇`||2 < 0.4 are marked as midpoints throughout this work.
8 Midpoints with κ < κmin = −2× 105 m−1 are excluded from further evaluation.
9 Throughout this work dh = 0.75µm is used.
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filled by one of the phases, these averaged material properties reduce to the values of respective phase.

Due to the absence of convection this reduces to

∂ ρscsT
∂ τ

=∇ · (λs∇T ), (4.40)

within the solid, with ρs, cs and λs being the density, specific heat capacity, and thermal conductivity of

the solid, respectively. The temperature fields within the two domains are coupled iteratively similar to

the method of Batzdorf [12].10 During this coupling, a Neumann boundary condition is employed for

the solid domain, and a Dirichlet condition for the fluid domain. It is beneficial regarding stability of the

coupling if the Neumann condition is employed for the domain with greater thermal conductivity [185].

In the majority of impact scenarios considered in this work, this criterion is met by applying boundary

conditions as described above. In order to improve stability also for the remaining cases, temperatures

at the coupled boundary are underrelaxed between subsequent iterations. The coupling is considered

converged once the maximum change of temperature between subsequent iterations has fallen below a

certain threshold value.11 By ending the iterative process after solving for the temperature in the solid

domain, where the Neumann boundary condition and therefore the heat flux is prescribed, conservation

of energy across the solid-fluid interface is ensured.

4.3 Species Transport

In this section the transport model for a soluble surfactant employed throughout this thesis is presented.

It is based on a two-field formulation, treating bulk and interface concentrations as two coupled fields. In

the following, the governing equations of the two-field approach will be presented, followed by a detailed

description of the evaluation of the area specific concentration in the interface region in Subsection 4.3.2.

In Subsection 4.3.3 the coupling between bulk and interface concentrations will be introduced.

4.3.1 Two-Field Approach for Bulk and Interface Concentrations

Classical surface equations of state relate the local surface tension to the area specific surface excess

concentration of the surfactant. It is thus beneficial to track this species excess at the interface separately

from the bulk concentration. On the other hand, in the case of soluble surfactants the transport processes

within the bulk can influence the adsorption of surfactant to the liquid-gas interface. Therefore, a two-

field approach, which allows to distinguish between the two concentrations, is employed here.

10 The temperature equation could alternatively be discretized into a single linear equation system for fluid and solid
domain, which made the iterative coupling unnecessary. Such a functionality is e.g. provided by the block coupled
matrix implementation in the foam-extend project. However, at the time this thesis is written, this functionality is not
available for the OpenFOAM Foundation release used throughout this work.

11 Similar to [12], a threshold value of 10−4K is used.
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Bulk Concentration

The bulk concentration is tracked using a convection-diffusion equation. It is a simplification of the

continuum-species-transport model derived by Deising et al. [50] to the case of solubility of the species

in only one of the two phases, namely the phase with α= 1. Deising et al. [50] showed that conditional

volume averaging introduces an additional term at the interface arising from diffusive fluxes, compared

to a single phase convection-diffusion equation. It is shown as the second term on the right-hand side

of Equation 4.41. The volume averaging procedure results in a single transport equation for the bulk

concentration valid in the entire fluid domain. This allows conservative transport of the species on the

Eulerian background mesh within a finite volume framework. The transport equation, simplified to

solubility in only the liquid phase and extended by a sink or source term to account for ad- or desorption

at the interface as well as a compressive convective term similar to the one for the advection of the

step-like α-field is then given by

∂ cB

∂ τ
+∇ · (cBu) +∇ · (cB(1−α)ur) =∇ · (D1∇cB)−∇ ·

�

cB

α+ ςα
D1∇α

�

− jB. (4.41)

Here, cB denotes the bulk concentration averaged over both phases. Within the liquid phase it takes

the value of the bulk concentration averaged over the liquid phase and is zero in the gas phase. At the

interface, cB shows a transition region similar to α. The local average bulk concentration in the liquid

phase is evaluated from

c1
1 =

cB

α+ ςα
. (4.42)

Here, again, the small value ςα is added in the above two equations to avoid division by zero.12 The

same compressive velocity ur as for the advection of α is introduced. The bulk diffusion coefficient of

the species within the liquid phase is denoted by D1, and jB represents source terms accounting for ad-

and desorption to and from the liquid-gas interface. The evaluation procedure for jB will be discussed in

Subsection 4.3.3 below.

Boundary Condition for cB on a Wetted Wall

From Equation 4.41 one can see that a simple Neumann boundary condition for cB with vanishing nor-

mal gradient does only guarantee vanishing fluxes into a wall if the wall normal gradient of the volume

fraction field also vanishes at the wall. This, however, is only the case for walls completely immersed

into the liquid, or wetted walls with a constant contact angle of 90°. A Neumann boundary condition,

therefore, cannot be the correct choice for the volume averaged bulk concentration cB at an imperme-

able wall. For that reason, in analogy to the conditional volume averaging procedure used to derive

12 Note that ςα is negligibly small compared to α within the liquid phase and the interface region, while cB is zero within
the gas phase. The influence of ςα on results is, thus, also negligible.
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Equation 4.41, conditional area averaging is here applied to the boundary. Starting with the Neumann

boundary condition for the sharp interface concentrations

nw · ∇ci = 0, i = 1, 2, (4.43)

the two boundary conditions are conditioned with the indicator function χ1, integrated over an averaging

area Sw of the wall boundary and summed up, resulting in

1
|Sw|

∫

Sw

χ1nw · ∇c1 +���
���

���:
0 for c2 = 0= const.

(1−χ1)nw · ∇c2 dS = 0. (4.44)

Therein c1 is the concentration in phase one and c2 is the concentration in phase two. χ1 is defined

such that it takes the value 1 within phase 1 and 0 elsewhere. For solubility of the species only in the

first phase, the second term within the integral becomes zero. Taking advantage of the identity of the

indicator function

1
|Sw|

∫

Sw

χ1 dS =
|Sw,1|
|Sw|

, (4.45)

where Sw,1 is the area within the averaging area covered by phase 1, the averaged boundary condition

can be rewritten as

nw ·



















1
|Sw|

∫

Sw

χ1 dS

︸ ︷︷ ︸

=χ1

· 1
|Sw,1|

∫

Sw,1

∇c1 dS

︸ ︷︷ ︸

=∇c1
1



















= 0. (4.46)

Here, in analogy to the notation utilized in [50] for volume averaging, the overbar notation was intro-

duced to denote averaging over the entire averaging area by ( · ), or the respective phase i within the

averaging area by ( · )
i

. Assuming∇( · )
i

=∇( · )
i

in analogy to Deising et al. [50], thereby disregarding

commutation errors, this expression can be further simplified to

nw · (χ1 ∇c1
1
) = 0. (4.47)

Through partial integration one can then obtain

nw · [∇(χ1 c1
1
)− c1

1 ∇χ1] = 0, (4.48)
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which can be further simplified to

nw · [∇ (χ1 c1)
︸ ︷︷ ︸

=cB

− c1
1

︸︷︷︸

= cB
α ≈

cB
α+ςα

∇ χ1
︸︷︷︸

=α

] = 0. (4.49)

Thereby, assuming equivalence of volume averaging at the boundary and area averaging over the bound-

ary, the averaged quantities cB and α can be identified. Thus, one obtains that the wall normal compo-

nents of the two diffusive fluxes in Equation 4.41 must cancel out at a wetted wall according to

nw · ∇cB =
cB

α+ ςα
nw · ∇α. (4.50)

This is also expected intuitively from Equation 4.41 for an impermeable wetted wall. Note that this

boundary condition reduces to nw · ∇cB = 0 away from the three-phase contact line and introduces a

second term only at the contact line, where nw · ∇α 6= 0.

Interface Concentration

Lakshmanan and Ehrhard [107] introduced a method for soluble13 surfactants based on the conservative

level-set method. In analogy to the CSF model for surface tension, they transfer the area specific surface

excess concentration Γ into a volumetric concentration cI = δrΓ by multiplying with the regularized

interface Dirac distribution. For this volumetric concentration located at the interface, they then solve a

transport equation which accounts for convection, diffusion and adsorption. In a second step, they solve

a "compression transport equation" in order to counteract numerical diffusion during advection of the

delta-like concentration. They also included a diffusive term in this compression transport equation to

ensure smoothness. This compression-diffusion equation is solved in pseudo time.

Similar to the work of Lakshmanan and Ehrhard [107], a transport equation for a volumetric surface

excess concentration at the interface is solved in the present work. In analogy to the advection of the

volume fraction field, however, the compressive flux is here directly included into the transport equation.

Furthermore, in analogy to Lakshmanan and Ehrhard [107], a diffusive term is added to ensure sufficient

smoothness. The transport equation for the volumetric surface excess concentration then reads

∂ cI

∂ τ
+∇ · (cIu) +∇ · (cIw(α)ur) =∇ · (DI∇ΣcI) +∇ ·

�

DI,S∇cI

�

+ jI, (4.51)

where the same compressive velocity ur as for α and cB is utilized. Lakshmanan and Ehrhard employed

a compressive flux proportional to

w1(α) = 1− 2α. (4.52)

13 The bulk concentration was assumed to be constant in their work.
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Figure 4.4: Weighting function for the compressive flux towards the interface.

Within the scope of this work,

w(α) = w2(α) = sgn(
1
2
−α)(1− 4α(1−α)) (4.53)

is used, which applies compression more smoothly around the interface. Figure 4.4 shows the two

weighting functions in comparison for a smooth α-field according to Equation 4.20. DI is the diffusion

coefficient for diffusion along the interface. These diffusive fluxes are assumed to be negligible compared

to convective species transport along the interface for the parameter studies presented in Chapter 6. Re-

sults presented in sections 6.1.4 and 6.2.4 show that Marangoni flow leads to a quick homogenization of

the surface excess concentration and thus justify this assumption. Nevertheless, diffusion along the inter-

face can be considered using the above approach, as is demonstrated in Subsection 5.1.6.1. The second

diffusive term ensures sufficient smoothness, where DI,S = ||ur||2 DI,S,0 and DI,S,0 = 0.4∆x was found to

yield good results, as will be shown in Subsection 5.1.6. Ad- and desorption is accounted for through the

source term jI. The evaluation of source terms will be discussed in detail in Subsection 4.3.3. In order to

be able to introduce source terms using standard kinetic models, as well as for the evaluation of surface

tension using the corresponding surface equations of state, first the area specific excess concentration

needs to be calculated from the volumetric concentration located at the interface. This is discussed in the

following section. It should be noted that, due to the formulation in terms of a volumetric concentration,

a species conservative discretization of Equation 4.51 using the FVM on the Eulerian background mesh

is straightforward.

4.3.2 Evaluation of Surface Excess Concentration

Even though the initial volumetric surface excess concentration could be determined simply from cI = δΓ ,
the evaluation of the area specific surface excess concentration is not as straightforward. While the δ-

like cI is transported directly by solution of the transport equation 4.51 given in the previous section,
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the regularized interface Dirac representing the interface, δ1 = ||∇α||2, is a result of the advection of

the step-like α-field. Discretization errors introducing numerical diffusion and dispersion in general act

differently on these two fields. At the same time, the ratio cI/δ1 is very sensitive to slight inconsistencies

between the two fields. In order to compensate for such inconsistencies in alignment and width of

the two peaks, a compression-diffusion equation is solved for both fields in pseudo-time τ∗. For the

volumetric surface excess concentration this equation reads

∂ cI,S

∂ τ∗
+∇ · (cI,S w(α)uc,δ) =∇ · (nκ ⊗ nκ Dc,δ∇cI,S). (4.54)

The interface δ-function is treated similarly according to

∂ δI,S

∂ τ∗
+∇ · (δI,S w(α)uc,δ) =∇ · (nκ ⊗ nκ Dc,δ∇δI,S). (4.55)

In both equations uc,δ = 1m s−1 nκ denotes a compressive velocity resulting in alignment of cI,S and δI,S

with the interface. The compressive flux is weighted using w(α) = w1(α) as given by Equation 4.52 in

the previous section. Together with the anisotropic diffusive term acting in interface normal direction

this results in a defined width of the smoothed peaks in interface normal direction. Throughout this work

the diffusion coefficient Dc,δ is chosen such that Pe=
||uc,δ||2∆x

Dc,δ
= 1. Starting from cI and δI resulting from

the transport Equations 4.1 and 4.51 the above partial differential equations for cI,S and δI,S are solved

in pseudo time until τ∗S,max within each time step. Throughout this work
||uc,δ||2τ∗S,max

∆x = 4 was found to

yield reasonable results, as will be shown in Subsection 5.1.6, while keeping the computational effort

low.14 The above partial differential equations for the evaluation of Γ are discretized in time using the

implicit Euler scheme and a minimum of four steps in pseudo time are enforced, resulting in a Courant

number of approximately 1. After this realignment, the excess species per interfacial area is calculated

from

Γ =
cI,S

δI,S+ ς∇α
. (4.56)

Due to the diffusive term in the realignment equations, cI,S and δI,S have a width of a few cells in interface

normal direction. Therefore, the information about the area specific surface excess concentration Γ is

available in the entire interface region. It allows the evaluation of surface tension, which for surfactant

solutions is typically described as a function of Γ . But also for the evaluation of non-linear adsorption

kinetics Γ is required, as will be discussed in the following section.

4.3.3 Coupling of Bulk and Interface Concentrations

Throughout this work, bulk and interfacial surfactant concentrations are coupled through a model de-

scribing the adsorption kinetics. Therein the adsorption rate depends on the subsurface bulk concentra-

14 In cases with graded mesh, the maximum mesh size at the interface was used for the evaluation of the smoothing
parameters.
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tion and the current surface excess concentration. Source terms are first evaluated for the volumetric

surface excess concentration based on the concentration fields from the previous time step or iteration.

Based on these source terms jI located at the interface, the source terms jB for the concentration in the

bulk are evaluated. Using these source terms, the two transport equations for cB and cI are solved. This

solution procedure is repeated within each time step until the maximum relative change of jI and jB has

fallen below a certain threshold.15 In the following paragraphs, the evaluation procedure for sorption

source terms is presented.

Source terms jI for the surface excess concentration

Within the scope of this work, adsorption and desorption are described by Langmuir-Freundlich kinet-

ics [30], i.e.

∂ Γ

∂ τ
= kadc1,I

�

1− Γ

Γmax

�1/n

− kde

�

Γ

Γmax

�1/n

, (4.57)

which were found to describe a surfactant solution similar to UV-curable inks for inkjet printing with

excellent agreement to experimental observations. The model fit and comparison to experimental data

for this model surfactant solution is shown in Appendix G. In Equation 4.57, the maximum surface excess

concentration is denoted by Γmax, while kad and kde are the adsorption and desorption rate coefficients.

The subsurface bulk concentration at the liquid-gas interface is denoted by c1,I. The exponent n describes

cooperativity of surfactant molecules during adsorption [72], where 1/n can also be interpreted as the

number of adsorption sites occupied by a single surfactant molecule [30]. For n= 1, this model reduces

to the more widely used Langmuir-Hinshelwood kinetics [see e.g. 32]. For an equilibrium between

between surface excess and bulk concentrations, i.e. ∂ Γ/∂ τ = 0, the kinetic model reduces to the

Langmuir-Freundlich isotherm, also known as Sips isotherm [160]

Γ

Γmax
=

(KLFc)n

1+ (KLFc)n
, (4.58)

with the adsorption equilibrium constant KLF = kad/kde.

In order to be able to treat sorption source terms semi-implicitly within each iteration, Equation 4.57 is

linearized to

∂ Γ

∂ τ

�

�

�

�

Γ0

≈ kadc1,I

�

1− Γ0
Γmax

�1/n

− kde

�

Γ0
Γmax

�1/n

−
�

kadc1,I

�

1− Γ0
Γmax

�
1−n

n

+ kde

�

Γ0
Γmax

�
1−n

n
�

Γ − Γ0
n Γmax

(4.59)

15 Throughout this work a threshold value of 1× 10−3 is used.
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using Taylor series expansion around Γ = Γ0. After rearranging to

∂ Γ

∂ τ

�

�

�

�

Γ0

≈ kadc1,I

�

1− Γ0
Γmax

�
1−n

n
��

1− Γ0
Γmax

�

+
Γ0

n Γmax

�

+ kde
1− n

n

�

Γ0
Γmax

�1/n

︸ ︷︷ ︸

A

− 1
n Γmax

�

kadc1,I

�

1− Γ0
Γmax

�
1−n

n

+ kde

�

Γ0
Γmax

�
1−n

n
�

︸ ︷︷ ︸

B

Γ , (4.60)

the adsorption terms are transferred to volumetric source terms,

jI = AδI + B cI, (4.61)

by multiplication with δI = ||∇α||2. For n= 1, the expression reduces to the volume averaged Langmuir-

Hinshelwood kinetics

jI = kadc1,I

�

δI −
cI

Γmax

�

− kdecI, (4.62)

as it was previously presented in [5], similar to the work of Lakshmanan and Ehrhard [107].

The evaluation of Equation 4.61 requires the subsurface bulk concentration c1,I to be available through-

out the entire interface region and in its vicinity. Directly at the interface, Equation 4.42 provides a good

estimate. Within the gas-phase, however, where both cB and α approach zero, this estimate becomes

sensitive to small inaccuracies. For this reason the liquid bulk concentration c1
1 weighted by the density

scaled δ-function δ2,

c1,δ2
= c1

1δ2 =
cB

α+ ςα
δ2, (4.63)

is distributed over the interface region. For that purpose

∂ c1,δ2,S

∂ τ∗
= D1,I∇2c1,δ2,S (4.64)

and
∂ δ2,S

∂ τ∗
= D1,I∇2δ2,S (4.65)

are integrated in pseudo time until τ∗max, starting from c1,δ2
and δ2. The diffusion coefficient D1,I together

with τ∗max determine the smoothing intensity and thereby, how far the information is distributed over the
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interface region. Within the scope of this work,
D1,I τ

∗
max

∆x2 = 4 is used.16 Finally, the bulk concentration

within the interface region is evaluated from

c1,I =
c1,δ2,S

δ2,S+ ς∇α
. (4.66)

It should be noted that the employed isotropic diffusion introduces smoothing in interface tangential

direction. Together with D1,I τ
∗
max, this smoothing, however, decreases with increasing mesh resolution.

Source terms jB for the bulk concentration field

Applying source terms for the bulk concentration field directly within the narrow interface region can

lead to numerical instabilities. A similar effect was described by Hardt and Wondra [73] and following

works [12, 106] for mass sink and source terms due to evaporation within the VOF method. For their

scenario, Hardt and Wondra [73] therefore proposed to calculate a smeared source term field based

on the solution of an inhomogeneous Helmholtz equation. Source and sink terms on both sides of the

interface are then rescaled to ensure global mass conservation.

A similar approach is taken here for the distribution of sink and source terms due to adsorption and

desorption at the liquid-gas interface. However, instead of smearing the interfacial source terms into

both bulk phases followed by rescaling, the source terms are here distributed only towards the liquid

phase, where in general cB 6= 0. For this purpose, the advection-diffusion equation

∂ jB
∂ τ∗

+∇ · ( jB(1−α)ur) =∇ · (Dj,B∇ jB)−∇ ·
�

jB
α+ ςα

Dj,B∇α
�

(4.67)

is solved in pseudo time, starting from jB,0 = jI. Similar to the diffusive fluxes in Equation 4.41, diffusion

of source terms acts only within the liquid phase. Furthermore, similar to Equation 4.41 the compressive

velocity ur acts within the gas phase and the interface region towards the liquid phase. Similar to

the previously introduced smoothing steps, jB is advanced up to a given pseudo time τ∗max, where the

parameters are chosen such that
Dj,B τ

∗
max

∆x2 = 4. Within the FVM, Equation 4.67 is solved in a conservative

manner, thereby species conservation is maintained. Figure 4.5 shows the so distributed bulk source

terms jB in comparison with the interface source terms jI for a sessile droplet. Compared to the δ-like

distribution of jI around the interface, jB is smoothed and shifted into the liquid phase.

16 In cases with graded mesh the maximum mesh size at the interface was used for the evaluation of the smoothing
parameters.
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Figure 4.5: Distribution of adsorption source terms jI and jB for the interface and bulk concentration
fields on a hemispherical droplet, as indicated by the α-field.

4.3.4 Concentration Dependent Surface Tension

The surface tension of a surfactant solution, where the surfactant consists of a single species, is related

to bulk and surface excess concentrations through the Gibbs adsorption equation [32],

Γ = − 1

RT

�

∂ σ`g

∂ ln c

�

T,p

. (4.68)

By inserting Equation 4.58 for Γ and integrating over ln c, one obtains

σ`g,0 −σ`g = RTΓmaxn−1 ln (1+ (KLFc)n) (4.69)

for the equilibrium surface tension as a function of the bulk concentration. Therein, the surface tension

of the pure solvent is denoted by σ`g,0. This can be reformulated as the surface equation of state in terms

of surface excess concentration

σ`g,0 −σ`g = −RTΓmaxn−1 ln
�

1− Γ

Γmax

�

(4.70)

by inserting Equation 4.58. It should be noted that despite the employed equilibrium assumption, Equa-

tion 4.70 is found to yield good results also in transient cases, as is demonstrated in Appendix G. For

n = 1, the above two equations reduce to the widely used Szyszkowski and Frumkin equations [32] re-

spectively, the corresponding surface tension equations of state for the Langmuir isotherm. Equation 4.70

allows the evaluation of the local surface tension directly from Γ . Since Γ evaluated from Equation 4.56

is available in the entire interface region, also σ`g is available in the same region. This is a prerequisite

for the application of the CSF approach described in Subsection 4.1.2.
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4.3.5 Surfactants at the Moving Contact Line

The Kistler [105] model introduced above to describe the contact line motion does not take surface-

active substances within the liquid into account. It was originally developed empirically based on the

experimental data by Hoffman [78] for advancing contact lines of silicon oils with varying viscosities.

For complete wetting and small dynamic contact angles, it approximates the relation

θd,0 = k 3pCa, (4.71)

derived from lubrication theory by Tanner [169] for a steadily moving contact line [105]. Therein k

is a proportionality constant. Joanny [94] developed a model based on lubrication theory to account

for insoluble surfactants at a moving contact line. It is assumed that the solid surface is repulsive to

the surfactant molecules, meaning that the surfactant adsorbs preferentially to the liquid-gas interface

instead. Depending on the affinity of the surfactant to the solid substrate, varying surfactant fluxes

through the contact line region are considered, resulting in different velocity profiles and therefore

varying viscous friction in the contact line region. For a surfactant that does not adsorb to the solid, as is

also assumed throughout this work, Joanny finds as a result of that

θd = θd,0
3p2, (4.72)

where θd,0 corresponds to the contact angle predicted by Tanner [169]. Thus, the presence of the surfac-

tant increases the predicted contact angle by a constant prefactor of 3p2. By substituting Equation 4.71

into Equation 4.72, one obtains

θd = k 3p2 Ca. (4.73)

Thus, for a given contact angle, the capillary number must be exactly half of the capillary number in the

surfactant-free case. To account for this effect, while maintaining boundedness of the dynamic contact

angle between 0° and 180°, a capillary number Ca∗ = 2 Ca modified in the sense of Joanny is used

as argument of the Kistler model within the scope of this work. This results in slowing of the contact

line due to immobilization of the liquid-gas interface and therefore increased friction within the three-

phase contact line region similar to the model prediction by Joanny. The modification of the Kistler

model proposed here has shown good agreement with experimental observations, as will be discussed

in Subsection 5.2.1. Note also that the much more elaborate model introduced by Cox [41] based

on matched asymptotic solutions for micro, meso and macroscopic flow shows, for given slip length

and macroscopic length scale, qualitatively and quantitatively comparable slowing of the contact line

compared to the surfactant-free case. The model predicts this similar behavior if the viscosity ratio of the

two fluids is either large, or small, as is typically the case for liquid surrounded by a gas phase.

In addition to a change in the flow profile due to Marangoni stresses, surfactants also influence the

equilibrium contact angle. Besides the capillary number, this is the second argument of the Kistler
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model, Equation 4.29. To account for the change of the equilibrium contact angle, this contact angle

is evaluated from the Young-Dupré Equation 2.15 with the momentary, local surface tension σ`g at the

three-phase contact line. A similar approach regarding the equilibrium contact angle has been employed

by Karapetsas et al. [101]. Within the scope of this work, the required difference σs`−σsg is determined

from the contact angle in the absence of surfactant. For σ`g < σsg −σs`, an equilibrium contact angle of

θeq = 0° is used in the contact line model.

4.4 Numerical Method

The model is implemented in the open source CFD library OpenFOAM. OpenFOAM employs the Finite-

Volume-Method. Basic principles of the FVM can be found in [151]. The implementation used through-

out this work is based on interFoam, the algebraic VOF solver of OpenFOAM. A detailed description and

evaluation thereof was given by Deshpande et al. [52]. The employed discretization schemes are listed

in Appendix C. In the remainder of this section, the employed acceleration techniques will be briefly

introduced, before in Subsection 4.4.2 the solution procedure including heat and species transport will

be presented.

4.4.1 Acceleration Techniques

Measures taken within the scope of this work to reduce the required computational effort can be divided

into two categories: Adaptive time stepping maximizes individual time step sizes during the simulation

while ensuring stability and the required temporal resolution. Adaptive mesh refinement allows reducing

the total number of grid cells compared to a static mesh by automatically increasing the mesh resolution

locally, where required. These methods and respective criteria for adaption are briefly discussed in the

following.

4.4.1.1 Adaptive Time Stepping

The computational cost of a simulation directly depends on the number of time steps. It is therefore

beneficial to choose the time step size as large as possible while ensuring sufficient accuracy and above

all stability of the simulation. Several criteria for the time step size have been proposed to ensure the

stability of the numerical simulation. The Courant-Friedrichs-Lewy condition [39],

∆τ <∆τCFL =
∆x
u

, (4.74)

for explicit discretization of advection in time, is probably the most widely known. Here, ∆τ denotes

the time step size and ∆x the mesh width. Brackbill et al. [24] introduced another criterion based
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on the propagation of capillary waves. According to this criterion, capillary waves with a wavelength

corresponding to the mesh width can be resolved if

∆τ <∆τBKZ =

√

√

√

(ρ` +ρg)∆x3

4πσ`g
. (4.75)

This criterion becomes increasingly restrictive with decreasing mesh sizes, as the maximum time step

∆τBKZ,max∝∆x3/2. Galusinski and Vigneaux [65] argued that the criterion of Brackbill et al. [24] does

not take viscosity into account and proposed another stability criterion, which was evaluated for the

interFoam solver by Deshpande et al. [52]. Based on 80 simulations, the latter proposed the criterion

∆τ≤∆τDAT =max

 

10
µ∆x
σ`g

, 0.1

√

√

√
ρ∆x3

σ`g

!

. (4.76)

Especially on fine meshes, this can pose a substantially weaker restriction on the time step size as com-

pared to Equation 4.75. Even though this criterion ensures stability, a previous study [4] had shown

that it does not accurately resolve capillary waves during the impact-driven stage of droplet impact.

Therefore, throughout this work, the time step is adjusted according to Equation 4.74 and Equation 4.75

during the impact-driven stage, while during later stages the time step size is chosen according to

∆τ <∆τspreading =min (∆τDAT, 100∆τBKZ, ∆τCFL) . (4.77)

The additional limitation by ∆τ ≤ 100∆τBKZ therein was chosen somewhat arbitrarily, but was found

to produce convergence of the coupling between contact line dynamics and macroscopic flow within the

PIMPLE loop, which is described towards the end of Subsection 4.4.2.

4.4.1.2 Adaptive Mesh Refinement and Load Balancing

Local mesh refinement allows for higher spatial resolution specifically in regions where this is required,

while a coarser grid can be used, where a correspondingly lower resolution is acceptable. By discretizing

the domain accordingly, the total number of cells and thereby the computational cost can be reduced.

This is especially relevant for 3D cases. Within the scope of this work, a high spatial resolution is required

especially within the liquid and in the interface region.17 Because the interface position varies with time,

a static local refinement is not optimal. For the 3D cases presented in this work, the mesh is therefore

adaptively refined once within the liquid region (α > 0.5) by splitting each hexahedral cell inside this

region into eight child cells. Within the interface region a second refinement level is added, thus each

17 The interface region is determined based on ∇α, where all cells with (1/N)
∑N

f |n f · ∇α| > 10−2 m−1 as well as their
three neighboring cell layers in both directions are included in the interface region. Here, N denotes the number of faces
of the specific cell. n f is the cell face normal vector.
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child cell is again split into eight children. Throughout this work, the method and implementation

presented by Rettenmaier et al. [142] is used for adaptive mesh refinement and load balancing.

4.4.2 Solution Procedure

How the different aspects of the model presented within this chapter are tied together is shown in Fig-

ure 4.6. The solution algorithm follows a segregated approach, where the different transport equations

are solved in a consecutive manner within each time step. The overall algorithm is a modification of the

solution procedures presented by Batzdorf [12], Rettenmaier [141] and Franz [64], which themselves

are based on the interFoam solver of OpenFOAM.

After the initialization of mesh and fields, the above introduced criteria for adaptive time stepping are

used to advance the time step. Throughout this work, adaptive mesh refinement and load balancing are

employed only in three-dimensional cases. Afterwards, the advection equation for the volume fraction

field α is solved. Unphysical values of α below 0 or above 1 are clipped to 0 and 1, respectively.18 Sim-

ilar to the work by Batzdorf [12], entrapped gas at the substrate is removed during the initial impact.

Here however, this removal is more strictly limited to underresolved gas in cells with 0.5 < α < 1 at

the solid-liquid interface and outside the region of the liquid-gas interface. Based on the advected α-

field, the interface is updated. First, the contact angle field at the wetted wall is updated. Afterwards,

the smoothed volume fraction field is calculated, taking the adapted contact angle into account. This

smoothed field is then used to calculate interface normals and interface curvature. Finally, the forces

modeling substrate contact and coalescence are calculated. The evaluation of the thickness of the en-

trained film required to calculate the coalescence force introduces substantial computational cost. For

this reason, the distance between two interfaces is updated only every 10th time step throughout this

work. Due to the small Courant numbers on the order of 0.02 enforced by the time step criterion in

Equation 4.75, however, changes in interface position between subsequent time steps are correspond-

ingly small. Furthermore, for the droplet simulations presented in this work, the evaluation of fsubstrate

and fcoalescence can be skipped entirely during the later capillary spreading regime. Based on the new

α-field, the averaged material properties are updated.

Following the interface update, the coupled transport equations for surfactant concentrations are solved.

First, the source terms accounting for adsorption and desorption to the liquid-gas interface are calculated

based on the previous concentration fields. For that purpose, the bulk concentration at the interface is

evaluated according to Equations 4.63–4.66. Afterwards, the source terms jI can be calculated directly

from Equation 4.61. The bulk source terms are then calculated from Equation 4.67, before the transport

equation 4.41 is solved. Bulk and interfacial surfactant concentrations are iteratively coupled by updat-

ing the source terms and solving the transport equations until the relative change in source terms falls

below a certain threshold value.19 Once the coupling has converged, the surface excess concentration Γ

18 For the reference case presented in Subsection 6.2.4, this results in a liquid volume of 2.093× 10−20 m3 and a vapor
volume of 2.477× 10−20 m3 being removed from the computational domain over the course of the simulated time frame,
whereas the total liquid volume within the domain is 6× 10−15 m3.

19 Throughout this work, a threshold value of 10−3 is used.
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Figure 4.6: Solution procedure.
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is updated.20 Furthermore, unphysical negative bulk concentrations are set to zero and the bulk concen-

tration field is rescaled to ensure global species conservation.21 The local surface tension is evaluated

from Γ . After the update of the concentration fields, the energy balance is solved iteratively in fluid

domain (Equation 4.39) and solid domain (Equation 4.40).

Finally, the coupled equations for pressure and velocity are solved. OpenFOAM employs the PISO algo-

rithm [87] for instationary problems. The PISO algorithm is embedded into an outer loop similar to the

SIMPLE algorithm [28] for steady flow problems. This outer loop, the so called PIMPLE loop, allows un-

derrelaxation within each time step and can improve convergence behavior. Since the dynamic contact

angle and the pressure-velocity coupling are interdependent through surface tension forces, another in-

terface update is included in the PIMPLE loop throughout this work. By using this approach, contact line

instabilities similar to those reported in [6] could be avoided. This coupling allowed larger time steps in

the spreading phase according to Equation 4.76. Time is incremented until the end of the simulation has

been reached and the simulation terminates.

20 In some cases the coupling diverged in individual time steps, typically while topological changes occurred. In these cases
the sorption source terms were set to zero for the concerning time steps.

21 For the reference case presented in Subsection 6.2.4, 7.846× 10−19 mol were redistributed over the course of the simu-
lated time frame, whereas the total surfactant amount within the computational domain is 1.489× 10−15 mol.
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CHAPTER5
Verification and Validation

After the introduction of the governing equations and the numerical procedure in the previous section,

verification and validation cases for the presented method and model are presented in this chapter. This

chapter follows the structure of the previous chapter: First, the proposed method for the evaluation

of capillary forces is verified. This is further divided into the evaluation of interface curvature, the

density-scaled CSF approach and the model for the moving contact line. The sensitivity of the results

towards parameters of the wall contact and coalescence models is evaluated. Following this, the two-

field approach for surfactant transport is verified. The verification cases consider transport with the

interface as well as the adsorption process and Marangoni flow. Finally, the model is applied to droplet

impact and collision and compared to experimental results

5.1 Verification

Within this section the verification cases mentioned above are presented. Results of the numerical

method are compared to exact analytical solutions. Thereby, the ability of the numerical method and its

implementation to reproduce the expected behavior is demonstrated.

5.1.1 Curvature Calculation

Due to the dominance of surface tension over inertial and gravitational forces for the micrometer-sized

droplets considered throughout this work, the droplets are expected to quickly assume the shape of a

spherical cap upon impact. Therefore, the method to evaluate interface curvature is first verified for

the case of sessile droplets with a spherical cap shape and varying contact angles. In a second step,

the evaluation of a non-constant interface curvature is considered using a cosine-shaped interface as

reference.
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Sessile Drop

The method presented in Subsection 4.1.3 is applied to a droplet with a volume of 6 pL with a constant

smoothing parameter DSτ
∗
S = 5× 10−14 m2. In all cases, the droplet is initialized as a spherical cap with

an α-profile in interface normal direction according to the one found in Appendix B. Contact angles

of 90°, 45°, 22.5° and 11.25° with the substrate are considered. For the case with 90° contact angle,

the boundary condition for the smoothed field n · ∇αS = 0 is employed along the substrate. For the

remaining cases, the boundary values during smoothing are corrected according to the method given in

Subsection 4.1.3. An axisymmetric setup takes advantage of the rotational symmetry of the problem.

Figure 5.1 shows a schematic of the computational domain and initial condition. The mesh resolution is

varied between 5.544× 10−2 r0 and 3.465× 10−3 r0, where r0 = 11.273µm is the radius of a spherical

6 pL droplet. The results are compared to curvatures obtained from the standard curvature method based

on∇·(∇α/ (||∇α||2 + ς∇α)) as well as the iso-surface-based method by Kunkelmann [106] and Batzdorf

[12] with the corresponding treatment of the substrate boundary. The results are evaluated regarding

their L1, L2 and L∞ error norms, where

Lq =

�

N
∑

i=1

(|κi − κexact|)q
N

�
1
q

for q = 1, 2, (5.1)

and

L∞ = max
i=1,...,N

|κi − κexact| (5.2)

Therein, κi represents the curvature interpolated to a point of a reconstructed α= 0.5 iso-surface, κexact

is the exact interface curvature, and N is the total number of evaluated points.

α

Figure 5.1: Volume fraction field for a hemispherical droplet on a mesh with 64×256 cells corresponding
to a mesh size of∆x = 1.386× 10−2 r0.

The results are shown in Figures 5.2 and 5.3. For the hemispherical droplet, the standard method and

the iso-surface method show relative errors in interface curvature on the order of several percent in the

L1 norm and up to the order of 100 % for the maximum error. The iso-surface-based method shows a

noticeable improvement compared to the standard approach throughout all mesh resolutions, which is
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in agreement with the findings of Kunkelmann [106]. However, both methods show increasing errors

with decreasing mesh size. This is a further indication that the non-converging behavior of these two

methods regarding spurious currents observed by Rettenmaier [141] is likely caused by errors in interface

curvature. On the other hand, evaluation of interface curvatures on the smoothed volume fraction field

αS shows decreasing errors with mesh refinement throughout all error norms. The method shows roughly

second order convergence. Such behavior of curvature estimation based on a smoothed volume fraction

field has also previously been reported by Cummins et al. [43] for smoothing kernels, where the kernel

radius is independent of the mesh size. On the finest grid considered here, curvature errors are two

orders of magnitude lower for the smoothed approach compared to the other methods. In the cases with

contact angles below 90°, the curvature errors increase throughout all considered methods compared to

the 90°-case. The iso-surface shows again an improvement compared to the standard approach. For the

droplet with a 45° contact angle, evaluation of curvature from αS shows further improvement on finer

meshes with respect to the L1-norm. However, the maximum error (L∞), which is located near the solid

wall, increases for the finest meshes. Looking at the L∞-norm, the approach using αS and the iso-surface

produce comparable results on finer meshes for a contact angle of 45°. For even smaller contact angles,

however, the approach based on the smoothed volume fraction field shows again substantially smaller

errors in all considered error norms compared to the remaining methods.

Cosine Interface

As shown above, calculation of the interface curvature on a smoothed volume fraction field can result in

more accurate values. However, in the above presented case, the exact curvature was constant along the

entire interface. An additional test case with a cosine shaped interface according to

y = rmin cos
�

2πx
Λ

�

, (5.3)

where rmin = Λ/ (2π), was therefore considered. Figure 5.4 shows the two-dimensional computational

domain and the volume fraction field for a mesh size of ∆x = Λ/64. Again, the α-profile in interface

normal direction is set according to the profile found in Appendix B. The parameter determining the

smoothing intensity DSτ
∗
S is varied between 2−12 r2

min and r2
min.

Figure 5.5 shows the L2 and L∞ error versus mesh size. A case without any smoothing, i.e. the standard

gradient-based approach, is shown for comparison. In the unsmoothed case (DSτ
∗
S / r2

min = 0), the errors

can again be observed to increase with mesh refinement. For the larger of the considered smoothing

parameters (DSτ
∗
S / r2

min ≥ 2−6), no mesh dependence can be observed. The errors remain fairly constant

for all considered resolutions. However, the errors decrease with reduced smoothing. For even smaller

smoothing parameters, the errors show a dependence on the mesh resolution. On coarser meshes,

the errors follow the unsmoothed case, whereas with increasing mesh resolution, the errors start to

decrease. In the case of DSτ
∗
S / r2

min = 2−8, the errors again approach a constant level on the order of

approximately 1%. For the two smallest considered smoothing parameters, the errors show a substantial

mesh dependence even for the smallest considered ∆x .
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Figure 5.2: Curvature errors for a hemispherical, sessile droplet (left) and a sessile droplet with a contact
angle of 45° (right) for different methods of curvature calculation.
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Figure 5.3: Curvature errors for a sessile droplet with a contact angle of 22.5° (left) and with a contact
angle of 11.25° (right) for different methods of curvature calculation.
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Figure 5.4: Domain, boundary and volume fraction field for a cosine shaped interface on a mesh with
64× 256 cells, i. e. a mesh size of∆x = Λ/64.
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Figure 5.5: Curvature errors for a cosine shaped interface for different smoothing parameters.
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The independence of mesh resolution for the larger smoothing parameters suggests that the gradients on

the smoothed interface are sufficiently resolved even on the coarser grids, while a quite substantial error

in interface curvatures is introduced through the smoothing procedure itself. Due to the smoothing, cur-

vatures are underestimated on wavy interfaces. This error, however, decreases with decreasing DSτ
∗
S and

thereby decreasing smoothing. Reduced smoothing thereby requires a higher mesh resolution in order to

resolve the gradients in the smoothed volume fraction field. A smoothing parameter of DSτ
∗
S /R2

min = 2−8

here proves to be sufficient to decrease the relative curvature error down to the order of 1%. For two

phase flow simulations, the minimum curvature radius R2
min is typically unknown a priori. For the droplet

impact and collision cases considered within the scope of this work, the largest curvatures are expected

during the initial impact phase, whereas in the later capillary spreading phase curvature is expected to

decrease monotonically. Accuracy of the hydrodynamic model including curvature dependent surface

tension forces is evaluated in sections 5.2.1 and 5.2.2 by comparison with experimental results.

5.1.2 Generalized Density-Scaled Continuum Surface Force Model

In order to evaluate the ability of the generalized density-scaled continuum surface force model (gDS-

CSF) to reduce spurious currents, a sessile hemispherical droplet with a volume of 6 pL is simulated over

a period of 1 ms. The density and viscosity of the drop are ρ` = 1000kg m−3 and µ` = 20mPa s. Density

and viscosity of the surrounding phase are assumed to be ρg = 1kg m−3 and µg = 20µPas, resulting in

density and viscosity ratios of 1 : 1000. The surface tension of the system is assumed to be 40mN m−1.

The gradient of the volume fraction field in wall normal direction is set to nw · ∇α= 0 at the wall corre-

sponding to a contact angle of 90°. Gravitational forces are neglected. The droplet and its surrounding

phase are initially at rest. The simulation is performed on the mesh from the discretization study for the

smoothed curvature model (see previous section) with a mesh size ∆x = 2.772× 10−2 r0 = 312.5nm.

The time step size is adjusted according to the criterion by Deshpande et al. [52], Equation 4.76. A

constant smoothing parameter of Dsτ
∗
S = 5× 10−14 m2 is employed here. Assuming the optimal choice

based on the previous section to be DSτ
∗
S /R2

min = 2−8, the maximum curvature still accurately captured

after smoothing is κmax = 2.8× 105 m−1, or about twice (1.98 times) the curvature of the hemispherical

droplet. Therefore, this choice of DSτ
∗
S results in moderate smoothing of the main curvature while still

allowing to capture capillary waves of shorter wavelength reasonably well.

Figure 5.6 shows the maximum velocities 1 ms after the beginning of the simulation. Since the droplet is

initialized in its hemispherical equilibrium state, any velocity within the computational domain must to

be considered artificial. The intensity of the density scaling is varied through the parameter b, ranging

from no density scaling for b = 1 to quite substantial over weighting of capillary forces in the higher den-

sity phase for b = 4. Furthermore, the density-scaled δ was calculated on the unsmoothed as well as the

smoothed volume fraction fields α and αS. Without density-scaling, spurious velocities exceed 1 mm s−1.

In the case of δ being calculated on the smoothed volume fraction field, spurious velocities become es-

pecially large, since without density scaling the capillary forces are applied in an even larger region in

the phase with lower density and viscosity. Increasing b to 2 shows the lowest spurious currents in both

cases. Spurious velocities can be reduced below 1 mm s−1, with δ from αS showing slightly favorable
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Figure 5.6: Influence of density scaling on the maximum spurious velocity for a hemispherical droplet.

results. Increasing b beyond 2 shows increasing spurious velocities in both cases. These findings confirm

the original formulation of the DS-CSF model, as b = 2 reproduces the weighting proposed by Yokoi

[195]. As was pointed out by Yokoi, this weighting leads to fairly constant symmetric accelerations in

both phases, minimizing spurious velocities. Consequently an even stronger weighting within the higher

density phase shows no benefit. Furthermore, it should be noted that calculation of δ on αS leads to a

constant offset of the applied capillary forces towards the higher density phase independent of the mesh

resolution. As the curvature calculated from ∇ · n in general varies in interface normal direction, this

introduces a systematic error in the Laplace pressure jump depending on DSτ
∗
S. On the other hand, if δ

is calculated on α , the regularized δ becomes more sharp and moves closer to the interface center with

increasing mesh resolution. Thus, the offset to the expected interface position decreases with mesh re-

finement in this case. In order to avoid a systematic offset towards the higher density phase independent

of the mesh resolution, while still reducing the magnitude of spurious currents below 1 mm s−1,

δ2 = 2α||∇α||2 (5.4)

will be used to apply forces at the interface throughout this thesis.

5.1.3 Contact Line Model

In the present work, contact line motion is described by a subgrid-scale dynamic contact angle model

correlating the capillary number Ca and the macroscopic contact angle (see Subsection 4.1.4). Because

the volume fraction field is advected with velocities interpolated from cell centers to cell face centers,

contact line motion is possible even if a no-slip boundary is prescribed at the substrate wall. This slip

introduced through the discretization is also called numerical slip [70]. As the distance from wall bound-

ary faces to wall neighboring face centers is dependent on the mesh resolution, the amount of numerical

slip decreases with mesh resolution. While, for a constant contact angle, relying solely on numerical
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Figure 5.7: Dynamic contact angle dependence on capillary number compared to the Kistler model (left)
and droplet diameter over time (right) for different boundaries for the velocity field at the
wall on a mesh with 128x256 cells.

slip results in severely mesh-dependent results [70], it is unclear whether modeling slip is necessary if a

dynamic contact angle model is employed.

In order to evaluate the influence of slip in combination with a subgrid-scale model for contact line

dynamics on contact line motion, a droplet with a volume of 6 pL is considered similar to the previously

discussed verification cases. The test case discussed here is based on the spreading droplet scenario

presented in [6]. The droplet is initialized in hemispherical shape and is initially at rest. The material

properties are the same as in the previous subsection. The equilibrium contact angle is here assumed to

be π/16 or 11.25°. Therefore, starting from the initial hemispherical shape, the droplets spread outwards

during the simulated period of 1ms. The Kistler [105] model is used to model the dependence of the

contact angle on contact line motion.

Figure 5.7 shows the dynamic contact angle over the capillary number for the spreading droplets in

comparison with the Kistler-Model. The results were obtained on a mesh with 128 × 256 cells. The

values shown were evaluated from the volume fraction field by evaluating the slope of the α = 0.5

iso-surface at the contact line in order to determine the contact angle, and the change in contact line

position between previous and following write intervals for the contact line velocity. As the contact angle

calculated in the subgrid model for contact line motion is not directly imposed on the volume fraction

field, but introduced through Equation 4.28 by correction of interface normals at the wall, the droplet

contour can deviate from the imposed contact angle. Nevertheless, both, the local-slip model as well

as the no-slip model show good agreement with the expected behavior. The no-slip approach shows

a slight offset towards larger contact angles for a given capillary number, or in other words, an offset

towards smaller capillary numbers for a given contact angle. This can also be observed in the spreading

behavior as shown by the contact line radius over time presented in Figure 5.7. The case with the no-slip

condition shows slightly slower spreading compared to the case with local slip at the contact line. In

order to determine the influence of mesh resolution in this context, additional simulations on coarser

grids were performed. Figure 5.8 shows the L2 and L∞ errors of contact angles over mesh size. On the
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Figure 5.8: Contact angle errors during droplet spreading compared to the Kistler dynamic contact angle
model.

coarser grids, the two boundary conditions show very similar errors. With mesh refinement, however,

the local-slip model leads to noticeably smaller errors. For the finest grid, the maximum error during the

entire evaluated spreading period is 1.17° for the local-slip model, whereas for the no-slip model it is

2.66°.

Even though differences between the local-slip and the no-slip model become more noticeable on finer

grids, the overall change in spreading behavior as depicted in Figure 5.7 is small. These findings indicate

that relying on numerical slip can produce reasonable results if a subgrid-scale model for the contact

line dynamics is employed. This is in line with previous works that have successfully taken this approach

as demonstrated by verification with the subgrid-scale model [6] or validation with experiments [178].

Above all, it should be noted that the mesh dependence in the present case using the Kistler model as

subgrid-scale model is substantially smaller compared to the constant contact angle scenario presented in

[70]. Nevertheless, since the local-slip model showed slightly favorable results here, it is used throughout

the remainder of this thesis.

5.1.4 Substrate Contact

In order to investigate the influence of the wall contact model introduced in Subsection 4.1.5 on simu-

lation results, the impact of a droplet onto a planar substrate was studied. The droplet with a volume

of 6 pL impacts the substrate at an initial velocity of 5 m s−1. At the beginning of the simulation, it is in

Table 5.1: Material properties for the sensitivity study of the substrate contact model to Hamaker con-
stant and mesh size.

ρ / kg m−3 µ / mPas σ`g / mN m−1 θeq /
◦

liquid 1000 20
40 11.25

gas 1 0.02
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Figure 5.9: Computational domain, initial and boundary conditions for the single droplet impact scenario.

spherical shape and placed at a distance of half a droplet radius r0 above the substrate. The material

properties for this case are given in Table 5.1. Figure 5.9 shows a schematic of the domain and initial

condition. Therein, pYL = 2σ`g/r0 represents the Laplace pressure. The influence of the Hamaker con-

stant As` used to model attractive interaction between liquid and solid was studied for different mesh

sizes, where in all cases the mesh size decreases gradually towards the substrate. The minimal and

maximal mesh sizes differ by a factor of 1.6.

The results of this sensitivity study are presented in Figure 5.10. Figure 5.10a shows the time passed

after the beginning of the simulation before the droplet first makes contact with the substrate. For this

evaluation, contact is defined as an intersection of the α= 0.5 iso-line with the substrate. With increasing

As`, the contact time decreases. Depending on As`, different trends regarding the mesh resolution can

be observed. For As` ≥ 1× 10−13 J, the contact time decreases monotonously with mesh refinement. For

the largest considered value of As`, it reaches a fairly constant contact time slightly above 1µs for the

three finest meshes. The cases with As` ≤ 1× 10−14 J show an increasing trend of the contact time with

mesh refinement.1 Corresponding to the later substrate contact for smaller values of As`, the droplet has

already spread further over the entrained gas film in the corresponding cases. This results in larger initial

contact radii, i.e. the film ruptures at a larger distance from the axis of symmetry. The initial contact

radius corresponding to the position of film rupture is shown in Figure 5.10b. However, comparison

with the initial contact radius for As` = 1× 10−13 J indicates an additional delay for As` ≤ 1× 10−14 J, as

contact is made at a similar position, but at a later instant. Figure 5.10c shows the contact line radius

10µs after the start of the simulation. For 1× 10−14 J ≤ As` ≤ 1× 10−12 J this radius shows only a small

dependence on the mesh resolution. For smaller values of As`, a decreasing trend with increasing mesh

1 Preliminary studies with the standard interFoam method for curvature calculation and the corresponding contact an-
gle treatment had shown in some cases no contact with the substrate even after 10µs, which originally motivated
development of the contact model.
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Figure 5.10: Sensitivity of the initial substrate contact towards the Hamaker constant As` for varying mesh
resolutions.

resolution can be observed, which is in line with the later substrate contact. The largest considered value

of As` = 1× 10−11 J on the other hand results in an increased contact line radius at the given time.

With regard to three-dimensional droplet collision, which is going to be investigated in Section 6.2, it is

due to the required resources for such 3D simulations essential that droplet impact is captured reasonably

well also with intermediate mesh resolution. This requires that, similar to reference experiments to be

shown in Subsection 5.2.1, delayed contact or even bouncing on the entrained gas film should not

occur even on such meshes. At the same time, the value of the Hamaker constant should be chosen as

close as possible to realistic physical values, which are typically on the order of 10−20J to 10−19J [46].

As` = 1× 10−13 J presents itself as a reasonable compromise, ensuring early contact between the drop

and the solid substrate in agreement with experimental observations, as will be shown towards the end

of this chapter.
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5.1.5 Coalescence

The coalescence model is evaluated similarly to the model for substrate contact. Based on the off-

centered droplet collision at the solid substrate, the sensitivity of the coalescence process towards the

respective Hamaker constant is studied. The test case is based on the reference case for the paramet-

ric study presented in Section 6.2. Two droplets with a volume of 6 pL are considered. The material

properties are given in Table 5.2 and are based on an acrylate monomer and air. The Kistler model in

conjunction with the Joanny-type correction for surface-active substances is employed to describe the

contact line dynamics. For the substrate contact model, A`` = 1× 10−13 J was chosen. At the beginning

of the simulation, the first droplet has already impacted the substrate and has spread to a radius of

31.15µm. The initial conditions for the first droplet and its surroundings were mapped from the 2D

reference impact simulation presented in Subsection 6.1.2. The second droplet impacts the first droplet

and the substrate at 5 m s−1. The offset between the two droplets is ε = 21.17µm. The simulation takes

advantage of the one symmetry plane of the problem. Figure 5.11 shows a schematic representation of

the computational domain and the initial conditions. In order to reduce the computational cost of the

simulation, adaptive mesh refinement was used. The basic mesh therefore consists of only 60× 24× 26

cells. Grading towards the substrate was employed. Cells containing liquid were refined at least once.

Table 5.2: Material properties for the sensitivity study of the coalescence model regarding the Hamaker
constant A``.

ρ / kgm−3 µ / mPa s σ`g / mN m−1 θeq /
◦

liquid 1105 9
40.79 11.25

gas 1.189 0.018
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Figure 5.11: Computational domain, initial and boundary conditions for the droplet collision scenario.
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Figure 5.12: Sensitivity of coalescence time towards the Hamaker constant A``
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Figure 5.13: Sensitivity of the spreading behavior towards the Hamaker constant A`` (left) and schematic
representation of the collided droplets (right)

An additional refinement layer was added to the interface region. This results in mesh sizes along the

contact line of 253.7 nm. The largest mesh sizes of 1.879µm are located within the gas phase and

outside of the interface region.

The results of these droplet collision simulations are presented in Figures 5.12 and 5.13 for varying

Hamaker constants A``. Figure 5.12 shows the coalescence time over A``. Therein, τ = 0 corresponds

to the moment of impact of the second droplet on the substrate under the assumption of it being a

rigid sphere moving with constant velocity u0. Coalescence is here determined based on the α = 0.5

iso-surface. Increasing A`` from 1× 10−16 J to 1× 10−14 J were observed to shift the coalescence time by

approximately 1µs. The influence of this on the contact line position, however, is negligible. Figure 5.13

shows the extension of the two droplets in longitudinal direction. Even though the instant of initial

coalescence varies slightly, the considered cases show virtually identical spreading behavior. While the

coalescence model ensures initial contact between the droplets, the results regarding contact line motion

have to be considered insensitive to the choice of A``. In the remainder of this work a value of A`` =
1× 10−15 J will be used.
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5.1.6 Surfactant Model

The model for transport of a soluble surface-active substance within the two-phase flow and coupling

of the surfactant concentrations to the momentum balance through Marangoni-stresses introduced in

Chapter 4 does not depend on an explicit representation of the interface by the mesh geometry. While

similar methods have previously been developed in the context of the conservative level-set method

[107] and the phase field method [171], this is a novel approach in the context of algebraic volume

of fluid methods. As such, special care has to be taken regarding the verification of the model. For

that reason, the individual aspects of the surfactant model will be verified individually in the follow-

ing. First, transport of a passive scalar with the interface is evaluated in Subsection 5.1.6.1. Second,

the coupling of bulk and interfacial concentrations through the adsorption model will be investigated

in Subsection 5.1.6.2. Third, the coupling of local surfactant concentrations to the momentum balance

through Marangoni-stresses will be considered in Subsection 5.1.6.3. The model for surfactant transport

within the liquid bulk is a special case of the model presented in [50], which has already been thoroughly

verified therein. Therefore, in Subsection 5.1.6.4 only the global conservation of surfactant will be eval-

uated in order to ensure the conservative property of both, adsorption model and the newly introduced

boundary condition for the volume averaged bulk concentration field on a wetted wall.

5.1.6.1 Transport with the Interface

The verification cases for surfactant transport with the interface in interface normal and interface tan-

gential direction are presented in the following paragraphs.

Advection in Interface Normal Direction

In order to verify the model for the advection of species with the interface, an expanding drop is con-

sidered. This case therefore also includes stretching of the interface. A similar test case was presented

by James and Lowengrub [88]. The spherical drop is initialized with a radius of r0 = 1m and center

r = z = 0. The constant, point-symmetric and divergence-free velocity field,

u=
r er + z ez

(r2 + z2)
3
2

V̇0, r, z > 0, (5.5)

is set in an axisymmetric reference frame, where r and z are the coordinates in radial and axial direction

respectively, and V̇0 = 1m3 s−1. An initial species concentration

Γ (φ,τ= 0) =
cos(φ) + 1

2
Γ0 (5.6)
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is prescribed, with Γ0 = 1mol m−2. φ denotes the angle enclosed between a point on the drops surface

and the axis of symmetry in direction ez. For the given velocity field and initial conditions, the drop’s

radius evolves according to

r(τ) = 3
q

3V̇0(τ+τ0), (5.7)

where τ0 =
1
3s. The species concentration then evolves with increasing radius according to

Γ (φ, r(τ)) =
cos(φ) + 1

2
Γ0

r2
0

r(τ)2
. (5.8)

The computational mesh makes use of the axial symmetry of the problem. Instead of defining a point

source at the droplet’s center, a small volume is excluded from the computational domain and an in-

let with inlet velocities according to the velocity field given above is set. Three layers of local mesh

refinement are added surrounding this inlet in order to accurately capture the fluxes at the inlet.

Figure 5.14a shows the evolution of the interfacial species concentration with time as a function of the

angular coordinate φ for a mesh resolution of ∆x = 0.025 r0. The expected behavior of a decreasing

maximum species concentration as the drop expands is captured in excellent quantitative agreement

with the analytical solution, represented by the dashed lines. At the same time, the initial cosine-shaped

concentration profile in angular direction is maintained. This also finds expression in the error of the

model prediction compared to the analytical solution shown in Figure 5.14b. With increasing mesh

resolution, the error decreases below 1% in all error norms. Total variation diminishing (TVD) dis-

cretization schemes, as employed here for the advection of excess surfactant, are known to reduce to

first order accuracy in the vicinity of extrema [89]. The observed convergence rate agrees well with this

expectation.
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Figure 5.14: Verification results for species advection with the interface in interface normal direction. The
graph on the left shows the results (solid lines) for a mesh resolution of ∆x = 0.025r0 with
the analytical reference (dashed lines) in comparison. The influence of mesh resolution on
the error norms are shown on the right for τ= 2.5 s.
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Advection and Diffusion in Interface Tangential Direction

For the verification of species transport in interface tangential direction, again a two-dimensional test

case is considered. This time, the circular cross-section of a cylindrical rod with radius r = 1 m is

considered. A constant, axisymmetric velocity field,

u= (x ez − z ex) φ̇, (5.9)

with angular velocity φ̇ = 2π s−1 is prescribed. The initial concentration at the liquid gas interface is

similarly to the previous test case set to

Γ (φ,τ= 0) =
cos(φ) + 1

2
Γ0. (5.10)

In interface tangential direction, also diffusive species transport might occur, therefore diffusion along

the interface is taken into account in the following. The local concentration then evolves according to

Γ (φ,τ) =
e−DIτ cos(φ − φ̇τ) + 1

2
Γ0. (5.11)

Two cases, one without diffusion (DI = 0) and one with diffusion in interface tangential direction (DI =
0.1m2 s−1 and thereby PeD = 125.66) were considered. Figure 5.15a shows the species concentration as

a function of the angular coordinate after one full rotation around the cylindrical rod for two different

values of the diffusion coefficient. The profile expected from the analytical solution and represented by
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Figure 5.15: Verification results for species advection along the interface in interface tangential direction.
The graph on the left shows the results (solid lines) for a mesh resolution of ∆x = 0.0125r0
with the analytical reference (dashed lines) in comparison. The influence of mesh resolution
on the error norms are shown on the right. Both diagrams represent the results after one
full rotation around the axis of symmetry.
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the dotted line is captured by the numerical model with good quantitative agreement. For the case with

slight diffusion in tangential direction, the amplitude of the concentration profile has slightly decreased,

as is expected from the analytical solution. The largest deviations of the model prediction from the

analytical solution can be observed around the maximum concentration, where the numerical solution

shows small superimposed oscillations with very short wavelength. Such so-called ’waviness’ [109] is

known to appear with explicit temporal discretization of convective terms using central differences [89].

Jasak et al. [89] compared various advection schemes for the advection of sin2 and semi-ellipse profiles.

Even though these profiles are similar to the cIF profile advected here, the results presented in [89] show

no oscillations for self-filtered central differencing (SFCD) and van Leer schemes. Advection in interface

tangential direction therefore seems to pose a special challenge regarding the discretization schemes.

However, the overall errors observed here are still in an acceptable range of at most a few percent on

reasonable mesh resolutions, as can be seen from Figure 5.15b. The case with diffusion in interface

tangential direction shows slightly smaller errors in all error norms. The difference, however, is small.

Overall, the presented model for species transport with the interface shows good quantitative agreement

with the analytical solutions for both, interface normal and interface tangential advection. Furthermore,

diffusion along the interface can be captured with reasonable accuracy. The presented model thus proves

capable of describing the convective and diffusive transport of a species with and along the interface.

Note that this is accomplished without relying on a direct representation of the interface by mesh faces,

allowing topological changes such as drop impact, collision or breakup without a mesh update.

5.1.6.2 Adsorption

Similar to the work presented in [5], the one-dimensional problem of adsorption from the bulk to a pla-

nar liquid-gas interface is considered as verification case. Langmuir-Hinshelwood kinetics are assumed,

presenting the special case of n = 1 of the Langmuir-Freundlich kinetics, since for this case numerical

and analytical reference solutions are available. The interface is assumed to be initially free of surfactant

(Γ0 = 0). The two limiting cases for the mixed kinetic model of (i) diffusion-controlled adsorption and

(ii) Langmuir-Hinshelwood kinetics are used as reference. In the diffusion-controlled limit, the temporal

evolution of excess surfactant at the interface can be described by the Ward-Tordai [181] equation,

Γ (τ) = 2

√

√D
π



c∞
p
τ−

p
τ

∫

0

c|x=0(τ̂)d
p

τ− τ̂


 , (5.12)

together with the Langmuir isotherm, where c|x=0 represents the subsurface bulk concentration and

c∞ is the bulk concentration away from the interface. In order to obtain a reference solution for the

numerical model presented in this work, the above equation was integrated numerically using the C++
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code provided by Li et al. [113]. In the case of the adsorption kinetics being the rate determining step,

the sorption process can be described by the Langmuir-Hinshelwood kinetic model,

∂ Γ

∂ τ
= kadc|x=0 −

�

kadc|x=0 + kde

Γmax

�

Γ , (5.13)

with a constant subsurface concentration of c|x=0 = c∞. The solution of this ordinary differential equa-

tion,

Γ (τ) =
Γmaxkadc∞

kadc∞ + kde

§

1− exp
�

−
�

kadc∞ + kde

Γmax

�

τ

�ª

, (5.14)

then represents the temporal evolution of excess surfactant at the interface.

The model was verified for the adsorption of heptanol to the liquid-gas interface of a heptanol-

water solution, which is expected to show mixed-kinetic behavior. The diffusion coefficient of hep-

tanol in water is D = 5.3× 10−10 m2 s−1, the kinetic coefficients are kad = 6× 10−4 ms−1 and kde =
6.6× 10−3 mol m−2 s−1, and the maximum surface excess concentration Γmax = 6× 10−5 molm−2 [95].

A bulk concentration of c∞ = 0.941 molm−3 was assumed. For the heptanol-water solution, this re-

sults in a ratio of kinetic to diffusive parameters Π = Da C G−1 =
Γmaxk2

ad
kdeD = 6.17, where C = c∞ kad/kde

and G = Γeq/Γmax are adsorption number and equilibrium surface coverage [63], respectively. Addition-

ally, one diffusion and one adsorption limited case were considered by increasing the kinetic adsorption

rate coefficients such that Π = 1× 103 and increasing the diffusion coefficient such that Π = 1× 10−2

respectively.

The numerical results for the mixed-kinetics model were obtained on a one-dimensional mesh with a

resolution of∆x = 1.875× 10−7 m. Local mesh refinement down to a mesh size of∆x = 2.930× 10−9 m

was used to resolve the concentration gradients at the interface in the early stages of the diffusion-limited

case (Π = 1× 103). The domain size is 15 had, with had = Γeq/c∞ being the characteristic length scale

of the diffusion-controlled adsorption process [63]. Therein, Γeq denotes the equilibrium surface excess

concentration for τ → ∞ and the given bulk concentration. The interface position is, just as for the

two- and three-dimensional cases shown in the following chapter, implicitly given by the volume fraction

of the liquid phase α. It is placed at 10 had from the boundary, therefore leaving 2/3 of the domain

for the diffusion process to the interface. The two reference solutions consider only diffusive transport

and adsorption kinetics, respectively, without convective transport within the bulk phase. The fluids are

therefore assumed to be at rest. The solution of the advection equation for the volume fraction field, as

well as the momentum balance, were omitted accordingly.

The results for the three cases are shown in Figure 5.16 in comparison with the reference solutions

introduced above. As expected, the heptanol-water solution shows mixed kinetic behavior with a tran-

sition from the adsorption-limited regime to the diffusion-limited regime after approximately 1 ms for

the bulk concentration considered here. Outside the transition region, excellent agreement with the

corresponding reference solutions can be observed. Similarly, for Π = 1× 103 and Π = 1× 10−2, ex-

cellent agreement between the solutions from the mixed kinetic model and the corresponding reference
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Figure 5.16: Verification of the mixed kinetics model with numerical (dashed) and analytical (dotted)
reference solutions. A similar figure has appeared previously in [5].

solutions is found over the entire considered time frame from 1µs to 10s. Thus, the presented sorption

model is proven suitable for the simulation of adsorption processes to a fluid interface given by the vol-

ume fraction field. Supplementary 2D verification cases supporting the results shown here are presented

in Appendix D.

5.1.6.3 Marangoni-Effect

To verify the implementation of Marangoni stresses, the numerical model was applied to a viscous drop

with a fixed surfactant distribution along the interface. This test case has previously been used for the

verification of solutal Marangoni stresses in the sharp [124] as well as the diffuse [171] interface context.

The drop is initialized as a sphere with radius r0 on an axisymmetric grid. It is kept in its initial shape,

meaning the transport equations for the volume fraction field and the surfactant concentration are not

solved. A linear surface tension model,

σ = σ0

�

1− Γ

Γmax

�

, (5.15)

was employed for this test case. The interfacial surfactant concentration cI was initialized such that the

surface tension decreases linearly in direction of the axis of symmetry according to

σ(z) = σ0

�

1− 2 z + 15 r0

30 r0

�

, (5.16)

where z denotes the coordinate in axial direction and z = 0 represents the position of the drops center.

The same dimensional material properties as in [171] were chosen for the drop and the surrounding

fluid, i.e. ρ1 = ρ2 = 0.2kg m−3, µ1 = µ2 = 0.1Pa s and σ0 = 1.0 N m−1. Equation 5.16 results in a
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Figure 5.17: Error of bubble velocity compared to the analytical solution from Young et al. [196].

surface tension gradient ∂ σ/∂ z = σ0 /15 r0 identical to the one imposed by Teigen et al. [171]. The

drop radius is set to r0 = 0.5 m in agreement with [171]. With these properties, the expected terminal

velocity of the drop is then [cf. 171, 196]

uYGB =
2σ0

15(6µ1 + 9µ2)
=

2
225

σ0

µ1
=

4
45

m s−1 = 0.08 ms−1. (5.17)

With a Reynolds number of Re = 8/45 = 0.17, the above parameters thus result in a droplet motion

within the creeping flow regime, where Equation 5.17 is valid. The computational domain used for

the simulation of the drop motion has a length of 16 r0 in axial direction and a width of 8 r0 in radial

direction. A mesh study was performed to investigate the influence of mesh resolution on the accuracy

of the surface tension induced flow. The coarsest considered computational grid has a mesh width of

∆x = 0.8 r0 on the coarsest level and is refined in two layers towards the droplet. Thus, the mesh

size at the droplet varies between 0.2 r0 on the coarsest considered resolution and 1.25× 10−2 r0 on the

finest. At the boundaries, p = 0 for outwards and p = −0.5ρ ||u||22 for inwards directed flow, while

for the velocity in boundary normal direction n · ∇u = 0 and the tangential component of the velocity

u‖ = 0. Surface tension forces are applied according to Equation 4.7, where δ2 = 2α ||∇α||2 was used,

introducing slight density scaling. With the fixed volume fraction field and concentration fields, the

pressure velocity coupling is solved until a steady state is reached.2 The local surface tension is thereby

calculated from Equations 4.56 and 5.15, thus the evaluation method of Γ from cI and α is included in

this verification case.

Figure 5.17a shows the velocity field within the drop in a spatially fixed reference frame as well as the

local surface tension along the interface for the case with highest grid resolution. Due to the lower

surface tension at the top of the drop, which results in a smaller Laplace pressure jump across the

interface, a net flow from the drop’s bottom to its top can be observed. Along the interface, however, the

2 The maximal change in uz/uYGB over the last write interval of 100 s within each simulation is 4.20× 10−4.
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surface tension gradient induces Marangoni flow in the opposite direction, slowing the drop’s movement

through the surrounding fluid. In order to compare the numerical results with the reference solution

from Young et al. [196], the mean drop velocity in axial direction can be calculated from

uz =

∑N
i=1 ui,zαiVi
∑N

i=1αiVi

, (5.18)

where ui,z and αi denote the axial velocity and volume fraction within the computational cell i respec-

tively. Vi stands for the volume of cell i. Figure 5.17b shows the relative error in the terminal mean drop

velocity for varying mesh sizes. The graph clearly shows a decreasing error with mesh refinement. The

observed convergence rate is approximately of first order. The agreement with the reference solution

and the decreasing error with meh refinement show that the employed model is capable of capturing

surface tension forces including Marangoni stresses accurately.

5.1.6.4 Global Surfactant Conservation

Finally, the global conservation of surfactant for the introduced method is studied within this section.

For this purpose, a surfactant-laden droplet with a volume of 6 pL impacting a solid substrate is con-

sidered. The initial bulk concentration is 0.248 mol m−3. The excess concentration at the liquid-gas

interface was assumed to be initially zero. Thus, the total amount of surfactant within the droplet is

1.489× 10−15 mol. The two fields are coupled through Langmuir-Freundlich kinetics using the method-

ology introduced in Subsection 4.3.3. This setup corresponds to the reference case for the impact and

spreading of surfactant-laden droplets, which will be discussed in more detail in Section 6.1. Therein

also further details regarding the material and process parameters as well as the simulation setup are

given. The considered time frame up to 3 ms includes the initial impact as well as the following relax-

total
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Figure 5.18: Surfactant distribution and total surfactant amount in a spreading droplet.
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ation and spreading phases of the droplet. During these phases, the contact angle changes between a

maximum of 175° upon impact and a minimum of 33° at the end of the considered time frame. Thus,

the boundary condition for the volume averaged bulk concentration field introduced in Subsection 4.3.1

is here verified for the non-trivial case of a contact angle that is (in general) deviating from 90°. Further-

more, as surfactant adsorbes to the interface in the considered case, the coupling of bulk and interface

concentrations can be evaluated regarding species conservation as well.

Figure 5.18 shows the surfactant distribution between bulk and interface. Starting with initially no

surfactant adsorbed to the interface, the amount of surfactant at the interface increases notably on

the time scale of 100µs to milliseconds. At the same time, the amount of surfactant within the bulk

decreases by the same amount, such that the total amount of surfactant remains practically constant.

The deviation in the total surfactant amount at the end of the simulation compared to the beginning is

4.512× 10−19 mol or 0.030 % of the initial amount. Thus, the developed model is able to conserve the

total surfactant with good accuracy.

5.2 Validation with Experiments

The above presented verification cases showed that the presented method is able to correctly reproduce

the expected model behavior. Comparison of the fitted Langmuir-Freundlich adsorption model with ex-

perimental data is shown in Appendix G. In order to validate the model for the impact and collision

of micrometer-sized droplets, additional simulations were performed. For that purpose, droplets im-

pacting and colliding on a glass slide were studied. The simulation results are compared to experimental

observations of individual droplet impact (Subsection 5.2.1) and colliding droplets (Subsection 5.2.2).

5.2.1 Impact and Spreading

For the validation of the numerical model with respect to the hydrodynamics of micrometer-sized droplet

impact, the simulation results were compared to observations from a reference experiment3. In this

reference experiment, acrylate monomer droplets with a volume of (7.3± 0.2) pL were jetted from an

inkjet printhead onto a planar glass slide. The droplets impacted in substrate normal direction and

in the direction of gravitational acceleration. The impact and subsequent spreading of the droplets was

observed from the side, parallel to the substrate, using high speed imaging. The frame rate of the camera

was 216000 s−1. The droplet velocity had previously been determined from recordings of droplets in

flight, slightly above the substrate. The mean droplet velocity before impact was thereby determined to

u0 = (2.0± 0.1)m s−1. The density of the jetted monomer is ρ` = 1105kg m−3, its dynamic viscosity

µ` = 9mPa s and its surface tension at the interface liquid-air is σ`g = 40.79 mN m−1. In terms of

dimensionless groups, this corresponds to Re = 5.91, We = 2.61, and Oh = 0.27. The first and third

row in Figure 5.19 show the droplet contour in side view over the course of approximately 200µs. The

upper half of the contour shows the droplet, the lower half its reflection on the glass slide. The instant of

initial contact between substrate and droplet τ = 0 was estimated from the observed distance between

3 Many thanks to Sebastian Wilhelm and Heidelberger Druckmaschinen AG for providing the experimental data.
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(a) τ= −3.14µs (b) τ= 1.48µs (c) τ= 6.11µs (d) τ= 10.74µs

(e) τ= −3.01µs (f) τ= 1.49µs (g) τ= 6.09µs (h) τ= 10.69µs

(i) τ= 20.00µs (j) τ= 47.78µs (k) τ= 98.71µs (l) τ= 195.93µs

(m) τ= 19.09µs (n) τ= 46.99µs (o) τ= 96.99µs (p) τ= 196.99µs

Figure 5.19: Side view of impacting 7.3 pL droplets from the reference experiment (first and third row)
and the numerical simulation (second and fourth row) in comparison. Images from the
experiment provided by Heidelberger Druckmaschinen AG.

the droplet and its reflection in the first frame and the known impact velocity. Shortly after the impact

(τ = 1.48µs), the droplet shape closely resembles a truncated sphere, as is expected for the initial

kinematic phase. At τ = 6.11µs, the droplet flattens slightly before relaxing to an almost hemispherical

shape at τ = 20.00µs. In the following, the droplet slowly spreads further while maintaining the shape

of a spherical cap.

The second and fourth row in Figure 5.19 show the droplet contour from the numerical simulation at

corresponding time steps in comparison. For the simulation, the droplet was initialized in spherical shape

with volume, velocity and material properties according to the experiment. The assumed properties

of the surrounding gas ρg = 1.189kg m−3 and µg = 18µPas correspond to air at 20 ◦C [165]. The

equilibrium contact angle θeq = 53.39° of the acrylate monomer on the glass slide was calculated from
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Figure 5.20: Droplet radii from experiments and numerical simulation in comparison. Experimental data
provided by Heidelberger Druckmaschinen AG.

the droplet volume and the equilibrium radius observed in the experiment. In order to describe the

contact line dynamics, the Kistler contact line model with the correction of the capillary number in the

sense of Joanny [94] was used for the results shown in Figure 5.19. Taking advantage of the axial

symmetry of the problem, a two-dimensional simulation was performed. The setup is similar to the

one shown in Figure 5.9. The domain was discretized with 192× 204 cells with decreasing mesh sizes

towards the substrate in axial direction. The mesh sizes therefore vary between 157.5 nm and 250.7 nm.

The droplet contours from the numerical simulation show the same qualitative behavior as described

above for the experimental observation. The droplet assumes the shape of a truncated sphere in the

early, kinematic stage of the impact process, followed by a flattening due to inertial forces and the

subsequent relaxation to an almost hemispherical shape. Afterwards, the droplet continues to spread,

while maintaining the shape of a spherical cap in agreement with the experiment. The droplet contours

thus show excellent qualitative agreement between numerical simulation and experimental observations

throughout the presented time frame.

The simulation also quantitatively shows excellent agreement with experimental observations. Fig-

ure 5.20 shows the droplet radius from experimental observations in comparison with numerical results.

Results for the standard Kistler model are shown in addition to the results obtained in conjunction with

the scaled capillary number in the sense of Joanny [94]. The experimental data shown is the result of

ten individual droplets impacting onto the glass slide. The results show excellent reproducibility of the

experiment. A slight variation in the position of the droplet within the last frame before contact to the

substrate was accounted for by determining τ= 0 individually for each repetition of the experiment. The

experimental radii were then obtained from the fit of a circular shape to the droplet and the intersection

of said shape with the substrate plane. Therefore, they represent the contact line radius. The circular

shape is an excellent approximation of the droplet contour during later spreading, however, during the

initial impact the droplets briefly deviate from this shape over the course of a few micro seconds, as can

be seen from Figure 5.19c. During this short period, the experimental radii presented can be expected

to slightly overpredict the actual contact line radius. The contact line radius evaluated from the circular
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fit quickly increases to a temporal maximum over the course of several micro seconds before slightly

decreasing as the drop relaxes. Afterwards, the contact line radius increases again until it reaches its

equilibrium radius. The contact line radii from the numerical simulation show initially a rapid increase.

In the double logarithmic plot, a turning point can be observed after approximately 20µs. However, no

receding of the contact line occurs in the simulation. Because the evaluation method employed on the

experimental data is expected to slightly overpredict the contact line radius while the droplet flattens

due to inertia, also the maximum droplet radii from the numerical simulation are plotted. These show a

temporal maximum in agreement with the experimental data. Thus, the discrepancy between the contact

line radius from the numerical simulation and the experiment can likely be attributed to the deviation

of the droplet profile from the assumed circular shape during this instant. Interestingly, the contact

line model plays a subordinate role in the very early spreading stage. However, in the later capillary

spreading regime, the Joanny-type correction results in the expected reduction of the spreading rate. As

could be expected, the same equilibrium radius is reached independently of the dynamic contact angle

model. Comparison between the two numerical simulations and the experiment show better agreement

if the Joanny-type correction is employed. Since the correction accounts for surface-active substances at

the contact line, these results suggest that surface-active impurities are present in the acrylate monomer.

Even though the exact origins of the discrepancy remains unclear, the Joanny-type correction will be

used throughout this work even for cases with no added surfactant, due to its better agreement with the

spreading behavior of the acrylate monomer.

5.2.2 Collision

In addition to the validation case presented in the previous section, the off-centered collision of two

droplets at the solid substrate was considered for the validation of the numerical model4. Again, acrylate

monomer droplets with a volume of 7.3 pL impacting a glass slide at a velocity of 2 m s−1 were consid-

ered. Two droplets were successively applied to the substrate. The delay before the second drop was

sufficiently long for the first droplet to reach its equilibrium radius. After the deposition of the first

droplet, the substrate was moved ε = 21.17µm to the side before the second drop was jetted from the

same nozzle. This offset between the droplet positions corresponds to a print resolution of 1200 dpi.

Figure 5.21 shows a schematic representation of the droplet positions as viewed from the top. The ex-

tension of the collided droplets in longitudinal direction, as measured from the corresponding nozzle

position, is here denoted by r1 for the first droplet and r2 for the second droplet. It was evaluated from

a polynomial fit to the drop contour as viewed from the side. This assumption for the droplets’ profile

approximates the actual shape very well at later times. However, similar to the case of a single droplet,

it introduces some uncertainties for the very early stages during collision.

For the numerical simulation, the first droplet was initialized as a spherical cap sitting on the substrate

and is initially at rest. The second droplet was initialized as a sphere, similar to the single droplet case

presented in Subsection 5.2.1. The offset between the axes of symmetry of the two droplets corresponds

to the one in the experiment. The same material properties as for the single droplet case were used. Only
4 Thanks to Heidelberger Druckmaschinen AG for conducting the experiment and providing the experimental data for this

reference case.
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Figure 5.21: Droplet radii in longitudinal direction from experiments and numerical simulation in com-
parison (left) and schematic representation of the collided drops (right). Experimental data
provided by Heidelberger Druckmaschinen AG.

the contact angle θeq = 33.91° was adjusted for the apparently more wettable glass slide in the collision

experiment. It was evaluated from the radius of the first droplet before collision and the known volume

of the droplet under the assumption of a spherical cap shape. The Kistler model in conjunction with

the Joanny-type correction for surface-active substances was used to describe the contact line dynamics.

Domain and mesh are chosen identical to the case presented in Subsection 5.1.5 with mesh sizes between

253.7 nm along the contact line and 1.879µm within the gas phase outside the interface region.

Figure 5.21 shows the experimental data in comparison with the numerical results. For the simulation

results, the maximum radii are shown in addition to the contact line position. Upon impact of the

second drop, a large peak in r2 can be observed from the experimental data. This peak then rapidly

decreases. Over the course of the next micro seconds, r2 increases only slightly. r1 shows no sudden

change after the impact of the second droplet. However, in the following the now coalesced droplets

spread also in the direction of the first droplet. After approximately 1 ms, the elongation of the coalesced

droplets maintains a fairly constant level. Similar to the experiment, r1 from the simulation shows no

sudden change after the impact of the second droplet. The following increase in r1 as well as the final

plateau show excellent agreement between numerical simulation and experimental data. The peak in the

maximum elongation in direction r2 from the numerical simulation is substantially smaller compared to

the experimentally obtained values. This might be attributed to an overestimation of r2 in the polynomial

fit to the droplet profile in the experiment. In the following spreading phase, experiment and simulation

show very good agreement. After 1 ms, the second droplet begins to recede in longitudinal direction as

it spreads further in transversal direction to assume the ideal equilibrium shape of a spherical cap with

the equilibrium contact angle given above. Such a receding motion was not observed in the experiment.

This can likely be attributed to contact angle hysteresis and therefore pinning of the contact line on the

glass slide in the experiment. The numerical model does not account for this effect. This limitation of

the numerical model must be kept in mind for the interpretation of the results shown in the following
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section. However, since the wettability of print substrates typically is very good, receding contact lines

were only observed in a small number of the considered cases. This restriction of the model was thus

deemed acceptable for the present work.
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CHAPTER6
Results and Discussion

This chapter presents the simulation results on droplet impact and substrate-sided droplet collision. First,

the results on the impact and spreading behavior of individual droplets will be presented in Section 6.1.

The results on colliding droplets are presented in Section 6.2. For both scenarios, the influence of hydro-

dynamic parameters, heat, and surfactant transport on the impact and spreading behavior is discussed.

Within each section, one reference case will be presented from which individual parameters will be

varied in the following.

6.1 Single Droplet Impact and Spreading

This section presents the impact and spreading behavior of individual, micrometer-sized droplets.

First, isothermal and surfactant-free cases are presented. Following this, the influence of temperature-

dependent viscosity on the impact behavior of droplets in non-isothermal scenarios is discussed. Finally,

the influence of surfactants on droplet impact and spreading is discussed.

6.1.1 General Simulation Setup

The simulations presented in the following all share a setup similar to the one given in Subsection 5.2.1,

rescaled for the slightly smaller droplet volume of 6 pL considered throughout the remainder of this

work. All parameters and material properties are motivated by inkjet printing with UV-curable inks.

Unless noted otherwise, the droplet’s initial velocity is u0 = 5m s−1 and the material properties are those

given in Table 6.1, corresponding to an acrylate monomer similar to those used as main component of UV-

curable inks and air as the surrounding gas phase. These dimensional parameters correspond to Reref =
13.84, Weref = 15.27, and Ohref = 0.28. Motivated by typically good wettability of print substrates,

an equilibrium contact angle of 11.25° is assumed unless noted otherwise. Thermal conductivity and

heat capacity were determined for this acrylate monomer using differential scanning calorimetry (DSC)
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and laser flash analysis (LFA). The measurement results are shown in more detail in Appendix F. For

isothermal cases, a constant dynamic viscosity of 9 mPa s is set, whereas for the non-isothermal cases a

temperature dependence of the viscosity according to the Andrade equation [133] is assumed. Thus,

throughout this chapter, the liquid viscosity is set according to

µ` =

(

9mPa s for isothermal cases

µref exp Tref
T for non-isothermal cases.

(6.1)

With µref = 2.587× 10−5 Pa s and Tref = 1949.61 K, this produces a viscosity of 9 mPa s at a temperature

of 60 ◦C and a viscosity of 20 mPa s at 20 ◦C in non-isothermal scenarios. Typical UV-curable inks show

similar viscosities at room temperature, while print heads are heated in order to lower the viscosity into

a jettable range. Depending on the print head, the window of jettable viscosities varies [see e.g. 38,

146]. Nevertheless, the assumed model produces viscosities well within the printable range presented

by Hutchings et al. [85] for the given temperatures.

For cases including surfactant, diffusion and adsorption related parameters are closely associated to the

ones determined in Appendix F for the model surfactant solution. This surfactant solution consists of the

previously mentioned acrylate monomer and a radically cross-linkable surfactant, a combination typical

for UV-curable inks. The characteristic length scale for the adsorption process had = Γeq/c∞, however,

is increased by a factor of 20. This deviation from the real system is necessary in order to be able to

resolve concentration gradients near the interface with reasonable mesh resolution. The sensitivity of

the results towards had is discussed in Subsection 6.1.4. Table 6.2 shows the rescaled model parameters

of the surfactant solution. For a one-dimensional adsorption process, these parameters in combination

Table 6.1: Material properties of the bulk media.

ρ / kg m−3 µ / mPas σ`g / mN m−1 θeq /
◦ c(p) / J kg−1 K λ /W m−1 K

solida 910 – – 1710 0.22
liquidb 1105 Eqn. 6.1c

40.79
11.25d 1832 0.597

gase 1.189 0.018 1006.4 2.587× 10−2

a Corresponding to PP at 20 ◦C [165]. Specific heat capacity interpolated from values for 0 ◦C and 50 ◦C.
b Corresponding to the acrylate monomer
c The viscosity of isothermal cases corresponds to the acrylate monomer. The temperature dependence in non-isothermal

cases was motivated by UV-curable inks.
d Experimental observations have shown very good wettability, which makes reliable measurements of the contact angle

difficult. Here, a contact angle of θeq = 11.25°= π/16 was assumed.
e Corresponding to air at 20 ◦C and 1 bar [165].

Table 6.2: Rescaled parameters of the adsorption model.

KLF Γmax n D kad kde σ`g,0

m3 mol−1 molm−2 1 m2 s−1 ms−1 mol m−2 s−1 mN m−1

3.359× 10−38 1.478× 10−4 6.559× 10−2 4.76× 10−10 1.752× 10−3 5.217× 1034 40.79
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Figure 6.1: Computational domain, initial and boundary conditions for the single droplet impact scenario.

with the corresponding initial concentrations result in identical transient behavior of the surface tension

compared to the reference surfactant solution. Unless otherwise noted, a reference bulk concentration

of 0.248 mol m−3 is considered, which corresponds to a mass fraction of 2% in the model ink.

Figure 6.1 shows a schematic representation of the computational domain, initial and boundary con-

ditions. Subdomains for both, the fluid and solid region are shown. However, the solid region is only

relevant to non-isothermal cases. It is taken advantage of the rotational symmetry of the problem and

both subdomains are discretized with 192× 204 cells. This discretization corresponds to the one used

for the validation case in Subsection 5.2.1. Also similar to the validation case, mesh grading towards

the substrate is used within the fluid domain in order to increase mesh resolution at the wall. The ratio

between largest and smallest mesh width is again 1.6, with a minimum mesh size of 147.5 nm at the

solid-fluid interface. Identical grading is also used within the solid domain towards the fluid in order to

increase resolution at the coupled boundary. Just as for the validation case, the time step size is adjusted

according to the criterion by Brackbill et al. [24] presented in Equation 4.75 for the initial impact. Start-
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ing at 50µs after the beginning of the simulations, larger time step sizes are allowed according to the

criterion presented in Equation 4.77. Furthermore, the height of the fluid domain is reduced to 2 r0 at

that time in order to lower the computational cost of the simulation. The influence of the domain size

on the simulation results is presented in Appendix E for a non-isothermal case.

6.1.2 Influence of Hydrodynamic Parameters

Starting from an isothermal, surfactant-free reference case, several hydrodynamic parameters are varied.

After discussion of the impact and spreading behavior of this reference case, results for varied Weber and

Ohnesorge numbers as well as equilibrium contact angles are presented.

Results of the Reference Case

Figure 6.2 shows the contact line radius over time for the reference scenario of an acrylate droplet

impacting the substrate as described above. The observed behavior is in excellent qualitative agreement

with the behavior described by Derby [51] for the impact of micrometer-sized droplets within inkjet

printing. Upon impact, the droplet spreads in the impact-driven regime with r ∝ τ0.5. After a few

micro-seconds, the droplet enters the relaxation phase from which it transitions to the capillary-driven

regime. Even though Tanner’s [169] law was derived for the complete wetting case, the here considered

partially wetting system shows good agreement with the corresponding power law r ∝ τ0.1 within this

regime. A slight deviation can be observed after around 2 ms. This deviation can be attributed to air that

was entrapped upon impact of the droplet. With the entrained air forming a central bubble within the

droplet, the thickness of the liquid film above this bubble decreases as the droplet spreads, which leads

to film rupture. Air entrainment under micrometer-sized droplets has previously also been observed

experimentally [23, 174]. Nevertheless, due to the low resolution of the entrained gas film as well as

the increased Hamaker constant for the wall contact model, the bubble volume found in the simulation

10−6 10−5 10−4 10−3 10−2

10

20

∝ τ0.1

∝ τ0.5

impact-
driven

relax-
ation

capillary-driven

time τ / s

ra
di

us
r
/
µ

m

Figure 6.2: Contact line radius of the reference case of the following parameter study and spreading
regimes according to Derby [51].
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is subject to uncertainty. Furthermore, on a slightly heterogeneous substrate, the bubble position and

volume may vary or the entrained gas film might even disperse into multiple bubbles. Thus, the observed

influence of the entrained air on the late spreading behavior is subject to further uncertainty. After 10 ms

the droplet is still spreading and has not yet reached its equilibrium contact line radius of 33.81µm

expected for a spherical cap shaped droplet of the given volume and with the given contact angle.

Weber Number

In the following, the influence of the Weber number on microdroplet impact and spreading is discussed.

Starting from the previous reference case with Weref = 15.27, the Weber number is varied by adjusting

the initial velocity between 1.25 m s−1 and 10 m s−1. Thus, typical jetting velocities within the inkjet

printing process on the order of several meters per second are covered by these values. The influence

of these changes on the impact and spreading behavior is depicted in Figure 6.3. Normalized with the

kinematic time scale τkin = d0/u0, one can observe spreading according to r ∝ τ0.5 within the impact-

driven regime throughout all cases. The contact line radius at the transition to the relaxation regime

increases with increasing We. Thus, the transition towards the relaxation regime occurs at a larger τkin

with increasing We. Scaling the results with the capillary time scale τCa = d0µ`/σ`g shows that towards

the end of the simulated time frame of 10 ms, all cases coincide and follow Tanner’s law. It is notable that

even for the relatively large initial velocity of 10 m s−1 corresponding to We= 4 Weref, there is virtually no

influence of the initial velocity on further spreading for τ > 100τCa or, in terms of dimensional values,

τ > 500µs. For the printing process, this implies that diameters of individual dots can be assumed to be

independent of the impact velocity, whereas the spreading of overlapping dots may be affected by the

droplets initial velocity. This aspect will be further addressed in Section 6.2.
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Figure 6.3: Contact line radius for varying Weber number at constant Ohnesorge number scaled with the
kinematic time scale τkin (left) and the capillary time scale τCa (right).

6.1 Single Droplet Impact and Spreading 93



Ohnesorge Number

Another influencing factor studied is the Ohnesorge number adjusted by means of the liquid viscosity.

The Weber number is thus kept constant. Starting from the reference case discussed above corresponding

to an Ohnesorge number Ohref = 0.28, the viscosity is varied between 4.5 mPa s and 22.5 mPa s. The

results are again evaluated using kinematic and capillary time scales. Figure 6.4 presents the evolution

of the contact line radius over time. Scaled with τkin, the results show again spreading according to

r∝ τ0.5 within the impact-driven regime. With increasing viscosity, the radius at the end of the impact-

driven regime decreases, which is in line with the findings of Rioboo et al. [143]. However, the transition

to the relaxation regime occurs simultaneously for all considered cases. It is interesting to note that the

simulation predicts slightly later rupture of the entrained air film under the droplet with increasing

viscosity and, therefore, later initial substrate contact. In the later capillary-driven regime, the spreading

rate shows a substantial dependence on Oh. Scaling the spreading process with τCa compensates this

effect and comparison with Tanner’s law again shows good agreement. Slight deviations in this stage

can be attributed to the escape of entrained air. However, for identical scaling throughout all cases,

as is the case by scaling with τkin, the varied viscosity shows a substantial influence especially in the

later spreading stage. Thus, the liquid viscosity has to be considered an important influencing factor for

the spreading of individual droplets. Since the viscosity is temperature-dependent in typical inks, heat

transfer may influence the overall spreading behavior. This will be addressed in Subsection 6.1.3.
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Figure 6.4: Contact line radius for varying Ohnesorge number at constant Weber number scaled with the
kinematic time scale τkin (left) and the capillary time scale τCa (right).

Equilibrium Contact Angle

Finally, the influence of the equilibrium contact angle on the impact and spreading behavior of individual

droplets is investigated. Starting from the reference scenario with θeq,0 = 11.25°, the contact angle is

varied between 0° and 45°. Figure 6.5 shows the contact line radius over time for varying wettability.

Because both time scales τkin and τCa are independent of the contact angle, the results are presented

only for one scaling. For the values of θeq considered here, no influence of the substrates wettability
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Figure 6.5: Contact line radius for varying contact angle at constant Weber and Ohnesorge numbers
scaled with the kinematic time scale τkin. The black dashed lines represent the equilibrium
radii corresponding to the respective contact angles.

on the impact-driven regime can be observed. Also the relaxation regime is unaffected by θeq for the

given parameters. This is in line with the findings of Rioboo et al. [143], who have found an influence

of wettability on the first spreading phases only under very hydrophobic conditions. Only as the droplets

approach their equilibrium state, as indicated by the black dashed lines, the influence of the equilibrium

contact angles becomes notable, slowing spreading during the capillary-driven regime. For the larger

considered contact angles θeq ≥ 22.5°, the droplets reach their equilibrium state within the simulated

time frame of 10 ms. However, only a minor influence of θeq on the spreading behavior within the

considered time frame can be observed for θeq ≤ 11.25°. Once more, the escape of entrained air results in

slight deviations between the different cases. Just as the droplet with θeq = 2θe,0 reaches its equilibrium

radius, the entrapped bubble escapes the droplet, resulting in the small oscillation observable in the

contact line radius.

6.1.3 Temperature Dependence

As observed above, the liquid’s viscosity has an influence on droplet impact and spreading throughout

the entire spreading process. In combination with a substantial dependence of ink viscosity on tempera-

ture, this suggests that temperature differences between print head and substrate and the resulting heat

transfer upon droplet impact can influence the spreading behavior. The thermal Marangoni effect is here

assumed to be negligible compared to temperature dependent viscous effects and the solutal Marangoni

effect considered in Subsection 6.1.4. Unless otherwise noted, thermal conductivity and specific heat

capacity of the gas, liquid and solid are set as listed in Table 6.1, corresponding to air, acrylate monomer,

and polypropylene, respectively. The surrounding air is assumed to be initially at substrate temperature.

Throughout this section, the influence of initial droplet and substrate temperatures as well as the sub-

strate’s thermal conductivity on the spreading process are investigated. First, however, the spreading

behavior and the evolution of the temperature field are discussed in more detail for a selected reference

case.
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Results of the Reference Case

As non-isothermal reference case, the impact of a droplet with a homogeneous temperature of 60 ◦C
onto a substrate at 20 ◦C is chosen. Figure 6.6 shows the droplet contour and the temperature within

droplet and solid substrate 48.9µs after impact. An entrapped bubble can be seen in the droplet center

at the substrate. The assumed rotational symmetry enforces the ring-like shape of the second bubble

surrounding the central bubble. Upon impact, the droplet’s base is abruptly cooled down, while the

substrates temperature increases locally. The initial contact line temperature upon contact shows good

agreement with the value expected based on effusivities,

Tc =
e`T`,0 + esTs,0

e` + es
= 319.26 K, (6.2)

where ei =
p

λiρici is the thermal effusivity of phase i [165]. Tc is shown in Figure 6.7 as a dashed

line in comparison with the temperature evaluated at the contact line over time. As the droplet spreads

outwards over still cool substrate, the contact line temperature decreases further. While this decrease

is quite smooth for later times, some spikes in contact line temperature can be observed during the

first 3µs of the impact process. This coincides with the rupture and collapse of the air film between

droplet and substrate. However, as the entrained air film is not fully resolved, it is unclear whether

this behavior is physical. On the time scale of several milliseconds, the contact line temperature finally

approaches the initial substrate temperature of 293.15 K. Corresponding to the decreasing temperature,

the viscosity at the contact line increases, as is depicted on the right-hand side of Figure 6.7. The resulting

spreading behavior is shown in Figure 6.8 as contact line radius over time. It shows very good qualitative

agreement with the different spreading regimes identified by Derby [51] for the inkjet printing process.

It is interesting to note that even though the viscosity at the droplet foot and the contact line changes

substantially, the evolution of the contact line radius is still in good agreement with r∝ τ0.5 expected for

Figure 6.6: Temperature field within a droplet with 60 ◦C initial temperature 48.9µs after impact onto a
PP substrate at 20 ◦C initial temperature.
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Figure 6.7: Contact line temperature and dynamic viscosity of the bulk liquid evaluated at the contact
line for the reference case.
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Figure 6.8: Contact line radius of the non-isothermal reference case for the following parameter study.

isothermal cases in the kinematic regime and Tanner’s law in the capillary-driven regime. Only towards

the end of the considered time frame of 10 ms, slight deviations can be observed. These, however, must

again be attributed to the escape of entrained air in the droplets center and are, therefore, not related to

the viscosity at the contact line.

Initial Temperatures

In the following, the influence of initial droplet and substrate temperatures on the spreading behavior

is discussed. The initial droplet temperature is varied between 20 ◦C and 60 ◦C and their impact was

simulated for substrate temperatures of 20 ◦C and 60 ◦C. The results of these simulations are presented

in Figure 6.9. The results are scaled with τCa, where the liquid viscosity at substrate temperature is

inserted. All considered cases show qualitatively very similar behavior in agreement with the previously

discussed cases. With increasing initial droplet temperature, the contact line radius at the end of the
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Figure 6.9: Contact line radius for varying initial droplet temperature at initial ambient and substrate
temperatures of 20 ◦C (left) and 60 ◦C (right) scaled with the capillary time scale τCa.
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Figure 6.10: Contact line radius for varying initial droplet temperature at initial ambient and substrate
temperatures of 20 ◦C (solid lines) and 60 ◦C (dashed lines) scaled with the kinematic time
scale τkin (left) and the capillary time scale τCa (right).

impact-driven regime increases. Within the later capillary-driven regime, however, the different cases

collapse onto a single line. This can be explained by the contact line temperature approaching the

corresponding ambient temperature, which is identical for all three cases within each graph. Again,

overall good agreement with Tanner’s law can be observed within the capillary-driven regime. Direct

comparison of the cases for different substrate temperatures, as depicted in Figure 6.10, gives additional

insights into the impact and spreading behavior. Scaling with the capillary time scale leads to very similar

spreading behavior in the later capillary-driven regime independent of the initial droplet or substrate

temperatures. Thus, similar to the cases with varying Oh discussed above, τCa accurately accounts for

the influence of different viscosities on capillary-driven spreading. Scaling with τkin reveals that the

influence of the initial substrate temperature on the impact-driven regime is negligible compared to

the initial droplet temperature. This is remarkable, as the droplet foot abruptly changes temperature

upon impact depending on the substrate temperature, as already discussed above. Consequently, the
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observed spreading behavior indicates that the droplet foot and with it also the contact line region play a

subordinate role in this very early spreading stage. The bulk temperature, which remains largely constant

on the very short time scale of several microseconds upon impact, determines the contact line radius at

the end of the impact-driven regime. Thus, the difference in spreading behavior must be attributed to

differing viscous dissipation within the liquid bulk rather than in the contact line region.

Thermal Conductivity of the Substrate

Finally, the thermal conductivity of the substrate is varied, starting from the reference case with material

properties corresponding to PP. Thereby, the thermal effusivity and diffusivity are modified. The mini-

mum and maximum values of thermal conductivity considered are 0.0198 W m−1 K−1 and 22 W m−1 K−1.

Similar to the reference case, a 60 ◦C droplet impacts a 20 ◦C substrate. The evolution of the local temper-

ature at the three-phase contact line over time is depicted in Figure 6.11 on the left hand side for varied

thermal conductivity of the solid substrate. As the substrate effusivity is directly linked to its thermal

conductivity, the initial contact temperature between liquid and solid is directly affected by varying the

conductivity. Therefore, with increasing λs, the initial contact temperature decreases. Also during the

following spreading, the temperature at the three-phase contact line decreases more rapidly for larger

thermal conductivities of the substrate. This results in quite substantial contact line temperature dif-

ferences between the considered cases during the impact-driven, relaxation, and early capillary-driven

regimes. As noted above, spreading in the initial impact-driven regime is dominated by bulk effects. It

is therefore not surprising that the substrate’s thermal conductivity shows little to no influence on the

spreading behavior in this stage, as can be seen in the plot on the right-hand side of Figure 6.11. How-

ever, within the relaxation regime differences start to show. With increasing thermal conductivity and

the resulting larger heat transfer from droplet to substrate, the droplets’ spreading rate decreases. For

the two largest considered values of λs, the contact line temperature approaches the substrate tempera-

ture rather quickly, resulting in similar spreading behavior from then on. However, for the lower thermal

conductivities, differences in the spreading behavior remain noticeable during the entire simulated time

frame.
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Figure 6.11: Contact line temperature (left) and diameter (right) for varying thermal conductivities and,
therefore, varying thermal effusivities and diffusivities of the substrate.
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6.1.4 Interaction between Wetting and Surfactant Transport

Within this section, the influence of surfactants on the impact and spreading behavior of individual

droplets is discussed. Unless otherwise noted, material properties are identical to the ones introduced

in Subsection 6.1.1. The model parameters related to surfactant transport are given in Table 6.2. The

initial bulk concentration of c0,ref = 0.248 molm−3 chosen as reference for the following parameter study

corresponds to a mass fraction of 2 % in the reference system, which is on the same order as the con-

centrations presented for UV-curable inkjet inks by Bale [11]. The Damköhler number with had based on

this initial concentration is Da = 6.95. The concentration is initialized homogeneously within the liquid

bulk. For the reference case, it is furthermore assumed that the surface excess concentration initially

is zero. Regarding the inkjet printing process, this implies the assumption that fresh interface is gen-

erated at the print head nozzle with a sufficiently high rate, such that no surfactant can accumulate at

the interface. For the selected reference surfactant solution with adsorption taking place largely on the

time scale starting at 100µs and ranging up to 10 ms, this assumption is valid for a permanently active

nozzle with correspondingly high droplet frequencies. The time between droplet generation and impact

on the substrate is on the scale of hundreds of microseconds. Adsorption during this time is small and

for the reference case assumed to be negligible. Unless otherwise noted, a partial wetting scenario with

an equilibrium contact angle of θeq = 50.67° in the absence of surfactant is considered, which results

in an equilibrium contact angle of θeq,surf = 11.25° for the here considered surfactant solution and ref-

erence concentration. In the following, the general impact and spreading behavior of micrometer-sized

droplets containing surfactant is introduced for the reference scenario. After that, the sensitivity of the

results towards the increased characteristic length scale for adsorption had is discussed. In the remainder

of this section, the influence of the initial surfactant distribution and wettability of the substrate are

investigated. Finally, the influence of initial bulk concentration and rate coefficients on the impact and

spreading behavior is studied.

Results of the Reference Case

The simulation results for the surfactant-laden reference case are shown in Figure 6.12. Once again,

good agreement of the contact line radius over time with the general behavior summarized by Derby

[51] can be observed. Impact-driven, relaxation and capillary-driven driven regimes can be identified.

The surface excess concentration Γ at the contact line increases with time as the droplet spreads and

surfactant adsorbs to the interface. It is interesting to note that the deviation from the power-law-like

behavior around 10µs coincides with the relaxation regime. Within this regime, there is a brief period in

which the interfacial area decreases (see e.g. Figure 5.19), which increases the overall excess surfactant

at the interface in addition to the ongoing adsorption process. Local convective transport towards the

contact line further adds to this increase. Due to the overall still very low values of Γ , however, these

effects are barely noticeable in the local surface tension at the contact line. More substantial changes in

surface tension start to occur 100µs after droplet impact and become even more pronounced on the time

scale of milliseconds. This is in agreement with the predictions of the 1D model for the adsorption of

surfactant presented in Appendix G. The graph in the bottom right of Figure 6.12 shows the equilibrium
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Figure 6.12: Contact line radius, surface excess concentration and surface tension evaluated at the con-
tact line, and contact angle of the reference case of the following parameter study.

contact angle as evaluated from the Young-Dupré equation Equation 2.15 and the dynamic contact angle

as predicted by the dynamic contact angle model for the impacting and spreading droplet. Correspond-

ing to the high contact line velocity during impact, the dynamic contact angle θd initially is close to 180°

and then decreases rapidly through the relaxation regime. After a slight undershoot it then continues

to decrease in the capillary-driven regime. Finally, the dynamic contact angle follows the equilibrium

contact angle θeq. Changes of the equilibrium contact angle during the first 100µs are small. This can be

explained by the initially fairly constant surface tension and the lower sensitivity of the contact angle to-

wards surface tension changes for larger contact angles. For later times, θeq decreases noticeably. Despite

this decrease, the lowering of the equilibrium contact angle by adsorption of surfactant becomes the rate

determining step for further spreading. This change in the rate determining mechanism can be identified

as the beginning of an adsorption-driven wetting regime, which can be observed for surfactant solutions

on partially wettable substrates in addition to the stages also observable for single component liquids.

Figure 6.13 shows c1
1, Γ and σ`g for selected time steps. Throughout the presented time frame, surface

excess concentration and corresponding surface tension are homogeneous across the entire interface.
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Figure 6.13: Concentration fields and local surface tension for a spreading droplet upon impact.
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This homogeneity despite the different subsurface bulk concentrations indicates that Marangoni stresses

quickly equilibrate any surface tension gradients. As the surfactant adsorbs to the liquid-gas interface,

it can be seen that the subsurface bulk gets depleted of surfactant. This effect is especially pronounced

near the three-phase contact line. However, it should be noted that the modifications to the material

properties in comparison to the real reference system lead to an overestimation of this effect. The sen-

sitivity of the spreading process towards the characteristic adsorption length is therefore investigated in

the following.

Sensitivity to the Characteristic Length of the Adsorption Process

The characteristic length scale for the adsorption process had = Γeq/c∞ describes the ratio of equilib-

rium surface excess and bulk concentrations. From surfactant conservation, it can be interpreted as the

thickness of the bulk layer at the interface, from which the entire surfactant is required to equilibrate

concentrations at a planar interface. This length scale is varied by adjusting the initial c1
1. The equi-

librium surface excess concentration, surface tension as well as the diffusive and kinetic time scales are

kept constant by scaling diffusion and adsorption rate coefficients accordingly. Thus, the main difference
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Figure 6.14: Influence of the characteristic adsorption length scale on the spreading behavior of a surfac-
tant laden droplet.
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between the here considered cases is that the proportion of surfactant at the interface after equilibration

compared to the total amount available within the droplet increases with increasing had. Hence, the

surfactant within the droplet is depleted more easily by adsorption to the interface with increasing had.

Figure 6.14 shows a case with increased had in comparison with the reference case discussed above. It

can be seen that during impact-driven, relaxation and the capillary-driven regimes, had shows no notice-

able influence on the contact line radius as well as the contact angle. During these spreading regimes,

the graphs for both considered values of had coincide. However, in the adsorption limited final spreading

regime, the increased had leads to slightly slower spreading. As the droplet bulk gets depleted of sur-

factant, the adsorption rate decreases, which results in slightly larger σ`g and θeq for a given time after

impact. Because the adsorption of surfactant is the rate determining step for further spreading in the

adsorption limited regime, this leads to the observed decrease in the spreading rate. Similar depletion

effects have been reported in [5]. For the therein considered heptanol-water based model solution, de-

pletion of surfactant due to the increasing interfacial area of the droplet even resulted in a substantial

increase in surface tension as the droplet spread. However, for the here considered surfactant solution,

influences on the actual spreading behavior are small. Furthermore, as discussed above, had,0 is already

increased compared to the real surfactant solution. Thus, despite the small droplet size, surfactant

depletion can be expected to play only a minor role for the surfactant solution considered here.

Initial Surfactant Distribution

As discussed at the beginning of this section, the initial surfactant distribution between bulk and in-

terface likely depends on the interval between subsequent droplets ejected from an individual nozzle.

Furthermore, depending on the initial droplet velocity and the distance between nozzle and substrate,

adsorption of surfactant to the liquid-gas interface between droplet generation and impact may become

relevant. Therefore, the influence of the initial surface excess concentration on the impact and spread-

ing behavior is studied. It is assumed that the total amount of surfactant within each droplet remains

constant. Thus, on the partially wetting system, all cases are expected to approach the same equilib-

rium state. In addition to the partially wetting system, a perfect wetting scenario was considered here.

Figure 6.15 shows contact line radius, local surface tension at the contact line, and contact angles in

comparison for the two cases.

First, the partial wetting scenario shown in Figure 6.15a is considered. Within the initial impact-driven

stage, the droplets with larger Γ0 spread slightly further. With increasing Γ0, the initial surface tension

decreases and the initial Weber number increases accordingly. Similar behavior has been observed for

varied We discussed in Subsection 6.1.2 above. However, the following relaxation regime already shows

a qualitatively different behavior. While lower We resulted in faster capillary spreading in the kinematic

scaling, here the cases with larger Γ0 and thereby larger initial We spread faster. This can be attributed to

the additional dependence of θeq on Γ . As noted above, adsorption is negligible for times below 100µs

upon impact. Thus, the initial difference in surface excess concentration is largely preserved until the

beginning of the capillary spreading phase. This leads to the observed increased spreading rate in the

capillary-driven regime and a later entry into the purely adsorption limited regime for cases with larger

Γ0. It is interesting to note that upon impact, the local surface tension drops substantially below the
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Figure 6.15: Influence of the initial surfactant distribution on the spreading behavior of a surfactant
laden droplet on partially and perfectly wettable substrates.
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initial value, as surfactant accumulates at the rapidly outwards moving contact line. As the spreading

rate decreases, Marangoni flow redistributes the surfactant and the local surface tension increases again.

In all cases, the surface tension tends towards the expected equilibrium value of 26.36 mN m−1 based on

the total surfactant amount towards the end of the simulation.

The perfect wetting scenario shows qualitatively as well as quantitatively excellent agreement with the

partial wetting cases during the impact-driven and relaxation regime. Similar to the surfactant-free

cases with varied equilibrium contact angles discussed in Subsection 6.1.2, there is little influence of

the substrate on spreading shortly after impact. Additionally, it can be seen here that the influence

of the initial surfactant distribution on the first two spreading regimes upon impact is independent of

the substrate. Good agreement between the two substrates can be observed for the surface tension at

the contact line. However, with the transition to capillary spreading, differences to the partial wetting

cases arise in the contact line radius and the dynamic contact angle. Opposed to the partial wetting

case, an increased initial surface excess concentration results in slower capillary spreading in the perfect

wetting scenario. This can be traced back to the predictions of the contact line model. In the perfect

wetting case, a constant θeq = 0° independent of the surface excess concentration is predicted. The

influence of surfactant on the equilibrium state, therefore, vanishes in this scenario. What remains is

the increased capillary number for lower surface tensions. With increased capillary number, the contact

line model predicts larger θd for a given contact line velocity. Thus, the droplets with larger surface

excess concentration are observed to spread slower. This is a competing effect to the lowering of θeq

by the decrease in surface tension in the partial wetting scenario. In the perfect wetting case, the Ca

based effect becomes the dominant factor, whereas in the partial wetting case the increased wettability

with increasing surface excess surfactant governs the process. As long as the system remains perfectly

wetting, the model, therefore, suggests that an increase in surface tension can result in slightly faster

droplet spreading.

Initial Surfactant Concentration, Adsorption and Diffusion Rate Coefficients

Through the initial bulk concentration, the total surfactant amount per droplet was varied. Similar to

the surfactant reference case above, it was once more assumed that there is no excess surfactant at the

interface before droplet impact and the previously considered partially wettable substrate is assumed. All

remaining parameters correspond to the reference case as well. The results are shown in Figure 6.16a.

In agreement with the observations from the measurements presented in Appendix G, the adsorption

rate decreases with decreasing bulk concentration. As introduced in Chapter 1, for diffusion-limited

adsorption, the characteristic time scale for adsorption to a planar interface from a sufficiently large bulk

is τad = h2
ad/D [63]. The lower adsorption rate for lower bulk concentrations, therefore, manifests itself

in larger surface tensions with decreasing cB,0 for any given time after impact. There is no observable

influence of these different adsorption rates on the initial spreading behavior, as can be seen from the

contact line radius. However, within the adsorption limited regime, decreasing cB,0 results in quite

substantial reductions of the spreading rate. For τ¦ 100τkin, further reduction of θd is limited by θeq in

all three cases considered here. However, following the different adsorption rates, θeq decreases slower

with decreasing bulk concentration, which results in the observed differences in spreading behavior.
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Figure 6.16: Influence of the initial surfactant concentration and adsorption time scale on the spreading
behavior of a surfactant laden droplet.
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Varying the adsorption rate directly through adsorption and diffusion rate coefficients instead of the

bulk concentrations produces very similar results, as can be seen from the comparison of Figure 6.16a

with Figure 6.16b. For these simulations, the characteristic time scale for adsorption τad is increased

by reducing the diffusion coefficient D1 accordingly. The adsorption kinetic parameters kad and kde are

scaled proportional to D1. With increasing τad, slower spreading in the adsorption limited regime can

be observed. The contact line radii for the by up to a factor of 16 increased values of τad compared

to the reference case show furthermore excellent quantitative agreement with the cases with by down

to a factor of 1/4 varied initial bulk concentration. For a sufficiently large droplet, where depletion of

surfactant is negligible, this behavior is expected, as τad ∝ D−1
1 but τad ∝ c−2

∞. Correspondingly, good

agreement can also be found for the contact angles. Only slight differences compared to Figure 6.16a can

be observed in contact line surface tension, especially during the earlier spreading regimes, which can

likely be attributed to different scaling of the adsorption kinetic time scale between the two scenarios.

6.2 Droplet Collision at the Solid Substrate

This section presents the off-centered collision of an impacting droplet with a previously applied droplet

on the substrate. Furthermore, the spreading behavior of the collided droplets is discussed. Isothermal

and surfactant-free cases are presented at the beginning of this section. These are followed by a dis-

cussion of the influence of temperature-dependent viscosity on the collision and spreading behavior in

non-isothermal scenarios. At the end of this section, the influence of surfactants on droplet collision and

subsequent spreading will be discussed.

6.2.1 General Simulation Setup

The setup of the simulations presented in this section is similar to the one shown in Subsection 5.2.2,

with a slightly smaller droplet volume of 6 pL considered here. The material parameters correspond

to those of the respective cases of single droplet impact in the previous section. The center to center

distance between impact positions of the two droplets is kept at a fixed value of ε = 21.17µm. This

corresponds to a print resolution of 1200 dpi. Unless otherwise noted, a droplet interval of 10 ms is as-

sumed for surfactant-free cases. The increasing sensitivity of θeq towards changes in σ`g with increasing

droplet radius makes the surfactant-laden system more prone to instabilities at later times. Therefore, a

droplet interval of 2 ms is chosen for the surfactant-laden droplets. Throughout all cases, the initial con-

ditions for the first droplet and its surroundings are results obtained from the 2D simulations presented

in Section 6.1 mapped onto the 3D mesh. The second droplet is initialized as a sphere with homoge-

neous initial velocity, pressure, temperature, and concentrations. Within each considered case, the initial

conditions of the second droplet correspond to those of the first droplet prior to its impact.

The mesh for the fluid domain is identical to the one introduced in Subsection 5.1.5. In the solid domain

relevant for non-isothermal cases, the mesh mirrors its counterpart on the fluid side. A schematic of

the computational domain is shown in Figure 6.17. It is taken advantage of the one remaining plane

of symmetry. In order to further decrease computational cost, adaptive mesh refinement was used,
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Figure 6.17: Computational domain, initial and boundary conditions for the droplet collision scenario.

adding one level of refinement within the liquid phase and a second level at the liquid-gas interface.

This results in mesh sizes varying from 253.7 nm at the contact line to 1.879µm within the gas phase

outside of the interface region. During the impact of the second droplet, the time step size is adjusted

according to the criterion by Brackbill et al. [24] presented in Equation 4.75. For τ > 50µs, larger time

step sizes according to Equation 4.77 are used. In order to further decrease the computational cost of

the simulations, the height of the fluid domain is at the same time decreased to 2 r0 for surfactant-free

cases1.

1 Some cases with reduced fluid domain size and including surfactant transport showed instabilities in the vicinity of the
top boundary.
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6.2.2 Influence of Hydrodynamic Parameters

The structure of this section follows Subsection 6.1.2 for the impact of an individual droplet. First,

results for a reference setup are discussed and compared to the single drop scenario. Following this, the

influence of Weber and Ohnesorge numbers as well as the equilibrium contact angle on collision and

subsequent spreading are presented. In addition to the parameters varied for the individual droplets,

the influence of the interval between neighboring droplets on their collision and spreading behavior is

studied here as well.

Results of the Reference Case

Figure 6.18 shows the extension of the colliding droplets along the substrate in longitudinal direction.

r1 denotes the distance from the outermost point of the contact line along the plane of symmetry on the

side of the first droplet to its center of impact. r2 is the corresponding value for the second droplet. See

the inset in Figure 6.18 for a schematic representation of r1 and r2. At the beginning of the simulation,

both values correspond to the first droplet 10 ms after impact. With a contact line radius of 31.15µm,

it extends 9.98µm beyond the impact center of the second droplet. Similar to the individual droplet

impacting onto a planar substrate, the second droplet’s base flattens as it approaches the first droplet

and the substrate. A thin gas film is entrained between the droplets, which quickly ruptures and leaves

a small amount of air encapsulated within the droplets. After ∼ 1µs, the second droplet spreads beyond

the contact line of the first droplet, which leads to a rapid increase of the combined droplets’ elonga-

tion. In the following period the elongation remains fairly constant, as the droplets relax and spread in

transversal direction. During this entire period, the contact line at the remote side of the first droplet

remains largely unaffected by the second droplet’s impact, as can be seen from the evolution of r1.
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Figure 6.18: Spreading behavior of two colliding droplets for the isothermal, surfactant-free reference
case upon impact of the second droplet (left) and the initial impact and spreading behavior
following their individual kinematic contact time with the substrate, τ0 (right).
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Furthermore, the larger interface curvature at the second droplet results in a locally increased Laplace

pressure, which drives the flow towards the first droplet. This is illustrated in Figure 6.23b below. After

∼ 1ms, the droplets approach a circular shape and continue to spread in all directions. At this moment,

the droplets’ center is still shifted noticeably towards the first droplet. 10 ms upon impact of the second

droplet, this offset still persists. This shift of the collided droplets agrees qualitatively with the findings

of Schiaffino and Sonin [153] for water droplets placed in a line onto the substrate. The graph on the

right of Figure 6.18 shows the spreading behavior of the second droplet in comparison with the initial

spreading behavior of the first droplet, i.e. a droplet without the influence of a neighboring droplet

within the first 10 ms upon impact. Compared to the uninfluenced droplet, the second droplet spreads

slightly further within the impact-driven stage. However, in the absence of a neighboring droplet, cap-

illary spreading continues already tens of microseconds later. The second droplet, on the other hand, is

held back by the internal flow towards the first droplet as well as the spreading in transversal direction

and returns to the spreading rate observed for the individual droplet only after several milliseconds.

Weber Number

Starting from the reference scenario, simulations with varied Weber number were performed by adjusting

the initial velocity accordingly. The results of these simulations are shown in Figure 6.19. The contact line

radius of the first droplet 10 ms after its impact is largely determined by the capillary spreading regime

and, therefore, shows little dependence on We. As a result of that, the state of the first droplet before

impact of the second droplet is quite similar in all cases considered here. Scaled with τkin, the cases with

We ≥ 1 all show similar spreading behavior within the impact-driven regime, as is also observed above

for individual droplets. For smaller We, however, spreading in the impact-driven regime is noticeably

delayed. Furthermore, for We= 1/4 Weref, the second droplet collides with the first before contacting the

substrate, entraining gas between the two droplets and pushing the edge of the first droplet outwards.
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Figure 6.19: Influence of the Weber number on the spreading behavior of two colliding droplets.
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This outwards motion of the edge of the first droplet results in the initial increase of r1 in that case. The

second droplet continues to expand over the first droplet, entraining additional gas at the edge of the

underlying droplet, until the gas film between second droplet and substrate ruptures. This results in the

observed sudden increase of r1 in this case. Similar to the individual droplet cases, larger contact line

radii at the end of the impact-driven stage can be observed for larger We. However, even for the largest

considered We, the remote side of the first droplet remains unaffected during these early stages upon

impact of the second droplet, as can be seen from r1. Since the influence of the first droplet substantially

slows spreading in longitudinal direction at the beginning of the capillary-driven regime, differences in

r2 depending on We persist substantially longer than similar differences in contact line radii of individual

droplets. Scaling the results with τCa reveals similar behavior of r1 for all cases. Furthermore, the

spreading behavior shown by r2 coincides for We ≤ 1/4 Weref towards the end of the considered time

frame. However, for larger We, differences in r2 remain up to the end of the simulation 10 ms after

impact of the second droplet. Thus, the interaction between neighboring droplets prolongs the influence

of We on spreading compared to individually impacting and spreading droplets. Furthermore, within

the considered time frame, the offset of the collided droplets towards the first droplet decreases with

increasing We.

Ohnesorge Number

In the case of varied viscosity and thereby varied Oh, the contact line radius of individual droplets 10 ms

after impact differed between the considered cases. Larger Oh produce smaller radii at the corresponding

τkin. Therefore, the initial conditions just before the impact of the second droplet differ noticeably de-

pending on Oh. Figure 6.20 shows the spreading behavior of two colliding droplets and their subsequent

spreading for varied Ohnesorge numbers. Depending on Oh, different behavior in the impact-driven

regime can be observed. While for Oh≤ Ohref a smooth increase of r2 with similar spreading rate across
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Figure 6.20: Influence of the Ohnesorge number on the spreading behavior of two colliding droplets.
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these cases can be observed, cases with larger Ohnesorge numbers show a sudden jump in r2. Thus,

the cases with smaller Oh show qualitative agreement with the impact behavior of individual droplets,

whereas the cases with larger Oh differ. In the latter cases, the second droplet spreads beyond the con-

tact line of the first droplet, while entraining a gas film between the two droplets as well as between

second droplet and substrate. Once this film ruptures, the outermost contact line position jumps from

the contact line of the first droplet to the contact line of the second droplet. Throughout all cases, how-

ever, the contact line radius of the second droplet at the end of the impact-driven regime decreases with

increasing Oh, which is similar to the observations made for individual droplets. In line with the previ-

ously presented results, r1 remains fairly constant throughout the impact-driven and relaxation regimes.

In the capillary-driven regime, the graphs for r1 coincide if the corresponding scaling with τCa is applied.

This is in agreement with the behavior observed for individual droplets. However, r2 shows a slightly

different behavior. With increasing Oh, more rapid spreading can be observed in the capillary-driven

regime, when scaling the results with τCa. For larger Oh, this produces a slightly smaller offset of the

collided droplets towards the first droplet.

Equilibrium Contact Angle

Similar to the scenarios considered for individual droplets, the influence of the substrate’s wettability

on wetting and spreading is studied here for colliding droplets. 0,Especially for the larger considered

equilibrium contact angles, where the first droplet reaches its equilibrium within the considered droplet

interval of 10 ms, the initial conditions just before the impact of the second droplet substantially depend

on θeq. Figure 6.21 shows the subsequent collision and spreading behavior for varied θeq. The influence

of the first droplet on r2 seems to be small in the impact-driven regime, as most curves coincide for this

early stage. Similar behavior has been observed for the impact of individual droplets. The only exception

here presents the perfectly wettable substrate (θeq = 0), where rupture of the entrained gas film and,
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Figure 6.21: Influence of θeq on the spreading behavior of two colliding droplets.
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thereby, contact of the second droplet with the substrate is delayed. Larger θeq result in slightly smaller r2

at the end of the impact-driven regime. Once more, the remote end of the first droplet remains unaffected

during this initial regime, as indicated by the constant value of r1. On the perfectly wettable substrate,

qualitatively similar behavior compared to the reference case can be observed. Spreading in longitudinal

direction is slowed by the liquid volume shifting towards the first droplet, while the droplets spread in

transversal direction. Once the collided droplets’ contact line has assumed a fairly circular shape by

spreading in transversal direction, spreading in longitudinal direction continues with similar rate in all

directions. In the course of this, the perfectly wetting system shows slightly faster spreading compared

to the reference case with θeq = 11.25°. In contrast to this, larger θeq result in a different spreading

behavior. Even though these droplets continue spreading in longitudinal direction at first as well, this

process is reversed towards the end of the considered time frame. As the droplets spread in transverse

direction towards their expected equilibrium shape of a spherical cap with corresponding equilibrium

contact angle, receding in longitudinal direction starts as soon as the local contact angle falls below

the respective θeq. It should be noted that contact angle hysteresis is not considered here, therefore,

the receding motion is likely overestimated compared to a technical surface with surface roughness

or other heterogeneities. This is in line with the discrepancy between the ideally smooth substrate in

the simulation and a real substrate observed in Subsection 5.2.2. Without contact angle hysteresis, the

decrease of r2 results in a shifted position of the coalesced droplets towards the first droplet. Contact line

pinning due to contact angle hysteresis in combination with overall moderate wettability of the substrate

could possibly reduce this offset by reducing the receding motion observed for r2.

Droplet Interval

In addition to the parameters varied for individual droplets, the interval between subsequent, neighbor-

ing droplets is also studied. Similar to the previously discussed simulations, the initial condition of the

first droplets just before impact of the second droplet is taken from the results for individual droplets.

The droplet interval is varied between a maximum of ∆τ0 = 10ms, corresponding to the interval of the

reference case for colliding droplets discussed above, and a minimum of ∆τ0/10 = 1 ms. Even for the

shortest considered interval, the first droplet has therefore already entered the capillary-driven regime

before the impact of the second droplet. The results of these simulations are shown in Figure 6.22 rep-

resented by the contact line positions r1 and r2 along the plane of symmetry. With a shorter interval, the

first droplet has had less time to spread before the second droplet impacts. Correspondingly, the contact

line radius of the first droplet is smaller just before collision in these cases. This results in a smaller

overlap between the two droplets before collision for shorter intervals. Despite this difference, the initial

spreading of the second droplet, as indicated by r2, is unaffected by the droplet interval. Throughout the

impact-driven and relaxation stages, the graphs of r2 coincide for all considered values of ∆τ. Similarly,

during these first two stages of the second droplet’s impact, the remote end of the first droplet shows no

noticeable influence of the second droplet’s impact. In the capillary-driven regime, however, differences

in the spreading behavior depending on the droplet interval arise. With decreasing ∆τ, the spreading

rate on the side of the second droplet increases. This results in larger values of r2 for smaller values

of the droplet interval at the end of the considered time frame. This is in contrast to the larger con-
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Figure 6.22: Coalesced drops with different droplet interval.
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Figure 6.23: Pressure and velocity fields 18.87µs after impact of the second droplet for droplet intervals
of∆τ= 1ms and∆τ= 10ms. Pressures exceeding 5 kPa are marked in white.

tact line radius of the first droplet before the impact of the second droplet with larger droplet intervals,

and the corresponding larger extension along the plane of symmetry. As the droplets spread within the

capillary-driven regime, the differences in r1 depending on ∆τ decrease. Nevertheless, even at the end

of the simulated time frame of 10 ms, shorter droplet intervals correspond to smaller values of r1. Thus,

together with the larger values of r2 in these cases, shorter droplet intervals result in smaller offsets of

the collided droplets towards the first droplet. This outcome is not surprising, as one would expect a

perfectly symmetrical result and, therefore, no offset at all for the simultaneous impact of two droplets.

Nevertheless, two mechanisms can be identified that lead to the observed behavior. Those are related

to the smaller overlap between droplets as well as the larger interface curvature on the first droplet for

shorter droplet intervals. For the coalesced droplets to be shifted towards the first droplet, a flow towards

the first droplet is necessary. A decreased overlap, as is the result of shorter droplet intervals, also leads

to a smaller cross sectional area available for this flow. Furthermore, since with larger droplet intervals

the first droplet will have had more time to spread before the impact of its neighbor, its curvature will
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typically be lower. Thus, the Laplace pressure within this droplet is smaller and the pressure gradient be-

tween the two droplets is larger in these cases. As a result, short droplet intervals are beneficial to exact

positioning of droplets. Figure 6.23 shows the pressure and velocity fields along the plane of symmetry

for droplet intervals of ∆τ= 1 ms and ∆τ= 10ms in comparison.

6.2.3 Temperature Dependence

As has been shown in Subsection 6.1.3, initial temperatures in combination with temperature-dependent

material properties can influence the spreading behavior of droplets. While this previous section focused

on individual droplets, the coupling of heat transfer and droplet spreading is studied here for the collision

and coalescence of two droplets at the solid substrate. First, the evolution of the temperature field in

droplets and substrate is discussed for a reference scenario. This reference setup is then used as starting

point for the variation of droplet and substrate temperatures.

Results of the Reference Case

The reference case considered here corresponds to the one used to study the temperature dependence of

individual droplet impact in Subsection 6.1.3. Droplet spacing and domain size are chosen as described

in Subsection 6.2.1. A droplet interval of ∆τ = 10 ms is assumed. Figure 6.24 shows the tempera-

ture field in the collided droplets and the substrate underneath upon impact and collision. During the

droplet interval of 10 ms, the first droplet has approached the ambient and substrate temperature of

20 ◦C. Upon impact, the volume of the second droplet, which impacts the substrate at 60 ◦C, can be

clearly identified in the temperature field. The small transition range indicates that convective transport

within the droplets plays only a minor role. The simulation results show entrapped air between the two

droplets. Once more, it should be noted that the exact location and amount of entrapped air cannot

be predicted accurately by the presented method. Nevertheless, air entrainment has also been observed

experimentally for micro droplet impact on solid substrates [23] and for droplets impacting a liquid

surface [172], as discussed earlier. Thus, air entrainment is plausible in the present case. Upon impact,

heat is transferred from the second droplet to the first droplet and to the substrate. This results in a

local increase of the substrate surface temperature. The increase is most pronounced, where the second

droplet makes direct contact with the solid substrate. The substrate surface temperature in this region

shows good agreement with the value expected according to Equation 6.2 based on the initial tempera-

tures and effusivities of liquid and solid phases. The initial increase in substrate surface temperature is

less pronounced, where the second droplet impacts the first droplet. With increasing time, the second

droplet shifts slightly towards the first, as has been observed also for the isothermal cases. The entrained

air contracts and forms several smaller bubbles underneath the second droplet with one larger bubble

underneath its center. As the droplets continue to spread over the cool substrate, the base temperature

in the region of the second droplet decreases. This decrease is especially pronounced at the three-phase

contact line and noticeable already tens of microseconds after impact. On the other hand, the temper-

ature at the top of the second droplet remains fairly constant close to the initial droplet temperature

within this time frame. With time, further heat is transferred to the substrate and the surrounding gas
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(a) τ= 8.87µs

(b) τ= 18.87µs

(c) τ= 48.87µs

Figure 6.24: Temperature of liquid and solid phases after off-centered collision of two droplets on a solid
substrate. Figures on the left show the cut through droplet and substrate along the plane
of symmetry. The top view on the right shows temperatures along the liquid-gas interface
and on the substrate surface. White + symbols in the top view indicate the nozzle position
for the two droplets.
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phase such that the maximum temperature within the computational domain decreases to 298.07 K after

1 ms and 294.13 K after 10 ms of spreading. In the following, the influence of initial temperatures on the

collision and spreading behavior will be discussed.

Initial Temperatures

Figure 6.25 shows the influence of the initial droplet temperature on the spreading behavior of two

colliding droplets for different ambient and substrate temperatures (60 ◦C and 20 ◦C). The initial con-

ditions for the first droplet including the temperature field are mapped onto the 3D mesh from the

corresponding results presented in Subsection 6.1.3. Furthermore, the same temperature dependence of

the viscosity as for individual droplets is also assumed in the collision scenario. At 20 ◦C ambient and

substrate temperature, a slight outwards motion of the contact line in direction of the second droplet

(r2) can be observed, before the air film between second droplet and substrate ruptures and r2 increases

rapidly. The moment of rupture depends notably on the initial droplet temperature. At lower tempera-

tures and, therefore, higher viscosity of the droplet, the film ruptures later. Furthermore, the spreading

rate in the impact-driven regime is smaller and the extent of the collided droplets in direction of the sec-

ond droplets, as indicated by r2, is smaller towards the end of this first regime. Similar behavior is also

observed for varied liquid viscosity and therefore varied Oh in the isothermal scenarios above. In addi-

tion, similar to the observations made for isothermal cases, an extended period of reduced spreading in

longitudinal direction can be observed for all considered droplet temperatures, while the droplets spread

mostly in transversal direction. During the first stages upon impact, i.e. the impact-driven, relaxation,

and the early capillary-driven spreading, r1 remains fairly constant. In the later capillary-driven regime,

spreading in longitudinal direction continues, as indicated by the increase in both r1 and r2. Within this

regime, the values of r1 at a given time after impact of the second droplet are independent of the initial

droplet temperature. This can be explained by the contact line temperature at this point being similar

to the ambient and substrate temperature, independent of the initial temperature of the first droplet.
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Figure 6.25: Influence of the initial droplet temperature on the spreading behavior of two colliding
droplets at initial ambient and substrate temperatures of 20 ◦C (left) and 60 ◦C (right).
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Small differences in r2 persist in this late spreading stage, with lower initial temperatures resulting in

smaller values of r2. Thus, the increased mobility of the second drop with higher initial temperature due

to the corresponding lower viscosity results in a slightly smaller offset of the collided droplets towards

the first droplet. However, compared to other previously discussed factors, such as the Weber number

or the droplet interval, the temperature influence has to be considered small. Varying the initial droplet

temperature at an increased ambient and substrate temperature of 60 ◦C, as depicted in the graph on

the right-hand side of Figure 6.25, results in the same qualitative behavior. The overall lower viscosity

at this increased ambient temperature leads to faster spreading, as indicated by the slightly larger values

of r1 and r2 for any given time in these cases.

6.2.4 Surfactant Influence on Droplet Collision and Spreading

Finally, the influence of surfactant on the collision and subsequent spreading of two droplets on the

solid substrate is studied in this section. The interaction of collision and surfactant transport is discussed

in detail for a reference scenario. Following that, the influence of initial surfactant concentration and

distribution is analyzed, for which perfect and partial wetting scenarios are considered.

Results of the Reference Case

The reference case considered here corresponds to the one studied for the surfactant dependence of

individual droplet impact in Subsection 6.1.4. Droplet size, droplet spacing, and domain size are chosen

as described in Subsection 6.2.1. A droplet interval of ∆τ = 2 ms is assumed. Within the chosen

reference case, the liquid-gas interface is assumed to be initially free of excess surfactant. As discussed

above, for the surfactant solution considered here, this is a valid assumption for high droplet frequencies

and correspondingly short droplet intervals from the same nozzle. During the droplet interval of 2 ms,

surfactant within the first droplet has had time to adsorb to the liquid-gas interface. Even though this

interval is too short for a complete equilibration of concentrations, the adsorbed surfactant results in a

fairly homogeneous surface tension of 31 mN m−1, which is substantially below the surface tension of

the acrylate monomer. The initial conditions for the first droplet were mapped from the results obtained

for individual droplet impact. Thus, shortly after impact, the different surface excess concentrations on

the two droplets results in a considerable difference in surface tensions. Figure 6.26 shows the surface

excess concentrations along the liquid-gas interface of the collided droplets together with the velocity

field. The difference in surface excess concentrations along the interface is clearly visible and shows

a steep gradient between the two droplets. It is interesting to note that the maximum surface excess

concentration can be found at an entrapped air bubble. During the contraction of the entrained gas film

to a spherical bubble, its interfacial area decreases. Even though initially only half of the films bounding

interface was covered in surfactant, this results in the observed high surface coverage on the entrapped

bubble. Shortly after impact, the velocity field within the second droplet is directed towards the first

droplet and upwards, while the second droplet relaxes. Already 18.87µs after the second droplet’s

impact, Marangoni flow driven by the surface tension gradients along the interface becomes noticeable.

Along the liquid-gas interface, this flow is directed from the first to the second droplet and causes a
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(a) τ= 8.87µs

(b) τ= 18.87µs
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(c) τ= 48.87µs

Figure 6.26: Surface excess concentration and velocity after off-centered collision of two surfactant-laden
droplets. Figures on the left show the velocity field along the plane of symmetry. The top
view on the right shows velocities along the liquid-gas interface. White + symbols in the top
view indicate the nozzle position for the two droplets.
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redistribution of surfactant along the interface. Surface tension gradients decrease accordingly. Since

it takes hundreds of microseconds to several milliseconds for the here considered surfactant to diffuse

to and adsorb at the interface, these changes in surface excess concentration must be largely attributed

to convective transport along the interface. However, despite the Marangoni flow towards the second

droplet, a bulk flow towards the first droplet can be observed. Driven by the larger interface curvature

and, therefore, larger Laplace pressure of the second droplet, this bulk flow has already been observed

and discussed above for the surfactant-free cases. In the surfactant-laden case presented here, the surface

tension gradient between the droplets adds to this effect and increases the pressure gradient between

the droplets further. The surface tension gradients caused by different surface ages, therefore, lead to

competing effects upon collision of the two droplets. These act in addition to the competing effects

of surfactant at the three-phase contact line discussed in Subsection 6.1.4 for the impact of individual

surfactant-laden droplets. In order to evaluate how these competing effects influence the spreading

behavior and position of the collided droplets, cases with varying surfactant distributions and initial

concentrations will be discussed in the following.

Initial Surfactant Distribution

Just as for the impact of a single droplet, different initial surfactant distributions between bulk and

interface are considered here for colliding droplets. The total amount of surfactant per droplet is kept

constant between cases. The case with initial surface excess concentration Γ0 = 0 corresponds to the

reference case discussed in the previous paragraph. For all presented cases, the initial conditions for

the first droplet correspond to the results obtained for the impact of individual droplets. The second

droplet is initialized identical to the first droplet, with a droplet spacing fixed to ε = 21.17µm. The

droplet interval is kept at 2 ms. Figure 6.27 shows the spreading behavior on the previously considered

partially wettable substrate (θeq = 50.67° for σ`g = σ`g,0) and on a perfectly wettable substrate (θeq =
0°) in comparison for different initial surfactant distributions. First, the partially wettable substrate

is considered. Before the impact of the second droplet, the different expansions of the first droplet

depending on Γ0 can be observed. As discussed above, differences in Γ persist into the millisecond time

scale, which results in differing contact angles. Nevertheless, the influence of Γ0 on the impact-driven

spreading for the second droplet has to be considered small, as can be seen by the evolution of r2 over

time. Only towards the end of the impact-driven regime, small differences arise. A higher surface excess

concentration results in smaller surface tensions and, thus, facilitates slightly further spreading. A similar

effect, even though much more pronounced, has been observed and discussed above for varied Weber

numbers. Once more, the opposite end of the coalesced droplets shows no sign of the collision at first, as

indicated by the mostly constant values of r1. Over the period τkin ≤ τ ≤ 10τkin, little to no spreading

in longitudinal direction can be observed. Only towards the end of the considered time frame, r1 and

r2 continue to increase noticeably. Thereby, larger values of Γ0 show faster spreading. This indicates

that also for colliding droplets, the adsorption of surfactant and the related lowering of the microscopic

contact angle plays an important role in further spreading. Compared to these partial wetting cases,

the perfect wetting scenario shows a slightly different behavior. First of all, the surface tension has

no influence on the equilibrium contact angle in this case. Thus, with increasing surface tension, the

subgrid-scale model for contact line motion predicts higher contact line velocities for a given contact
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Figure 6.27: Influence of the initial surfactant distribution on the spreading behavior of two colliding
droplets on partially and perfectly wettable substrates.

angle. For the single droplet, this results in slightly faster spreading for lower values of Γ0, as discussed

above in Subsection 6.1.4. As a result, the initial value of r2 before collision and, thus, the overlap

between the two droplets is larger in these cases. Upon impact of the second droplet, r2 increases

rapidly. While the spreading rate in this impact-driven regime shows no substantial dependence on the

initial surfactant distribution, higher surface excess concentrations lead to slightly larger values of r2 at

the end of the impact-driven regime. This behavior is similar to the partial wetting scenario. However,

in the following capillary-driven regime, small differences arise once more. Similar to the behavior

observed for individual droplets, lower surface excess concentrations result in slightly faster spreading

in direction of the second droplet. The opposite end of the droplet, indicated by r1, however, shows

a different behavior. Even though lower values of Γ0 have lead to larger initial values of r1, droplets

with larger initial surface excess concentrations catch up in the capillary-driven regime. This may be

attributed to the reduced Marangoni flow in these cases. Low initial surface excess concentrations,

therefore, seem to be beneficial for reducing the offset towards the first droplet on a perfectly wettable

substrate. However, an offset persists even for Γ0 = 0 and the overall influence has to be considered

small.

Initial Surfactant Concentration

Finally, the influence of the initial surfactant concentration on the spreading behavior of two colliding

droplets is studied. Starting from the reference setup for droplet collision under the influence of solu-

ble surfactant (c0 = c0,ref, Γ0 = 0), the surfactant concentration is halved in two steps. The previously

considered partially wettable substrate is considered here. The results are shown in Figure 6.28. With

increasing bulk concentration, the contact line radius of the first droplet before the impact of its neigh-

bor increases slightly. Nevertheless, the spreading of the second droplet in longitudinal direction, as

indicated by r2, shows no influence of the initial bulk concentration during the impact-driven and relax-

ation regimes. During its impact, the contact line position on the remote end of the collided droplets
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Figure 6.28: Influence of the initial bulk surfactant concentration on the spreading behavior of two col-
liding droplets.

r1 remains constant. Also in the following, the droplets’ elongation remains constant, while they spread

in transversal direction to assume a spherical cap shape. On the time scale of tens of τkin, the contact

line proceeds to move in longitudinal direction and differences depending on the initial bulk concentra-

tion start to show. While for the largest considered bulk concentration the contact line moves further

outwards, a receding motion can be observed for the lower concentrations. As has been discussed in

Subsection 6.1.4, the rate of adsorption increases with the bulk concentration. Therefore, the adsorbed

amount of surfactant within this adsorption-driven regime, and through Young-Dupré with it the contact

angle, depend on the initial bulk concentration. For this reason, the different initial bulk concentrations

result in a spreading behavior after collision similar to the behavior observed for varied equilibrium con-

tact angles discussed in Subsection 6.2.2. Similar to these cases with larger contact angles, it should be

noted also for the present case that the onset of the receding motion on a technical rough surfaces is

expected to occur at lower receding contact angles due to contact angle hysteresis, an aspect that is not

included in the employed model. Regarding the position of the collided droplets along their longitudinal

direction, no clear influence of the bulk concentration can be observed. However, regarding the coverage

of the partially wettable substrate with ink, larger surfactant concentrations prove beneficial also for the

colliding droplets. These findings conclude the results of droplet collision simulations within this thesis.

In the following section, implications of the results presented in sections 6.1 and 6.2 for the printing

process are discussed.

6.3 Implications for the Printing Process

Several implications for the inkjet printing process can be derived from the previously presented results.

For individual droplets, the Weber number shows no substantial influence on the spreading behavior for

the later capillary-driven regime with τ > 100τCa, or in terms of dimensional values τ > 500µs. Within

the capillary-driven regime, lower Oh promote faster spreading.
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Considering heat transfer phenomena in combination with temperature-dependent viscosity, the droplet

diameter at the end of the impact-driven regime is found to be mostly dependent on the initial droplet

temperature, whereas the later capillary-driven spreading is governed by the viscosity and, therefore,

the temperature at the three-phase contact line. This is further found to depend on the substrate and

ambient temperature as well as, for a considerable time within the earlier capillary-driven regime, on the

thermal conductivity of the substrate. By decreasing heat transfer towards the substrate either through

an increase of the substrates temperature or a decrease of its thermal conductivity, the capillary spreading

rate on the time scale of milliseconds can be increased.

The equilibrium contact angle determines the final droplet radius, however, it has little influence on

the initial spreading. Through the Young-Dupré equation, the surfactant distribution influences this

equilibrium contact angle and, thus, spreading on a partially wettable substrate. For the here considered

surfactant solution, the influence of the initial surfactant distribution persists well into the capillary-

driven regime. Furthermore, it is observed that adsorption to the liquid-gas interface can become the

rate determining step for further spreading. Thus, larger initial surface excess concentrations as well as

increased adsorption rates can produce larger droplet diameters within this adsorption limited spreading

regime. Aside from the diffusion and adsorption rate coefficients, the bulk surfactant concentration

provides means to adjust the adsorption rate of surfactant.

Regarding substrate-sided, off-centered collision of droplets, the droplet position upon impact needs to be

considered. Throughout all considered cases, an offset of the coalesced droplets towards the first applied

droplet is observed. While the influence of We can be considered negligible for individual droplets,

increasing the Weber number proves to be beneficial in reducing the droplet offset. Furthermore, it is

found that the droplet interval can play a major role in reducing the offset after collision. The Ohnesorge

number, on the other hand, shows negligible influence on the droplet position, while, similar to the

cases of individual droplets, decreasing Oh produces overall larger droplets. Increasing the substrate

temperature shows similar effects due to the temperature-dependent viscosity. Even though temperature

differences between print head and substrate produce viscosity gradients between neighboring droplets,

the influence of the initial droplet temperature is found to be small regarding both, droplet position and

dot size.

On substrates with intermediate wettability, a receding motion in longitudinal direction could be ob-

served, while the droplets spread in transversal direction. A similar effect could also be observed at

lower surfactant concentrations and partially wettable substrates. Hindering this receding motion by

introducing contact angle hysteresis, e.g. through a rough surface, could help reducing droplet offset.

Surface tension gradients upon coalescence introduced competing effects of increased bulk flow on the

one hand and Marangoni flow on the other.
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CHAPTER7
Summary and Conclusions

Inkjet printing is a complex process including wetting as well as heat and species transport. The macro-

scopic print quality depends on accurate dot sizes and positions. Therefore, a good fundamental under-

standing of the underlying wetting and transport processes is vital for the further development of inks

as well as the printing process itself. The process bridges multiple length scales between the contact line

region and droplet dimensions. Moreover, relevant time scales span from microseconds during the initial

impact-driven stage to tens of milliseconds for capillary spreading. Heat and species transport phenom-

ena occur on similar time and length scales as impact, collision, and spreading. Thus, these processes

are not separable, but their interaction has to be taken into account. Despite the wide range of length

and time scales, their absolute values still have to be considered small.

Numerical simulation allows a detailed analysis of these coupled transport processes on the relevant

short length and time scales. Within this work, the algebraic volume of fluid method implemented in

OpenFOAM was employed to model the multiphase flow. The contact line dynamics was described using

an empirical subgrid-scale model in combination with localized slip. Furthermore, special attention has

been put on the evaluation of interfacial forces. A generalized density-scaled CSF model was formulated

for the volume of fluid method. Heat transfer between fluid domain and solid substrate was taken into

account. Moreover, the model was extended by a novel two-field approach for soluble surfactants. In

order to ensure relevance of the results to the printing community, all process parameters and material

properties were motivated by typical inks and substrates. This includes the parameters for the adsorption

of surfactant to the interface liquid-gas. The Langmuir-Freundlich adsorption model proved to be suitable

to describe the transient surface tension behavior of a surfactant solution, as it might be found in UV-

curable inks.

Introducing density scaling to the evaluation of surface tension forces was found to reduce spurious cur-

rents in simulations with a large density ratio. The influence of slip in the contact line region on spreading

was found to be small. Nevertheless, with increasing grid resolution, errors in contact line dynamics are

larger for a no-slip boundary condition prescribed at the entire wall compared to localized slip at the

contact line. The newly developed two field approach for a soluble surfactant shows satisfying agreement
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with analytical and numerical reference solutions regarding transport with the interface, adsorption to

the interface as well as overall conservation of surfactant. Regarding hydrodynamics, the model shows

excellent agreement with experimental observations of individually impacting picoliter-sized droplets as

well as the initial collision behavior with a neighboring droplet at the substrate. Discrepancies between

experiment and simulation were found for the collided droplets approaching their equilibrium state,

where the simulation showed a receding contact line, which was not observed in the experiment.

Simulation results of single droplet impact show that the impact velocity and with it the Weber number

has no substantial influence on droplet diameters within the capillary spreading regime, despite appre-

ciably larger diameters at the end of the impact-driven regime with increasing We. More relevant to

capillary spreading is the viscosity of the liquid. In combination with the temperature dependence of

ink viscosity, this provides means to control the spreading rate in the capillary regime. For an acry-

late droplet impacting onto a polypropylene substrate, the influence of the initial droplet temperature

on capillary spreading, however, is small compared to the influence of substrate temperature. Reduc-

ing heat transfer to the substrate increases the influence of the initial droplet temperature. Results for

surfactant-laden droplets impacting a partially wettable substrate show an additional, adsorption lim-

ited spreading regime. In this regime, the spreading rate depends on the adsorption of surfactant to the

interface liquid-gas. Thus, spreading depends on adsorption and/or diffusion rate coefficients of the sur-

factant solution in this regime. These parameters depend on the type of surfactant and solvent, and can

therefore typically not be adjusted independently in a real ink. However, the surfactant concentration,

which can easily be adjusted, shows a very similar influence on the adsorption rate and consequently the

spreading behavior.

All simulation results for off-centered droplet collision at the substrate conducted within the scope of this

work show an offset towards the first droplet. This offset persists well into the capillary spreading regime

and onto the millisecond time scale. Upon collision, a bulk flow from the second to the first droplet

driven by larger interface curvature on the second droplet can be observed. Further initial spreading

due to larger initial velocities reduces this effect. Similarly, reducing droplet intervals also reduces the

asymmetry and therefore the offset. Conversely, the influence of heat transfer on the droplet position

after collision was found to be small. During the collision of droplets with different initial surfactant

distribution, competing bulk and Marangoni flows can be observed. Thus, the results show no strong

trend depending on initial surfactant distribution. Similar to this, the initial bulk concentration shows

no substantial influence on the position of the collided droplets. However, on the considered partially

wettable substrate, larger bulk concentrations show overall further spreading, which is in agreement

with the observations made for individual droplets.

In conclusion, the developed model has proven suitable for the simulation of droplet impact, spreading,

and collision on the micrometer length scale. It allows a detailed analysis of coupled wetting processes on

the one hand, and heat and species transport processes on the other hand. Using this model, influencing

factors and related mechanisms regarding impact, spreading, and collision behavior could be identified.

Thus, this work provides both means for further studies as well as concrete measures to engineer the

impact, collision, and spreading behavior of picoliter-sized droplets.
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CHAPTER8
Outlook

The method developed within the scope of this work can be used to study additional parameter combi-

nations for droplet impact, spreading, and collision. However, the findings of this work also motivate

additional model developments. Some of the simulation results for colliding and coalescing droplets

presented in this thesis show receding contact lines. This is in contrast to the experimental observations

shown. In the presence of both advancing and receding contact line motion, contact angle hysteresis

becomes relevant. Future work on colliding and coalescing droplets should therefore take this effect into

account. As contact angle hysteresis hinders receding motion of the contact line, it might directly affect

the final dot shapes upon collision and the overall position of the collided dots. Both of these aspects are

directly related to print quality.

With respect to surface-active substances, the model can be extended towards adsorption and desorption

processes at the solid-liquid interface. Including these aspects in the model allows studying them on

length and time scales relevant to inkjet printing. Due to the small droplet volume, additional adsorption

to the substrate could lead to depletion of surfactant within the droplet. Adsorption and desorption at

the substrate could furthermore give rise to Marangoni flow in the three-phase contact line region.

Within the scope of this work, the collision of partially overlapping droplets at the solid substrate was

studied. However, within the inkjet printing process, droplets can also impact onto a closed film of a

previously applied ink, e.g. of a different color. The ink layers may exhibit different material properties.

Beyond that, different surface ages may result in surfactant concentration gradients upon impact. The

model developed within the scope of this work could provide insight into these phenomena with param-

eter combinations and material properties relevant to inkjet printing. Further development of the model

should take different bulk material properties between subsequently applied inks into account.

Instead of a closed film, ink may also be applied as a pattern. Printing of a second layer on top of such an

ink pattern further increases the complexity of the process. Simulating the interaction between such a

pattern of liquid ink and an impacting droplet is the logical next step to the simulations of substrate-sided

collision of two droplets conducted within the scope of this work. However, when using UV-curable inks,
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the underlying ink pattern may also be partially or completely polymerized. The OpenFOAM code em-

ployed throughout this work is implemented for unstructured grids. Furthermore, all model extensions

introduced within the scope of this work were made with applicability to more complex geometries in

mind. Thus, by adjusting the geometry of the computational domain, the developed model may also be

used to study wetting on substrates structured by a previously applied, polymerized ink pattern.

In combination with experimental investigations, numerical simulation can help to identify the relevant

influencing factors on the above aspects. Through parameter studies, a better understanding of the

underlying mechanisms and processes can be gained. This understanding is vital for streamlined devel-

opment of the printing process as well as inks and substrates. It will not only contribute to improved

print quality but also help reducing development times for new printing machines and consumables.

However, also other technologies, such as e.g. microfluidic applications, may benefit from an improved

understanding of the underlying phenomena.

128 8 Outlook



Bibliography

[1] S. Afkhami, S. Zaleski, and M. Bussmann. A mesh-dependent model for applying dynamic contact
angles to vof simulations. Journal of Computational Physics, 228(15):5370–5389, 2009.

[2] A. Albadawi, D. B. Donoghue, A. J. Robinson, D. B. Murray, and Y. M. C. Delauré. Influence
of surface tension implementation in volume of fluid and coupled volume of fluid with level set
methods for bubble growth and detachment. International Journal of Multiphase Flow, pages
11–28, 2013.

[3] A. Alke and D. Bothe. 3d numerical modeling of soluble surfactant at fluidic interfaces based on
the volume-of-fluid method. Tech Science Press, 5(4):345–372, 2009.

[4] T. Antritter. Numerische Simulation von Benetzungsphänomenen im Inkjetdruck. Master thesis,
Karlsruher Institut für Technologie, 2017.

[5] T. Antritter, P. Hachmann, T. Gambaryan-Roisman, B. Buck, and P. Stephan. Spreading of
micrometer-sized droplets under the influence of insoluble and soluble surfactants: A numeri-
cal study. Colloids and Interfaces, 3(3):56, 2019.

[6] T. Antritter, M. Mayer, P. Hachmann, and M. Wörner. Suppressing artificial equilibrium states
caused by spurious currents in droplet spreading simulations with dynamic contact angle model.
Progress in Computational Fluid Dynamics, 20(2):59–70, 2020.

[7] D. Attinger, Z. Zhao, and D. Poulikakos. An experimental study of molten microdroplet surface
deposition and solidification: transient behavior and wetting angle dynamics. Journal of Heat
Transfer, 122(3):544–556, 2000.

[8] M. Aytouna, D. Bartolo, G. Wegdam, D. Bonn, and S. Rafaï. Impact dynamics of surfactant laden
drops: dynamic surface tension effects. Experiments in fluids, 48(1):49–57, 2010.

[9] S. D. Aziz and S. Chandra. Impact, recoil and splashing of molten metal droplets. International
journal of heat and mass transfer, 43(16):2841–2857, 2000.

[10] H. D. Baehr and K. Stephan. Wärme- und Stoffübertragung. Springer Vieweg, Berlin, 10th edition,
2019.

[11] M. Bale. A system aproach to develop new platforms of industrial inkjet inks. In W. Zapka, editor,
Handbook of Industrial Inkjet Printing: A Full System Approach, volume 1, chapter 3, pages 23–58.
Wiley VCH, 1st edition, 2018.

[12] S. Batzdorf. Heat transfer and evaporation during single drop impingement onto a superheated wall.
Dissertation, Technische Universität Darmstadt, 2015.

[13] S. Batzdorf, J. Breitenbach, C. Schlawitschek, I. V. Roisman, C. Tropea, P. Stephan, and
T. Gambaryan-Roisman. Heat transfer during simultaneous impact of two drops onto a hot solid
substrate. International Journal of Heat and Mass Transfer, 113:898–907, 2017.

[14] A. Bender. Film Dynamics and Deposit Formation in Evaporating Multi-Component Liquids. Disser-
tation, Technische Universität Darmstadt, 2020.

129



[15] A. Bender, P. Stephan, and T. Gambaryan-Roisman. A fully coupled numerical model for deposit
formation from evaporating urea-water drops. International Journal of Heat and Mass Transfer,
159:120069, 2020.
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APPENDIXA
Estimation of Dissipation during Droplet Impact and

Spreading

During droplet impact and spreading, the system’s initial kinetic energy and its potential regarding sur-

face energy is dissipated. With respect to the energy balance in Section 4.2, this raises the question,

whether dissipation can have an effect on the droplets temperature.

According to the first law of thermodynamics for a closed, adiabatic, and work free system containing

droplet, substrate, and surrounding gas phase

E1 − E0 = 0. (A.1)

Therein, assuming negligible potential energy due to gravity,

E0 =
1
2
ρ`Vu2

0 + S`g,0σ`g + Ssg,0σsg + U0 (A.2)

is the energy of the system before droplet impact, and

E1 = S`g,1σ`g + Ssg,1σsg + Ss`,1σs` + U1 (A.3)

is the energy within the system after reaching the equilibrium diameter. S denotes the respective surface

areas as indicated by the indices, V the droplet volume, and U the inner energy of the system. Using

the Young-Dupré equation 2.15 and the geometrical relation Ssg,0 = Ssg,1 + Ss`,1 the change of the inner

energy can be expressed by

U1 − U0 =
1
2
ρ`Vu2

0
︸ ︷︷ ︸

=Ekin,0

+(S`g,0 − S`g,1 + Ss`,1 cosθeq)σ`g
︸ ︷︷ ︸

EI,1−EI,0

. (A.4)
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In the following, it is assumed that the entire dissipated energy contributes only to an increase of the

inner energy of the droplet itself without any contribution to the surrounding gas or solid substrate. This

is the case with the largest expected influence of dissipation on the droplets mean temperature. With

U1 − U0 = ρ`c`V∆T01, (A.5)

the change in the mean temperature can be evaluated. For a droplet with a volume of 6 pL impacting

at 5 m s−1 and spreading to an equilibrium contact angle of 11.25°, which corresponds to the reference

case in Section 6.1, and furthermore assuming the respective material properties of the reference case,

this results in an increase of the mean droplet temperature by ∆T01 = 0.012K. In order to produce a

local temperature increase of 1 K, the change in inner energy, and thus dissipation, would have to be

limited to a volume of 0.071 pL. This corresponds to just 1.2 % of the droplet volume. Hence, even if

dissipation were limited to only a small region, e.g. at the contact line, the temperature increase would

be small and can be expected to be quickly dispersed to the solid, the surrounding gas, and the remaining

droplet volume. Nevertheless, it is interesting to note that for the here considered case, the change in

surface energy EI,0− EI,1 = 6.09× 10−11 J is on the same order of magnitude as the initial kinetic energy

Ekin,0 = 8.29× 10−11 J. This highlights once more the importance of capillarity for droplet impact and

spreading processes on the micrometer scale.
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APPENDIXB
Determining the Volume Fraction Profile

In order to calculate the interface normals in boundary cells, αmust be extrapolated towards the bound-

ary faces (see Subsection 4.1.3). In the present work, this is done by taking advantage of the fact, that

the transition from phase 1 to phase 2 typically occurs over approximately three mesh widths for the

algebraic VOF method implemented in interFoam. The exact shape of the profile in this transition region

is here further investigated for discretization of the convective terms in the α-advection Equation 4.1

with the SFCD-scheme used throughout this work. Note that Equation 4.1 is, aside from the lack of a

diffusive term, identical to the conservative level set initialization (see e.g. [179] as reference for the

C-LS approach). However, for odd-order spatial derivatives in the leading term of the truncation er-

ror, the discretization introduces numerical diffusion [89]. For that reason, the expected profile for the

C-LS-field after reinitialization,

αapprox.(`) =
1
2

�

1+ tanh
�

`−∆`
ξ

��

, (B.1)

is here also assumed for the α-profile resulting from Equation 4.1, where ` is the signed distance to the

interface and ξ as well as ∆` are fitting parameters.

To determine the fitting parameters, the advection of the α field was studied on a one dimensional case

with a domain length of 1000∆x , where ∆x = 1m is the mesh width. Both, advancing and receding

interfaces were studied, i.e. the interface was advected towards phase 2 or phase 1, respectively. The

initial condition for the advancing case is α= 1 for 0≤ x < 2∆x and α= 0 for 2∆x ≤ x ≤ 1000∆x and

vice versa in the receding case. The velocity u= 1 ms−1 is kept constant along the entire domain. In order

to study the discretization influence, the Courant number Co is varied between 10−2 and 1.25× 10−3.

In all cases, the interface is first advected for an initialization period of 899 s with the corresponding

time step in order to reach a steady state. Following the initialization, the α-field is evaluated while the

interface is advected one cell further. While the α-profile, due to its sharp transition, is poorly resolved in

each single timestep, the low Courant numbers allow a much higher resolution by comparing the α-field

in subsequent time steps and accounting for the interface motion with the known velocity. Figure B.1a
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(a) Volume fraction profile for an advancing one dimen-
sional interface.
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(b) Volume fraction profile for a receding one dimen-
sional interface.

Figure B.1: Volume fraction profile in interface normal direction after advection in advancing and reced-
ing direction in comparison with different approximations.

and Figure B.1b show the observed profile for Co = 0.01 releative to the expected interface position

based on initial condtion and velocity. The least-squares fit was calculated for the varying Co numbers

and advacing and receding cases in a band of ±50∆x around the interface.

The results are shown in Table B.1 and Table B.2 for the two cases. Furthermore, the discretization

independent values of the fitting parameters were estimated using the Richardson extrapolation based

on the three finest resolutions. The relative errors depending on Co and compared to that estimation

are displayed in Figure B.2a and Figure B.2b. As could be expected due to the employed temporal

discretization scheme, first order convergence can be observed. For the considered Courant numbers,

the relative errors are small, with a maximum of a few percent. To verify that the offset ∆` is not due to

accumulating errors during advection, the integral value of α over the entire domain was evaluated at the

end of the simulation. It was found to be 902∆x3 for the advancing case (98∆x3 for the receding case)

independent of the Courant number, the exact values expected for the given velocity, initial condition,

and simulated time.

Furthermore, the profiles are identical between the advancing and receding case up to the fourth signif-

icant digit of the estimated discretization independent values. Therefore, the α-profile as a function of

distance to the interface can be approximated by

αapprox.(`) =
1
2

�

1+ tanh
�

`+ 0.01621∆x
0.9095∆x

��

. (B.2)
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Table B.1: ξ and∆` for varying Co number in the advancing case

Co ξ / ∆x ∆` / ∆x

0.01 0.904883 9166 −0.016 635317 2
0.005 0.907193 0396 −0.016 426364 8
0.0025 0.908345 8712 −0.016 320627 5
0.00125 0.908921 5886 −0.016 267160 5

Richardson Extrapolation 0.909495 9123 −0.016 212469 5
(Order) 1.001749 2464 0.983764 8055

Table B.2: ξ and∆` for varying Co number in the receding case

Co ξ / ∆x ∆` / ∆x

0.01 0.904883 3806 −0.016 635004 3
0.005 0.907191 9175 −0.016 426446 6
0.0025 0.908345 7640 −0.016 320916 3
0.00125 0.908921 4316 −0.016 267615 2

Richardson Extrapolation 0.909494 5989 −0.016 213220 2
(Order) 1.003143 2987 0.985419 5266
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Figure B.2: Error in the fitting parameters compared to the estimated discretization independent solution
for a moving one dimensional interface.
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The approximation as well as the expected discretization independent fits for advancing and receding

interface are shown in Figure B.1a and Figure B.1b in comparison to the simulation results. Excellent

agreement between both fits and the actual interface profile obtained from the simulation were found.

Furthermore, the profile is also well approximated by

αerf =
1
2

�

1+ erf

�

`
p

4 · 0.2986∆x2

��

. (B.3)

This provides a good estimate of the initial condition for the substrate wall boundary during smoothing

introduced in Subsection 4.1.3. See Figure B.1 above for a comparison of the different approximations.
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APPENDIXC
Discretization Schemes

Table C.1: Discretization schemes used throughout this thesis. All schemes are listed as named in Open-
FOAM (see e.g. [129]).

Operator Term Scheme

∂ ϕ/∂ τ(∗) default Euler

∇ϕ default Gauss linear

∇ ·ϕ uα Gauss SFCD
ur(1−α)α Gauss SFCD
ρmu⊗ u Gauss SFCD
ρcmuT Gauss limitedLinear 1
ucB Gauss SFCD
ur(1−α)cB Gauss SFCD
D1∇α
α+ςα

cB Gauss linear
ucI Gauss vanLeer
urw2(α)cI Gauss vanLeer
uc,δw1(α)cI,S Gauss SFCD
uc,δw1(α)δI,S Gauss SFCD
ur(1−α) jB Gauss SFCD
Dj,B∇α
α+ςα

jB Gauss linear

interpolation default linear

∇ ·∇ϕ default linear limited 0.3

n f · ∇ϕ default limited 0.3
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APPENDIXD
Adsorption to a Curved Interface

In addition to the 1D verification cases presented in Subsection 5.1.6.2 corresponding to adsorption to a

planar interface, here the adsorption to a curved interface is considered. First, adsorption to the interface

of a spherical bubble within a heptanol-water solution is considered. Furthermore, the adsorption of

surfactant dissolved in a drop to the drop’s liquid-gas interface is of particular relevance for the present

thesis. Pesci [131] studied such a case for a mixed-kinetics process as well as a purely diffusion-limited

process. In the following, the numerical method presented and employed within this thesis is verified

for theses three cases.

Adsorption to the Interface of a Spherical Bubble

Similar to the case presented in Subsection 5.1.6.2, the interface is assumed to be initially free of excess

surfactant (Γ0 = 0). Identical material properties for the heptanol-water solution as in Subsection 5.1.6.2

are considered. A bubble radius of 5 had is assumed. The curved interface results in a slight change of the

reference solution for the diffusion-controlled limit compared to the case with a planar interface. Once

more, the C++ code provided by Li et al. [113] is used to obtain the reference solution for the diffu-

sion controlled limit. On the other hand, under the assumption of a constant subsurface concentration,

the reference solution for the adsorption-kinetics limited process, Equation 5.14, remains unchanged

compared to the 1D case. The numerical results for the mixed-kinetics model were obtained on a 2D

axisymmetric mesh with a resolution of ∆x = 1.875× 10−7 m similar to the 1D case. A domain size

of 15 had × 15 had is used. Figure D.1 shows the surface excess concentration from this simulation in

comparison with the two reference solutions. The observed adsorption behavior is very similar to the 1D

case for a planar interface. The heptanol-water solution shows mixed-kinetic behavior. The adsorption

process is initially limited by adsorption kinetics. The numerical solution coincides with the correspond-

ing analytical reference solution for small surface ages. After approximately 1 ms, a transition to the

diffusion-limited regime can be observed. For later times (τ > 100ms), again excellent agreement

between the solution obtained with the presented numerical method and the corresponding reference

solution can be observed.
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Figure D.1: Verification results for mixed-kinetic adsorption to the curved interface of a bubble. The
graph shows numerical results (solid line) in comparison with the corresponding analytical
(dotted line) and numerical (dashed line) reference solutions. A similar figure has appeared
previously in [5] for adsorption to a planar interface.

Adsorption to the Interface of a Spherical Drop: Mixed Kinetics

In the following, the numerical method presented in this thesis will be verified for adsorption to a curved

interface from the bulk of a drop. First, the mixed-kinetics case is studied. The case and corresponding

analytical solution have been introduced by Pesci [131], following previous similar studies by Muradoglu

and Tryggvason [124]. Diffusive transport within the bulk of a spherical drop with radius r0 = 1m is

considered. Adsorption to the liquid-gas interface is described by the kinetic model

∂ Γ

∂ τ
= kad,Hc|r=r0

. (D.1)

The concentration within the liquid bulk is assumed to initially take the constant value c(τ=0, r) =
c0 = 1mol m−3, whereas the initial surface excess concentration is Γ (τ=0) = Γ0 = 0. Bulk diffusion and

adsorption rate coefficients are D = 1 m2 s−1 and kad,H = 1 ms−1, respectively. The analytical solution to

this problem for the bulk concentration is given by [131]

ĉ(r̂, τ̂) =
∞
∑

k=1

Ξk
sin(Λk r̂)

r̂
e−Λ

2
kτ̂, (D.2)

where ĉ = c/c0, r̂ = r/r0 and τ̂ = τD/r2
0 . The eigenvalues Λk result from the boundary conditions for

the bulk diffusion equation and are given by

Λk cotΛk = 1− kad,Hr0

D
. (D.3)
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The coefficients Ξk can be evaluated from the initial condition for the bulk concentration field according

to

Ξk =

∫ 1

0 r̂ sin(Λk r̂)dr̂
∫ 1

0 sin2(Λk r̂)dr̂
. (D.4)

The analytical solution for the surface excess concentration is [131]

Γ̂ =
r2

0 c0kad,H

ΓeqD

∞
∑

k=1

Ξk

Λ2
k

�

1− e−Λ
2
k t̂
�

, (D.5)

where Γ̂ = Γ/Γeq and Γeq is the equilibrium surface excess concentration for τ→∞. Figure D.2 shows

this analytical solution in comparison with numerical results. For the analytical solution, the first 104

terms of the series were evaluated. The numerical solution was obtained on a 2D axisymmetric mesh with

300×300 cells and a domain size of 1.5 r0×1.5 r0. Excellent agreement between analytical and numerical

results can be observed for the evolution of the bulk concentration. The surface excess concentration

shows a slight overestimation of the adsorption rate in the numerical solution. Nevertheless, good overall

agreement of the numerical solution with the analytical reference is found.
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Figure D.2: Verification results for mixed-kinetic adsorption to the curved interface of a drop. The graph
shows numerical results (solid lines) in comparison with the corresponding analytical solution
(dashed lines).
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Adsorption to the Interface of a Spherical Drop: Diffusion-Limited

Similar to the previous case, adsorption of surfactant to the interface of a spherical drop with radius

r0 = 1m from its bulk is considered here. This case has also previously been introduced by Pesci [131].

For the diffusion-limited process, it is assumed that bulk and surface excess concentrations are in equi-

librium at the interface according to the Henry isotherm [32]

Γ = KHc|r=r0
, (D.6)

where KH = 1m is the equilibrium constant. Similar to the previous case, the interface is assumed

to be initially free of excess surfactant, thus Γ (τ=0) = Γ0 = 0. However, a non-constant initial bulk

concentration c(τ=0, r) = c0 − β r is set, where β = 0.8mol m−4. Similar to the mixed-kinetics case,

c0 = 1 molm−3 and D = 1 m2 s−1. Using the dimensionless variables ĉ = (c − c∞)/(c0 − c∞), r̂ = r/r0

and τ̂ = τD/r2
0 , where c∞ is the equilibrium concentration, the solution to this problem is given by

Equation D.2 [131]. The eigenvalues are given by [131]

Λk cotΛk = 1+
KH

r0
Λ2

k. (D.7)

The coefficients Ξk were here computed from the initial condition for the bulk concentration using a

least squares fit, while evaluating the first 104 terms of the series. The evolution of the surface excess

concentration can be described by [131]

Γ̂ =
r0(c0 − c∞)
ΓeqD

∞
∑

k=1

Ξk
sinΛk −Λk cosΛk

Λ2
k

�

1− e−Λ
2
k t̂
�

. (D.8)

For the numerical simulation using the method introduce in Chapter 4, linear adsorption kinetics accord-

ing to

∂ Γ

∂ τ
= kad,Hc|r=r0

− kde,HΓ , (D.9)

with adsorption and desorption rate coefficients kad,H = 100 ms−1 and kde,H = 100s−1 were assumed.

These kinetic parameters produce rapid equilibration of surface excess and subsurface bulk concentra-

tions, while KH = kad,H/kde,H = 1 m. Similar to the setup presented in the previous paragraph, a 2D

axisymmetric mesh with 300× 300 cells and a domain size of 1.5 r0 × 1.5 r0 is used. Figure D.3 shows

the numerical results in comparison with the above reference solution. The results for the bulk concen-

tration field show excellent agreement with the reference solution. Also the numerical results for the

surface excess concentration coincide with the corresponding reference solution. Thus, overall excel-

lent agreement between numerical and reference solutions can be observed in this verification case for

diffusion-limited adsorption to the interface of a spherical drop.
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Figure D.3: Verification results for diffusion-limited adsorption to the curved interface of a drop. The
graph shows numerical results (solid lines) in comparison with the corresponding reference
solution (dashed lines).
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APPENDIXE
Sensitivity Towards the Domain Size

In order to study the influence of the domain size on the observed droplet impact and spreading behavior,

a simulation with increased domain size is considered. The domain size is expected to be most critical in

non-isothermal cases due to heat transfer to substrate and gas phase. Thus, the non-isothermal reference

case for the impact of an individual droplet, as presented in Subsection 6.1.3, is studied. Compared to

the reference case, domain dimensions are doubled, such that for the initial impact, both fluid and solid

domains have a size of 8 r0 × 8 r0, where r0 is the initial droplet radius before impact. Similar to the

cases presented in Section 6.1, the height of the fluid domain is halved for τ > 50µs. Within the central

part of the enlarged domain, which corresponds to the original, smaller mesh used for the parameter

study, the mesh widths of the original grid are kept. Outside this region, the mesh widths are increased

by a factor of 2. Droplet impact is, thus, simulated on a grid with 67392 cells for the fluid domain and

another 67392 for the solid domain. For τ > 50µs the number of cells in the fluid domain is reduced to

35136.
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Figure E.1: Comparison of droplet impact and spreading behavior for different domain sizes.
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Figure E.1 shows the simulation results for the increased domain size in comparison with the results

discussed in Subsection 6.1.3. The initial impact behavior shows no influence of the domain size. Only

towards the end of the impact-driven regime, the dorplet on the larger domain reaches a slightly larger

contact line radius. For the following capillary-driven regime, the plots once more coincide. In the

simulation results obtained using the original domain, slight variations in the spreading rate related to

the escape of entrained air can be observed. The results obtained using the larger domain do not show

this behavior. Since air entrainment is linked to the initial impact, this difference in the capillary-driven

regime is likely related to the earlier difference between the two cases towards the end of impact-driven

regime. Nevertheless, doubling the domain size shows only a small influence on the overall spreading

behavior. The domain size chosen for the parameter study can therefore be considered sufficiently large

to accurately capture the impact and spreading behavior.

162 E Sensitivity Towards the Domain Size



APPENDIXF
Thermal Properties of the Model Ink

Within the scope of this work, the thermal properties of an acrylate monomer, as might be used in

UV-inks, was determined for the simulations presented in Chapter 6. The specific heat capacity was

measured by differential scanning calorimetry (DSC) using a Mettler Toledo DSC 821e. These DSC

measurements were conducted with a sample of 20.17 mg between 10 ◦C and 75 ◦C. The specific heat

capacity of the acrylate monomer was evaluated from the measurement data in the relevant temperature

range between 20 ◦C and 60 ◦C. The mean value is cp = 1832.43 J kg−1 K−1 with a standard deviation of

79.11 J kg−1 K−1. The thermal diffusivity was evaluated by laser flash analysis (LFA) using a Netzsch LFA

477 Nanoflash. LFA measurements for 20 ◦C, 40 ◦C, and 60 ◦C were performed. The results are presented

in Figure F.1. A mean value of a = 0.295 mm2 s−1 with standard deviation 2.154× 10−3 mm2 s−1 is

observed. The measurement data shows no temperature dependence of a. From a together with cp and

a density of ρ` = 1105kg m−3, the thermal conductivity of the acrylate monomer λ = 0.579 W m−1 K−1

follows. The values are summarized in Table F.1.
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Figure F.1: Thermal diffusivity of the acrylate monomer
from laser flash measurements.

Table F.1: Thermal properties of the
acrylate monomer

c` / J kg−1 K−1 1832.430

a / mm2 s−1 0.295

λ / W m−1 K−1 0.597
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APPENDIXG
Characterization of the Model Surfactant Solution

Within the scope of this thesis, a model surfactant solution is considered as starting point for parame-

ter variations. The components of this model solution, i.e. the surfactant itself and the solvent, were

chosen similar to those used for UV-curable inkjet inks. However, in order to be able to conduct isother-

mal experiments at room temperature as reference for the numerical simulation, the fluid properties,

especially the viscosity of the solvent, was required to be within a jettable range under such ambient

condition. Current printheads for high-performance graphical printing have a viscosity window ranging

from 2− 10mPa s to 8− 20 mPas depending on the printhead [146]. Therefore, an acrylate monomer

with a viscosity1 of 9.0 mPas was selected. The surfactant considered is a polymeric, radically cross-

linkable acrylate. Dynamic surface tension data, i.e. the surface tension as a function of surface age for

similar surfactant solutions, can also be found in [11].

Maximum Bubble Pressure Measurements

A common way to determine the dynamic surface tension of a surfactant solution is by maximum bubble

pressure tensiometry [32]. During this experimental procedure, one end of a capillary is submerged into

the surfactant solution. Then, the maximum pressure required to produce a bubble from said capillary

is measured. The minimum bubble radius and, therefore, according to the Young-Laplace equation the

maximum pressure, corresponds to a hemispherical bubble at the tip of the capillary. The surface tension

can therefore be calculated from the Young-Laplace equation, using the maximum pressure and the

known radius of the capillary. By varying the bubble frequency, the surface tension can be measured for

different surface ages.

In order to characterize the dynamic surface tension behaviour of the model surfactant solution, mea-

surements using a Krüss BP100 bubble pressure tensiometer at several surfactant mass fractions ranging

from 0.01% to 10% were performed. For comparison, the acrylate monomer without added surfactant

was also considered. In order to eliminate the risk of contamination of the lower concentrations with
1 Thanks to Heidelberger Druckmaschinen AG for providing the viscosity data.
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Figure G.1: Dynamic surface tension data from maximum bubble pressure tensiometry for the model
surfactant solution.

additional surfactant, the experiments were conducted in order of increasing surfactant mass fraction.

The diameter of the capillary was determined to 0.361 mm by a calibration measurement with purified

water. Figure G.1 shows the measured data. Each data point shown represents the average over ten

consecutive bubbles for the given surface age and concentration. In addition, three repetitions of the

entire measurement cycle are presented for mass fractions ≤ 1%, showing excellent reproducibility of

the measurement. The shortest time scales that could be resolved were surface ages of approximately

5 ms. Throughout all mass fractions, the dynamic surface tension was measured for surface ages of at

least up to 2.5 s with additional measurements at larger surface ages for mass fractions ω≥ 0.01%.

The measurement data show a substantial dependence of the transient behavior on the surfactant mass

fraction. While for a mass fraction of 0.01% the surface tension deviates notably from theω= 0 case only

for surface ages greater than 1 s, the surface tension for the ω= 10% case has reached a surface tension

of 25.52 mN m−1 already after 5 ms. Interestingly, even the in comparison very small mass fraction of

0.01% is sufficient to reduce the surface tension below 30 mN m−1. The surfactant can therefore be

considered very efficient in decreasing the solvents surface tension. With a decrease of the surface

tension down to roughly half the surface tension of the solvent, the surfactant can also be considered

reasonably effective. In fact, the model surfactant solution shows quite similar behaviour compared to

the UV-curable inks with silicone surfactants presented in [11]. The surface tension of these inks shows

a decrease from 35 mN m−1 to approximately 22 mN m−1 for surfactant mass fractions ranging between

0.15% and 0.5%. For these systems, the decrease in surface tension starts on a time scale of 1 ms and

surface tension continues to decrease up to a time scale of several seconds to one minute.

For the surfactant solution studied here, a surface tension peak of up to 46 mN m−1 can be observed for

ω ≤ 1% and surface ages below 10 ms. Since this peak can be observed even in the case without added

surfactant, this behaviour can not be attributed to the surfactant, but must be of different origin. This

could be either surface-active impurities in the acrylate monomer or measurement artifacts on these very

short time scales. The cause for this short term behaviour remains unclear. In the following, focus will
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instead lie on determining a suitable model to describe the sorption process at the liquid gas interface of

the added surfactant.

Adsorption Model

It is assumed that in thermodynamic equilibrium the surface excess concentration Γ and the bulk con-

centration c are related according to the Langmuir-Freundlich isotherm, also known as Sips isotherm

[160]
Γ

Γmax
=

(KLFc)n

1+ (KLFc)n
, (G.1)

where Γmax is the maximum surface excess concentration, KLF is the adsorption equilibrium constant and

n describes cooperativity during adsorption [72]. The adsorption isotherm was introduced by Sips [160]

to account for saturation of the surface with adsorbent. For n = 1 the above equation simplifies to the

well known and most commonly used non-linear isotherm, the Langmuir isotherm [32]. Langmuir’s

equation assumes the surfactant surface molecules not to interact with each other. In that respect the

Langmuir-Freundlich isotherm presents an empirical modification, where 0 < n < 1 can be interpreted

as negative cooperativity and n > 1 as positive cooperativity [72]. Through Gibb’s adsorption equation

Γ = − 1

RT

�

∂ σ`g

∂ ln c

�

T,p

(G.2)

bulk and surface excess concentrations are related to the surface tension. Inserting Equation G.1 for Γ

and integrating over ln c results in

σ`g,0 −σ`g = RTΓmaxn−1 ln (1+ (KLFc)n) , (G.3)

expressing the equilibrium surface tension as a function of the bulk concentration. σ`g,0 denotes the

surface tension of the pure solvent. With Equation G.1, this can be reformulated as the surface equation

of state

σ`g,0 −σ`g = −RTΓmaxn−1 ln
�

1− Γ

Γmax

�

. (G.4)

Note that for n = 1 the above two equations reduce to the Szyszkowski and Frumkin equations [32]

respectively, the corresponding surface tension equations of state for the Langmuir isotherm.

Transport of surfactant to the interface is described by

∂ c
∂ τ
= D∇2c, (G.5)
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where D is the diffusion coefficient of surfactant within the bulk liquid. Surface excess concentration

and bulk subsurface concentration at the liquid-gas interface Σ are connected through the boundary

condition
∂ Γ

∂ τ
= n · D∇c on Σ, (G.6)

where n denotes the interface normal vector pointing towards the liquid phase. Closure of the model

requires one additional condition at the liquid gas interface. This could be equilibrium between sur-

face excess and bulk subsurface concentrations according to Equation G.1, assuming diffusion-limited

behavior. However, here an additional kinetic model,

∂ Γ

∂ τ
= kadc

�

1− Γ

Γmax

�1/n

− kde

�

Γ

Γmax

�1/n

, (G.7)

for the adsorption of surfactant molecules at the liquid-gas interface is considered. Therein, kad and

kde stand for adsorption and desorption rate coefficients respectively. From comparison of Equation G.7

for the stationary case with Equation G.1, it can be seen that the presented kinetic model is consistent

with the Langmuir-Freundlich isotherm if KLF = kad/kde. Chan et al. [30] motivated the above kinetic

model as a generalization of Langmuir adsorption kinetics, where molecules occupy m = 1/n = 1 or

m= 1/n= 2 adsorption sites. This introduces an alternative, physical interpretation of the cooperativity

parameter n: For 0 < n < 1 a single surfactant molecule occupies more than one adsorption site. Note

that even though a kinetic model for the adsorption process is introduced, this may not necessarily be

the rate determining step. However, the introduction of the kinetic model allows, depending on the

parameters, modeling of diffusion-limited, adsorption-limted, as well as a combination of the two, so

called mixed-kinetic behavior.

Model Fit

In order to determine the required parameters for the adsorption process of the model surfactant at

the liquid-gas interface, Equation G.5 was discretized using the finite difference method, assuming a

point symmetric bubble. Boundary conditions at the liquid-gas interface were set according to Equations

G.6 and G.7. A 1D-FDM code was developed in MATLAB to solve the above equations. Additionally, a

gradient descent algorithm was implemented in order to fit the model parameters to the measurement

data, minimizing the root mean square deviation of the model prediction from measurement data for

surface ages > 0.1 s for a selected mass fraction and taking into account the equilibrium surface tension

at a specified additional concentration according to

min
Γmax,KLF,n,D

√

√

√

√

�

σfit,eq −σm,eq

�2
+

N
∑

i=1

�

σfit,i −σm,i

�2

N
. (G.8)
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With the density of the acrylate monomer ρ` = 1105kg m−3 and a molar mass of the surfactant M , the

molar concentrations corresponding to the mass fractions given above was first estimated according to

c ≈ ωρ`/M . The surface tension of the acrylate monomer σ0 = 40.79mN m−1 was evaluated from

the dynamic surface tension data for surface ages > 1s. Similarly, the equilibrium surface tension for

ω = 10% was evaluated to σm,eq = 21.14 mN m−1. The model parameters Γmax, KLF, n and D were then

fitted to the transient measurement data σm forω= 0.1% and the equilibrium value σm,eq forω= 10%.

For this model fit, the adsorption rate coefficient kad was set sufficiently large, such that adsorption would

be limited by diffusion towards the interface. Optimization was stopped once the optimization step size,

i.e. the relative change of the fitting parameters between subsequent iterations, fell below 10−6. This

resulted in a value of 2.63× 10−4 N m−1 of the objective function.

Figure G.2a shows the measurement data in comparison with the fitted model. The model shows very

good agreement with measurement data for the fitted mass fraction of ω = 0.1% as well as the equilib-

rium surface tension for ω = 10%. Furthermore, the model shows good agreement with the measured

transient behaviour for all mass fractionsω≤ 1%. The equilibrium surface tension for intermediate mass

fractions appears to be slightly overpredicted by the model fit. Furthermore, in the diffusion-limited sce-

nario shown by the dashed lines, the model predicts a more rapid equilibration of surface tension than

observed in the experiment for ω≥ 5%. Figure G.2b shows the equilibrium surface tension predicted by

the model fit as a function of the bulk surfactant mass fraction. As could also be seen from the transient

measurement data, very small amounts of surfactant are sufficient to substantially lower the equilibrium

surface tension compared to the solvents surface tension of σ0 = 40.79mN m−1.
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Figure G.2: Model fit in comparison with measurement data and predicted equilibrium surface tension.
Dashed lines in (a) represent the diffusion-limited model fit, solid lines represent mixed kinetic
behavior.

Scaling the measurement data with the characteristic time scale for diffusion limited adsorption τad

reveals excellent agreement between the measurement data for low to intermediate surfactant mass

fractions, as can be seen from Figure G.3a. This supports the assumption of a diffusion-limited pro-

cess for these concentrations. However, the larger concentrations show a noticeable deviation from the

remaining curves with slower adsorption in the scaled respresentation. This suggests an additional lim-
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itation in the adsorption process for larger concentrations on short time scales. Therefore, in a second

step, the adsorption rate coefficient kad was determined such that deviations from a diffusion-limited

case were below a threshold of 1× 10−4 N m−1 for the fitted mass fraction ω = 0.1%. Thus a diffusion-

limited adsorption process is ensured at this intermediate mass fraction. The so found value of kad also

represents an estimate for the lower limit of the adsorption rate coefficient. Results from the 1D model

with kad = 2× 10−3 m s−1 were used as approximation of the ideal diffusion-limited process. Figure G.3b

shows the deviation from this reference case for surface ages 0.1 s to 10s in the L2 norm as a function

of kad. It can be seen that the deviation increases exponentially with decreasing kad. For the lowest ad-

sorption rate coefficients the surface tension remains almost constant during the considered time frame.

Therefore, the deviation approaches a constant level for the lowest values of kad. With increasing ad-

sorption rate coefficient, the deviation from the diffusion-controlled limit decreases continuously. For

kad ¦ 4.53× 10−5 ms−1, the deviation falls below the threshold of 1× 10−4 N m−1. The corresponding

model prediction for kad = 4.53× 10−5 ms−1 is shown in Figure G.2a in comparison with the measure-

ment data and the results from the diffusion-limited model. By including the effects of the adsorption

kinetic model, the agreement between model prediction and measurement data could be slightly im-

proved for the case of ω= 1%, while leaving the cases with smaller mass fractions virtually unchanged.

However, for mass fractions ≥ 5%, the equilibration rate is still overestimated in the way that the mea-

sured data shows a smoother approach to the equilibrium surface tension than is predicted by the model.

An aspect of the surfactant that is not covered by the presented model (and is outside the scope of this

work) is that, as a polymer, it may not have a single defined molecule structure but show a distribution

in molar mass. This could present an explanation for the observed smoother transition towards the equi-

librium surface tension. However, even with the assumption of a defined molecular mass, the model,

even though fitted only for two mass fractions, predicts the behavior of the model surfactant solution

surprisingly well over a very wide range of bulk concentrations. Thus, the Langmuir-Freundlich isotherm

in conjunction with the corresponding kinetic model proved to be a suitable model for the considered

surfactant solution.

Additional externally provided data of the diffusion coefficient of the considered surfactant gave further

insight into the behavior of the surfactant solution. Assuming a constant hydrodynamic radius of the

surfactant molecule for the solvent considered here, a diffusion coefficient D ≈ 1.19× 10−12 m2 s−1 could

be calculated from Stokes-Einstein equation. With that, the model parameters can be rescaled such that

the diffusive time scale is left unchanged and the molar mass of the surfactant can be determined to

M = 4.45 kgmol−1. The resulting, final model parameters are shown in Table G.1.

Table G.1: Parameters of the surfactant model

KLF / m3 mol−1 1.679461 9649× 10−39

Γmax / m2 mol−1 1.478178 3401× 10−4

n 6.558713 7759× 10−2

D / m2 s−1 1.19 × 10−12

kad / ms−1 ¦ 8.761795 3335× 10−5

kde / molm−2 s−1 ¦ 5.217025 1644× 1034

σ`g,0 / N m−1 4.078933 3333× 10−2
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