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Abstract
Phishing is a prevalent cyber threat, targeting individuals and
organizations alike. Previous approaches on anti-phishing
measures have started to recognize the role of the user, who,
at the center of the target, builds the last line of defense.
However, user-oriented phishing interventions are fragmented
across a diverse research landscape, which has not been
systematized to date. This makes it challenging to gain an
overview of the various approaches taken by prior works.

In this paper, we present a taxonomy of phishing interven-
tions based on a systematic literature analysis. We shed light
on the diversity of existing approaches by analyzing them
with respect to the intervention type, the addressed phishing
attack vector, the time at which the intervention takes place,
and the required user interaction. Furthermore, we highlight
shortcomings and challenges emerging from both our liter-
ature sample and prior meta-analyses, and discuss them in
the light of current movements in the field of usable security.
With this article, we hope to provide useful directions for
future works on phishing interventions.

1 Introduction

Phishing is a frequently employed cyber attack to get hold
of users’ sensitive information, such as login details or bank-
ing account numbers. Furthermore, criminals increasingly
use phishing attacks to distribute malware [90]. The conse-
quences of a successful attack can reach from individual per-
sonal losses or compromised accounts to complete organiza-
tions or networks being infected by malware, often combined
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with ransom demands. For example, the years between 2014
and 2020 were marked by Emotet, a modular trojan using
targeted phishing emails with weaponized Microsoft Word
files [27, 58]. It is crucial to consider that phishing attacks do
not primarily target hardware or software vulnerabilities, but
the user – the human factor within the socio-technical sys-
tem. While there are several tools and approaches that aim to
identify malicious contents automatically (e.g., [78, 82]), the
increasingly sophisticated and personalized nature of phishing
attacks makes it hard for algorithms to detect and block phish-
ing emails, websites, or malicious software. This leaves a
large amount of responsibility to the user. However, detecting
phishing attempts is not the user’s first priority [93], for in-
stance, while using email programs: Instead, users in various
contexts aim to efficiently solve their tasks and answer what
they perceive to be emails sent by customers or colleagues
when they become victims of a phishing attack.

To enable users to be the ultimate wall of defense in cy-
ber security, research and practice have developed a num-
ber of user-oriented interventions against phishing attacks.
Among those are education and training approaches (e.g.,
[12, 44, 72]), where users develop knowledge and skills that
they can transfer to real-world phishing attempts. To comple-
ment these, awareness-raising measures or design considera-
tions (e.g., [25, 51, 56, 61]) aim to guide users towards secure
online behavior in situ.

While developing adequate countermeasures that assist end-
users in combating phishing attacks is highly relevant, finding
both effective and usable user-oriented phishing interventions
is still an unresolved problem [3]. Considering the diverse
research landscape on phishing interventions across various
research disciplines (e.g., cyber security, human-computer
interaction, or social science), it is challenging to gain an
overview of what types of interventions have already been
investigated. The design of interventions may significantly
differ between phishing attack vectors, the moment at which
the intervention takes place, or approaches that increase the
attention in a specific moment vs. those that encourage long-
term capability to deal with phishing attacks autonomously.
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To our knowledge, a comprehensive literature review of ex-
isting approaches is missing to date. We argue that a sys-
tematization of prior phishing interventions, particularly with
respect to their variety across multiple characteristics, will
help to identify trends and gaps in the phishing intervention
literature. Furthermore, a discussion in the light of current
usable security movements will lead to a better understanding
of promising directions for successful user assistance in the
phishing context. Our research thus aims to shed light on the
following two research questions:

RQ1: How does current research on user-oriented phishing
interventions tackle the aim of guiding users towards secure
online behavior?

RQ2: Which avenues for future research emerge from the
existing phishing intervention literature?

In this work, we offer a comprehensive systematization
of user-oriented phishing interventions with respect to the
intervention type, the addressed attack vector, the moment
at which the intervention takes place, as well as the degree
of user interaction. We thereby complement broader reviews
such as the work of Zhang-Kennedy & Chiasson [99], who
have reviewed tools for cyber security awareness and educa-
tion more generally. Our contributions are threefold: First,
we present an extensive literature analysis of prior research
on user-oriented phishing interventions [9, 69], bridging the
research streams of both educational and design measures.
Guided by previous rudiments of phishing intervention classi-
fications [39, 43, 85, 94], we introduce a novel taxonomy of
user-oriented phishing interventions consisting of four cat-
egories and ten subcategories. Second, we explore central
characteristics such as the time at which the intervention takes
place throughout the user’s decision process, which phishing
attack vectors are commonly addressed by the studied inter-
ventions, and the degree of user interaction required. Beyond
that, we thirdly take into account critical considerations of
leading usable security researchers (e.g., [20, 67, 84]) and dis-
cuss shortcomings of prior phishing intervention approaches.
In summary, we offer a novel insight into phishing interven-
tion research and present potential avenues for future works.

2 Methodology

To categorize and understand the landscape of existing phish-
ing interventions, we have conducted a systematic literature
review, following the "preferred reporting items for a system-
atic review and meta-analysis" (PRISMA) guideline [53, 55].
Literature reviews have been argued to play an important role
in developing domain knowledge, e.g., by synthesizing prior
research works, identifying research gaps, and developing
a research agenda [69]. To cover the diverse research land-
scape, our initial search comprised the databases ACM Digital
Library, IEEE Xplore, and Web of Science. The search was
limited to peer-reviewed studies in English that were available
as of June 2020.

The search term was identical across databases and applied
to the title and abstract of all included articles. For an article to
be included in the analysis, it had to contain the term phish*
and one of the following terms to allow for a plurality of
intervention types: interven* OR prevent* OR educat* OR
detect* OR train* OR nudg* OR appeal.

In addition to the database search, we analyzed the Google
Scholar top ten security conferences and journals as well as
the A* and A CORE-ranked security conferences and jour-
nals. Most of them had already been included in the analyzed
databases (e.g., CHI, S&P, CCS, Computers & Security). Only
journals and conferences that had not been covered by the
previous database search underwent an additional manual title
search. These included the USENIX Network and Distributed
System Security Symposium NDSS and the accompanying
usable security events USEC and EuroUSEC, as well as the
USENIX Security Symposium and the co-located SOUPS
conference from 2014 onwards1. In addition to our search
term-based search, we have complemented our sample with
two other relevant articles that we became aware of through
our literature research.

With the above-described search procedure, we have iden-
tified a total of 2,124 publications. Afterward, we have con-
ducted a title and abstract screening to exclude irrelevant
articles. Articles were excluded if they matched one of the
following criteria:

• Deals with a different topic not related to phishing in the
sense of cyber security

• Intervention is not user-oriented in that the user cannot
see or act upon an intervention (e.g., an algorithm that
invisibly filters and blocks suspicious emails)

Table 1 in the appendix details the distribution across
the different databases before and after the title and abstract
screening. After the aforementioned procedure as well as the
deletion of two duplicates, a total of 80 articles remained for a
detailed analysis. As for the full-text screening, we have read
and analyzed the 80 articles independently among the authors
to ensure best possible thoroughness. Since this literature
review has emerged from a cross-disciplinary collaboration
between seven security researchers with backgrounds in com-
puter science, information systems and psychology, we were
able to discuss the literature from various angles and finally
agreed on one final review. The full-text analysis further re-
duced the literature count by 16 articles: First, we excluded
research works that did not address a user-oriented phishing
intervention in the full text (see second exclusion criterion
above). Second, we excluded similar articles by the same au-
thors (e.g., a conference paper and a subsequent, very similar
journal publication), and kept only the latest and more ex-
tensive version. Our final literature sample thus includes 64
articles.

1Before 2014, the SOUPS proceedings were included in the ACM
database.
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Figure 1: PRISMA diagram of literature screening process.

Figure 1 shows a flowchart that details the number
of screened, excluded and included articles following the
PRISMA statement [53, 55].

3 Results

In the following, we present a detailed analysis of our liter-
ature sample. We first provide an overview of the method-
ological range employed by previous phishing intervention
research (Section 3.1). Categorizing the studied interventions
with regard to their design and intended effect, we then de-
rive a taxonomy of user-oriented phishing interventions
(Section 3.2). We further consider the phishing attack vector
that the intervention aims to address (Section 3.3), the time
at which the intervention takes place (Section 3.4), as well
as the degree of user interaction (Section 3.5).

For a comprehensive categorization of the analyzed phish-
ing interventions across the whole literature sample, please
refer to Table 2 in the appendix.

3.1 Overview of Methodological Approaches
With respect to the methodological approach, 13 research
works have presented exclusively conceptual ideas of phish-
ing interventions. For example, Dhamija & Tygar [24] have
discussed factors that make securing users against phishing a
challenging design problem and have derived design require-
ments for authentication schemes.

Studies that have gathered empirical data have drawn on
surveys (3 publications), lab (20 publications), online (12
publications), or field experiments (16 publications) to ana-
lyze, e.g., the efficacy or usability of user-oriented phishing
interventions. For instance, the effect of training material em-
bedded in the process of sorting emails has been studied by
Kumaraguru et al. [47], who have first employed a think-aloud
vignette lab experiment, which has then been further tested in
the field in the form of an online training game.

As for sample sizes, studies in our literature data range
from small (< 20 participants) representative groups (e.g., [12,
36, 93]) to large-scale experiments with more than 1,000 par-
ticipants (e.g., [47, 66, 85]). Field experiments were often
conducted among university students and staff (e.g., [85]),
rarely among non-university employees (e.g., [63]), or by
evaluating real-world users’ interactions with browser exten-
sions or applications (e.g., [66]).

While most research articles in our sample have explored
short-time effects of phishing interventions, some have em-
ployed longitudinal studies in order to investigate long-term
effects. For example, Kumaraguru et al. [44] have observed
knowledge retention of at least 28 days for users who had been
trained via simulated phishing attacks and Silic & Lowry [73]
have employed a long-term field experiment to investigate
longitudinal effects of gamification on employees’ intrinsic
motivation to comply with security efforts.

With regard to the validity of experimental setups, previous
works have pointed out that information security behavior re-
search heavily relies on studying users’ information security
behavior as their primary activity on a computer [23,33,35]. In
reality, however, responding to phishing threats is a secondary
task that is embedded in a primary task, such as answering
email or searching the internet. This leads to users facing the
difficulty of switching between their primary and secondary
activity, which may result in overlooking security warnings or
disregarding educational offers. While many lab and online
studies of our sample have studied their subjects’ behavior as
a primary task (e.g., by asking them to sort links into "legiti-
mate" or "phishing" [5, 76]), others have assigned them fic-
tional primary tasks to attend to. By using cover stories, such
as sorting emails for a colleague or shopping online [43, 61],
researchers have aimed to study phishing detection as a sec-
ondary task. However, it is arguable whether such artificial
experimental setups can align with the complex nature of
phishing. With regard to the realism of phishing experiments,
Schechter et al. [68] have shown that role-playing participants
behave less securely than those who act in a personal context
(e.g., participants asked to log into a bank account with prede-
fined passwords showed less secure behavior than those using
their own passwords). While online or lab experiments are es-
sential to test and refine theories of user behavior as well as to
improve artifacts in human-computer interaction, conducting
studies in a realistic environment is crucial to allow for robust
and practice-oriented results. In our literature sample, less
than one third (16 of 51) of experiments have been conducted
in a real-world field setting.

3.2 A Taxonomy of User-Oriented Phishing In-
terventions

Our literature review has revealed that, while user-oriented
phishing interventions all pursue one common goal (to protect
users from phishing threats), they vary widely with regard
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to their underlying concepts and intended effect. Prior lit-
erature has presented vague attempts of categorizations of
phishing interventions. For example, Kirlappos & Sasse [43]
have described two main approaches, namely anti-phishing
indicators and user education, whereas Xiong et al. [94] have
distinguished between warnings and training, and the inte-
gration of both. Similarly, Wash [85] has observed three
styles of phishing interventions: general-purpose training
messages that communicate "best practices", fake phishing
campaigns, and in-the-moment warning messages. We chose
to follow a fourth approach by Jansen & van Schaik [39],
who have roughly described four different categories of
user-oriented phishing interventions: education, training,
awareness-raising and design. In their pure form, educa-
tion and training interventions typically promote sustainable,
long-term secure behavior, with the central aim that the ap-
plication of knowledge and skills transfers to the real-world
and enables users to engage in secure practices [79], whereas
awareness-raising and design interventions aim to improve
users’ security during specific activities (such as logging into
a website or reading an email) in the short term. Our litera-
ture analysis has revealed, however, that interventions often
incorporate elements of more than one type.

Based on the literature data, we have derived a taxonomy of
user-oriented phishing interventions as presented in Figure 2.
In the following sections, we will describe the four categories
and their respective subcategories in detail.

3.2.1 Education

Purely educational interventions focus on developing knowl-
edge and understanding of phishing threats and ways to miti-
gate them, e.g., by providing educational media, such as texts
or videos, or by discussing online threats during in-class train-
ing. For this category, we have identified 7 publications in
total. However, only three of them have considered education
as a solitary intervention. For example, Wash & Cooper [85]
have investigated which role the perceived origin of phishing
education material plays in terms of effectiveness and have
found that facts-and-advice-based training from perceived
security experts surpasses the same training from peers. Four
research works have studied phishing education in interaction
with awareness-raising interventions by adding educational
texts to fear appeals [39, 70] or warnings [95]. For example,
Yang et al. [95] have found that a warning trigger combined
with an educational text enhances its effectivity, whereas the
educational element itself was not sufficient to provide phish-
ing protection. Others have first provided extensive education
in order to refer back to it during awareness-raising interven-
tions later on [8]. Education interventions have been studied in
rather traditional text-based, video-based or in-class formats.
More progressive formats, such as online games, comprised
interactive and hands-on exercises and were hence catego-
rized as training.

3.2.2 Training

Compared with educational interventions, training goes one
step further. It typically involves some kind of hands-on prac-
tice, where users develop skills that they can apply in case of
a real threat. Since the term "training" is quite widespread in
everyday language use, interventions that have been described
as training by the respective authors might have been cate-
gorized as education within this work. Training approaches
aim to enable users to identify phishing websites, phishing
emails, or other malicious attacks. They employ interactive
elements or exercises, where users can develop skills such
as reading a URL, analyzing an email, or recognizing social
engineering attempts. They often do so by exposing the user
to a similar attack within a secure environment, either in an
artificial or a real-world setup. Within our phishing literature
data, about half of the publications (31 research papers) were
dedicated to training interventions. Among them, we were
able to distinguish several approaches.

Training interventions are typically rule-based. That is,
their goal is to train individuals to identify certain cues to take
protective action [76]. In our sample, 16 publications have ex-
plored such training in a serious game context, mostly taking
place online and often focusing on teaching users how to iden-
tify phishing links by using cues in URLs (e.g., [5,12,72,76]).
For instance, Sheng et al. [72] have introduced "Anti-Phishing
Phil", a game that is designed to teach users how to identify
fraudulent websites based on the use of IP addresses, subdo-
mains or deceptive domains in a URL. Similarly, "NoPhish"
is a mobile app that guides users through several levels of an-
alyzing and recognizing phishing URLs [12, 76]. The authors
have found a long-term effect with regard to users’ knowledge
retention; that is, users who had played the NoPhish game
have shown a better ability to decide upon the legitimacy of a
URL. Silic & Lowry [73] have observed that gamified secu-
rity training systems, which include elements such as levels
or leader boards, enhance users’ intrinsic motivation and yield
better security behavior. Offline games have been explored in
the form of board [6] or escape room [7] games.

Apart from gamified contexts, embedded training has
gained momentum in recent phishing intervention research.
Embedded training describes interventions that "train a skill
using the associated operational system including software
and machines that people normally use" [4, p. 406]. In other
words, embedded training combines testing users’ behavior
in their normal personal or work environments with instant
corrective performance feedback. It has been argued that the
experience of "being phished" constitutes a so-called most
teachable moment, where lasting change to attitudes and be-
haviors is possible [13]. Embedded training has been studied
by 13 publications in our literature sample. As an example,
"PhishGuru" is a program that simulates harmless but realis-
tic phishing emails right into users’ email inboxes [44–47].
When falling for a simulated phishing attempt (i.e., clicking
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Category Definition Phishing interventions Articles
Education Educational interventions aim at developing knowledge and understanding of phishing and how to protect oneself against it.
Education Text-based, video-based, or in-class education [8,39,48,63,70,85,95]
Training Training interventions refer to interactive elements or exercises, which provide users with hands-on practice. They often take place by

presenting a realistic phishing attempt within a secure environment.
Serious game Serious games refer to gamified contexts in which users

can train how to recognize and analyze phishing attacks.
Online game (e.g., "NoPhish"), mobile app,
board game, escape room game

[5–7, 12, 17, 21, 28, 31,
32,47,60,71–73,86,88]

Embedded
training

Embedded training refers to training schemes that combine
testing users’ behavior in their normal environment with
instant corrective performance feedback.

Phishing simulation in combination with a
"teachable moment" (e.g., "PhishGuru")

[4, 10, 11, 13, 15, 30,
44–46, 52, 75, 85, 94]

Mindfulness-
based training

Mindfulness-based approaches refer to trainings that
increase users’ awareness of context.

Approaches that teach users to dynamically
allocate attention during message evaluation

[40]

Awareness-
raising

Awareness-raising interventions refer to warnings that are placed in situ and raise users’ awareness of potential phishing attempts during
their primary course of action.

Interactive
warning

Interactive warnings refer to awareness-raising
interventions that do require user interaction, i.e., interrupt
the users’ course of action.

Forced-attention warning, security questions,
interactive fear appeal

[2, 25, 29, 39, 61, 62,
68, 70, 75, 83, 89, 93,
95, 96, 98]

Passive
warning

Passive warnings refer to awareness-raising interventions
that do not require user interaction.

Security toolbar, display of information on the
legitimacy of a website

[8, 25, 92]

Design Design interventions refer to design choices that aim at supporting or guiding users’ behavior with respect to their secure handling of
online activities.

Visual
elements

Visual elements refer to interventions that use the visual
appearance of, e.g., a login form or website, to support
users’ security behavior.

UI dressing, dynamic security skins, trust logo,
image

[24, 34–36, 43, 49, 51,
68, 81, 97]

Color code Color codes refer to simple visual cues for users to
distinguish between secure and risky environments.

Traffic light colors [43, 89, 92]

Highlighting Highlighting refers interventions that draw users’ attention
towards critical elements.

Domain highlighting, sender highlighting,
highlighting differences in out-of-focus tabs

[22, 50, 56, 83]

Customization Customization refers to interventions that let users
customize the visual appearance of, e.g., a login form.

Custom icon, custom image, custom UI dressing [24, 34–36, 51, 68, 81,
97]

Redirect
users‘ course
of action

This category refers to interventions that redirect users’
course of action, for example by offering more secure
alternatives.

Browser sidebar for entering credentials,
suggesting alternative websites, creating habit of
using bookmarks, delayed password disclosure

[35, 38, 54, 66, 93]

Figure 2: A taxonomy of user-oriented phishing interventions.

on a phishing link), users were redirected to a training web-
site explaining how phishing attacks work and how they can
protect themselves from fraudulent emails and websites. Em-
bedded training is a promising approach with regard to the
real-world environment it takes place in: users are not in a
training environment (such as an online game), but receive
training only if they fall for a simulated phishing attempt
during their everyday duties. Thus, knowledge and changes
in security attitudes and behaviors can be transferred to real
phishing attempts more easily. This is reflected in a growing
business of embedded "phishing simulation training" by com-
mercial information security companies 2. Kumaraguru et al.
have shown that training with "PhishGuru" helps users retain

2For example, Proofpoint ThreatSim® (proofpoint.com), Sophos Phish
Threat (sophos.com), IT-Seal Awareness Academy (it-seal.de), Lucy Security
(lucysecurity.com), and many others.

what they learned in the long term and that multiple training
interventions increase performance [44].

Beyond rule-based training, Jensen et al. [40] have shown
that expanding the rather conventional training toolkit with
mindfulness-based training leads to a better ability to
avoid phishing attacks. Mindfulness training teaches users
to dynamically allocate attention during message evalua-
tion ("(1) Stop! (2) Think ... (3) Check.") and aims to increase
users’ awareness of context. This method seems to be particu-
larly effective for participants who were already confident in
their detection ability.

3.2.3 Awareness-raising

The third category, awareness-raising, aims at focusing users’
attention on potential threats and their countermeasures in situ,
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that is, as part of their primary course of action. Awareness-
raising interventions might, for example, interrupt the user’s
workflow to set security-conscious behavior on their agenda.
We have identified 17 studies of awareness-raising interven-
tions, of which three explore passive warnings (i.e., the warn-
ing does not require user interaction), and 15 investigate on
interactive warnings (i.e., the warning does require user
interaction). Several prior studies have shown that passive
interventions such as security toolbars in an internet browser
are ineffective at preventing phishing attacks [25, 92].

Interactive warnings have been shown to have promising
effects on users’ phishing vulnerability. For example, the
browser sidebar "Web Wallet" [93] acts as a secure way to
submit sensitive information by suggesting alternative safe
paths to intended websites and forcing users’ attention by
integrating security questions. Several research works have
explored the mechanism of forced attention: Volkamer et
al. [83] have introduced "TORPEDO", an email client add-in
that delays link activation for a short period of time. As for
web browser phishing warnings, Egelman et al. [25] have
shown that interactive warnings, where users have to choose
between options such as "Back to safety" or "Continue to
Website", are heeded significantly more often compared to
passive warnings. Furthermore, Petelka et al. [61] have shown
that link-focused warnings are more effective than general
email banner warnings in protecting users from clicking on
malicious URLs, and that forced attention amplifies this ef-
fect. When comparing awareness-raising interventions that
include educational elements (such as descriptions of the con-
sequences of phishing, or explanations why a certain link or
file is classified as potentially dangerous) to those that do not
provide any additional information, the former were found to
be more effective [75, 95]. Two research works have exam-
ined the potential of fear appeals, that is, short, informative
messages that communicate threats, and have found that con-
crete fear appeals (compared with abstract fear appeals) are
more effective to increase actual compliance behavior [39,70].
This indicates that a combination of warning, forcing users’
attention, and therein embedded tangible education yields a
promising protection against phishing threats.

3.2.4 Design

Lastly, design choices can act as phishing interventions if they
facilitate desirable user behavior [39]. We have identified 20
publications that investigate design interventions aimed at
supporting users’ secure handling of email and online activi-
ties.

Visual elements play a role in several research works (10
publications). For instance, the potential of "dynamic security
skins" has been explored by Dhamija and Tygar [24], who
have presented an authentication scheme where users rely on
visual hashes from a trusted source that match the website
background for legitimate websites.

Visual elements also come into play when offering users de-
sign options to customize security indicators, such as custom
images or icons. An example is "Passpet", a browser exten-
sion by Yee & Sitaker [97] that acts as a password manager
and an interactive custom indicator. Iacono et al. [36] have
proposed so-called "UI-dressing", a mechanism that relies
on the idea of individually dressed web applications (e.g.,
by using customized images) in order to support the user in
detecting fake websites.

Color codes refer to simple visual cues (e.g., traffic light
colors) for users to distinguish between secure and risky en-
vironments. They have, so far, been observed to be of lim-
ited success in the form of security indicators that signal
whether a website is genuine or fake [43, 92]. Furthermore,
Wiese et al. [89] have explored color codes in the context of
email application UI design, where they were used to indicate
the presence of digital signatures.

In contrast, highlighting draws users’ attention to critical
elements. For example, both Volkamer et al. [83] and Lin et
al. [50] have investigated the effectiveness of domain high-
lighting in order to enable users to find the relevant part of a
URL, whereas Nicholson et al. [56] have explored highlight-
ing an email’s sender name and address.

Other design interventions set out to redirect users’ course
of action, for example, by creating the habit of using browser
bookmarks instead of hyperlinks to access sensitive websites
such as login pages [35]. Ronda et al. [66] have developed
"iTrustPage", a tool that warns the user about suspicious web-
sites (e.g., a fake PayPal website). Beyond that, it offers cor-
rective action in the form of suggesting alternative websites
that are deemed trustworthy based on Google’s search index
(e.g., the real PayPal website).

Surprisingly, while the concept of digital nudging has
gained widespread attention (among others in usable security
research, e.g. [16,19,42,100]) in recent years, only one article
in our sample has investigated the effect of a nudge: Next
to highlighting the name and address of an email’s sender,
Nicholson et al. [56] have investigated the effect of a social
salience nudge ("62% of your colleagues received a version
of this email") on users’ phishing vulnerability. While several
other design interventions contain nudge-like elements (such
as color codes or highlighting), none of them have been de-
signed as or labelled a nudge by the respective authors. We
will further elaborate on the potential of digital nudging in
phishing interventions in Section 4.2.

3.3 Which Phishing Attack Vector Does the In-
tervention Address?

While the term "phishing" originally describes cyber attacks
that aim for users’ passwords, it is now used to describe all
sorts of attack vectors [23]. Those attack vectors differ in
terms of the criminals’ intended outcome (e.g., disclosure
of confidential information or implanting malware) and the
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user’s primary action during which the attack takes place (e.g.,
clicking on a link or downloading a file). In the following,
we will analyze the range of attack vectors that the phishing
interventions in our sample aim to intervene in detail.

Phishers predominantly choose email messages as their
first approach towards the user [85]. About 3.9 billion people
worldwide have email accounts and collectively send and re-
ceive over 290 billion emails per day [37]. Email thus presents
a means of communication that can easily be abused to take
advantage of users’ credulity by blending into daily personal
or professional correspondence. Since attackers employ so-
cial engineering techniques (e.g., urgency cues or trustworthy-
seeming visual elements) to elicit specific actions such as
clicking a link, opening an attachment, or disclosing sensitive
information, deceptive email messages themselves can be
considered as an attack vector. Seventeen publications address
users’ ability to distinguish legitimate emails from phishing
emails by paying attention to the email message itself. For
instance, Caputo et al. [13] have studied embedded phishing
training that aims at educating users on how to recognize
phishing emails based on various criteria such as mismatched
names, spelling mistakes, or intuition.

Phishing messages furthermore often offer a link, which,
for example, might execute a drive-by download of ran-
somware [85] or redirect the user to a website masquerad-
ing as a legitimate login page. Previous research suggests
that, after recipients click on a phishing link, they rarely de-
tect subsequent fraudulent attempts such as a counterfeit lo-
gin page or change their course of action [91]. Disguised
URLs (such as, e.g., paypa1.com, mybank.com-secure.biz,
or tinyurl.com/XYZ), that make the user believe that they are
clicking on a reliable link, hence constitute a prominent attack
vector. Accordingly, more than half of our literature sample
(33 publications) explores user-oriented phishing interven-
tions that aim at preventing users from clicking malicious
links. These interventions mostly consider links in the con-
text of an email. For example, Volkamer et al.’s [83] email
client add-on "TORPEDO" uses tooltips to focus the user’s
attention on a link’s domain. While links with whitelisted
or previously visited domains will be activated immediately
when clicked, "TORPEDO" will delay the activation of other
links for a few seconds to encourage the user to check the
URL’s domain carefully. Several training games provide users
with an in-depth explanation and exercise about how URLs
can be obfuscated to mimic reputable sources, and have been
shown to help users make better decisions concerning the
legitimacy of URLs in the long term (e.g, [12, 72, 76]).

While links are usually accessed via clicking on a link, QR
codes gain in popularity due to their ease of distribution and
fast readability. Since the user has no means to examine the
URL behind a QR code before scanning it, they constitute a
hidden security threat. One single publication in our sample
has addressed this issue by exploring security features of QR
code scanners that help users to detect phishing attacks [96].

Besides disguised URLs, imitated websites can present
another attack vector. For example, cyber criminals employ
imitations of well-known websites in order to exploit users’
trust in visually familiar or trustworthy environments. Ten
publications in our literature sample have addressed this at-
tack vector. For example, Iacono et al. [36] have proposed an
intervention that relies on the idea that the whole appearance
of a web application is dressable according to the user’s indi-
vidual preferences, raising users’ attention for unofficial sites
that do not align with the expected appearance. Regarding
phishing interventions that are being displayed on websites,
Kirlappos and Sasse [43] have revealed that arbitrary logos,
certifications, or advertisements that do not imply trustwor-
thiness of a website might have a higher reassurance to users
than actual security indicators. This gives an example of how
user-oriented interventions themselves can be exploited by
cyber criminals to trick users into placing trust into a website.

When browsing the internet, interventions such as padlock
icons or warning messages inform the user about a website’s
SSL/TLS certificates3. Interventions that inform or warn the
user about SSL/TLS have been addressed, for example, by
Reeder et al. [62] or Schechter et al. [68]. So-called man-in-
the-middle attacks, where criminals use legitimate websites
that do not encrypt data transmission by SSL/TLS to cap-
ture the user’s sensitive data during an online transaction,
have been a serious phishing attack vector in the past. Since
nowadays, however, more than 80% of phishing sites have
SSL/TLS encryption enabled [1], this attack vector will likely
cease to play a role in the near future.

We now move from the preliminary stages (such as tricking
users into trusting an email, link, or website) to the center-
piece of a phishing attack. One central aspiration of cyber
criminals is to lure their victim into disclosing sensitive in-
formation, e.g., login credentials. Accordingly, several prior
works (12 in our literature sample) have studied interventions
that address the process of users’ authentication. For exam-
ple, Dhamija & Tygar [24] have introduced an interaction
technique for authentication that provides a trusted window in
the browser dedicated to username and password entry, which
uses a photographic image to create a trusted path between the
user and password entry fields. Similarly, Yee & Sitaker’s [97]
browser extension "Passpet" constitutes a password manager
that helps users securely identify trustworthy login forms.

Besides fishing for credential data, phishers’ efforts are di-
rected at prompting the user to download or execute malware,
that is, malicious software that can harm the user’s device or
their entire network. Malware attacks have rapidly grown over
the recent years, e.g., in the form of ransomware attacks [74].
Surprisingly, interventions that aim at preventing users from
executing malware are scarce in our literature data. Only three
publications have addressed this attack vector: Wen et al. [88]

3Transport Layer Security (TLS), and its predecessor, Secure Sockets
Layer (SSL), are cryptographic protocols designed to provide communica-
tions security over a computer network [57]
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have included different kinds of potentially malicious attach-
ments in their conception of a role-play anti-phishing training
game, whereas Reeder et al. [62] have explored users’ inter-
action with browser warnings that warn against downloading
malware. Reinheimer et al. [63] have taught how to identify
dangerous files in their in-class training.

Malicious mobile applications can act as a phishing attack
vector, for example, by masquerading as a legitimate online
banking app. One publication in our sample has discussed
personalized security indicators in mobile applications [51].

In addition to the above-described investigations of specific
phishing attack vectors, 10 publications have approached the
topic of phishing in a more general manner. Most of these
publications have examined training formats, such as online
games, that cover the phenomenon of phishing in a broader
sense without addressing or intervening one attack vector in
particular.

Figure 3 illustrates the distribution of our literature data
across different phishing attack vectors. Since some publica-
tions address interventions to more than one phishing attack
vector, the sum of the displayed data points is larger than the
literature sample size of 64 articles. For a detailed categoriza-
tion of all articles, please refer to Table 2 in the appendix.

Figure 3: Overview of the attack vectors addressed by phish-
ing interventions studied in the literature data.

3.4 When Does the Intervention Take Place?
Diving deeper into the analysis of user-oriented phishing in-
terventions, we have further considered the point in time at
which the intervention takes place. We have found that many
interventions, mostly those aiming at training or education,

are designed to take place as a precautionary measure, of-
ten long before the user interacts with a potential phishing
context. We have identified 23 articles that present such in-
terventions and have labeled them as pre-decision interven-
tions. For instance, Jansen & van Schaik [39] have shown
that confronting users with fear appeal messages is suitable
to heighten their cognitions, attitudes, and intentions with re-
gard to secure online behavior. Furthermore, all kinds of non-
embedded education or training (e.g., in-class education [48],
online games [72], mobile training apps [12]) clearly take
place pre-decision.

Most of the approaches in our literature sample focus on
interventions that take place during users’ course of action,
that is, during the user’s decision between phishing and le-
gitimate content in a real-world context. Those 31 articles
mostly describe awareness-raising and design interventions,
sometimes combined with educational elements. For instance,
Petelka et al. [61] have examined the effectiveness of different
levels of link-focused warnings when sorting emails, whereas
various design interventions such as color codes, customiza-
tion or highlighting aim to support users’ decisions during
their course of action.

We have further identified 11 publications describing inter-
ventions that take place post-decision, that is, after a user’s
decision on potential phishing contents was already made.
This goes especially for embedded training, where training
follows right after the user has been "phished" by a simulated
attack.

Combinations of pre-, post-, and during decision interven-
tion have been studied only once in our sample: Blythe et
al. [8] have introduced an approach that consists of initial
video-based education, which is then referred back to by se-
curity warnings during the users’ individual course of action.

While several research works have employed longitudi-
nal studies to examine the long-term effects of user-oriented
phishing interventions (see Section 2), little has been investi-
gated on interventions that take place regularly, e.g., by giving
regular warnings or recurringly providing users with training.
Reinheimer et al. [63] have explored the effect of reminding
users of initial phishing awareness education and have found
that reminders after half a year are recommended and that
measures based on videos or interactive examples perform bet-
ter than text-based reminders. Furthermore, several embedded
training interventions have been explored in terms of the effect
of recurringly simulated phishing emails (e.g., [13,15,44,52]).

Figure 4 sums up the distribution of the time of intervention
across our literature sample.

3.5 Does the Intervention Require User Inter-
action?

Beyond the categorization as presented in Figure 2, we have
analyzed all interventions in terms of whether they require
active user interaction, e.g., whether the user’s workflow is
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Figure 4: The time at which the intervention takes place in
relation to the user’s decision, across our literature sample.

interrupted by the intervention and whether the user can only
proceed when undertaking a certain action or decision. These
interventions were classified as interactive. In contrast, in-
terventions that only provide information or feedback to the
user without actively interrupting their workflow are deemed
passive interventions. Some of the 64 articles in our literature
sample have addressed both interactive and passive interven-
tions.

Across our sample, 48 publications describe phishing in-
terventions that require user interaction. We mainly divide
between two kinds of interactive interventions, one being in-
teractive warnings as described in Section 3.2.3, which usually
require a few seconds of the user’s time and attention before
they can proceed with the task at hand (e.g., [25, 61]). The
other subset is formed by training and education approaches
(see Sections 3.2.1, 3.2.2), which commonly require the user
to actively engage in an exercise for at least several minutes
up to hours, for example, online training games [12, 31, 72]
or in-class training [48]. A total of 16 interventions can be
described as passive, including passive warnings (e.g., [92]),
some educational interventions (e.g., [39]), and also several
interventions belonging to the design category. As an exam-
ple, we have classified domain highlighting [50] as passive,
since it does not require any interaction on the user’s side and
can also be easily ignored, or even overlooked, by the user.

4 Discussion

In the previous section, we have examined a plethora of user-
oriented phishing interventions from various angles and have
revealed surprising and relevant insights. Above all, we have
found a highly fragmented landscape of educational interven-
tions, training, awareness-raising warnings, and anti-phishing
designs, which users need to navigate through when being
pushed towards secure online behavior. To summarize and
connect the findings across the dimensions of analysis, Fig-
ure 5 displays an integrative plot of all phishing interventions
in our sample. Getting back to our research questions RQ1
and RQ2, we devote the remainder of this article to discussing
our findings and positioning them in current usable security
research. After looking at the user effort and intrusiveness
of prior phishing interventions in Section 4.1, we discuss
the potential of digital nudges regarding phishing prevention
in Section 4.2. We then address the role of users’ cognitive

processes when dealing with potential security threats in Sec-
tion 4.3. Further, we consider the imbalance of phishing attack
vectors addressed by prior intervention research in Section 3.3,
and discuss the potential of tailored phishing interventions
in Section 4.5. Subsequently, we highlight methodological
aspects in Section 4.6, and lastly address limitations of our
work in Section 4.7. We then sum up our contributions in Sec-
tion 5, including an overview of our propositions for future
phishing intervention research.

4.1 User Effort and Intervention Intrusiveness

One particularly salient finding is that most user-oriented
phishing interventions encumber the user with additional ef-
fort with respect to their workload and time, for example, in
the form of playing a training game [72], interacting with
embedded training [44], answering security questions [93],
or waiting for delayed link activation [83]. Those seconds or
minutes required to interact with an intervention cumulatively
drain time from individual and organizational productivity.
Moreover, they often intrusively disrupt the user in their pri-
mary goals, hence again substantially decreasing productivity
by distraction and potentially leading to stress and frustra-
tion. This aligns with Sasse’s [67] observation that user time
and effort are rarely at the forefront of security studies and
that the issue of user effort and intrusiveness has scarcely
been considered. Sasse has argued that designers of secu-
rity tasks should focus on "causing minimum friction" and
"must acknowledge and support human capabilities and lim-
itations" [67, p. 82]. She has called for subjecting security
measures to a cost-benefit test and to give up on perfection
and focus on essentials. On the other hand, passive, that is,
less intrusive interventions have been observed to be of lim-
ited success as of yet [36,43,68,92]. It hence remains the most
challenging task to design effective user-oriented phishing
interventions that prove themselves usable in individuals’ ev-
eryday online activities, particularly with regard to user effort
and intrusiveness. Digital nudging [77, 87] might constitute
an unintrusive yet promising approach for this endeavor. In
Section 4.2, we evaluate which elements of prior, effective
interventions could be classified as nudges retrospectively
and present ideas for future approaches. As for training and
education interventions, Cranor & Garfinkel [20] have argued
that "the world’s future cyber-security depends upon the de-
ployment of security technology that can be broadly used by
untrained computer users", hence questioning the usability of
such approaches. It is still an open question whether interven-
tions need to be understood by the user (e.g., via providing
educational information) in order to be effective [25, 100],
whereas it has been observed that intervention clearness (e.g.,
with regard to their message concreteness [70] or their loca-
tion [61]) increases effectiveness. This spans an interesting
research area with potentially crucial insights for the design
of future phishing interventions.
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Figure 5: Overview of user-oriented phishing intervention literature, spanned by attack vector, time of intervention, and interven-
tion category. Since some articles have addressed several attack vectors or intervention categories, they appear more than once.

4.2 Digital Nudges As Phishing Interventions?

As described in Section 3.2.4, the concept of digital nudg-
ing has scarcely been drawn on in phishing intervention re-
search as of yet. The term nudging has been introduced by
Thaler & Sunstein [77] in 2009. Digital nudges describe user-
interface design elements that target automatic cognitive pro-
cesses, such as biases or heuristics, to gently push end-users,
with little mental effort, to perform the "right" behavior with-
out limiting their choice set [77,87]. In this section, we aim to
discuss the potential of digital nudges in phishing intervention
research, especially since prior research in related fields, such
as digital privacy-protection or security choices [16, 65, 100],
can serve as a solid basis to start from. Surprisingly, phish-
ing intervention literature from 2018 onward has focused on
education, training, and awareness-raising measures, while
neglecting design interventions (see Table 2 in the appendix).
Design phishing interventions might provide significant value
to users’ security if they succeed in nudging users towards
secure behavior, while not being perceived as intrusive with
regard to their primary goals.

In an extensive review, Caraban et al. [14] have classified
six distinct nudge categories in the area of human-computer
interactions. In the following, we exemplarily discuss how ex-
isting interventions make use of several of those mechanisms
already (although not labeling them as nudging) and present
novel ideas on how digital nudging could be applied in future
phishing intervention research.

Facilitate. Facilitating nudges use mechanisms to lessen
users’ effort. In our sample, highlighting domains [50, 83] or
sender addresses [25] falls in this category since it makes it
easier for users to spot the relevant part of an URL or email
sender. We propose to take this approach further, for example,
by displaying a link’s domain next to the link text in an email,
with only the domain being clickable.

Confront. Confronting nudges aim to create friction by
throttling users’ mindless activity or reminding them of the

consequences. Several of the interventions in our sample
can be described as such, for example, interactive awareness-
raising measures as described in Section 3.2.3. As we have
argued in the previous section, burdening the user with in-
trusive distraction and effort cannot be an efficient answer
to current and future challenges in cyber security. We hence
argue that confronting nudges should be designed to be of
minimal possible friction. For example, they could remind
the user of consequences by making security risks tangible.

Deceive. Deceptive nudges influence the perception of
the available options, e.g., by adding inferior alternatives or
placebos. None of the analyzed interventions could be sorted
into this category, and we do not deem deceptive nudges
suitable for phishing intervention research.

Social Influence. This type of nudge makes use of social
influences on people’s choices. Examples of social influence
within the analyzed articles include the comparison of facts
and stories provided by peers vs. experts on anti-phishing
education [52] as well as Nicholson et al.’s [56] social saliency
nudge. Furthermore, social influence has been studied in a
social learning environment in terms of gamified elements
such as levels or leader boards [73]. Future social influence
nudges could provide users with information on, e.g., their vs.
their peers’ performance in phishing simulations or incident
reporting activities.

Fear. Two research works of our sample [39,70] have intro-
duced fear appeals as phishing interventions with promising
results regarding users’ protection motivation, attitudes, in-
tentions and compliant behavior. However, both articles have
studied fear appeals far from a real-world scenario, using text-
based treatments and a survey instrument. We suggest that
fear nudges, which, integrated in the user’s course of action,
aim to invoke fear to encourage a certain choice, are of high
interest for future research. Nevertheless, they require ethi-
cal considerations [64]. As an example, we imagine a brief
but concrete [70] and strong [39] fear appeal next to email
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attachments, addressing the risk in terms of financial losses
and operational damage coming along with this file type and a
potential malware infection. The fear appeal could be framed
positively to address ethical concerns by showing how the
user could protect against these threats easily.

Reinforce. Reinforcing nudges aim to support certain be-
haviors, e.g., by ambient feedback or just-in-time prompts.
Regarding the first, we found mechanisms ranging from color-
coding security indicators on websites [34, 92] to providing
customized background images [51, 68] in our sample. One
shortcoming of these interventions seems to be that users can-
not distinguish between legitimate security indicators (such
as a color code) and untrustworthy signs, such as arbitrary
logos and certifications [43]. One way to battle this could
be to make ambient feedback more comprehensive or stan-
dardized, e.g., by color-coding complete email or website
windows. Concerning just-in-time prompts, in order to con-
dense prior warning interventions to the pure form of a digital
reinforcement nudge, we ideate an authentication intervention
that displays the domain of a login website above any login
form when placing the cursor in the login field.

Finally, suitable nudges could be easily combined with
other interventions types, for example, educational elements
[100], as shown by successful examples [39, 70, 95]. As illus-
trated in Table 2 in the appendix, interventions that combine
educational with awareness-raising or design approaches have
rarely been studied in phishing research as of yet.

4.3 Shifting Users’ Cognitive Frame

From a different perspective, Wash [84] has adduced IT ex-
perts’ approach towards identifying phishing emails and has
observed that experts naturally follow a three-stage process:
(1) making sense of the email, relating it to one’s personal
context, and deriving required action (2) becoming suspicious
and investigating, and (3) dealing with the email by deleting
or reporting it. He argues that shifting the user’s cognitive
frame from sensemaking to investigation is crucial for the suc-
cess of phishing prevention measures. However, half of the
interventions in our literature sample have addressed training
or education measures (see Figure 5). Those mostly neglect
the initial process of noticing slight discrepancies or cues
in an email in the sensemaking frame and provide support
only in the investigation frame (e.g., how to analyze an URL).
While Jensen et al.’s [40] mindfulness-based training aims to
support users in their awareness of context, and such during
their sensemaking process, long-term efficacy is uncertain.

At the same time, users’ own security goals should not
be neglected: Kirlappos et al. [43] have argued that users
do not focus on security warnings, but rather look for signs
to confirm a website’s trustworthiness. For example, users
have been shown to trust websites that display advertisements
affiliated with known entities or those with familiar website
layouts - while both factors do not give evidence of the web-

site’s trustworthiness. Therefore, the authors have called for
security education to consider the drivers of users’ behavior in
their respective situation and, conversely, to eliminate users’
misconceptions that lead to insecure behavior.

We hence argue that future phishing interventions should
strive to meet the user in their own respective sensemaking
process, for example, when reading emails, shopping, or do-
ing bank transactions online. Digital nudges might play an
important role in this particular case, as well. Supporting the
user’s cognitive frameshift from the stage of sensemaking to
the stage of investigating if certain cues or discrepancies are
present will be an important path for future research and will
complement the diverse landscape of education and training
measures.

4.4 What About Malware?
Regarding the phishing attack vectors addressed across our
literature data, we have found that more than half of the in-
terventions focus on the attack vector URL, for example, by
training users’ skills in analyzing a link or raising their aware-
ness in situ. Interventions supporting the user with deceptive
email messages, disguised websites, and fraudulent authenti-
cation forms follow by far (see Figure 5).

Malware poses a tremendous risk through current cyber
attack patterns [18, 58]. Those attacks are often delivered
by archive files or Microsoft Office documents which mimic,
e.g., legitimate invoices. Since the user needs to download and
open these files on their system, this presents quite a different
attack procedure compared with clicking a link. Therefore,
it is striking that only three publications have included edu-
cational, training, or awareness-raising interventions in their
works that address malware alongside other attack vectors.
None of the articles in our sample has focused on study-
ing interventions that primarily support users in detecting or
handling malware, nor have the challenges of malware inter-
ventions compared to previous phishing intervention research
been addressed.

We therefore strongly suggest further research to expand
previous approaches on phishing interventions in terms of the
attack vector by taking into account malicious files and devel-
oping interventions that address the actual threat landscape.

4.5 Tailored Interventions
In the context of user interventions in cyber security, several
studies have pointed out the potential of personalization re-
garding user traits [26, 41, 59], or the importance of context
(e.g., personal vs. organizational [70]). It has been argued that
using tailored instead of one-size-fits-all interventions may
enhance their efficacy and user compliance [26].

Interestingly, our literature review does not reveal a strong
focus on tailored user interventions to prevent phishing at-
tacks. However, some of the approaches were indeed imple-
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mented for specific target groups – mainly for rather heteroge-
neous groups of employees [73], or children [48]. Since spear
phishing attacks are specifically targeted at personal or con-
textual vulnerabilities, considering users’ traits, capabilities
and requirements when developing and evaluating user inter-
ventions may be a decisive factor for their efficacy, suggesting
a scope for future research.

4.6 Methodological Aspects
As described in Section 3.1, current research often lacks re-
alism regarding the experimental setup since it remains chal-
lenging to study a phenomenon of deception that usually
takes place during users’ secondary tasks. Therefore, we ar-
gue that future research should not only focus on designing
user-oriented phishing interventions, but also on developing
experimental setups that account for a realistic analysis of
users’ security behavior.

Furthermore, we have found that the effect of recurring
interventions has been studied scarcely (see Section 3.4).
However, many interventions in our sample are designed to
train, warn or guide users recurringly. Factors such as ha-
bituation [80] or security fatigue hence could have impor-
tant effects. This proves another major shortcoming in prior
phishing intervention research, which should be considered
by future works.

4.7 Limitations
In this work, we have carefully selected (usable) security-
specific databases to include a large number and variety of
publications. Furthermore, the chosen search term was rather
broad, and additional sources (such as security conferences)
were considered to avoid overlooking relevant findings. Nev-
ertheless, the list of publications analyzed in this research
is probably not exhaustive. Furthermore, the features of the
different phishing interventions were described in varying
detail due to the individual focus and comprehensiveness of
the articles. It is thus possible that certain interventions were
classified differently by us than the authors themselves would
have classified them. Therefore, this systematization of knowl-
edge does not serve as an endpoint but as a starting point for
identifying the current state, potential research gaps, and rel-
evant paths for future work. We hope to not only provide a
relevant summary and systematization of existing strategies
for usable security-related researchers and practitioners but
especially to encourage future studies in this increasingly
relevant domain, where the human factor plays an essential
role.

5 Conclusion

Phishing does not cease to be a threat to both personal and
organizational data and operational security. It directly targets

the human factor via deceptive emails, attachments, and web-
sites, hence calling for user-oriented interventions that support
individuals in recognizing and fending off such attacks. In
this work, we have systematically analyzed 64 phishing inter-
vention research articles for methodology, intervention type,
attack vector, intervention time and user interaction, and have
derived a taxonomy of user-oriented phishing interventions.
Connecting the findings across the dimensions of analysis,
as well as taking into account current movements in usable
security research, we have revealed relevant insights and po-
tential avenues for future work. The latter can be summarized
as follows:

Minimize user effort and intervention intrusiveness.
How can we design effective phishing interventions that cause
minimum friction with the user’s course of action and do not
cumulatively burden the user with secondary time and work-
load? Which role does educational information play in inter-
vention effectiveness, compared with intervention clearness
and concreteness?

Explore the potential of digital nudging. How can fa-
cilitating, confronting, reinforcing, fear, or social influence
nudges support users’ course of action with regard to secure
online behavior?

Help users shift their cognitive frame. How can we sup-
port users in the cognitive process of shifting from their pri-
mary goal of sensemaking towards noticing discrepancies if
"something is off"? How can we transfer experts’ expertise
with phishing detection into effective end-user interventions?

Protect users from malware attacks. Which kinds of in-
terventions can help to protect users from malware attacks?
Which novel challenges do arise for malware-focused inter-
ventions, compared with threats employing malicious URLs
or websites?

Explore tailored interventions. How can tailored phishing
interventions enhance previous approaches?

Develop realistic experimental setups and study long-
term effects. Which novel ways can be employed to align
experimental setups with the nature of phishing and to account
for longitudinal effects?

With this article, we hope to provide a comprehensive start-
ing point as well as inspiration for future user-oriented phish-
ing intervention research.
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Appendix

Database After search After exclusion
ACM 270 35
IEEE 869 15
Web of Science 970 25
NDSS/(Euro)USEC 5 2
USENIX Security/SOUPS 8 3
Other 2 2

Table 1: Number of articles included in the literature review
before and after applying the exclusion criteria during the
screening of title and abstract.
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Author Method Intervention Category Attack Vector Time of Interv. Activity Educ.
Abbasi et al. [2] 509 • • • • • • •
Alnajim & Munro [4] 36 • • • • • • •
Arachilage et al. [5] 20 • • • • •
Baslyman & Chiasson [6] 21 • • • • •
Beguin et al. [7] 14 • • • • •
Blythe et al. [8] / • • • • • • •
Burns et al. [10] 400 • • • • • • •
Burns et al. [11] / • • • • •
Canova et al. [12] 19 • • • • • • •
Caputo et al. [13] 1,359 • • • • • • •
Carella et al. [15] 150 • • • • •
Cuchta et al. [21] 4,777 • • • • • • •
De Ryck et al. [22] / • • • • • •
Dhamija & Tygar [24] / • • • • • •
Egelman et al. [25] 60 • • • • • • •
Fatima et al. [28] 63 • • • • •
Gastellier-Prevost et al. [29] / • • • • • •
Gokul et al. [17] 8,071 • • • • • •
Greene et al. [30] ca. 70 • • • • • • •
Hale et al. [32] / • • • • •
Hale & Gamble [31] / • • • • •
Herzberg & Jbara [34] 23 • • • • • • •
Herzberg & Margulies [35] 400 • • • • • •
Iacono et al. [36] 18 • • • • • •
Jakobsson & Myers [38] / • • • • • •
Jansen & van Schaik [39] 786 • • • • • • •
Jensen et al. [40] 355 • • • • • • •
Kirlappos & Sasse [43] 36 • • • • • •
Kumaraguru et al. [47] 4,517 • • • • • • •
Kumaraguru et al. [44] 515 • • • • • • •
Kumaraguru et al. [46] 311 • • • • • • •
Kumaraguru et al. [45] 30 • • • • • • •
Lastdrager et al. [48] 353 • • • • • • • •
Li et al. [49] 20 • • • • • ? ? ? ?
Lin et al. [50] 22 • • • • • •
Marforio et al. [51] 221 • • • • •
Marsden et al. [52] 11,968 • • • • • •
Miyamoto et al. [54] 23 • • • • • • •
Nicholson et al. [56] 279 • • • • • •
Perrault [60] 462 • • • • • • •
Petelka et al. [61] 701 • • • • • •
Reeder et al. [62] 773 • • • • • • • ? ?
Reinheimer et al. [63] 409 • • • • • • •
Ronda et al. [66] 2,050 • • • • • •
Schechter et al. [68] 67 • • • • • • • • •
Schuetz et al. [70] 264 • • • • • •
Scott et al. [71] / • • • • • •
Sheng et al. [72] 42 • • • • • •
Silic & Lowry [73] 384 • • • • • • •
Stembert et al. [75] 24 • • • • • • • • •
Stockhardt et al. [76] 81 • • • • • •
Varshney et al. [81] / • • • • • •
Volkamer et al. [83] 16 • • • • • • •
Wash & Cooper [85] 1,945 • • • • • • • •
Weanquoi et al. [86] / • • • • •
Wen et al. [88] 39 • • • • • • • •
Wiese et al. [89] 18 • • • • • • •
Wu et al. [93] 21 • • • • • • •
Wu et al. [92] 30 • • • • • • • •
Xiong et al. [94] 639 • • • • • •
Yang et al. [95] 63 • • • • • • •
Yao & Shin [96] 20 • • • • • •
Yee et al. [97] / • • • • • •
Yue et al. [98] / • • • • • •
Sum (N=64) 20 12 16 3 13 7 31 17 20 17 33 10 12 4 4 23 31 11 48 16 43 19

Table 2: Results of the literature review, sorted alphabetically by first author.
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