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Abstract
Measuring signatures of strong-field quantum electrodynamics (SF-QED) processes in an intense
laser field is an experimental challenge: it requires detectors to be highly sensitive to single
electrons and positrons in the presence of the typically very strong x-ray and γ-photon
background levels. In this paper, we describe a particle detector capable of diagnosing single
leptons from SF-QED interactions and discuss the background level simulations for the upcoming
Experiment-320 at FACET-II (SLAC National Accelerator Laboratory). The single particle
detection system described here combines pixelated scintillation LYSO screens and a Cherenkov
calorimeter. We detail the performance of the system using simulations and a calibration of the
Cherenkov detector at the ELBE accelerator. Single 3 GeV leptons are expected to produce
approximately 537 detectable photons in a single calorimeter channel. This signal is compared to
Monte-Carlo simulations of the experiment. A signal-to-noise ratio of 18 in a single Cherenkov
calorimeter detector is expected and a spectral resolution of 2% is achieved using the pixelated
LYSO screens.

1. Introduction

The interaction between light and matter is described by the theoretical framework of quantum
electrodynamics (QED). In the perturbative limit, it is considered to be the most precise and well-tested
theory of modern physics [1]. As the electric field strength approaches the so-called Schwinger critical field
Es ≈ 1.3 × 1018 V m−1, novel strong-field quantum effects become important. Consequently, the
description of electron–laser interactions must be described by dressed states as a0 � 1 and by high-order

processes with radiative corrections scaling with αχ
2/3
e included in the theory [2], which is referred to as

strong-field QED (SF-QED), where α is the fine-structure constant.
The normalized vector potential a0 is a Lorentz invariant given, in Heaviside–Lorentz natural units

(c = � = ε0 = 1), by a0 = eE/(meω0). Here, e is the absolute electron charge, E the peak value of the laser
electric field and me is the rest mass of the electron [2]. Another important parameter in the theory of
SF-QED is the quantum parameter χe. It is defined, also in natural units, as χe = a0γe(ω0/me)(1 − cos θ),
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Figure 1. Electron quantum parameter χe for different normalized laser strength a0 and incoming electron energies. The filled
red markers indicate the already performed experiments: (circle) E-144, 1997 [13, 14]; (square) RAL, 2018 [19]. The open
markers show the upcoming SF-QED experiments: (down-pointing triangle) E-320, 2021/2022 [20]; (up-pointing triangle)
E-320 upgrade, 2022/2023 [20]; (pentagon) LUXE phase 0, 2024 [25]; (diamond) LUXE phase 1, 2026 [25]. The E-320 will probe
the nonperturbative full quantum regime of interaction (χe > 1 and a0 > 1).

where γe is the colliding electron beam Lorentz-factor, ω0 is the laser frequency, and θ is the collision angle
between the electron with the laser beam (for head-on collision θ = 180◦). A parameter χe � 1 indicates
that high-energy photon emission by the electron is likely, and, therefore, the particle undergoes a
significant recoil on its motion.

Fundamental processes involving photon emission and photon decay are modified under strong-fields
and mechanisms such as multi-photon Compton scattering, radiation reaction and nonlinear
Breit–Wheeler (BW) are examples of predictions resulting from SF-QED. However, the experimental
investigation of this regime is very limited to date [3]. Few experiments utilize the high-intensity fields in
collisions of ultra-relativistic ions [4] or the interaction of ultra-relativistic particles in aligned crystals [5].
Recently, the investigation of SF-QED has been proposed using the collision of tightly focused
ultra-relativistic electron beams [6].

With the advent of ultra-intense laser pulses [7, 8], strong electric fields can be achieved in the
laboratory by strongly focusing ultra-intense lasers. However, the Schwinger critical field is still far beyond
the reach of present laser technology by around 3–4 orders of magnitude [9]. A solution for this challenge is
to combine the highest achievable electric field from laser pulses with ultra-relativistic electron beams or
γ-photons, allowing the Schwinger field to be achieved in the rest frame of the electrons. In addition to pair
generation, the vacuum responds nonlinearly and processes such as light–light scattering [10] and vacuum
birefringence [11] can occur and be detected [12]. A review of strong-field QED processes is found in
reference [3].

The first experiments in strong-field QED using intense laser fields and ultra-relativistic electron beams
were reported in the Experiment-144 (E-144) at SLAC in the 1990s [13–15]. In this experiment, electron
bunches were accelerated by a linear accelerator up to energies of 49.1 GeV and interacted with a laser field
with a root mean square (RMS) normalized vector potential of aRMS

0 = 0.4 and χRMS
e ≈ 0.3 producing

about 100 positrons in total in the perturbative multi-photon regime (χe < 1 and a0 < 1) [13–15].
Experiments have been proposed for investigating SF-QED effects based on the interaction of high

energy electron or photons beams with high-intensity lasers or nuclear fields in crystals [5, 16]. Moreover,
experiments investigating pair production, multi-photon Compton scattering and radiation reaction using
all-optical setups have been proposed and realised at the Astra-Gemini laser system at the Rutherford
Appleton Laboratory (RAL) [17–19]. In such experiments, electron beams generated by laser-wakefield
acceleration up to 2 GeV interacted with an intense laser pulse with a0 = 10 [18, 19] at the nonperturbative
moderate quantum regime (χe < 1 and a0 > 1), and signatures of radiation reaction process were observed.
Upcoming projects aim to investigate SF-QED effects in the nonperturbative full quantum regime, i.e.
χe > 1 and a0 > 1. Interactions can be between two beams of photons [10] or between electron beams and
intense laser pulses as proposed in the Experiment-320 (E-320) at FACET-II [20–22] and the LUXE
experiment at DESY [23–25]. In both experiments, a small number of electron–positron pairs, which are
generated by SF-QED processes must be measured with a sensitive detection system. The challenge in the
detector development is that the detection system must be able to detect single particles, while also being
insensitive to the photon background which is inherent to the experiments with an ultra-relativistic electron
beam and a beam dump close to the interaction region.

In figure 1, the different regimes of interaction of each SF-QED experiment with electron–laser
interaction are highlighted.
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Figure 2. (a) Proposed design of the single particle detection system (not to scale) for E-320 at FACET-II. The incident single
GeV-positron travels through two pixelated LYSO scintillating screens which provides particle tracking and high resolution
spectral information before entering the Cherenkov detector at one of its lead-glass detection channels where its energy is fully
deposited. (b) Detailed view of the Cherenkov detector. The background reference channels, where no signal particle is expected
to strike, are shown in blue colour. The central detection channel of the detector, which signal leptons are deflected, are
illustrated in red colour. The Cherenkov photons produced inside the lead-glass channel are detected by PMTs at the rear of each
channel. The positron direction of dispersion is within the yellow area with limits of 2.5–5.6 GeV.

Here we describe the detection system which is designed for SF-QED experiments such as the E-320 at
FACET. We report a detection system which is able to diagnose single particles with MeV to GeV energies. A
test and calibration of the detector system is presented. Monte-Carlo simulations of the background noise
level and the expected signal-to-noise ratio (SNR) for the E-320 show that single positron events can be
detected with an expected SNR of 18.

2. Single particle detection system

The detection system comprises two pixelated LYSO:Ce crystal screens to provide high spatial resolution
coupled to a segmented Cherenkov calorimeter both placed about 3.6 m after a dipole magnet. The screens
are placed in front of a Cherenkov calorimeter, and thus provide the ability to discriminate against low
energy background events. Both detectors have fast (nanosecond-scale) response which allows timing-based
background suppression as well. Figure 2(a) presents the setup of the single particle detection system.

The two pixelated LYSO screens have dimensions of 4 cm × 20 cm × 4 mm with crystal pixels sizes of
2 mm × 2 mm × 4 mm which provide tracking information on the single particles propagating towards the
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Figure 3. Simulated energy deposition for a single 3 GeV positron inside a single F2 lead-glass block 50 mm × 40 mm ×
400 mm of the Cherenkov calorimeter. The lateral electromagnetic shower is well contained within the Molière radius
(RM = 3.4 cm) inside a single calorimeter block. Each bin has an area of 0.1 mm2.

detector. The LYSO:Ce crystal has a scintillation yield of 25 photons keV−1 emitted at central wavelength of
410 nm [26]. Besides the high light yield, the crystal has a decay time of about 40 ns which allows the
background noise from secondary sources of radiation located far from the detectors to be suppressed by
imaging the screens using a setup combination of a condenser lens, a gated image intensifier and
single-photon sensitive camera Hamamatsu ORCA-Flash4 [27, 28], see calibration of the LYSO crystals in
appendix A. A large plano convex (PCX) condenser lens (diameter of 25 cm and focal length of 40 cm) is
placed about 800 mm away from the screens and the image intensifier placed about 270 mm after the lens
giving enough magnification to image the entire active region of the LYSO screens at the image intensifier.
The Hamamatsu ORCA camera is placed about 250 mm away from the image intensifier with a f/1.4 macro
lens with focal length of 28 mm and 40 mm diameter to maximise the photon collection.

The Cherenkov calorimeter, which is placed behind the pixelated LYSO screens, comprises up to seven
detection channels of 50 mm × 40 mm × 400 mm Schott F2 lead-glass wrapped in enhanced specular
reflector foils to prevent the optical photon cross-talk between the detection channels. The choice of F2
lead-glass for the Cherenkov calorimeter is due to its linear response for energy measurements between
1–4 GeV and absence of scintillation as discussed in [29, 30]. The F2 lead-glass has a radiation length of
X0 = 3.14 cm and a Molière radius of RM = 3.4 cm. Hence, the glass blocks of the Cherenkov calorimeter
were designed to contain the particle shower produced by a single 3 GeV positron incident on it as shown
in figure 3. The calorimeter array consists of up to seven blocks with the signal positrons designed to be
incident on the three central channels, which corresponds to a total active area of 3 · (40 mm · 50 mm)
= 6000 mm2, and positioned to detect positrons initially in the 2.5–5.6 GeV range for a nominal 87.2 MeV
transverse kick, equivalent to an integrated field strength of BL = 0.3 Tm, of the dipole magnet. However,
the kick settings of the dipole magnet can be selected for detection of particles at alternative energy ranges.
The side channels provide on shot background reference to allow better discrimination of signal events.
Detection of the Cherenkov photons is achieved with photomultiplier tubes (PMTs) placed at the rear of
each detection channel [31]. The PMTs used on the detector have a rise time of about 3 ns therefore also
allowing background noise rejection by temporal gating. A detailed view of the Cherenkov detector is
shown in figure 2(b) where the reference background channels are coloured in blue, the main three central
detection channels are in red, and the dispersion direction of the positrons within the 2.5–5.6 GeV range is
represented by the yellow area. The positron spectrum from the SF-QED interaction is discussed later in
section 3.

2.1. Calibration of the Cherenkov calorimeter
The Cherenkov calorimeter was calibrated at the ELBE radiation source at the Helmholtz-Zentrum
Dresden-Rossendorf (HZDR) using the dark current of the accelerator, which provides single electrons of
27 MeV energy with a weighted average number of (0.156 ± 0.005) electrons/RF cycle. The calibration of
the ELBE accelerator dark current is presented in detail in appendix B.

The dark current measurement was performed on the central calorimeter channel with the PMT gain set
to 4 × 106, corresponding to a voltage across the cathode and anode of the PMT of 103 V. The signals of the
PMTs were recorded using PicoScopes [32]. A total of 104 events were acquired, and the number of
Cherenkov photons detected by the PMTs as well as the signal decay time of each event are shown in
figure 4.

From figure 4(a), an average of four photons are detected by the PMT after a single electron with
27 MeV energy hits the detection channel. From Monte-Carlo simulations using GEANT4 [33–35], it is
predicted that a single 27 MeV electron produces 1770 photons of which only 17 photons are detected by
the PMT. Figure 6(a) shows the simulated distribution using GEANT4 of the number of detected photons
by the calorimeter channel. The distribution was fitted by a Gaussian curve with mean at NSim = 17.6
photons and RMS width of σSim = 5.5 photons. In the simulated model of the Cherenkov calorimeter
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Figure 4. Cherenkov calorimeter calibration results using the single electrons obtained using the dark current of ELBE radiation
source at the HZDR. The dark current of the linear accelerator is composed of single 27 MeV electrons. (a) Number of
Cherenkov photons detected by the Cherenkov calorimeter—an average of four photons per single electron is detected; (b) decay
time of the recorded signal—a single electron hit produces a signal which is about 1.8 ns long.

Figure 5. Typical quantum efficiency of the PMT employed on the Cherenkov calorimeter and the calibrated transmittance of
the 40 cm lead-glass. The gray shaded region shows the wavelength region between 350–650 nm where both parameters were
implemented in the GEANT4 model of the detector to evaluate the number of photons hits on the PMT.

Figure 6. (a) Simulated number of photons detected for a single 27 MeV particle incident centrally on a Cherenkov calorimeter
channel. About 17 photons are detected with an RMS variance of 5.5 photons. (b) Calculated number of Cherenkov photons
detected per channel for a single incident particle of different energies after the detection efficiency η of 23% and its uncertainty
were taken into account. The error bars indicate the standard deviation which determines the energy resolution of the
calorimeter. A single 3 GeV particle results in 537 detected photons by the calorimeter. Hence, a single GeV-particle incident on
the detector is easily detected by the calorimeter.

detector, the transmittance of the lead-glass and the PMT quantum efficiency were included and the
generation of optical photons in the range between 350–650 nm was simulated, see figure 5 for the
lead-glass transmittance characterised over its 40 cm length and the typical quantum efficiency of
the PMT employed. By comparing the simulation obtained for a single 27 MeV hit and the calibration
results for an incident particle of 27 MeV, we calculate a photon detection efficiency of
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Figure 7. Electron beam (a) spectrum (10 MeV bin size) and (b) divergence after the interaction with the laser beam. The gray
area on the electron spectrum corresponds to the energy range of 1–12.8 GeV used on the FLUKA simulations for estimating the
background. The FWHM divergence of the electron bunch increases to a maximum of 25 μrad after the interaction.

η ± ση = (0.23 ± 0.13), where η = 4/17.6 ≈ 0.23 and ση is calculated using error propagation method
such that ση = η · ((

√
4/4)2 + (5.5/17.6)2)1/2 = 0.13.

Based on this calibration and the scaling of Cherenkov photons derived from GEANT4 simulations we
calculate the number of detected photons for different energies of incoming single particles, see figure 6(b).
Approximately 537 photons are detected for a single 3 GeV particle, providing an easily observed signal for
single GeV-particle hits. The spectral resolution of the calorimeter depends on the energy of the incident
particle and is limited by statistics of the detected Cherenkov photons. A representative value is
approximately 20% with a resolution of better than 10% possible at the highest energy range. Higher
spectral resolution and rejection of false positive events is provided by the LYSO tracking screens in
combination with the Cherenkov detectors for event rejection as discussed in the following section.

To guard against any unknown non-linearities, an in situ calibration of the detection system is planned
during the beamtime of the Experiment-E320 using thin foils to produce a few positron–electron pairs with
energies in the 2.5–5.6 GeV range, and a correction on the calibration curve can be applied during the
experiment.

3. Proposed implementation for the Experiment-320: expected performance

In this section, we present the experimental parameters of the E-320 followed by a discussion of the
background noise and the SNR expected on the single particle detection system.

The E-320 uses the FACET-II linear accelerator to generate electron beams up to 13 GeV with charge of
2 nC, a maximum Gaussian transverse profile of σe = 30 μm and divergence less than 6 μrad [36]. A
flat-top laser beam with diameter of 40 mm is focused by an off-axis parabolic mirror (OAP) reaching a
peak intensity of 1.3 × 1020 W cm−2 which corresponds to an a0 = 10. The focused laser beam forms a
crossing-angle with the electron beam of about 30◦ spatially overlapping with only 1% of the electron
bunch, and, consequently, a quantum parameter χe = 1.5 becomes experimentally accessible [20, 21]. As a
result, E-320 will probe a regime where the interaction with the laser is nonperturbative and
electron–positron pair-creation occurs in the tunneling regime [37].

The emission of high-energy photons in the strong laser field widens the initial monoenergetic 13 GeV
electron energy to the range of 1–13 GeV after the SF-QED interaction and also increases the electron beam
divergence to 25 μrad. The simulated energy spectrum and divergence of the electron beam after the
interaction point are shown in figure 7 (note that the simulation parameters represent the concept design
phase of E320 and final experimental parameters will likely differ from those considered here).

The emitted high-energy photon beam has a maximum energy limited by the electron bunch energy of
13 GeV before the interaction and most of the photons emitted have energies less than 2 GeV. Figure 8
presents the simulated spectrum and divergence of the photon beam after the electron–laser interaction.
Due to the low divergences of the electron and photon beams, neither of them generate substantial
background noise at the edge of the OAP or in any other location along the beamline due to their small
divergence and short distance to the Interaction Point (IP).

Some of the emitted high-energy photons, while still immersed in the laser field, interact with the
optical photons of the laser and generate electron–positron pairs—predominantly through the nonlinear
BW process. The simulation results show that positrons in the range of 1–9 GeV have a higher probability

6



New J. Phys. 24 (2022) 015002 F C Salgado et al

Figure 8. Photon beam (a) spectrum (10 MeV bin size) and (b) divergence after the electron–laser interaction. The maximum
energy reached by the photon beam is limited by the energy of the initial 13 GeV of the primary electrons. The FWHM
divergence of the beam in the x-direction is 134.35 μrad since it is the same direction of the collider laser linear polarization. On
the other hand, the FWHM divergence in the y-direction is much smaller, about 0.64 μrad.

Figure 9. Positron beam (a) spectrum (345 MeV bin size) and (b) divergence after the interaction with the laser beam. The gray
area on the energy spectrum represents the detectable energy range by the detectors between 2.5–5.6 GeV with the selected
magnet kick of 87.2 MeV.

Figure 10. FACET-II beamline with the envisioned position of the single-particle detection system. The dipole magnet disperse
the positrons upwards (red trajectory corresponds to a 2.5 GeV positron) where the single particle detection system is installed,
and the electrons downwards (blue trajectory corresponds to a 4.0 GeV electron). The gamma beam is represented by the green
trajectory.

of being created as presented in figure 9(a), and the particles within the energy range of 2.5–5.6 GeV are
deflected towards the detectors for the selected magnet kick of 87.2 MeV.

The created pairs propagate through the FACET-II spectrometer beamline alongside with the remains of
the primary 13 GeV electron beam and the high energy photons, up to the dipole magnet where the
charged particles are deflected towards the detectors and beam dump. On the other hand, the high-energy
photons propagate towards the beam dump without deflection and interaction with any material along its
path due to the small divergence. Therefore, no forward background noise contribution on the detectors is
expected from the photon beam.

A slice of the FACET beamline with the positioning of devices such as the dipole magnet and the single
particle detector is presented in figure 10.
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Figure 11. Expected particle fluence (gamma photons, electrons and positrons) at the FACET-II tunnel where the single particle
detection system is installed. A shower of secondary particles from the interaction between the deflected primary electron beam
with the chamber and vacuum pipe walls travels directly to the detectors generating background noise which cannot be gated.

The positrons are dispersed upwards by the dipole magnet and they propagate through the positron
detection chamber before exiting through a 5 mm thick aluminum vacuum exit window to reach the LYSO
pixelated screens, and, finally, the Cherenkov detector. On the other hand, electrons are dispersed
downwards with particles deflected in the 22–65 mrad range being detectable by detectors in the electron
detection chamber, while electrons deflected at angles greater than 65 mrad strike the chamber floor and
beamline support structures and thus becoming a background source for the detectors.

A beam dump is placed approximately 8.6 m downstream from the Cherenkov detector to stop the main
electron beam and the produced high-energy photons. When the high-energy particles interact with the
beam dump, substantial radiation in the backward direction that has the potential to reach the detectors
and becomes noise is generated. However, the large distance between the detectors and the beam dump
corresponds to a delay of 57 ns between a particle signal hit and the backscattered radiation on the detectors
which is enough to significantly reduce dump noise at the detectors by time gating the PMTs and LYSO
screens. Hence, the remaining background at the LYSO screens and detectors considered in the simulations
below originates from the upstream radiation sources and secondary particles sources located very closely to
the detectors which arrive within the gating window of the detectors.

4. Background and signal-to-noise ratio estimates for the Experiment-320

To efficiently detect single particles with high confidence, the design goal for the Cherenkov detectors was to
achieve a SNR in terms of signal power to background power (SNRP = PS/PBG) approximately equal or
greater than unity and a SNR in terms of mean to variance (SNRσ = μ/σ � 1, where μ and σ are mean
value of signal and variance of the background respectively). This is particularly important for data taking
at low signal rates, where the number of pairs to be detected per shot is ≈1 or less. Under these
circumstances the Cherenkov detector allow the rejection of false positive events in the tracking detector
and therefore the accumulation of tracking data to record high resolution spectra at low event rates.

Monte-Carlo simulations were performed using the code FLUKA [38, 39] for modelling the expected
background noise at the positron detectors. In the simulations, only the electrons that actively contribute to
the background noise generation were used. Hence, from the theoretical energy spectrum after the
electron–laser interaction as shown in figure 7(a), just the 107 primary electrons in the energy range
between 1 GeV to 12.8 GeV were included, while the unperturbed 13 GeV electrons were presumed to
propagate to the dump and therefore be outside the gating window of the detectors.

Figure 11 presents the simulated particle fluence at the detection region, corresponding to the layout in
figure 10. The FLUKA simulations include only beamline components within distances where the generated
background noise reaches the detectors within the temporal gating window. Consequently, the
backscattered noise from the beam dump, which takes longer to reach the detectors, is suppressed on the
simulations. Our simulations predict that the majority of background at the detectors arises from the
secondary particles generated due to the interaction of low energy scattered electrons with the bottom of
the vacuum chamber.

The particle spectrum of the background incident on the Cherenkov calorimeter is shown in
figure 12(a). As can be seen, the incoming background is mainly composed by photons with energy lower
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Figure 12. Background spectrum at a single Cherenkov calorimeter detection channel at the E-320: (a) background noise
particle spectrum, most of the noise have energies below 25 MeV; (b) number of Cherenkov photons produced per energy of
incoming background particle, a total of 320 photons are detected at the single Cherenkov calorimeter channel.

Figure 13. Energy deposited at the LYSO screens at the E-320 after a single particle propagate through them: (a) LYSO screen 1;
(b) LYSO screen number 2. The particle deposits about 5.5 MeV in a single pixel at y = 9.4 cm on screen-1 and in a pixel with
y = 10.3 cm at screen-2. The propagation angle of the particle is 28 mrad given the distance between the screens of 330 mm.

than 25 MeV. The number of Cherenkov photons detected inside a calorimeter channel per incoming
particle energy is presented in figure 12(b). Summing up all Cherenkov photons we find a total of
NBG = 320 photons per primary electron bunch with a standard variation of σBG = 12. From Monte-Carlo
simulations, a single 3 GeV positron (characteristic of expected positron energies) is expected to produce
only NSIG = 537 photons that are detected (see section 2.1). The expected SNR in terms of detected photons
is therefore SNRP = NSIG/NBG = 1.7 i.e. the number of optical photons within the detection channel is
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Figure 14. Energy deposited at each LYSO scintillating screen per incoming single particle. As the incoming particle travels
through the first crystal screen, secondary particles with lower energy are created increasing the energy deposited at the second
screen in comparison with the first LYSO. The typical uncertainty on the data points is on the order of 3–5%.

approximately tripled when a signal positron is present. The background signal considered in these
simulations is produced by the interaction of laser scattered electrons with the vacuum system. It consists of
a large number of low energy events generated at some distance from the positron detector and therefore
irradiates the Cherenkov detector stack with a smoothly varying flux and low statistical fluctuation.

The number of detected photons by the PMT Ndet is given by the sum of the signal produced by a single
particle NSIG added to the signal produced by the background noise NBG and the expected uncertainty
〈σdet〉2 = σ2

SIG + σ2
BG which accounts for the variance of both signal and background,

Ndet = NSIG + NBG ± 〈σdet〉. (1)

During the experiment, the background noise NBG is monitored by the calorimeter reference channels at
each shot and its value is subtracted from the signal detected Ndet by the PMTs. Thus, the signal produced
by a single particle hit is calculated as NSIG = Ndet − NBG ± 〈σ〉 with uncertainty given by simply
propagating the variances such that 〈σ〉2 = 〈σSIG〉2 + 2〈σBG〉2. The uncertainty of the signal σSIG is the
main contribution on the expected variance 〈σ〉 for a smoothly varying background consisting of many
lower energy particles. Using the calibration given in figure 6, the energy of the particle is evaluated as
E = (NSIG/0.13)(1/1.04) and its precision is given by the expected uncertainty 〈σ〉. The more important SNR
measure is therefore the alternative definition of signal to variance 〈σ〉. This is predicted to be
SNRσ = NSIG/〈σ〉 ≈ 18 for a 3 GeV signal particle, where the number signal photons of NSIG = 537 is
obtained from the calorimeter calibration curve for a single 3 GeV particle, and 〈σ〉 ≈ 29 is calculated using
the simulated background uncertainty of 〈σBG〉 = 12 and signal variance of the number of NSIG given as
〈σSIG〉 =

√
NSIG ≈ 23 such that 〈σ〉 = (2 · 122 + 232)0.5 ≈ 29. The high SNRσ � 1 demonstrates that

individual positrons can clearly be separated from the background.
The higher spatial resolution of the LYSO crystals enables pair spectra to be measured with a resolution

of 60 MeV at 3 GeV for nominal dipole magnet settings. A simulation of a single 3 GeV particle
propagating through the LYSO screens without considering the background radiation is shown in figure 13.
The single particle is deflected by the dipole magnet and propagates to the LYSO screen-1 depositing about
5.5 MeV. The shower produces signal in a cluster of pixels on screen-2 with 8.8 MeV deposited. Recording a
high resolution spectrum at low count rates of <1 pair per shot requires integration of many shots and
therefore efficient rejection of background events.

To this end, the energy deposited in each LYSO screen by a single particles hit was evaluated using
FLUKA as shown in figure 14. For 5.5 MeV deposited on a single crystal pixel, about 1.4 × 105 scintillation
photons are produced however only a fraction of them are detected by the camera. The number of detected
photons for a GeV-particle passing through the LYSO screens is estimated as 1.4 × 105 photons · CEPCX ·
Gint · CEOrca · QEOrca � 546 photons, where CEPCX is the collection efficiency of the PCX condenser lens
imaging system calculated as (π · 1252)/(8002)/(4π) = 6.1 × 10−3, CEOrca is the collection efficiency of the
camera CEOrca = (π · 202)/(2502)/(4π) = 1.6 × 10−3, QEOrcas ≈ 0.4 is the quantum efficiency of the
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Figure 15. Energy deposited at the LYSO screens at the E-320: (a) LYSO screen 1; (b) LYSO screen number 2. All background
events (with exception of event highlighted by a red circle) on screen-1 can be rejected due to energy deposited per pixel on
screen-1 or absence of >6 MeV pixel cluster on screen-2. The highlighted pixel in the centre of screen-1 and area on screen-2
would be consistent with a >1 GeV incident positron, but can be rejected due to the calorimeter signal.

ORCA-Flash camera at the scintillation light wavelength of 410 nm [28], and the parameter Gint = 103 is
the gain applied on the dual microchannel plate of the image intensifier already taken into account the
quantum efficiency of the device. Following the same calculation method, we expect an average of 858
scintillation photons being detected for the LYSO screen-2. The uncertainty on the LYSO measurements is
determined by the overall counting efficiency (collection and quantum) which is to be calibrated after
FACET-II be commissioned.

To reject the background we require a valid event to follow the calculated particle track to within one
pixel and define the threshold to be within 3σ of the expected signal level in each of the three detectors
(screen-1, screen-2 and the Cherenkov calorimeter), leading to >99% of true events being counted and
therefore <1% false negatives.

Simulations to evaluate the background noise level on the screens were also performed. Most of the
background hits shown in figure 15 on screen-1 and screen-2 can be rejected based on the above energy
thresholds alone. The highlighted pixels on screen-1 with energy deposited >6 MeV can be neglected by
analysing their tracked pixels on screen-2. The absence of cluster of pixels with integrated energy deposited
>8 MeV as highlighted in figure 15(b) strongly indicates that the hits on screen-1 are originated from
background noise. Finally, none of the background events shown meet the detector threshold in the
Cherenkov detector.

These simulations only account for background generated by the electrons scattered due to the electron
beam–laser interaction. The measurement of false positive events is only possible if the calorimeter
measures a sufficiently high signal above the background. However, our FLUKA simulations show that the
background noise consists of a bath of many low energy events. Therefore, the reference channels and signal
channels prevent false positives arising from the low energy particle background. Thus, based on our
simulation inputs, the false positive rate would be zero. To estimate the real false positive rate, we need to be
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able to evaluate the probability of giving a false positive on the Cherenkov calorimeter by having a
high-energy localized event on the detector (or split event). To quantify this probability, the background
radiation level of hard gamma photons in FACET-II needs to be known, which is will be possible as soon as
FACET-II becomes operational.

5. Conclusions

In this paper, a single particle detection system designed to measure positron spectra for strong-field QED
experiments is presented. The implementation in the upcoming E-320 at FACET-II (SLAC) is detailed with
calibration data from the ELBE accelerator. Based on this calibration a single 3 GeV particle hit at the
Cherenkov detector generates about 537 detectable photons by the calorimeter with an energy resolution of
≈20 %. Furthermore, Monte-Carlo simulations were performed to demonstrate that a SNR of SNRσ = 18
is predicted for the Cherenkov calorimeter detector at the E-320. The combination of the LYSO screens with
the Cherenkov detector allows efficient rejection of background events and the recording of positron spectra
with ΔE/E = 0.02 even for pair production rates of 	 1 per shot.
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Appendix A. LYSO:Ce decay time calibration

The decay time of the LYSO screens were calibrated using a radioactive sodium-22 source to produce
scintillation photons in the LYSO screens and a PMT to diagnose the scintillation photons. A total of 1500
traces captured by the PMT were analysed and a curve of the form

V = A

[
exp

(
− (t − t0)

τ

)
− exp

(
− (t − t0)

τp

)]
Θ(t − t0) (A.1)

was fitted on each captured trace. In equation (A.1), A is the signal amplitude, τ is the decay time of the
signal, τ p stands for the signal rise time and t0 is time shift of the signal. The function Θ(t) is the
step-function which allows to shift the signal in time. An example of a single captured trace used on the
evaluation of the decay times is shown in figure A1(a).

Figure A1(b) shows a histogram distribution of the evaluated decay time τ of each captured signal. A
normal distribution was fitted on the histogram data and an average decay time of the LYSO crystals of
42.2 ns with Full Width at Half Maximum (FWHM) of 7.1 ns was calculated. Both results are in agreement
with measurements reported in the literature [40].

In figure A1(a), the image intensifier temporal gate window is also shown. The capturing window starts
shortly before the single particle arrives and ends few-ns before the arrival of background noise from the
beam dump allowing to capture most of the scintillation light from the LYSO screens without overlapping
with the background noise.

Appendix B. Dark current calibration

To estimate the number of electrons at each accelerator dark current shot, Gafchromic EBT3 radiochromic
films (RCFs) were used [41]. The RCF films were placed in front of the Cherenkov calorimeter detector and
the absorbed dose in the films was recorded for two define time periods, 3270 s and 650 s.
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Figure A1. Calibration of the decay time of the LYSO screens. (a) Shows a single scintillation trace used to evaluate the decay
time of the scintillation signal, the image intensifier gate window is also shown demonstrating that the LYSO scintillation light
can be captured without the background noise influence. (b) Presents the histogram distribution of the decay time for 1500
events where an average decay time of 42.2 ns with FWHM of 7.1 ns is calculated.

The RCFs were digitized using a commercial scanner model Epson Perfection V750 Pro [42]. The
chosen flatbed scanner allows to store information of 16 bit RGB colour information from the scanned film.
By calibrating the scanner transmission light, one can retrieve the optical density of the irradiated RCFs by
using the digitized colour counts for each individual RGB channel. From the optical density, information
retrieved from the RCFs, the absorbed dose is obtained [43]. The total number of electrons that have passed
through a selected area of an RCF is given by [43]

Ne =
dρ

eEabs
Ap

∑
i,j

[
D(CR)i,j − Dbkg

]
, (B.1)

where Dbkg is the average background dose noise on the RCF, e is the electron charge, d = 28 μm and

ρ = 1.20 g cm−3 are the thickness and density of the active layer of the RCF, Ap =
(
25.4 mm/300

)2
is the

area for one pixel, and, D(CR)i,j is the total absorbed dose at the pixel given by the indexes (i, j).
The dark current of the accelerator is considered as a constant background source or noise on the

measurements and has a frequency of 260 MHz. At the charge calibration measurements, the noise given by
the dark current needs to be taken into account. The dark current can be measured as soon as the radio
frequency (RF) injector gun was activated by opening the accelerator shutter. The total number of dark
current electrons can be calculated using the following equation,

Ndc
e = Nc

e × 260 MHz × T, (B.2)

where T is the total RCF exposure time to the dark current, Nc
e is the average number of electrons in one

dark current cycle. The RCF used for the dark current measurement is shown in figure B1.
By scanning the RCF shown in figure B1 with the Epson Perfection V750 Pro flatbed scanner and post

processing the individual colour channels, the two available measurements of the dark current were
analyzed. The first measurement was irradiated for a period of time of approximately 11 min and resulted
on an average of 0.164 electrons per 3.846 ns, equivalently to a current of I11

dc = 6.81 pA. The second dark
current measurement spot was irradiated for a period of 54.5 min and yield an average of 0.150 electrons
per 3.846 ns, or I54.5

dc = 6.23 pA.

B.1. Uncertainty evaluation of the dark current
In calibration experiment using the dark current of the ELBE accelerator, we identify the following possible
sources of uncertainties:

• Background noise on the measurement

• Large energy spread of the electron beam

• Uncertainty on the digitalization of the colour channels of the RCFs by the flatbed scanner

• Uncertainty on the conversion between the measured optical density from the RCFs to absorbed dose

The background noise on the measurement can be neglected since there cannot be any other source of
background scattered particle inside the experimental cave at ELBE and the signals captured by the PMTs
were triggered above the typical background levels of the PMTs as well as its dark current. The large energy
spread of the electron source can also be neglected since the ELBE accelerator provides single particle
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Figure B1. RCF used for determining the dark current of the ELBE accelerator.

energies filtered by a magnetic system and resulting in a energy spread of <50 keV. Hence, the electron
beam has an energy resolution of E = 50 keV/27 MeV < 0.2%.

The uncertainty on the digitalization of the colour channels of the flatbed scanner was also addressed
during the evaluation of the accelerator dark current. A calibration of the three colour channels (red, green,
and blue) of the Epson Perfection V750 flatbed scanner was performed using commercial Kodak Wratten 2
Neutral Density No. 96 filters [44] which were also calibrated and a difference of <0.5% from their nominal
value was found. In the readout of the radiochromatic films (RCFs), we focused on the red channel of the
scanned films and a calibration curve obtained for the red colour channel of the scanner was obtained
through a curve fit of the form OD = 2.229 exp(−CR/21957) − 0.427 where OD is the optical density and
CR is the digitized intensity in counts of the red colour channel by the flatbed scanner. The fitted curve
presented a R2 = 0.9996 which confirms that the fitted curve agrees well the calibration data points.

The conversion between optical density of the RCF obtained at the red colour channel read by the
scanner and the absorbed dose was also evaluated. RCFs films were illuminated by a proton source (Jena
University Laboratory for Ion Acceleration tandem accelerator, namely JULIA) with a known fluence which
provides a specific absorbed dose on the films. Later, the illuminated RCFs were scanned and a conversion
between the optical density at the red colour channel and the absorbed dose was be evaluated [43, 45]. As
result, a transfer function between the digitized intensity CR and the absorbed dose by the RCF was
obtained as,

Dose(Gy) =
6.1CR − 0.221 × 106

5.3 × 103 − CR
. (B.3)

The transfer function above has a fluence error of 5% for the dose applied from the proton source and
the other uncertainties are assumed to be negligible. As only the fluence error of 5% is the only substantial
uncertainty, the value of 5% is also applied for the number of electrons from the dark current.

Finally, the ELBE dark current measurement of 650 s provides a current value of (0.164 ± 0.008)
electrons per RF cycle and the longer measurement of 3270 s results in a dark current of (0.150 ± 0.007)
electrons per RF cycle.

From both measurements, the best estimate for the dark current value is calculated using the weighted
average method as described in [46],

xwav =

∑
i wixi∑

i wi
, (B.4)
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where xi is the ith measured value with uncertainty of σi, and wi is the weight calculated as wi = 1/σ2
i . The

uncertainty σwav in xwav is calculated using error propagation such that

σwav =
1√∑

i wi
. (B.5)

Hence, the best estimate for the dark current is xDC
wav = (xwav ± σwav) = (0.156 ± 0.005) electrons per

RF cycle.
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