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Abstract. AES applied in different modes of operation is widely considered secure and used in practice. However, it is well known that many software implementations of AES are vulnerable to cache side channels. In this article we investigate the effect of different modes of operation on the potential cache-side-channel leakage of lookup-table-based AES-128 software implementations. To this end, we apply quantitative static side-channel analysis to obtain upper bounds on the leakage of AES-128 in CBC mode, CTR mode and CCM from OpenSSL 1.1.1d, mbedTLS 2.16.5 and Nettle 3.5. By shedding light on how the security wrt. each mode relates to the security of the other modes and the underlying AES implementation, we provide the first systematic study of the cache side channel leakage of AES across modes of operation.
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1 Introduction

Modern secure online communication heavily relies on symmetric-key encryption. For instance, block ciphers ensure the confidentiality of fixed length messages between parties that share a secret key. Currently, the most prominent block cipher is the Advanced Encryption Standard (AES), which was standardized by the US National Institute of Standards and Technology (NIST) [8] and recommended for use in secure communication protocols such as TLS [12].

So-called side-channel attacks leverage observable side effects of executing a vulnerable program to (partially) recover some confidential information. Examples of possible attack vectors include the execution time [5], the power consumption [7], or the cache usage [17] of the targeted program. Cache-based side channels are particularly dangerous. They exploit the latency differences of accesses to caches shared between the adversary and the victim program. Thus, they can be exploited from software without physical access to the device.

Notably, many software implementations of AES are susceptible to such cache-side-channel attacks [16, 18, 24, 26, 30]. Vulnerable implementations of AES follow a lookup-table-based approach. That is, each application of AES is reduced to a series of key- and message-dependent table accesses. The key is
leaked since the access location to the lookup tables induce different caching behavior. Such implementations of AES are offered by the popular crypto libraries OpenSSL [47], mbedTLS [49] and Nettle [51].

While the cache-side-channel leakage of AES for a single encryption has been studied in prior work [35], the topic of successive applications of block ciphers has not been considered yet. How block ciphers are applied repeatedly is governed by the mode of operation. Examples for relevant modes are the two popular confidentiality-only modes Cipher Block Chaining (CBC) and Counter (CTR), as well as the authenticated-encryption-with-additional-data (AEAD) mode Counter with CBC-MAC Mode (CCM). All three modes have been recommended by NIST for their use with AES-128 in TLS 1.2 and 1.3 [42].

Static program analysis is one approach for investigating the potential cache-side-channel leakage of programs. In this article we build on an approach that combines abstract interpretation with information theory to provide upper bounds on the potential side channel leakage [29]. We consider timing-based adversaries that observe the execution time, trace-based adversaries that observe a trace of cache hits and misses, and synchronous access-based adversaries that observe aspects of the cache layout after the execution.

In this article we study the potential side channel leakage of lookup-table based AES when applied in CBC, CTR and CCM. Our contributions are:

- We present a base-line assessment of lookup-table based AES-128 implementations from OpenSSL 1.1.1d, mbedTLS 2.16.5 and Nettle 3.5 and find that the OpenSSL variant has lower leakage bounds because it doesn’t use an additional lookup-table in the last AES round.
- We improve the understanding of the potential cache-side-channel leakage of OpenSSL AES-128 in CBC mode, CTR mode and CCM. For instance, we find that the leakage bounds for CBC and CTR mode are similar, while CCM has higher leakage bounds for trace and timing adversaries. The reason is that CCM applies twice as many AES encryptions.
- We provide a comparison of the potential side channel leakage of AES-128 across CBC, CTR, and CCM implementations from OpenSSL, mbedTLS and Nettle. We show that the differences in potential leakage caused by the implementation of the last AES round are neither masked nor significantly amplified by their application in a mode of operation.

Our vision is that the results presented in this article are used as guidance in the decision process when deciding between different modes of operation. For instance, our results suggest that a user can either choose CBC or CTR mode to minimize their risk towards cache-side-channel attacks or to choose CCM which entails a higher risk while also ensuring the authenticity of the encryption.

Outline In Section 2 and Section 3 we introduce preliminaries. In Section 4 we extended the static analysis. In Section 5 we present base-line results for AES-128, which we expand upon in Section 6 where we present and interpret leakage bounds for AES-128 in CBC mode, CTR mode, CCM. We provide an overview on related work in Section 7 and conclude the article in Section 8.
2 Lookup-table based AES & modes of operation

In this section we introduce AES, two different lookup-table-based optimizations of AES, as well as the three modes of operation CBC, CTR and CCM.

AES is a symmetric-key cryptographic algorithm. That is, both the encryption and decryption algorithm operate on a shared secret key. AES is a block cipher that works on 128 bit plaintext blocks and 128 bit ciphertext blocks respectively. There are three variants of AES with varying secret key sizes: 128 bit, 196 bit, and 256 bit keys.

A mode of operation is an algorithm that describes how a block cipher such as AES is applied repeatedly to encrypt multiple message blocks. Building on modes of operation, authenticated encryption with additional data (AEAD) schemes provide confidentiality via encryption and authenticity by computing a Message Authentication Code (MAC) of the ciphertext and some Additional Authenticated Data (AAD).

Prior to AES the Data Encrypt Standard (DES) [2] was the state-of-the-art block cipher. Both CTR and CBC mode have been originally developed for DES in 1979 [8] and 1980 [4], respectively. As a replacement for DES, AES was proposed by Joan Daemen and Vincent Rijmen in 1999 [6]. AES and its use in CBC and CTR mode was recommended by NIST in 2001 [8, 9]. With AES in mind, CCM was developed and standardized in 2003 [13]. NIST recommended AES in CCM[15] one year later.

2.1 Implementations of AES

Both, the encryption and the decryption algorithm of AES, consist of the same four component functions. They operate on a 4 × 4 Byte state matrix and are applied in multiple rounds. For each round there is one round-specific key, derived by a so-called key expansion algorithm. Processing a 128 bit key takes 10 rounds, processing a 192 bit key takes 12 rounds, and processing a 256 bit key takes 14 rounds. The component functions are:

- **AddRoundKey**: addition of the state matrix to the round key
- **SubBytes**: a non-linear substitution on each Byte of the state matrix
- **ShiftRows**: a cyclically shift of each row in the state matrix
- **MixColumns**: a matrix multiplication with a predefined constant matrix.

One encryption starts with one application of **AddRoundKey** to the plaintext. Then in each round **SubBytes**, **ShiftRows**, **MixColumns** and **AddRoundKey** are applied successively. The last round differs from all previous rounds by skipping the application of **MixColumns**.

There is a lookup-table-based optimization for processors with a word length of 32 bit. In fact, the **SubBytes**, **ShiftRows** and **MixColumns** component functions can be combined into 16 accesses to 4 pre-computed lookup tables with 256 4B entries each. This optimization was already published as part of the initial proposal of AES [6].

This optimization, however, is not applicable to the last AES round, because the **MixColumns** component function is skipped. Implementation details
of the last round vary across the three crypto libraries covered in this article. OpenSSL follows the initial AES proposal \cite{6} and reuses the existing tables by masking out the effects of MixColumns. The implementations from mbedTLS and Nettle calculate the last round explicitly by applying an extra 256B lookup table (called S-Box) for the SubBytes function followed by the circular row shift of ShiftRows.

2.2 Structure of CBC mode, CTR mode, and CCM

The general structure of the CBC encryption algorithm is presented in Figure 1a. Each plaintext block is xored with the previous ciphertext block of the previous block. Then the intermediate result is encrypted with secret key $K$ (denoted by $enc_K(·)$) to produce the cipher text. For the first block a randomly chosen initialization vector (IV) is used instead of the previous ciphertext.

In CTR mode, an increasing encrypted counter value is used for a one-time-pad encryption of each plaintext block (shown in Figure 1b). Similar to CBC, a randomly chosen IV is used as the initial value of the counter. For all subsequent blocks, the counter is incremented by one.

The encryption algorithm of CCM takes the secret key, a plain text, some AAD and a nonce (number used once) and computes a cipher text and a MAC. In the depiction of an encryption of two message blocks with CCM in Figure 2, we omit the AAD. The length of the nonce and the length of the MAC (denoted with $tlen$) are configurable.

CCM is a combination of CTR mode for encryption with CBC-MAC for authentication following the mac-then-encrypt paradigm. The encryption in CCM differs from CTR mode in the construction of the 128-bit counter value. In concrete terms, in CCM the $i$-th counter consists of a set of flags and the nonce prepended to the bit representation of the number $i$. Then the encrypted counter values is used for a one-time-pad encryption of the MAC and the plaintext.

The aforementioned MAC is computed by applying CBC-MAC to the AAD and the plaintext. As depicted in Figure 2, CBC-MAC is essentially an encryption with underlying block cipher in CBC mode where all blocks except for the
last block are discarded. Since by construction the value of the last block depends on all input blocks, the last block acts as a hash of the input.

3 Quantitative analysis of cache-side-channel attacks

In this section, we introduce cache side channels and our approach to static analysis for the quantification of cache-side-channel leakage.

3.1 Caches and cache-side-channel attacks

Modern CPUs make use of fast memory caches, to bridge the substantial discrepancy between the speed of the processor and the speed of main memory. Accesses to data that is already cached (i.e. cache hits) are significantly faster than accesses that have to retrieve the data from memory (i.e. cache misses).

Caches are split into multiple cache sets, which in turn are further split into multiple cache lines. The index of the cache set used to cache a given memory block is derived from the starting address of the block. For instance a 32 KiB
8-way associative (meaning 8 lines per set) cache with 64 B cache lines, has 64 cache sets and uses bits 7 to 12 of the address to determine the cache set.

When new data is loaded into the cache, one cache line from the targeted cache set is evicted if all cache lines are already occupied. Which cache line is chosen for eviction is determined by the cache-line replacement policy. Common policies are first-in-first-out (FIFO), least-recently-used (LRU) and pseudo-least-recently-used (PLRU).

In a side-channel attack, an adversary extracts secret information from a target program via observations about side effects of the execution. For instance, if an implementation’s memory accesses (and thereby the contents of the cache) depend on a secret, then the implementation might be vulnerable to a cache-side-channel attack. In this article, we consider three types of such attacks:

- **time-based attacks** such as [12, 16, 20], where the adversary observes the influence of caching via the total execution time.
- **synchronous access-based attacks** such as [17, 19, 26, 30], in which the adversary probes a shared memory cache after the program after termination using techniques such as Prime+Probe [19] or Flush+Reload [27].
- **trace-based attacks** such as [46, 18, 23], where the adversary deduces secret information from a trace of cache hits and misses. Such observations can be acquired for example based on the power consumption of the CPU [46].

### 3.2 Quantitative side-channel analysis via abstract interpretation

We consider a side channel to be a deterministic, discrete, memoryless channel from an input alphabet \( X \) to an output alphabet \( O \). \( X \) models all possible inputs of the target program, while \( O \) models the set of observations that are available to the adversary.

We model the probabilistic choice of the input by the discrete random variable \( X \) over \( X \), while the resulting side-channel observation is modeled by the random variable \( \text{Obs} \) over \( O \), which deterministically depends on \( X \). For some \( x \in X \), we use \( P(X = x) \) to denote the probability that the input was \( x \). Furthermore, we denote the conditional probability that \( x \) was the input given some observation \( obs \in O \) with \( P(X = x \mid \text{Obs} = obs) \).

Intuitively, side-channel leakage can be described as the reduction of uncertainty over the choice of the input given the side-channel output. We capture this using information-theoretic measures based on min-entropy, which were introduced by Smith [22].

We define the initial uncertainty over the choice of the input as the min-entropy of \( X \), given by \( H_\infty(X) = -\log_2 \max_{x \in X} P(X = x) \). Next, we define the remaining uncertainty over the choice of the input given the side-channel observation as the conditional min-entropy of \( X \) given \( \text{Obs} \), which is defined as \( H_\infty(X \mid \text{Obs}) = -\log_2 \sum_{obs \in O} P(\text{Obs} = obs) \cdot \max_{x \in X} P(X = x \mid \text{Obs} = obs) \). Therefore, the leakage, i.e., the reduction of uncertainty, based on side-channel observations, is given by \( H_\infty(X) - H_\infty(X \mid \text{Obs}) \).

Our approach to static quantitative side-channel analysis builds on the fact that \( H_\infty(X) - H_\infty(X \mid \text{Obs}) \leq \log_2 |O| \) holds under the assumption that \( X \)
is identically and independently distributed [22]. Since it might not be feasible to compute $\mathcal{O}$ for non-trivial programs, Köpf, Mauborgne, and Ochoa proposed an approach to derive an overapproximation of $\mathcal{O}$ for cache side channels using abstract interpretation [25].

The technique of abstract interpretation was introduced by Cousot and Cousot [1]. Given a model of execution with a set of states $\Sigma$ and a concrete transfer function $\text{next} : \Sigma \rightarrow \Sigma$, an abstract interpretation consists of a join semi lattice of abstract states $(\Sigma^\#, \sqsubseteq, \sqcup)$ and an abstract transfer function $\text{next}^\# : \Sigma^\# \rightarrow \Sigma^\#$. One abstract state represents a set of concrete states according to the concretization function $\gamma : \Sigma^\# \rightarrow \mathcal{P}(\Sigma)$. If the abstract transfer function is locally sound (i.e. $\forall \sigma^\# \in \Sigma^\#. \forall \sigma \in \gamma(\sigma). \text{next}(\sigma) \in \gamma(\text{next}^\#(\sigma^\#))$) the fix point of the abstract transfer function overapproximates all the states reachable by the concrete transfer function.

### 3.3 CacheAudit

In this article we build on CacheAudit [29] and its later extensions [33, 35, 44, 45]. This tool implements the approach presented in Section 3.2 to compute bounds on the cache-side-channel leakage of x86 programs.

To this end, the tool reasons about abstract states that model sets of execution snapshots of an x86 CPU. That is, each abstract state represents a set of possible snapshots, where each snapshot consists of a value-assignment for CPU flags and a value assignment for each register and memory location. For efficiency reasons, the abstract state is represented as a mapping from CPU flags to a mapping from register and memory locations to sets of values.

Moreover, an abstract state also models possible observations of multiple cache-based side-channel adversaries. CacheAudit considers two adversary models for synchronous access-based attacks, called acc and accd, as well as one adversary model for trace-based and one for time-based attacks called trace and time, respectively. For each of the adversary models, the overapproximated sets of observations derived from a set of abstract states are the following:

- $\mathcal{O}^{\text{acc}}$: The set of possible cache states after termination. A cache state maps each cached memory block to the corresponding cache line.
- $\mathcal{O}^{\text{accd}}$: The set of possible blinded cache states after termination. A blinded state maps every cache set to the number of cached memory blocks in this set.
- $\mathcal{O}^{\text{trace}} \subseteq \{\text{hit}, \text{miss}, \text{none}\}^*$: The set of possible traces of cache hits, cache misses, and steps without memory accesses that might have occurred during the execution of the target program.
- $\mathcal{O}^{\text{time}} \subseteq \mathbb{N}$: The set of execution times of the target program. The execution time is based on constants that model the duration of cache hits, misses, and other steps.
4 Increased precision for CacheAudit

We build on CacheAudit 0.3 to conduct our assessments. We previously published this version as part of the RiCaSi toolchain [44]. Although CacheAudit 0.3 delivered satisfactory results in prior studies, we are required to refine the underlying abstract transfer function to increase the precision for two x86 instructions. In this section we describe said modifications to the tool.

All implementations we investigate throughout this publication use the SHL or SHR instruction on 8 bit operands. However, the abstract transfer function of CacheAudit 0.3 only implements a coarse overapproximation of these instructions. This imprecision prevented us from obtaining sufficiently precise results for the analysis.

According to the Intel Software Developer Manual [31], the x86 instructions SHL and SHR perform a logical left and right shift, respectively. The instructions shift the value of a 32 or 8 bit operand in-place by a second operand that is given either in the CL register or as an 8 bit immediate value.

We extend the abstract transfer function for the case in which both operands are represented in the set abstract domain. In this article, we define the abstract semantics of both instructions as functions that map sets of values of both operands to sets of the resulting values (denoted by $SHL_{8}^{#} : P(N) \times P(N) \rightarrow P(N)$ and $SHR_{8}^{#} : P(N) \times P(N) \rightarrow P(N)$, respectively). We define the abstract semantics of SHL and SHR as follows:

\[
SHL_{8}^{#}(OP1,OP2) := \{(\text{op1} \ll \text{op2}) \mod 8 \mid \text{op1} \in OP1 \land \text{op2} \in OP2\}
\]

\[
SHR_{8}^{#}(OP1,OP2) := \{(\text{op1} \gg \text{op2}) \mod 8 \mid \text{op1} \in OP1 \land \text{op2} \in OP2\}
\]

We argue that these abstract semantics are sound. This follows from the fact that the result contains all possible shifts of the values from the set representing the first operands by the values from the set representing the second operand.

For the actual implementation, the functions are integrated into the existing abstract transfer function. We do not consider a precise overapproximation for the flags and instead map to an abstract state in which the value for each flag is unknown after interpreting the 8 bit variant of the SHL or SHR instruction. Thus, local consistency of the new abstract transfer function follows.

The refined abstract transfer function is now precise enough for our analyses. Reason being that the overapproximated resulting set of values is as precise as possible given the set of input values. Moreover, the course overapproximation of the flags has no negative effect for the considered implementations. This is because in none of the implementations, SHL or SHR instructions are placed such that they potentially influence the control flow or such that the flags resulting from the instructions are read into a register.

5 Analysis of AES from OpenSSL, mbedTLS and Nettle

As a reference point for our analysis across modes of operation, we first establish a base-line result for AES-128 from OpenSSL, mbedTLS and Nettle. To this end,
we build on an assessment of AES from our prior work [35]. Since then, the crypto libraries, the compiler and the analysis tool have been updated. We first revisit the analyses from [35]. Then we investigate the effect of each update and assess their impact on the leakage bounds.

5.1 Base-line analyses

In [35], we investigated AES-128 implementations from OpenSSL 1.0.1.t, mbedTLS 2.2.1 and Nettle 3.2 compiled with gcc 4.8.3 using CacheAudit 0.2b. The leakage bounds computed in [35] are presented in Figure 4 for a 128 KiB, 4-way associative cache with a line size of 64 B and the FIFO replacement strategy.

In [35], we found that the leakage bounds for the OpenSSL implementation are smaller when compared to the mbedTLS and Nettle implementation. Based on manual code review and a cross cache-size analysis, we were able to attribute this difference to the different implementation strategies for the last AES round. While the OpenSSL implementation reuses existing tables $T_0 - T_3$ to perform the last round, the mbedTLS and Nettle implementation use an additional S-Box for the same task. Accesses to the additional lookup table have the potential to carry more information that might be observable through a cache side channel, which explains the higher leakage bounds.

<table>
<thead>
<tr>
<th>Library</th>
<th>acc</th>
<th>accd</th>
<th>trace</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenSSL 1.0.1.t</td>
<td>64.0</td>
<td>64.0</td>
<td>196.0</td>
<td>7.7</td>
</tr>
<tr>
<td>mbedTLS 2.2.1</td>
<td>69.0</td>
<td>69.0</td>
<td>199.0</td>
<td>7.7</td>
</tr>
<tr>
<td>Nettle 3.2</td>
<td>69.0</td>
<td>69.0</td>
<td>199.0</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Fig. 4: Leakage bounds [bit], AES-128 old setup, 128 KiB 4-way FIFO.

Since [35], OpenSSL 1.1.1d [47], mbedTLS 2.16.5 [49] and Nettle 3.5 [51] have been released. The updates to OpenSSL and Nettle did not affect the source code of the analyzed AES-128 implementation, while the updated version of AES-128 from mbedTLS contains a new feature. Since version 2.16.4, mbedTLS now also zeroizes local variables to lessen the impact of buffer-overread vulnerabilities [48].

Even for the implementations that have not been changed, updating gcc from version 4.8.3 to 9.3.0 yields different binaries. But the differences in the binaries are only minor and operations that potentially impact the side-channel leakage (e.g. mov instructions that dereference secret-dependent pointers) are not affected. For the example of the OpenSSL binaries the old binary consists of 485 instructions while the new binary consists of 497 instructions. Notable differences are the start addresses of the functions, the use of different jump instructions (jne vs je followed by jmp), using xor instead of or in two instances,
and the old binary using lea instructions that are replaced by mov operations in the new binary. The types of differences for the new mbedTLS and Nettle binaries are similar.

Since [35], we have also updated our static analysis tool. To analyze lattice based crypto, we have improved the precision for multiple instructions in [33], we extended the tool to handle very large binaries by implementing the code that generates the CFG in a tail-recursive style in [44] and we extended the abstract transfer function to cover the x87 FPU in [45]. Furthermore, we refined the abstract transfer function for the 8 bit variants of SHL and SHR in Section 4.

<table>
<thead>
<tr>
<th>Library</th>
<th>Attacker Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>acc</td>
</tr>
<tr>
<td>OpenSSL 1.1.1d</td>
<td>64</td>
</tr>
<tr>
<td>mbedTLS 2.16.5</td>
<td>69</td>
</tr>
<tr>
<td>Nettle 3.5</td>
<td>69</td>
</tr>
</tbody>
</table>

Fig. 5: Leakage bounds [bit], AES-128 updated setup, 128 KiB 4-way FIFO.

The leakage bounds we obtained for the updated libraries, updated compiler and updated analysis tool are presented in Figure 5. We find that the leakage bounds are exactly the same and were not affected by any of the updates. This gives us confidence that the update to mbedTLS and the variations in the generated x86 code introduced by the new compiler do not introduce additional potential for leakage. Moreover, these results show that our findings from [35] hold for the updated setup.

6 Analysis across CBC mode, CTR mode and CCM

In this section we investigate OpenSSL AES-128 in CBC mode, CTR mode and CCM. We start by presenting leakage bounds for the encryption of two-block messages with the OpenSSL implementation and combine this with a manual code analysis to justify our findings. Then we compare the implementation from OpenSSL to the implementations from mbedTLS and Nettle. In the end, we show that our findings are also applicable to messages consisting of more than two blocks.

6.1 Cache-side-channel analysis of OpenSSL CBC, CTR, and CCM

For the comparison, we initially consider the encryption of a two-block message (i.e. a 256 bit plaintext) with AES-128 in the modes of operations in question. We configure CCM with a 96 bit nonce, while CBC and CTR mode both take an IV with a fixed length of 128 bit. We configure our static analysis such that all
input parameters except the plaintext length are secret. Thus, for the analysis of CBC and CTR, we have 512 bit and for CCM we have 480 bit of secret input.

We make minor changes to the source code of OpenSSL prior to compilation to prepare the binary for the analysis. All modes are parameterized over the block cipher using function pointers, which generate indirect jump instructions that are not supported by CacheAudit. Since we are only interested in the instantiation of each mode with AES, we simply replace all occurrences of function pointers with direct calls to AES. Furthermore, we replace the functions memset and memcpy to an implementation from the musl C standard library [50] instead of their gLibc counterpart. The reason is that the abstract transfer function of CacheAudit is imprecise for multiple instructions present in the memset and memcpy x86 code from gLibc.

We use gcc 9.3.0 to compile one x86 binary for each mode of operation. The binaries first call the function for the AES key expansion AES_set_encrypt_key, then call some auxiliary functions to set up some data structures and finally invoke the mode-specific encryption function CRYPTO_{cbc,ctr,ccm}128_encrypt. We check the correctness of the analyzed binaries with test vectors provided by NIST [10, 14].

<table>
<thead>
<tr>
<th>Mode</th>
<th>input size</th>
<th>Attacker Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBC</td>
<td>512.0</td>
<td>acc accd trace time</td>
</tr>
<tr>
<td>CTR</td>
<td>512.0</td>
<td>64.0 64.0 356.0 8.5</td>
</tr>
<tr>
<td>CCM</td>
<td>480.0</td>
<td>64.0 64.0 996.0 10.0</td>
</tr>
</tbody>
</table>

Fig. 6: Leakage bounds [bit], OpenSSL, 128 KiB 4-way FIFO

The analysis results for 128 KiB, 4-way associative caches with a line size of 64 B and FIFO replacement strategy are presented in Figure 6. Our key findings are that for CBC and CTR we obtain exactly the same leakage bounds, while the analysis of CCM results in higher trace and time bounds. Furthermore, we have that the leakage bounds for both covered access-based adversary models are the same as for the base-line analysis of AES-128 shown in Figure 5.

We interpret these results via a manual code review. Excerpts of the OpenSSL implementation of CBC mode and CTR mode are presented in Listing 1 and 2. The library provides a straightforward implementation of CBC and CTR as it was introduced in Section 2.2. For both implementations, the input is stored at in, the output is stored at out, the length of the plaintext is stored in len, the key is stored at key and the IV is stored at iv or ivec. Moreover, in CTR, the variable ecount_buf points to the round-specific one-time pad.
Listing 1.1: OpenSSL 1.1.1d CBC Mode

```
void CRYPTO_cbc128_encrypt(/* ... */){
    /* ... */
    while (len >= 16) {
        for (n = 0; n < 16; ++n)
            out[n] = in[n] ^ iv[n];
        AES_encrypt(out, out, key);
        iv = out; len -= 16; in += 16; out += 16;
    }
    /* ... */
}
```

Listing 1.2: OpenSSL 1.1.1d CTR Mode

```
static void ctr128_inc(unsigned char *counter) {
    u32 n = 16, c = 1;
    do {
        --n; c += counter[n];
        counter[n] = (u8)c; c >>= 8;
    } while (n);
}

void CRYPTO_cbc128_encrypt(/* ... */){
    /* ... */
    while (len >= 16) {
        AES_encrypt(ivec, ecount_buf, key);
        ctr128_inc_aligned(ivec);
        for (n = 0; n < 16; n += sizeof(size_t))
            *(size_t *)(out + n) = *(size_t *)(in + n) ^ *(size_t *)(ecount_buf + n);
        len -= 16; out += 16; in += 16; n = 0;
    }
    /* ... */
}
```

Note that, both implementations only contain memory accesses with statically known offsets. This includes all accesses to in, out, iv or ivec, ecount_buf and the counter value counter. Moreover, the number of loop iterations is statically known in all cases (recall that we assume a fixed message length). From this we conclude that there are no leaks except for the invocations of AES.

An excerpt of the OpenSSL implementation of CCM is shown in Listing 1.3. Again, the code is a straightforward implementation of CCM as is introduced in Section 2.2. The plaintext is stored at inp, the ciphertext is stored at out, the length of the plaintext is stored in len, the key is stored at key, the nonce is stored at ctx->nonce, the current MAC is stored at ctx->cmac and the roundspecific one-time pad is stored at scratch. Interestingly, the xor operation on
128 bit values is implemented via applying the xor operation on the lower and upper 64 bit separately instead of a Byte-wise operation as in the CBC and CTR mode implementation.

Listing 1.3: OpenSSL 1.1.1d CCM

```c
unsigned int n = 8; u8 c;

counter += 8; do { --n; c = counter[n];
   ++c; counter[n] = c;
   if (c) return;
 } while (n);

void CRYPTO_ccm128_encrypt(/* ... */){
   /* ... */
   while (len >= 16) {
      ctx->cmac.u[0] ^= ((u64 *)inp)[0];
      ctx->cmac.u[1] ^= ((u64 *)inp)[1];
      AES_encrypt(ctx->cmac.c, ctx->cmac.c, key);
      AES_encrypt(ctx->nonce.c, scratch.c, key);
      ctr64_inc(ctx->nonce.c);
      ((u64 *)out)[0] = scratch.u[0] ^ ((u64 *)inp)[0];
      ((u64 *)out)[1] = scratch.u[1] ^ ((u64 *)inp)[1];
      inp += 16; out += 16; len -= 16;
   } /* ... */
   for (i = 15 - L; i < 16; ++i) ctx->nonce.c[i] = 0;
   AES_encrypt(ctx->nonce.c, scratch.c, key);
   ctx->cmac.u[0] ^= scratch.u[0]; ctx->cmac.u[1] ^= scratch.u[1];
   /* ... */
}
```

We again find that all memory accesses have statically known offsets. This includes all accesses to `inp`, `out`, `ctx->nonce`, `ctx->cmac` and `scratch`. Therefore, we conclude that there is no additional leakage towards our access based adversaries.

Notably, we have that the running time of the counter-increment function (`ctr64_inc`) actually depends on the current counter value. This function increments the 64 bit value in a Byte-wise fashion, starting at the lowest Byte. The next Byte only has to be incremented if incrementing the current Byte results in an overflow. But this does not lead to any leakage. The reason is that the part of the counter value that is incremented is always initialized with 0 independent of the nonce. Thus, the running time of the encryption remains static for a fixed message length.
Since we did not find any secret-dependent memory accesses or conditionals, we conclude that there are no code sections in the CBC mode, CTR mode and CCM implementation from OpenSSL that induce any additional cache-side-channel leakage. Hence, the leakage bounds presented in Figure 6 are exclusively influenced by invocations of AES.

To summarize, we find that we can attribute similar security guarantees with respect to cache side channels across the OpenSSL implementations of CBC mode and CTR mode. Furthermore, we show that the leakage bounds for CCM are higher when compared to CBC and CTR mode due to the fact that CCM applies twice as many AES encryptions. Thus, the additional authentication functionality of CCM comes at the cost of worse security guarantees regarding the trace and timing adversaries.

6.2 Comparison across OpenSSL, mbedTLS and Nettle

We also investigate how the differences in the implementation of AES-128 we studied in prior work [35] and revisited in Section 5 affect the leakage bounds when AES is applied in a mode of operation. Moreover, we also explore if there are any design choices in the CBC, CTR and CCM implementations from mbedTLS 2.16.5 and Nettle 3.5 that influence the leakage bounds.

For the analysis of the implementations from mbedTLS 2.16.5 and Nettle 3.5, we apply similar code transformations and mirror the setup for the binaries and CacheAudit from the previous section. For mbedTLS, we investigate binaries that first call the respective key setup function mbedtls_aes_setkey_enc in the case of CBC or CTR mode or mbedtls_ccm_setkey for CCM and then the encryption function mbedtls_aes_crypt_{cbc|ctr} or mbedtls_ccm_encrypt and_tag, respectively. For Nettle, we analyze binaries that first call the respective key setup function aes128_set_encrypt_key or ccm_aes128_set_key and then call the encryption function \{CBC|CTR\}_ENCRYPT128 or ccm_aes128_encrypt_message. The results of the analyses are presented in Figure 7.

<table>
<thead>
<tr>
<th>Mode</th>
<th>input size</th>
<th>Attacker Model</th>
<th>input size</th>
<th>Attacker Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBC</td>
<td>512.0</td>
<td>69.0 69.0 359.0</td>
<td>69.0 69.0 359.0</td>
<td>8.5</td>
</tr>
<tr>
<td>CTR</td>
<td>512.0</td>
<td>69.0 69.0 367.2</td>
<td>69.0 69.0 367.2</td>
<td>12.9</td>
</tr>
<tr>
<td>CCM</td>
<td>480.0</td>
<td>69.0 69.0 999.0</td>
<td>69.0 69.0 999.0</td>
<td>10.0</td>
</tr>
<tr>
<td>CBC</td>
<td>512.0</td>
<td>69.0 69.0 359.0</td>
<td>69.0 69.0 359.0</td>
<td>8.5</td>
</tr>
<tr>
<td>CTR</td>
<td>512.0</td>
<td>69.0 69.0 367.2</td>
<td>69.0 69.0 367.2</td>
<td>12.9</td>
</tr>
<tr>
<td>CCM</td>
<td>480.0</td>
<td>69.0 69.0 999.0</td>
<td>69.0 69.0 999.0</td>
<td>10.0</td>
</tr>
</tbody>
</table>

(a) mbedTLS

(b) Nettle

Fig. 7: Leakage bounds [bit], across libraries, 128 KiB 4-way FIFO

Our observations are threefold. (1) We again have that the leakage bounds for synchronous access-based adversaries are the same as for AES-128 for all modes of operation. (2) We have that the time and trace leakage bounds are
higher for CTR mode and significantly higher for CCM. (3) The differences in leakage bounds for all covered modes across the three libraries are similar to the differences we saw in our study of the underlying AES-128 implementations.

Concerning observation (2), we are able to manually trace this increase of the timing bounds to one section of the code. We find for both libraries that they leak the value of the IV due to a branching in the counter-increment function which we considered secret for the analysis. However, since the IV is a public value [9], we determine that this leak can be dismissed.

Together with observation (1) and (3), we are able to conclude that the differences in the implementation of the last AES round are neither masked nor significantly amplified by applying AES in a mode of operation. In our code inspection, we also found no additional potential leaks in the mbedTLS and Nettle implementations of CBC, CTR and CCM.

6.3 Investigating longer block messages

Both, in Section 6.2 and Section 6.2 we found that across all modes and libraries, the leakage bounds with respect to our synchronous access-based adversary models did not change when compared to the leakage bounds of the underlying AES implementation. Furthermore, we discovered that for CCM, a mode that applies twice as many AES encryptions, the timing leakage bounds were slightly and the trace leakage bounds were significantly higher when compared to the other two modes. These results suggest that the leakage bounds scale differently with the number of AES encryptions depending on the adversary model.

To test this hypothesis and to further investigate the leakage-bound behaviour, we broaden our assessment towards longer messages that require more AES encryptions to encrypt. Since the implementations from all investigated libraries exhibit the same behaviour regarding our hypothesis, we again focus on OpenSSL. We expand the scope to the encryption of up to 32 message blocks i.e. 4096 bit long messages. The number of blocks we are able to analyze is limited by the speed of our static analysis. Considering that the limit on the plain text length of one record in TLS 1.3 is roughly $2^{17}$ bit [39], we do not cover the full spectrum of possible use cases, but our results show clear trends of the leakage bounds wrt. increasing message block count.

The results across all modes and adversary models are shown in Figure 8. We provide one graph for each adversary model, with one line for each mode of operation. On the x-axis, we show the leakage bounds, while on the y-axis we show the message length. To visualize trends we have connected the leakage bounds of successive message lengths.

We find that the access-based leakage bounds do not increase with the number of blocks, while the timing-based bounds increase logarithmically and the trace-based bounds increase linearly with the message length. Moreover, we have that the timing and trace leakage bounds for CCM increase faster when compared to CBC and CTR mode.

We interpret the fact that the leakage bounds for both access-based adversary models stay unchanged for even longer messages as follows. Both of our
access-based adversary models are synchronous (i.e. they take one observation after execution of the target program). Thus, both covered access-based adversaries can not distinguish whether a lookup-table entry was cached during the first or during any subsequent AES encryption. Therefore the upper bound on the information that a synchronous access-based adversary can learn does not increase with additional AES invocations.

This argument, however, does not hold for our trace and time-based adversary models. Regarding timing attacks, subsequent invocations of the AES encryption still lead to more variations in the execution time depending on which lookup-table entries have been cached. The logarithmic scaling suggests that the number of new possible timings and therefore the upper bound on the leaked information decreases with each new AES encryption.

Regarding trace-based attacks, each encryption extends the trace of cache-hits and misses that encode information on the key and the next message block (recall that AES potentially leaks both the key and the message). Thus, we have that multiple AES encryptions do not hide any information leaked by individual AES encryptions, which explains why the leakage bounds increase linearly.

These results do not only confirm our hypothesis regarding the scaling, but we observe clear trends for each adversary model. Therefore, we deduce that the observations made in Section 6.2 and Section 6.2 hold for longer messages that go beyond the analyzed scenarios.
7 Related Work

In the following section, we provide an overview on related work. We describe different static side-channel analysis tools and compare them to our version of CacheAudit. Then we cover prominent cache-side-channel attacks and studies on AES and the modes of operation to show how they relate to our observed leakage bounds.

7.1 Static side-channel analysis tools

We build on CacheAudit 0.3, which is part of a toolchain for cache-side-channel mitigation using circuit compilation, called RiCaSi [44]. CacheAudit was originally published by Doychev, Köpf, Mauborgne, and Reineke [29]. We extended the tool in [35] for the analysis of different AES implementations, in [33] for the analysis of lattice-based cryptography, and in [45] for the analysis of software used for quantum key distribution. In the meantime, Doychev and Köpf [34] extended CacheAudit to study different modular exponentiation algorithms.

A different quantitative cache-side-channel-analysis tool is CHALICE [41]. This tool applies a combination of symbolic execution and testing to quantify the leakage regarding different cache-side-channel adversaries. Moreover, there also exist multiple quantitative approaches based on symbolic execution and model counting for the analysis of Java programs [32, 36].

Lastly, we also mention qualitative tools that focus on the detection of cache-side-channels in code. CacheS [43] is similar to CacheAudit in that abstract interpretation is performed as a reachability analysis. They gain analysis speed by coarsely overapproximating values that have no impact on the side-channel leakage. CacheD [37] uses symbolic execution to find execution traces with different memory behavior to identify insecure code. DATA [40] compares so-called address traces, which are recorded during executions of the target program to detect cache-side-channel leakage. None of these tools would have been suitable for the study in this article, since they do not provide bounds on the potential leakage of the analyzed program.

7.2 Cache-side-channels of AES-128 and modes of operation

Conceptually, our work is closest to our prior work in [35]. We quantified the cache-side-channel leakage of various lookup-table-based AES-128 implementations for older versions of the same libraries and compiler. In section Section 5 we showed that our previous results are still valid for the new setup and extend our study to AES-128 in CBC and CTR mode, and CCM in Section 6.

As far as we know, there are no published cache-side-channel attacks that specifically target AES in any of the covered modes of operation yet. Lapid and Wool [38] attacked AES-256 in Galois Counter Mode (GCM), which we did not cover in this article. They targeted the AES lookup table via Prime+Probe and were able to extract the secret key with 40 min of measurements and 30 min of analysis. The attack did not benefit from the encryption of multiple blocks. This
is in line with our results that the upper leakage bounds for our access-based adversary models did not increase for the encryption of longer messages.

There are many related attacks that focus on plain AES-128. For example, the timing-based attack by Bernstein [16] and the trace-based attack by Acıicmez and Koç [18] both exploit characteristics of the lookup-table-based AES software implementation from OpenSSL. The observational capabilities of such attackers are modeled in CacheAudit by the time and trace adversary models, respectively. Furthermore, there are asynchronous access-based attacks presented by Gullasch, Bangerter, and Krenn [24] and Yarom and Falkner [27]. In CacheAudit, the observations of a synchronous variant of an access-based attacker are captured by the adversary model $acc$.

While there are many hardening techniques for software implementations of AES such as, but not limited to, preloading [11], using smaller tables or avoiding memory accesses [19], or randomizing the control flow of the binary [28], we only know of one technique specifically tailored to a mode of operation. Kasper and Schwabe [21] propose a bitsliced implementation of AES-128-GCM, which essentially simulates a hardware implementation in software in such a way that it protects against cache-side-channel attacks.

8 Conclusion

AES is widely considered secure and used in practice, but it is well known that many software implementations of AES are vulnerable to cache side channels. For this article, we studied AES implementations from three libraries: OpenSSL 1.1.1d, mbedTLS 2.16.5, and Nettle 3.5. For each of these implementations, we derived upper bounds on the information leakage via cache side channels. We computed these leakage bounds by applying an established combination of abstract interpretation and information theory. To our knowledge, this is the first time these versions of the implementations were analyzed wrt. side channels (prior versions were analyzed in [35]). The main technical novelty of this article is the coverage of AES in three modes of operation: CBC, CTR, and CCM.

For AES-128 we obtained non-zero leakage bounds for all implementations. For OpenSSL we derived upper leakage bounds of 64 bits (access-based adversaries), 196 bits (trace-based adversary), and 7.7 bits (timing-based adversary). For mbedTLS we derived upper leakage bounds of 69 bits (access-based adversaries), 199 bits (trace-based adversary), and 7.7 bits (timing-based adversary). The leakage bounds for the AES-128 implementation from Nettle are equal to the bounds for the AES-128 implementation from mbedTLS. We argued that the usage of an additional 256 B lookup-table in the mbedTLS and Nettle implementations is most likely the reason for the higher leakage bounds when considering access-based and trace-based adversaries.

When analyzing the encryption of two message blocks, we found that the leakage bounds for access-based adversaries for the OpenSSL AES-128 implementation in CBC, CTR, and CCM are identical to the bounds for the encryption of a single message block. However, we obtained different leakage bounds for
timing-based and trace-based adversaries. More concretely, we derived a leakage bounds of 8.5 bits for CBC and CTR, and we derived a leakage bound of 10 bits for CCM for a timing-based adversary. For a trace-based adversary, we computed leakage bounds of 356 bits (for CBC and CTR) and 996 bits (for CCM). For the encryption of two message blocks with mbedTLS and Nettle AES-128 in CBC, CTR and CCM, we obtained the same bounds as for the encryption of a single message block when considering access-based adversaries. Moreover, we computed upper leakage bounds of 359.0 bits (CBC), 367.2 bits (CTR), and 999.0 bits (CCM) when considering trace-based adversaries. That is, there is a slight increase of the difference between the leakage bounds for the AES implementations from OpenSSL and the other libraries when encrypting multiple message blocks using the same mode of operation, but only for CTR and CCM.

In summary, we obtained smaller upper leakage bounds for the AES-128 implementation from OpenSSL than for the implementations from the other two libraries. Encrypting multiple message blocks did not alter the leakage bounds when considering access-based attackers. However, the leakage bounds increased when considering trace-based and timing-based attackers. Finally, which mode of operation was used (CBC, CTR, or CCM) had an effect on the leakage bounds, and the difference was most significant when considering trace-based attackers.
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