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Abstract 

Digital transformation has established itself as an omnipresent term in the new millennium. 

Often considered synonymous with the so-called Fourth Industrial Revolution, the term de-

scribes the convergence of information technology and the ubiquity of data in private life as 

well as in business and social lives. Inherent to the term “revolution” is radical change and the 

upheaval of existing processes and relationships. Translated into a business context, revolution 

leads to the transformation of business models and established work processes as well as the 

increasing dependence on data and new technologies. In times of digital transformation, man-

agers and organizational decision-makers are faced with constant, potentially business-critical, 

decisions regarding these new technologies and the maintenance of information and data secu-

rity. The analysis of management decisions, therefore, plays a crucial role in comprehending 

and researching digital transformation.  

This dissertation, therefore, seeks to improve our understanding of decision-making processes 

regarding the adoption of cloud computing solutions and data protection measures as well as 

investments in information technology (IT) security in primarily small and medium-sized en-

terprises.  

Article A examines the influence of status quo bias and reference dependency in the decision 

to adopt cloud computing solutions. Based on the tenets of prospect theory, findings suggest 

that rather inexperienced decision-makers are taking their evaluation of the existing technology 

more into account when assessing a cloud-based replacement technology. As a consequence, 

status quo thinking leads to a more negative assessment of the new technology, which hinders 

its potentially beneficial introduction to the organizational IT service architecture. 

Article B investigates decision-making processes related to end-user data protection measures 

and the impact of psychological ownership on the motivation to protect data. In a questionnaire 

study and based on the protection motivation theory, the influence of psychological ownership 

on the decision-making behavior of individuals in both private and work contexts is analyzed. 

The results demonstrate that psychological ownership exerts a stronger impact on the protection 

motivation of participants in a private context. The analysis further indicates that employees 
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partly relinquish their responsibility regarding security responses to protect data in their work 

context. Fostering feelings of psychological ownership could possibly counteract such detri-

mental effects and improve the adoption of data protection measures in a work context. 

In Article C, the previously demonstrated cognitive and behavioral aspects of decision-making 

are contextualized into a holistic conceptual framework. Based on a comprehensive literature 

analysis and an interview study, this study finds that decisions regarding IT security in compa-

nies are influenced by organizational, economic, environmental, cognitive, and behavioral as-

pects. The literature analysis further demonstrates that existing research still emphasizes eco-

nomic aspects based on the assumption of purely rational decision-makers. Studies that shed 

light on IT security decisions from a behavioral, environmental or organizational perspective 

are significantly less frequent, although the analysis of the expert interviews emphasizes the 

influence of these aspects.  

Article D validates that decision-makers in companies are influenced by a variety of aspects 

when making investment decisions in IT security. The studies of both Article D and Article E 

aim at decision-makers from small and medium-sized enterprises (SMEs), since an in-depth 

literature review of existing research in the area of organizational IT security indicates that 

organizational IT security in SMEs has been largely neglected. The analysis of expert inter-

views conducted with SME decision-makers, however, indicates that implications of existing 

research can be transferred only to a limited extent due to unique constraints and their influence 

on decisions in the SME context. The studies, therefore, investigate and validate the impact of 

these SME-specific constraints regarding IT security decisions. The findings imply that invest-

ment decisions with regard to organizational IT security are strongly influenced by SME-spe-

cific characteristics such as insufficient IT budget planning, undocumented processes, or mul-

tiple roles due to lack of resources.  

Consequently, this dissertation provides valuable insights for both practice and research regard-

ing typical and frequent decision-making processes in the context of digital transformation. In 

particular, this study examines the influence of biases and non-rational aspects in the decision-

making process regarding new technologies or measures to ensure their security as well as the 

effects of SME-specific constraints demonstrate and emphasizes the need for further behavioral 

research in technology adoption and IT security. 
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Abstract (Deutsche Übersetzung) 

Digitale Transformation hat sich als omnipräsenter Begriff im neuen Jahrtausend etabliert. Oft 

gleichbedeutend mit der sogenannten Vierten Industriellen Revolution, beschreibt der Begriff 

die Konvergenz von Informationstechnologie und die Allgegenwärtigkeit von Daten im priva-

ten, geschäftlichen und gesellschaftlichen Kontext. Der „Revolution“ inne ist die radikale Ver-

änderung und Umwälzung bestehender Verhältnisse und Prozesse. Für die Wirtschaft führt dies 

einerseits zur Wandlung von Geschäftsmodellen und etablierten Arbeitsprozessen sowie ande-

rerseits zu einer steigenden Abhängigkeit von Daten und neuen Technologien. Führungskräfte 

und Entscheidungsträger müssen in Zeiten Digitaler Transformation und der damit einherge-

henden Komplexität, fortlaufend potenziell geschäftskritische Entscheidungen treffen. Die 

Analyse von Managemententscheidungen nimmt damit eine zentrale Rolle für das Verständnis 

und die Forschung bezüglich Digitaler Transformation ein.  

Diese Dissertation widmet sich deswegen Entscheidungsprozessen hinsichtlich diverser Initia-

tiven im Rahmen einer Digitalen Transformationsstrategie. Diese Initiativen umfassen konkret 

die Adoption von Cloud Computing-Lösungen und Datenschutzmaßnahmen sowie Investiti-

onsentscheidungen in IT-Sicherheit im Kontext vornehmlich kleiner und mittelgroßer Unter-

nehmen.  

Artikel A beleuchtet dabei den Einfluss des sogenannten Status Quo Bias und der Referenzab-

hängigkeit bei Ablöseentscheidungen hinsichtlich Cloud Computing Lösungen. Aufbauend auf 

den Erkenntnissen der Prospect Theory (Neue Erwartungswerttheorie) wird dabei aufgezeigt, 

dass insbesondere unerfahrene Entscheidungsträger bei der Bewertung einer cloud-basierten 

Ablösetechnologie stärker von der Bewertung der bestehenden Technologie beeinflusst wer-

den. Durch dieses Status Quo-Denken wird die neue Technologie negativer eingeschätzt, 

wodurch ihre potenziell vorteilhafte Einführung behindert wird. 

Artikel B widmet sich Entscheidungsprozessen im Zusammenhang mit Datenschutzverhalten 

von Endnutzern und der Auswirkung von „Psychological Ownership“ (Psychologisches Eigen-

tum) auf die Schutzmotivation. In einer Fragebogenstudie und aufbauend auf der Schutzmoti-

vationstheorie wird der Einfluss von Psychological Ownership auf das Entscheidungsverhalten 
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von Personen sowohl im privaten als auch im beruflichen Kontext analysiert. Dabei wird auf-

gezeigt, dass psychologisches Eigentumsgefühl stärkere Auswirkungen auf die Schutzmotiva-

tion der Teilnehmer in einem privaten Kontext hat, während im beruflichen Kontext insbeson-

dere Eigenverantwortung hinsichtlich der gewählten Schutzmaßnahmen aufgegeben wird. 

In Artikel C werden zuvor demonstrierte, kognitive und verhaltensbezogene Aspekte bei Ent-

scheidungsprozessen in einen holistischen konzeptionellen Rahmen verordnet. Basierend auf 

einer umfassenden Literaturanalyse sowie einer Interviewstudie, wird aufgezeigt, dass Ent-

scheidungen hinsichtlich der IT-Sicherheit in Unternehmen von organisatorischen, ökonomi-

schen, umgebungsbedingten sowie kognitiven und verhaltensbezogenen Aspekten geprägt wer-

den. Dabei wird deutlich, dass der Großteil der bestehenden IT-Sicherheitsforschung trotzdem 

insbesondere ökonomische Aspekte analysiert. Studien, die IT-Sicherheitsentscheidungen aus 

einer Verhaltens-, Umwelt-, oder Organisationsperspektive beleuchten, sind deutlich seltener – 

obwohl die Analyse der Experteninterviews den Einfluss exakt dieser Aspekte hervorhebt.  

In Artikel D wird ebenfalls aufgezeigt, dass Entscheidungsträger in Unternehmen von einer 

Vielzahl von Aspekten bei Investitionsentscheidungen in die IT-Sicherheit beeinflusst werden. 

In diesem Artikel sowie in Artikel E liegt der Fokus auf Entscheidungsträgern aus kleinen und 

mittelgroßen Unternehmen, sogenannten KMU. Die Auswertung einer tiefgreifenden Litera-

turrecherche von existierender Forschung im Bereich organisatorischer IT-Sicherheit zeigt al-

lerdings, dass organisatorische IT-Sicherheit in KMU nur selten systematisch analysiert wurde. 

Die Auswertung der im Rahmen der Studien in Artikel D und Artikel E durchgeführten Exper-

teninterviews zeigen allerdings auf, dass sich Ergebnisse existierender Forschung aufgrund der 

Besonderheit des KMU-Kontexts nur bedingt übertragen lassen. Die besonderen KMU-spezi-

fischen Merkmale in Bezug auf IT-Sicherheit werden deswegen untersucht und können vali-

diert werden. Dadurch wird aufgezeigt, dass Investitionsentscheidungen im Hinblick auf orga-

nisatorische IT-Sicherheit stark von KMU-spezifischen Merkmalen, wie mangelnder IT-

Budgetplanung, undokumentierter Prozesse oder Doppelrollen aufgrund von Ressourcenman-

gel, beeinflusst werden.  

Diese Dissertation liefert folglich wertvolle Erkenntnisse für Praxis und Forschung zu typi-

schen und häufigen Entscheidungsprozessen im Rahmen der Digitalen Transformation. Her-

vorzuheben sind insbesondere der Einfluss von Wahrnehmungsverzerrungen und nicht rein-

rationalen Faktoren bei der Entscheidungsfindung hinsichtlich neuer Technologien oder Maß-

nahmen zur Sicherstellung deren Sicherheit sowie die Auswirkungen von KMU-spezifischen 

Maßnahmen, die es im Rahmen zukünftiger Forschung zu beachten gilt.  
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1 Introduction 1 

1 Introduction 

“[…] if a company doesn’t invest and it keeps saying ‘no’ it will begin to lose capability and run behind—sud-

denly it isn’t able to compete. The interesting problem today is, we do a whole lot less bricks-and-mortar-type 

projects and a whole lot more IT projects, as we’ve moved from one environment to another.” 

Warren McFarlan, 2016, Albert H. Gordon Professor of Business Administration, Emeritus, 

Harvard Business School  (in Milovich, 2019) 

1.1 Motivation 

Today, information technology (IT) is not only seen as a support function to reach strategic 

business goals but is rather regarded as an enabler that permeates the entire value chain of 

organizations (Hess et al., 2016). Whereas technology was primarily internally integrated and 

exploited locally in the last century, it is now redesigning business processes, value chains, and 

networks, or even redefining the scope of businesses through new business models (Veit et al., 

2014; Venkatraman, 1994). In this constant state of flux, managers and executives need to con-

tinuously change to compete, adopt new requirements to adapt to them, and invest to improve 

existing operational processes. They are constantly faced with a multitude of potentially busi-

ness-critical decisions. Management principles and managerial decisions, in particular, are thus 

at the very core of the so-called digital transformation. Cognitive psychologist and Nobel Prize 

laureate Herbert Simon even states, “I shall find it convenient to take mild liberties with the 

English language by using ‘decision-making’ as though it were synonymous with ‘managing’” 

(Simon, 1960). The decision-making process, as outlined by Herbert Simon (1960), comprises 

three phases: (1) intelligence activity, (2) design activity, and (3) choice activity. These activi-

ties can also be embedded easily in more extensive models, such as Huber’s problem-solving 

model, which supplements Simon’s process by adding the phases (4) implementation and (5) 

monitoring, as depicted in Figure 1 below. 



1 Introduction 2 

 

Figure 1. Phases in the Managerial Decision-Making Process (based on Simon (1960) and Huber (1980)) 

 

Since decisions are at the core of all managerial activities and play a decisive role in ongoing 

digital transformation processes, improving the understanding of organizational decisions in an 

information systems context is crucial for information systems (IS) research. 

The realm of IS research—as stated by Hevner and colleagues (2004, p. 77)—is at the conflu-

ence of people, organizations, and technology. Since it covers such a wide array of topics, the 

IS discipline has often been regarded as an applied discipline drawing upon more mature refer-

ence disciplines, such as computer or management science, economics, or behavioral decision 

theory (e.g., Bakos & Kemerer, 1992; Keen, 1980). Consequently, the analysis of decision-

making processes in IS research has often drawn on existing research and has inherited one of 

its most accentuated dividing lines, which distinguishes between “behavioral IS” and “econom-

ics of IS” (Goes, 2013).  

Even though decisions and their consequences are at the core of these reference disciplines, 

economics—defined by Simon (1959) as “the science that describes and predicts the behavior 

of several kinds of economic man” (p.253)—and behavioral science, which encompasses (cog-

nitive) psychology and decision science, have largely evolved disparately. According to Simon 

(1959), economists until the 1960s predominantly focused on normative macroeconomics, in 

other words, analyzing industries and the entire economy to guide public policy decisions. Nor-

mative research, in contrast to descriptive research, assesses reality and actions relative to the 

standard or an ideal. The “economic man” is assumed to be a rational, completely informed 

actor following the tenets of rational choice theory. Therefore, economists were interested in 

how individuals or organizations should or ought to behave and decide. The informed decision-

maker is aware of all possible alternatives and knows their consequences and can, therefore, 

attach numerical values or weights to each alternative when faced with a decision. Ultimately, 

the alternative with the highest expected value or utility will be selected. However, Simon 

(1979) and other behavioral scientists such as Huber (1981), Das and Teng (1999), Klein 
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(2017), or Chase and colleagues (1998) have continuously argued for theories of decision-mak-

ing accounting for incompleteness of information, uncertainty and risk, or constraints of human 

rational behavior.  

Experimental methods modeling decision-making under risk have demonstrated that actual hu-

man behavior and decisions violate the axioms of the economic concept of utility, leading to 

the development of prospect theory (Kahneman & Tversky, 1979) and the emergence of be-

havioral economics. As such, the descriptive approach when analyzing and explaining behavior 

and decision-making processes, which accounts for the perceptual and cognitive processes of 

the “economic man” or decision-maker and the incompleteness of information and constraints, 

has received increased research interest in various disciplines. Decisions and decision-makers 

do not exist in a “vacuum” but are highly affected by contextual factors. Since context in the IS 

environment is rapidly changing and, consequently, more complex than previously analyzed 

environments, IS research can benefit from analyzing decisions with a descriptive approach 

informed by findings from behavioral science. 

1.2 Research Questions and Objectives 

Decision-making processes are at the heart of each research study included in this dissertation. 

All studies were published in proceedings of various well-known and distinguished interna-

tional conferences or in an IS journal. As such, they all cater to the scientific community as 

well as to practitioners and private individuals, since the addressed research questions entail 

ramifications for society, academia, and business. Both the discussion of the respective limita-

tions as well as potential future research avenues are designed to help advance further studies 

regarding decision-making in the age of digital transformation. Subsequently, all research ques-

tions and associated objectives are presented briefly. Further detailed presentations of questions 

and objectives as well as how these are situated within the broader IS research landscape can 

be extracted from Chapters 4–8. 

As pointed out in the motivation, organizational decision-makers do not adhere to the tenets 

postulated by rational choice theory but experience limitations of rationality, especially in un-

certain or highly complex situations. A common decision-making approach in such a situation 

is the application of heuristic problem-solving technique or so-called cognitive shortcuts (Si-

mon, 1997; Tversky & Kahneman, 1975). Various studies in economics or, more specifically, 

in IS, have demonstrated that individuals are affected by biases when assessing risk (e.g., 

Fleischmann et al., 2014; Samuelson & Zeckhauser, 1988; Tversky & Kahneman, 1975). When 
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assessing the perceived risk of cloud computing, Loske and colleagues (2014), for example, 

could demonstrate the influence of unrealistic optimism and stark differences between users 

and providers. The influence of such biases was also uncovered in the broader areas of IT se-

curity risk management (e.g., Rhee et al., 2012; Tsohou et al., 2015). The majority of studies 

analyze biases in comparison to other individuals or organizations, while prospect theory pos-

tulates that, when faced with uncertainty, individuals generally draw on reference points. An 

organizational decision-maker will thus not (solely) compare a new solution—in this case, rep-

resented by a software as a service (SaaS) solution—to other companies but also to the tech-

nology in place, in other words, the status quo or incumbent technology. Consequently, previ-

ous experience with the potential new technology could serve as a reference point for assessing 

the risks and benefits of such a replacement or adoption decision. The use of such a reference 

point is referred to as status quo thinking, leading to status quo bias (e.g., Kahneman et al., 

1991; Samuelson & Zeckhauser, 1988; Schweitzer, 1995). The first research question in Chap-

ter 4, therefore, investigates if and how status quo bias can be observed in technology adoption 

decisions: 

RQ 1: How does status quo thinking influence managers’ decisions in adopting new IT 

systems? 

When assessing cloud computing solutions, one of the perceived risks that tends to be most 

frequently mentioned, and that weighs quite heavily in decision-making, is the security risk. To 

better understand the perception and role of security risks in decision-making, the following 

studies in Chapters 5–8 focus on behavioral, economic, organizational, and environmental as-

pects in decision-making processes regarding IT security or data protection as part of the “in-

telligence activity” phase outlined above and illustrated in Figure 2 below.   

 

Figure 2. General Framework of Aspects in Decision-Making Processes 
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Whereas economic aspects of decision-making have been rather prominent in the analysis of 

decision-making in general and in decisions regarding IT security in particular (e.g., Cavusoglu 

et al., 2004; Khansa & Liginlal, 2009), other aspects have attracted less scrutiny (e.g., Crossler 

et al., 2013) or are solely analyzed in either a work environment or in the context of private use 

(e.g., Lebek et al., 2014; Mayer et al., 2017; Mou et al., 2017).  

Context is king, however, as explicated in detail by Davison and Martinsons (2016), who argue 

that the scope of validity for research findings and implications depends heavily on the context 

of the respective empirical research. In this regard, conclusions derived in studies analyzing 

individual IT security behavior in a private-use context cannot necessarily be confirmed in a 

work-environment context. Following the call of Crossler and colleagues (2013), the study in 

Chapter 5 sets out to analyze how behavioral aspects such as the feeling of psychologically 

owning data might affect the decision to protect data in both contexts. Psychological ownership 

has been analyzed in various contexts, including its impact on protection motivation among 

employees (Menard et al., 2018), but was never contrasted and compared with the impact on 

the same behavior in a private-use context. The second research question in Chapter 5, there-

fore, investigates if and how psychological ownership impacts data protection decisions in two 

different situational contexts: 

RQ 2: How does psychological ownership affect the decision to protect data, and does the 

influence of psychological ownership differ according to situational differences in contexts? 

As mentioned above and pointed out by IS researchers such as Paulo Goes, Management Infor-

mation Systems Quarterly editor-in-chief emeritus (2013), or Crossler and colleagues (2013), 

findings from behavioral economics and decision sciences have not been adopted sufficiently 

in IS research. 

Especially in organizational IT security research, decision-making is still often approximated 

with normative statistical decision theories despite the frequently stated and proven importance 

of contextual factors (e.g., Angst et al., 2017; Cavusoglu et al., 2015; Dhillon & Backhouse, 

2001; Straub & Welke, 1998). Therefore, it is necessary to consider contextual factors in secu-

rity and privacy studies, given the highly complex nature of current IS environments. Drawing 

on previous research by Dor and Elovici (2016), these factors can be grouped into behav-

ioral/cognitive, organizational, environmental, and economic aspects as demonstrated in Figure 

2. Organizational IT security decisions consist of multiple steps or phases that follow the man-

agerial decision-making process as outlined in Figure 1. These steps have been successfully 

applied to the IT security context by Straub and Welke’s (1998) security risk planning model 
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as well as through the model for managerial perceptions of security risk by Goodhue and Straub 

(1991). By combining and integrating these theoretical decision frameworks, the third research 

question in Chapter 6 sets out to analyze which contextual aspects are most prevalent during 

which specific decision phase and additionally scrutinizes how much they have been considered 

by extant research: 

RQ 3: Which contextual aspects affect decision-makers during the decision-making process 

regarding organizational IT security, and to what extent has previous research considered 

these contextual aspects?  

The analysis of extant research in Chapter 6 also unveils another area of scarce research: IT 

security research focusing on small and medium-sized enterprises, which represent the vast 

majority of enterprises globally (e.g., Angst et al., 2017), even though IT security investments 

in SMEs are still lagging behind larger organizations and ultimately result in ever more dam-

aging security incidents. Despite being denounced as the “weakest link in the security chain” 

or the gateway for wrongdoers, IS research has largely overlooked these enterprises or disre-

garded specific constraints that would impact the generalizability of extant research implica-

tions (Davison & Martinsons, 2016). Previous IS studies focusing on the adoption of infor-

mation technologies of SMEs have demonstrated that SMEs face several specific constraints 

and share characteristics that affect their decision-making processes (e.g., Eikebrokk & Olsen, 

2007; MacGregor, 2003; Thong, 1999; Thong & Yap, 1995). Due to the scarcity of IT security 

research placing SMEs at the center of attention, the influence of such characteristics and con-

straints on decisions regarding IT security (investment) remains unclear. The fourth research 

question, therefore, postulates: 

RQ 4: Which SME constraints influence organizational IT security, and how do these iden-

tified SME constraints manifest themselves and influence IT security (investment) deci-

sions? 

The so-called security divide between large enterprises and SMEs is also the subject of the last 

paper in Chapter 8 concluding this dissertation. Increasing damage from cyber security breaches 

affecting SMEs (Zurich, 2017) and the results of the study in Chapter 7 also imply that existing 

findings of IT security studies may not paint the full picture by disregarding SME-specific 

characteristics and constrains. As demonstrated by the literature review in the abovementioned 

study, only a single IS security study in the Association for Information Systems Senior Schol-

ars’ basket of eight, which comprises the most prestigious IS research outlets, places the spot-
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light on SMEs (Lee & Larsen, 2009). Extending the literature review by including articles pub-

lished in additional esteemed IS journals, the fifth research question aims to identify how well 

previous research has accounted for SME-specific influencing factors: 

RQ 5 How do internal SME-specific firm characteristics or external pressures and barriers 

affect their IT security investments, and to what extent has previous IS security research 

considered the influence of these SME constraints? 

The following section provides an overview of the featured research articles and where they 

were published, along with a more thorough description of the overall structure of this disser-

tation. 

1.3 Structure of the Thesis 

This thesis includes five papers, all of which address decision-making in the context of several 

processes and initiatives that organizations face during their digital transformation journeys. 

They are listed and summarized below. 

Papers focusing on cloud computing or SaaS adoption decisions: 

▪ Paper A: Heidt, Margareta; Sonnenschein, Rabea; Loske, André (2017): Never Change a 

Running System? How Status Quo Thinking Can Inhibit Software as a Service Adop-

tion in Organizations. In: Proceedings of the 25th European Conference on Information 

Systems (ECIS), Guimarães, Portugal. VHB ranking: B. SIGSVC (Special Interest Group 

on Services in the AIS) Best Paper of the Year Award. 

Papers focusing on data protection and IT security investment decisions: 

▪ Paper B: Heidt, Margareta; Olt, Christian M.; Buxmann, Peter (2019): To (Psychologi-

cally) Own Data is to Protect Data: How Psychological Ownership Determines Pro-

tective Behavior in a Work and Private Context. In: Internationale Tagung der Wirt-

schaftsinformatik (WI), Siegen, Germany. VHB ranking: C. 

▪ Paper C: Heidt, Margareta; Gerlach, Jin; Buxmann, Peter (2019): A Holistic View on Or-

ganizational IT Security: The Influence of Contextual Aspects During IT Security De-

cisions. In: Hawaii International Conference on System Sciences (HICSS), Wailea, USA. 

VHB ranking: C. 

▪ Paper D: Heidt, Margareta; Gerlach, Jin (2018): The Influence of SME Constraints in 

an Organizational IT Security Context. In: Proceedings of the 39th International Confer-

ence on Information Systems (ICIS), San Francisco, USA. VHB ranking: A. 
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▪ Paper E: Heidt, Margareta; Gerlach, Jin P.; Buxmann, Peter (2019): Investigating the Se-

curity Divide between SME and Large Companies: How SME Characteristics Influ-

ence Organizational IT Security Investments. In: Information Systems Frontiers, 21, pp. 

1285–1305. VHB ranking: B. 

The remainder of this section provides an overview of each paper’s content and emphasizes 

how they relate to this dissertation’s research goals. 

Paper A analyzes decision-making processes of managers when faced with the adoption of a 

new technology, in other words, software as a service (SaaS). This paper places an emphasis 

on status quo thinking of managers, drawing on prospect theory and previous research regarding 

heuristics and biases (Kahneman & Tversky, 1979). In particular, the developed research model 

aims to explain and test the influence of the respective incumbent technology, likely an on-

premise solution, on the evaluation of benefits and risks associated with SaaS. This derived 

model is then empirically tested based on a data set of 123 managers gathered via an online 

survey. The results indicate that the attitude toward SaaS, or a new technology in general, 

largely depends on the perceived benefits and risks attributed to the current, incumbent system 

and the potential first experience with the new technology. The latter is assessed via the existing 

degree of SaaS adoption in the respective organization. The less experience managers could 

gather with SaaS, the more heavily their assessment is impacted by their evaluation of the ex-

isting technology. Lacking exposure to the new technology increases the impact of status quo 

thinking, as these managers tend to overvalue risks associated with the new technology and, 

therefore, favor the retention of the incumbent technology. Prospect theory explains this over-

estimation as loss aversion, which ultimately inhibits the potentially beneficial adoption of a 

new technology. 

Paper B addresses the question of how the sole feeling of ownership toward an intangible target 

such as data can lead to heightened levels of the individual’s perceived responsibility. Drawing 

on organizational research, this paper investigates whether and to what extent this feeling of 

ownership differs between personal files and data accessed in the work context. Against the 

backdrop of ever-rising rates of data generation and associated security risks, data protection 

continues to attract both organizational and individual interest. In addition to technical 

measures, typical data protection measures such as password authentication revolve around 

end-users, who are often described as the weakest link in the information security chain. Draw-

ing on organizational research—which argues that the sole feeling of ownership toward an in-

tangible target, such as data, can lead to heightened levels of the individual’s responsibility—
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this paper investigates whether and to what extent this ownership feeling differs between per-

sonal files and data accessed in the work context. Drawing on data derived through a two-phase 

questionnaire among a representative group of 209 employees, psychological ownership exerts 

stronger effects on protection motivation among participants in a private context. The results 

also indicate that responsibility for data protection is partly relinquished in the work context, 

which represents a key aspect of developing feelings of psychological ownership.   

Paper C integrates previously discussed behavioral aspects into a proposed decision-making 

framework focusing on IT security (investment) decisions. Based on findings from organiza-

tional and behavioral science and 25 expert interviews, this framework depicts the influence of 

contextual aspects such as organizational, environmental, economic, cognitive, and behavioral 

aspects of decision-makers. Building on Straub and Welke’s (1998) security risk planning 

model and the previously postulated conceptual framework, a critical literature review of or-

ganizational IT security literature reveals, however, that decisions are predominantly approxi-

mated by models drawing on normative statistical decision theories. The paper thus highlights 

the scarcity of studies analyzing IT security decision-making from a behavioral, environmental, 

and organizational perspective and argues for the importance and future consideration of con-

textual aspects regarding IT security decisions. 

In Paper D, the effect of contextual aspects on organizational IT security investment is further 

investigated. Moving away from the security risk planning model (Straub & Welke, 1998), this 

paper focuses on SME-specific characteristics and finds that organizational IT security research 

has largely neglected SMEs or superimposed certain theoretical assumptions that are not nec-

essarily applicable in an SME context. Based on a literature review and a resulting conceptual-

ization of general SME characteristics, several constraints are validated and contextualized re-

garding their influence on IT security investment decisions through 25 expert interviews. The 

findings strongly suggest that several widely held assumptions in extant IT security literature 

should be modified if researchers claim generalizability of their results in an SME context. 

Exemplary assumptions include the existence of formalized, documented processes or IT 

budget planning, which are often nonexistent or underdeveloped in SMEs. Additionally, this 

study offers 14 propositions regarding the particular effects of identified constraints on IT se-

curity investment decisions in SMEs for future IT security research. 

Paper E represents an extension of Paper D with a more granular analysis of the previously 

identified constraints. This paper additionally includes a structured literature review that 
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demonstrates that organizational IT security research in an SME context has been largely ne-

glected. The findings imply that several widely held assumptions in extant IT security literature 

should be modified if researchers claim generalizability of their results in an SME context. 

Exemplary assumptions include the presence of a skilled workforce, documented processes, or 

IT budget planning, which are often un(der)developed in SMEs. Additionally, the study offers 

context-specific insights regarding particular effects of identified constraints on IT security in-

vestments for all involved stakeholders (researchers, SMEs, large enterprises, and govern-

ments). 
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2 Theoretical Background 

This section provides an overview of the theoretical fundamentals in addition to the theoretical 

background section of each subsequently featured paper. While the first part introduces the term 

“digital transformation,” the second part refers to cloud computing, and the last section provides 

a brief overview of information security aspects in IS research. 

2.1 Digital Transformation 

Ever since its inauguration in 1977, the first dedicated journal for IS, the Management of Infor-

mation Systems Quarterly (MISQ), states its mission as follows: “Enhancement and communi-

cation of knowledge concerning the development of IT-based services, the management of IT 

resources, and the use, impact, and economics of IT with managerial, organizational, and soci-

etal implications” (MIS Quarterly, 2019).  

In one of the two interviews that are included in the first MISQ issue, the president and director 

of the North Carolina National Bank Corporation (today, Bank of America), William 

Dougherty, predicted eerily detailed changes that he expected to see regarding how information 

will be provided to business executives: “I think it will be changing more in the amount of 

material coming in. The reams of paper will be disappearing […]. I think the other area is more 

online information at our fingertips. This relates to automation where we can interface with the 

computer and get information more quickly” (Halbrecht, 1977). 

Long before the term was actually coined, Dougherty describes the tenets of digitization, in 

other words, “the process of changing from analog to digital form” (Gartner, 2019), where in-

formation saved on paper will increasingly disappear in favor of digitized copies. Furthermore, 

Dougherty also predicts the notion of ubiquitous computing and its influence on the way we 

work—in other words, how information or technology transforms the way individuals and or-

ganizations operate. 

The latter description is a common aspect of the term “digital transformation.” In an extensive 

literature research, Morakanyane and colleagues (2017) define the term as “an evolutionary 

process that leverages digital capabilities and technologies to enable business models, opera-

tional processes, and customer experiences to create value” (p.437). As such, enabling digital 

transformation has been an integral objective for top executives globally (Hess et al., 2016). To 

reap the benefits of successful digital transformation initiatives, organizations must establish 

adequate management practices and define an overarching strategy that ties in with operational 
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and functional strategies. Consequently, executives and decision-makers need to identify how 

to balance (1) the use of technologies, (2) the changes in value creation, (3) structural changes, 

and all related (4) financial aspects. In this regard, a decision to introduce a certain technology 

is not simply determined by the expected investment costs and return on investment (RoI), but 

it also impacts processes and could redefine an organization’s product and service portfolio, 

thus, its overall value proposition. Against this backdrop, executives and researchers have en-

countered various digital capabilities and technologies, each promising to be “the next big 

thing.” Unsurprisingly, several studies have demonstrated that making technology investment 

and adoption decisions constitutes a consistent challenge for executives (e.g., Adomavicius et 

al., 2008; Gomber et al., 2018; Gurbaxani & Whang, 1991). The decision to invest and intro-

duce a new technology is laden with ethical considerations involving security and privacy; legal 

questions regarding regulations, policies, and the governing law; organizational and personal 

phenomena regarding the adoption and habituation; and the assessment of threats, vulnerabili-

ties, and procedural integration (Lowry et al., 2017). One compelling example for such a tech-

nology that encompasses the aforementioned considerations is cloud computing. Often referred 

to as one of the key enablers of digital transformation, the mass provision of data storage and 

processing via cloud computing is discussed in further detail in the following section. 

2.2 Cloud Computing 

Scholars and practitioners alike have hailed cloud computing as a paradigm shift (e.g., Ur-

quhart, 2008; Yang & Tate, 2012). According to the U.S. National Institute of Standards and 

Technology (NIST) definition as provided by Mell and Grance in 2011, cloud computing is 

commonly understood as “a model for enabling ubiquitous, convenient, on-demand network 

access to a shared pool of configurable computing resources (e.g., networks, servers, storage, 

applications, and services) that can be rapidly provisioned and released with minimal manage-

ment effort or service provider interaction” (Mell & Grance, 2011, p. 2). Typically, this defini-

tion also states four deployment models (private cloud, public cloud, community cloud, and 

hybrid cloud), three main service models (infrastructure as a service, platform as a service, and 

software as a service), and five essential characteristics as depicted in Figure 3 below. Per def-

inition, cloud computing (1) is an on-demand self-service where consumers can unilaterally 

provision computing capabilities as needed, (2) offers broad network access through standard 

mechanisms promoting use by client platforms, (3) allows multiple clients to use the provider’s 

computing resources via resource pooling of storage, processing, memory, virtual machines, 
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and network bandwidth, and (4) features rapid elasticity to quickly provision or scale capabil-

ities (Mell & Grance, 2011; Yang & Tate, 2012). 

 

 

Figure 3. Cloud Computing Anatomy (adapted from Yang and Tate (2012), based on Craig-Wood (2010)) 
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The latter example of a CRM system delivered as an SaaS, an off-the-shelf application that can 

be accessed by (organizational or private) users through the internet, represents one of the three 

service layers of cloud computing. Organizations usually enter a subscription contract with an 

SaaS provider to access a service application that continues to be maintained by the provider or 

must be run on in-house servers. An SaaS application is usually fully managed by the provider 

or vendor who has full control over servers, storage, networking, operation system, virtualiza-

tion, middleware, runtime, applications, and data. More control, specifically regarding applica-

tions and data, is available to organizational users in the service layer platform as a service 

(PaaS). A PaaS environment enables users to run, develop, and even distribute their own appli-

cations via associated marketplaces offered by PaaS providers. PaaS provision usually includes 

a complete development environment based on the provider’s cloud infrastructure that is still 

managing runtime and delivering necessary middleware. The latter two are managed only by 

the user itself in an infrastructure as a service (IaaS) agreement, where the respective IaaS pro-

vider offers virtualization, raw processing power, data storage, and networking capabilities. 

One key differentiator of cloud computing compared to traditional internal or in-house provi-

sioning of computing resources is the scalability on demand, which is enabled through dynamic 

pay-per-use pricing models defined in the subscription agreements between providers and us-

ers. As such, cloud computing can be understood as IT outsourcing, as it helps users “to satisfy 

their needs for efficiency, cost reduction, and flexibility” (Leimeister et al., 2010, p. 7). Organ-

izations can minimize their fixed IT costs and can continue to service their own customers 

efficiently, quickly, and flexibly, since computational resources are readily available and scal-

able. This ultimately enables organizations to introduce potentially disruptive, innovative ser-

vices to their customers with a shorter time-to-market and ultimately leads to new business 

models: Organizations can build on mature toolsets without large upfront investments to meet 

or exceed customer expectation (Müller et al., 2015). The benefits of cloud computing can be 

reaped in several levels throughout the business-IT-maturity level (based on Pearlson & Saun-

ders, 2007) as identified by a literature review of Müller and colleagues (2015). The first level 

refers to increasing business efficiency through cost reduction and business process efficiency, 

whereas the second level describes how business effectiveness is improved via enhanced intra-

enterprise collaboration, business integration, and IT infrastructure, along with a focus on core 

competencies. The third level summarizes how cloud computing leads to innovation and busi-

ness transformation via business growth through innovative services and products, agile capa-

bilities, and increased business partner collaboration. The latter is enabled through cloud com-

puting, as it helps increase information sharing and enables knowledge networks across the 
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value chain by connecting stakeholders through shared systems and greater available (shared) 

data. 

However, these benefits are also associated and can be outweighed by risks and costs inherent 

in the cloud computing model. Based on a large-scale survey of 349 IT executives at German 

companies, Benlian and Hess (2011) have demonstrated the influence of perceived risks and 

opportunities of SaaS adoption on the intention to increase the current level of SaaS adoption. 

Their model assesses the influence of salient opportunity beliefs around cost advantages, stra-

tegic flexibility, a focus on core competencies, access to specialized resources, and quality im-

provements as well as salient risk beliefs regarding performance, economic risks, strategic risks, 

and managerial risks. Whereas IT executives are not swayed significantly by managerial risks, 

economic, performance, and strategic risks did affect their intention. However, security risks—

such as data loss, theft, or corruption—were identified as an especially dominant factor in in-

fluencing the intention to further adopt SaaS. 

The call for increased data protection and security is not exclusive in cloud computing provi-

sioning but has become louder against the backdrop of ever-increasing reliance on computa-

tional resources of both organizations and private individuals. Rising numbers of data breach 

incidents and their associated losses have also heightened the overall security demand. Whereas 

cloud computing can be regarded as an enabler for digital transformation, information security 

and data protection have had a more diverse or sometimes more ambiguous role—as inhibitor, 

constraint, goal, or cornerstone—which is reviewed in the following section.   

2.3 Information Security 

According to NIST, information security is defined as “the protection of information and infor-

mation systems from unauthorized access, use, disclosure, disruption, modification, or destruc-

tion in order to provide confidentiality, integrity, and availability” (Paulsen & Byers, 2019). 

Similarly, the International Standard ISO/IEC 27000 also defines information security as the 

“preservation of confidentiality, integrity, and availability of information” with other properties 

being potentially involved, for example, authenticity, accountability, non-repudiation, and reli-

ability (ISO, 2018, p. 4). The so-called CIA triad is a common abbreviation to describe the three 

tenets of information security, in other words, (C) confidentiality, to assure that information is 

not disclosed to unauthorized individuals or processes; (I) integrity, to guard against improper 

modification or destruction of information; and (A) availability, to ensure timely and reliable 

access to and use of information (Paulsen & Byers, 2019).  
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Information security has received widespread attention in both IS research and IS practice, es-

pecially when studies address a substantial security or privacy problem at the organizational 

level (Lowry et al., 2017). IS researchers state that security and privacy are even more important 

today and have received board of directors-level attention due to new developments such as the 

internet of things (IoT), the increasing adoption of artificial intelligence (AI), and the general 

increasing dependence of information systems and networks (e.g., Chen et al., 2011; Lowry et 

al., 2017). Due to the increasing relevance of information and information systems for both 

individuals and organizations, which provide an ever-growing surface for attack, the sophisti-

cation of threats and the associated amplitude, power of impact, and costs are rising continu-

ously (e.g., Barrett, 2019; Salge et al., 2015). Information security and the mitigation and man-

agement of IS risk have, however, not only recently become an integral part of the agenda of 

every chief information officer (CIO) or chief IT security officer (CISO), as demonstrated by 

various research endeavors (e.g., Schweitzer, 1995; Straub & Welke, 1998; von Solms et al., 

1994) and standards or codes of practice such as BS-7799-1 (BS 7799-1:1995, 1995) or 

ISO/IEC 27001 (2018). 

Consequently, information security management has become a cornerstone of organizational 

risk management along with the guarantee of business continuity and privacy for employees 

and customers. Whereas security refers to the mechanisms or safeguards established to achieve 

the confidentiality, integrity, and availability of information and data, privacy is rather seen as 

a right referring to the appropriate use of personal information as defined by the law, public 

sensitivity, or respective policies.  

Extant research investigating the implementation of information security measures indicates 

that successful adoption is driven largely by technological, environmental, and organizational 

factors, but also individual factors. Security breaches and announced IT security investments 

can, for example, on an environmental level, either lead to absorption of market share and power 

by unaffected competitive organizations or spur IT security investment among competitors in 

a contagion effect (Jeong et al., 2019). The role of individuals in information security has re-

ceived rather widespread attention. On the one hand, employees who often still lack certain 

skills in risk identification and thus display insecure behavior are placing their organization and 

associated information and data at risk (e.g., Crossler et al., 2013; Johnston & Warkentin, 2010; 

Willison & Warkentin, 2013). On the other hand, individuals within organizations are usually 

also the decision-makers when choosing the implementation of security measures or the adop-
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tion of technologies such as cloud computing, which carry innate information security and pri-

vacy risks (e.g., Angst et al., 2017; Benlian & Hess, 2011; Lowry et al., 2017). Since many 

business goals are highly intertwined with organizational information systems, as demon-

strated, for example, by the earlier mentioned business-IT-maturity level, every IT investment 

or outsourcing decision does carry issues and questions around security and privacy, as pointed 

out by the initially cited IS professor Warren McFarlan (Milovich, 2019). 

Despite the high relevance for IS research and IS practice, information security research repre-

sents a rather intrusive area of organizational issue as pointed out by Kotulic and Clark (2004), 

who argue that mass mailings of survey instruments (questionnaires) should be reconsidered an 

appropriate data-collection method in favor of qualitative research methods such as interviews 

and case studies. The following chapter thus aims to provide a general overview of relevant 

research methods and their underlying assumptions as well as how and why the studies of this 

dissertation follow varying approaches to answer the research questions outlined in Chapter 

1.2. 
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3 Research Assumptions and Methodology 

In broad terms, research can be defined as the design process undertaken in a systematic way 

to identify factors that ultimately increase knowledge (Saunders et al., 2015, p. 5). A systematic 

way requires a thorough explanation of the chosen approach, the methods, and the strategy 

applied to collect and make sense of the research data—in other words, a description of the 

research methodology and the underlying fundamental questions that have led to the chosen 

research methodology. This overview discusses the approach of each research study included 

in this dissertation and the scientific toolset, in other words, the concrete methods chosen to 

answer the research question at hand and, therefore, to ultimately reach the respective research 

goal.  

Research does not exist in a vacuum, consequently, every research endeavor is based on certain 

assumptions regarding the nature of (1) reality and (2) knowledge, accompanied by (3) the role 

of ethics and values during the process (Saunders et al., 2015, pp. 124). In the philosophy of 

science, these assumptions are referred to as the study of being, “ontology”; the study of 

knowledge, “epistemology”; and the study of methods themselves, “methodology”; and all of 

these are guided by the values held by the researcher, “axiology.” Figure 4 depicts the depend-

ency of these studies: Methodology and the actual chosen methods are defined by the funda-

mental worldview of the researcher and are thus dependent on the underlying epistemology, 

which, in turn, is based on a compatible ontology and axiology. From a philosophical point of 

view, ontology can be understood as an attempt to recognize, name, and order the world of 

things comprehensively (Busse et al., 2014). Epistemology and axiology are less abstract, since 

they directly define the relationship between the researcher and the research endeavor, in other 

words, how knowledge can be generated regarding the research matter and whether the matter 

is worth investigating.  

The most common distinction of possible worldviews in information systems is one between 

positivism and interpretivism/constructivism (e.g., Hovorka & Lee, 2010; Weber, 2004). 

Positivists believe, according to their ontological assumption, that reality is driven by immuta-

ble natural laws and that it exists irrespective of our awareness or consciousness, in other words, 

the individual who observes it (Guba & Lincoln, 1994). According to their epistemological 

assumption, knowledge must exist beyond the human mind, and the research matter exists in-

dependently of the research and can be studied objectively. Therefore, research findings can be 

classified as either true or false. Interpretivists assume, ontologically, the inseparability of the 
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observer and the reality; as a result, knowledge creation is always part of the stream of con-

sciousness and life experience that serve as the underlying base of interpreting the research 

matter (e.g., Klein & Myers, 1999; Weber, 2004). Research findings are uncovered and the 

researcher is interactively linked with the research matter. Further underlying worldviews in IS 

and business research are referred to as post-positivism and critical theory (e.g., Guba & Lin-

coln, 1994; Myers, 1997; Orlikowski & Baroudi, 1991). Post-positivism represents a progres-

sion of positivism where reality can only be apprehended imperfectly by the observer. As a 

result, research findings can never be completely true or false but are rather approximated and 

are probably true and false. Critical research, on the other hand, assumes “that social reality 

is historically constituted and that it is produced and reproduced by people” (Myers, 1997, p. 

5) and that knowledge is thus grounded in social and historical practices (Orlikowski & Ba-

roudi, 1991). A research matter can only be understood when its historical and current devel-

opment is analyzed (Chua 1986). Depending on the ontological and epistemological assump-

tions, a researcher would also decide whether the matter is worth investigating and whether the 

research matter can be approached unbiased or biased, demonstrating the researcher’s axiolog-

ical assumption. 

 

Figure 4. Philosophy of Science and Research Assumptions 

 

Other possible worldview distinctions commonly encountered in business and management or 

information systems disciplines are objectivism and subjectivism, or regulation perspective 

and radical change (Saunders et al., 2007). These distinctions or underlying philosophies are 

considered as the first “peel” of the so-called research design “onion” based on research by 

Saunders and colleagues (2007). The research studies of this dissertation can be categorized 

according to the underlying philosophy, approach, strategy, choice, time horizons, techniques, 

and procedures as outlined in the research onion (see Figure 5). 
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The “onion peels” are necessary steps in all research endeavors that inform why a certain data 

collection or analysis method was chosen to answer the respective research question.  

 

Figure 5. Research Onion (based on Saunders et al. 2007) 

 

The first peel of the research onion refers to the researcher’s philosophies, or worldview and 

assumptions, as described above. The second peel considers the researcher’s overall approach 

to the reasoning: (1) Deductive reasoning attempts to derive a conclusion from a given set of 

premises or existing literature and theory in a top-down approach, whereas (2) Inductive rea-

soning embraces a bottom-up approach where the researcher uses observations to detect pat-

terns, which then inform the conclusion or theoretical framework. A third, less common, ap-

proach is (3) abductive reasoning, which is triggered through an anomaly or inconsistency of 

what is known: Whereas deduction aims to verify or falsify theory, induction serves to build 

theory, abduction is a process, and conclusions derived are not final but may lead to new con-

clusions or modifications of existing theory (e.g., Saunders et al., 2007; Van de Ven, 2007). 

Subsequently, the chosen approach informs the research strategy and, thus, the methodolog-

ical choice between a quantitative, qualitative, or mixed method form of research. Quantitative 

methods are commonly associated with a positivistic stance and deductive approach, since data 

collected is used to test theory or hypotheses a priori. In a mono-method quantitative study, 

data would be collected to examine and test the expected relationship between variables nu-

merically, in other words, by employing statistical or graphical analyses (Saunders et al., 2007). 

A multi-method quantitative study would draw on more than one data set, collection technique, 
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qualitative method are employed, the research draws on mixed methods (sometimes also re-

ferred to as triangulation, see Myers (1997)), which—similar to multi-method studies—provide 

a more holistic approach to data collection and analysis based on richer underlying data. In 

contrast to quantitative studies, qualitative methods draw on textual data and are often associ-

ated with interpretive worldviews and an inductive approach, since they enable the researcher 

to understand the research matter embedded in a particular context. Common strategies are case 

study research, action research, ethnography, and grounded theory (Myers, 1997). 

Time horizon refers to the time frame the collected data covers: If the data collected for de-

picting the research matter or measuring a phenomenon was taken at a specific point in time as 

a snapshot, the time horizon is referred to as cross-sectional. If, on the other hand, data was 

collected via several snapshots or observations in the form of ongoing diary entries, the time 

horizon is referred to as longitudinal. The first is often associated with one-time surveys or case 

studies, whereas the latter is prominent in archival research, ethnographic studies, or repeated 

surveys or case studies spanning several points in time.  

Data collection and analysis are dependent on the previous peels of the research onion: Em-

bracing a post-positivism, researchers would approximate their deduced conclusion with the 

results of statistical analyses drawing on survey data collected via a questionnaire. This core of 

the research onion depicts the exact procedure for how knowledge was pursued to ensure rigor 

and should demonstrate several quality criteria such as reliability and validity, dependability, 

credibility, and transferability (e.g., Kaplan & Maxwell, 2005; Saunders et al., 2007). 

The studies included in this dissertation vary in their philosophical assumptions and the result-

ing approach and strategy as depicted in the following Table 1. The distinction of the 

worldviews or underlying philosophical assumptions are, however, not as clear-cut as presented 

below. When positioned on a continuum, the respective study would rather be located most 

closely to the mentioned philosophy but may be influenced by other philosophies, bearing in 

mind that “no construction is or can be incontrovertibly right; advocates of any particular con-

struction must rely on persuasiveness and utility rather than proof in arguing their position” 

(Guba & Lincoln, 1994, p. 108). 
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 Paper A Paper B Paper C Paper D Paper E 

Underlying 

Philosophy 

Pragmatism 

 

 

Post-positivism Critical (Post-

modernism) 

Interpretivism Interpretivism 

Approach Deductive Deductive Deductive/ 

Abductive 

Inductive Inductive 

Strategy Survey Survey Case Study Case Study Case Study 

Choice Mono-Method Mono-Method Multi-Method Multi-Method Multi-Method 

Time Horizon Cross-sectional Longitudinal Cross-sectional Cross-sectional Cross-sectional 

Techniques 

and  

Procedures 

Questionnaire Questionnaire Interviews 

Structured Lit-

erature Review 

Interviews 

Structured Lit-

erature Review 

Interviews 

Structured Lit-

erature Review 

Table 1. Overview of Studies based on Research Onion (adapted from Saunders and colleagues (2007)) 

 

Table 1 offers only a first categorization of the underlying worldviews, methods, and applied 

techniques and procedures. Each study comprises a method section, which provides further 

details regarding the research assumptions and methodology. Paper A follows pragmatism, 

since the “research starts with a problem and aims to contribute practical solutions that inform 

future practice” (Saunders et al., 2007, p. 143) via hypotheses testing. Similarly, Paper B also 

tests hypotheses in a deductive approach, but, based on the empirical observations, finds that 

these vary across different contextual settings and, as a result, help to ultimately develop a new 

understanding.  

Whereas Paper A is purely deductive, Paper B and Paper C challenge existing organizational 

concepts and theories leaning toward abductive reasoning on the basis that extant research 

might have overlooked important contextual aspects. 

Papers C, D, and E comprise both a large-scale case study based on expert interviews as well 

as several extensive literature reviews. The importance of literature reviews to research is well-

established, however, rather young research disciplines such as IS often lack sophistication and 

appropriateness (e.g., Bandara et al., 2011; Wolfswinkel et al., 2013). Since the literature re-

views in the aforementioned papers already produce research findings in and of themselves 

contributing to theoretical progress and findings, they are considered a standalone method. All 

papers began with observations, for example, that IT security studies focused mainly on 

healthcare or financial institutions and rarely accounted for factors influencing decision-making 

other than economic factors that assumed purely rational decision-makers. Based on this initial 

observation, and by identifying patterns through data sets (literature analyses and expert inter-

views), general abstractions are formulated in a bottom-up, or inductive, approach. The major-

ity of the papers are based on a cross-sectional time-horizon—a so-called snapshot of time—
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mainly due to time constraints. Paper B measures data from the same sample or cohort at two 

points in time, not with the intent to measure any change over time but rather to compare the 

impact of different scenarios on behavioral intention. 

In the following chapters, each paper is presented along with the research assumptions and 

methodology. The chosen research method is explained in further detail, providing more back-

ground on the strategies, techniques, and procedures that were applied to achieve relevant re-

search attributions, which are subsequently discussed in Chapter 9. 
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Abstract 

Despite the “buzz” about Software as a Service (SaaS), decision-makers still often refrain from 

replacing their existing in-house technologies with innovative IT services. Industry reports in-

dicate that the skeptical attitude of decision-makers stems primarily from a high degree of un-

certainty that exists, for example, due to insufficient experience with the new technology, a lack 

of best practice approaches, and missing lighthouse projects. Whereas previous research is pre-

dominantly focused on the advantages of SaaS, behavioral economics conclusively demonstrate 

that reference points like the evaluation of the incumbent technology or a familiar product are 

oftentimes prevalent when decisions are made under uncertainty. In this context, Status Quo-

Thinking may inhibit decisions in favor of potentially advantageous IT service innovations. 

Drawing on Prospect Theory and Status Quo Bias research, we derive and empirically test a 

research model that explicates the influence of the incumbent technology on the evaluation of 

SaaS. Based on a large-scale empirical study, we demonstrate that the decision-makers’ attitude 

toward SaaS is highly dependent on their current systems and their level of SaaS. A lack of 

SaaS experience will increase the impact of the Status Quo, thus inhibiting a potential advan-

tageous adoption of the new technology. 

Keywords 
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4.1 Introduction 

The World Economic Forum stated already in 2010 that “in addition to reducing operational 

costs, cloud technologies have become the basis for radical business innovation and new busi-

ness models, and for significant improvements in the effectiveness of anyone using information 

technology” (World Economic Forum, 2010, p. 1). Fittingly, recent analyses of research insti-

tutes forecast the public cloud services market to reach a total of $204 billion in 2016 (e.g., 

Gartner, 2016; IDC, 2016; Synergy, 2016). A substantial part of that growth is contributed to 

Software as a Service (SaaS) – the provisioning of applications running on a cloud infrastruc-

ture – that will remain the dominant public cloud computing type at an estimated 20.3 percent 

growth rate resulting in forecasted revenues of roughly $37.7 billion in 2016 (e.g., Cisco, 2016; 

Gartner, 2016; IDC, 2016). Associated with a large variety of benefits like scalability, mobility 

or cost savings that are increasingly affirmed by practitioners, SaaS has been hailed as the future 

default software delivery solution (e.g., Dahlberg et al., 2017). Unsurprisingly, IDC predicts 

that the penetration of SaaS solutions compared to traditional software deployment will be over 

25 percent by 2020 (IDC, 2014). However, especially current European reports show that nearly 

80 percent of EU enterprises still do not use cloud services implying that adoption rates are not 

as high as expected (Eurostat, 2017). Given its role as state-of-the-art technology and innova-

tive service model in an evolving business environment, it is thus crucial to understand why 

many decision-makers today still refrain from using SaaS in a business environment shaped by 

increased mobility and disruptive marketing strategies (e.g., Lin & Chen, 2012).  

Previous research explains the non-adoption of SaaS in organizations either with legal or stra-

tegic requirements to keep data processing completely in-house or as the result of a risk-benefit-

analysis (e.g., Benlian & Hess, 2011). Whereas theoretical studies mostly consider purely ra-

tional decision-makers, experts claim that decision-makers “have been more protective of their 

existing infrastructure and, in many cases, have been the biggest obstacle to cloud-based solu-

tions” (van der Meulen & Rivera, 2015). This non-rational behavior is a common assumption 

in behavioral economics studies when analyzing decisions that are made under uncertainty. 

Decision-makers actually violate the axioms of rational choice under uncertainty due to cogni-

tive biases or “shortcuts” that compensate for a lack of information or experience (Tversky & 

Kahneman, 1975). To account for these shortcuts, Kahneman and Tversky (1979) established 

the so-called Prospect Theory. This theory postulates that people faced with a decision under 

uncertainty will derive utility from gains and losses measured in relation to some reference 

points rather than on final assets. The dependence on reference points has been frequently dis-

cussed in individual strategic choice contexts and was demonstrated in several empirical studies 
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on the assessment of new products and services (e.g., Bamberger & Fiegenbaum, 1996; Shoham 

& Fiegenbaum, 2002). Surprisingly, the SaaS technology adoption literature has largely over-

looked this reference-dependence although the decision to adopt SaaS generally entails a high 

degree of uncertainty due to the unknown complexity of IT security risks, lack of previous 

experience with cloud-based technologies, or missing best practices and lighthouse projects in 

the industry (e.g., Eduserv, 2015; Eurostat, 2014; Lin & Chen, 2012). The decision to be pro-

tective of their existing (incumbent) infrastructure, i.e., the exaggerated preference for main-

taining the current state of affairs, hints at another cognitive bias, namely the influence of Status 

Quo-Thinking (Samuelson & Zeckhauser, 1988). Status Quo Bias itself has been demonstrated 

in a wide range of studies of consumer and investment behavior and is increasingly used in 

management of information systems (MIS) research (Fleischmann et al., 2014). However, re-

search on software selection and particularly studies investigating the intention to adopt cloud-

based services did not account for this cognitive bias in decision-making.  

To account for this research gap, we first investigated the influence of reference-dependence 

on SaaS adoption at the organizational level and from there, analyzed how this dependency is 

affected by Status Quo-Thinking (e.g., Gerlach et al., 2014; Schweitzer, 1995). The distinctive-

ness of the Status Quo Bias depends on the degree of uncertainty, i.e., the lack of information 

and experience decision-makers are faced with. Based on the data of a large scale empirical 

study with decision-makers in charge of the organizational IT, we confirmed our assumptions 

in a two-step approach: In the first step, we demonstrate the strong influence of the assessment 

and prevalence of the incumbent in-house technology on decision-makers’ attitudes toward a 

new technology – in our case SaaS. In our second step, we uncover the effect of the Status Quo 

Bias by comparing experienced and non-experienced or less-experienced decision-makers. We 

specifically chose SaaS as a clearly definable object of investigation given that the majority of 

organizations will need to evaluate whether to adopt SaaS as a new technological service model 

now or in the near future due to the increasing amount of data processing and the demand for 

mobility (e.g., McLellan, 2016; Rivera & van der Meulen, 2014).  

Our study provides several theoretical and practical implications. Given that virtually all tech-

nology adoptions nowadays imply a replacement decision, our study highlights the relevance 

of reference-dependence in MIS research. In this regard, it is essential for future IS research to 

acknowledge that Status Quo-Thinking has a profound effect on decision-making processes 

regarding new technology acceptance in organizations. Our findings are also highly relevant to 

both providers of SaaS and decision-makers of (potential) customer organizations. Providers 
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should consider the varying degrees of Status Quo-Thinking and group their customers accord-

ing to their level of SaaS experience. These identified customer groups can be addressed ap-

propriately and more effectively by adapting marketing and sales strategies accordingly, 

whereas decision-makers need to acknowledge the role of reference points and Status Quo-

Thinking to avoid missing out on beneficial technological developments. Joining expert 

roundtables or including objective assessors could reduce the influence of the Status Quo Bias 

in decision-making processes. These measures can reduce the possibility that Status Quo-

Thinking inhibits SaaS adoption even if the new technology would objectively be the better 

option. 

4.2 Theoretical Background and Hypothesis Development 

4.2.1 Technology Adoption Models and Rational Choice 

There is a rich tradition in technology acceptance and adoption research. The theories primarily 

used to study the acceptance and adoption of innovations in information systems or information 

technologies generally originate in social psychology, such as Theory of Reasoned Action 

(TRA) (Ajzen & Fishbein, 1980) and its extension Theory of Planned Behavior (TPB) (Ajzen, 

1985). Drawing on TRA, many researchers added constructs or derived new models such as 

Davis' (1986) Technology Acceptance Model (TAM) or Venkatesh et al. (2003) who later con-

solidated the aforementioned and five further models into the Unified Theory of Acceptance 

and Use of Technology (UTAUT). 

Despite different factors and research model designs, the majority of studies base their assump-

tions on rational choice, i.e., the rational weighing up of costs and benefits concerning the tech-

nology adoption. Specifically, perceived risks and perceived benefits are often singled out and 

commonly considered as decisive antecedents of behavioral intention or attitude toward SaaS 

(e.g., Benlian & Hess, 2011) or sometimes described as drivers and inhibitors of SaaS adoption 

(e.g., Benlian et al., 2009; Lee & Chae, 2013). Several studies look at risks and benefits as 

relative advantage, i.e., already implicitly weighing up potential benefits of a new technology 

with the current advantages of the incumbent technology (e.g., Chau, 1996; Wu & Wang, 2005). 

In line with the predominant literature stream, we draw on a benefit-risk framework in an or-

ganizational setting. Previous research oftentimes studied differences in the perceptions of IT 

executives’ in both SaaS adopter and non-adopter firms, but they did not link the differences 

they found directly to cognitive biases (Benlian & Hess, 2011). Contrarily, consumer studies 

went further and high-lighted the importance of reference points as an “anchor” for decisions 
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to either replace or stick to the incumbent technology or product (e.g., Moqbel & Bartelt, 2015; 

Roster & Richins, 2009). This dependence on reference points often explains the influence of 

the incumbent technology when people have to analyze the relative advantage of a new tech-

nology during a decision-making process under uncertainty (e.g., Gerlach et al., 2014). Accord-

ingly, it is important to consider Prospect Theory and Status Quo research in the context of 

organizational SaaS adoption. 

4.2.2 Prospect Theory, Status Quo Bias, and Hypotheses Development 

Prospect Theory was designed to analyze decision-making processes under uncertainty by con-

sidering so-called certainty and isolation effects (Kahneman & Tversky, 1979). These two ef-

fects assume that decisions do not necessarily follow mathematical optimality (i.e., the rational 

weighing up of risks and benefits and their probability weights) due to several reasons: people 

either underestimate hardly probable outcomes in comparison with certain outcomes and/or 

people base their decisions rather on change of wealth than on total wealth, i.e., an absolute 

outcome (Kahneman & Tversky, 1979). Accordingly, Prospect Theory postulates that decision-

makers’ value functions are rather dependent on reference points than on the actual final out-

come. These reference points are defined as the neutral position used by decision-makers in 

order to determine the extent to which the expected outcomes of a decision constitute gains 

(i.e., above this position) or losses (i.e., below this position) (Kahneman & Tversky, 1979). 

Kahneman and Tversky (1984) argue that individuals set up mental accounts to specify ad-

vantages and disadvantages associated with the offered option(s) when faced with a transaction 

or trade decision relative to a certain reference point. Several studies used Prospect Theory to 

analyze strategic choice and risk/return tradeoffs in organizational decision-making (e.g., Fieg-

enbaum et al., 1996; Shoham & Fiegenbaum, 2002; Sinha, 1994). It is argued, therefore, that 

managerial decision processes often depend on reference points because many decisions must 

be made without advanced knowledge of their full impact and are thereby made under uncer-

tainty. A similar utilization of reference points is at times applied in replacement decisions 

regarding consumer goods (e.g., Gerlach et al., 2014; Roster & Richins, 2009). 

Based on the theoretical underpinnings of Prospect Theory, it can be assumed that a replace-

ment decision in the context of technology adoption generally entails a decision between opting 

for a new technology or maintaining the incumbent technology, i.e., the enterprise software that 

is currently hosted and operated in-house on the organization’s IT infrastructure. An aggravat-

ing factor is the lack of historical data and experiences that inhibits a well-informed, more ra-

tional decision-making process. The absence of information or experience is pervasive in the 
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context of service innovations as lighthouse projects and hard facts about the realization of 

assumed risks and benefits are missing. To overcome this issue, it can be assumed that the 

incumbent technology will serve as a reference point for the assessment of a new technology 

(e.g., Kahneman & Tversky, 1979; Shoham & Fiegenbaum, 2002). Consequently, decision-

makers will compare the new technology with the in-cumbent technology because experience 

and knowledge are available due to the familiarity in this regard. For example, when it comes 

to the decision whether to replace an existing in-house application with a new SaaS application, 

we assume that the attitudinal beliefs toward incumbent in-house technologies (i.e., attitudinal 

beliefs toward the currently used, well-known technology) will serve as reference points for the 

decision-makers when forming the attitudinal beliefs toward new, yet partly unknown, SaaS 

technologies. As our research model is based on a risk-benefit framework frequently utilized 

by previous research in technology adoption (Benlian & Hess, 2011), the attitudinal beliefs are 

formed by the juxtaposition of perceived benefits and risks. Therefore, the decision-makers 

perceived benefits of a new SaaS technology will be influenced by the perceived benefits of the 

incumbent in-house systems that serve as a reference point. Furthermore, decision-makers with 

little knowledge and experience will tend to underestimate the perceived benefits of SaaS in 

comparison with their familiar incumbent system. If the level of perceived benefits of the in-

cumbent system is high, replacing this system will be regarded as futile. Logically, decision-

makers who are fully satisfied with their current in-house system will not regard the potential 

benefits of a new SaaS solution as equally high. Simultaneously, a decision-maker who per-

ceives the in-house system, for example, as costly and unreliable, will be more prone to change 

and will not consider this deviation from a certain outcome (i.e., subsequent use of the incum-

bent system) as a loss. Accordingly, decision-makers who perceive the risks of their incumbent 

system as high, are more likely to consider a new SaaS technology to be less risky. Therefore, 

we hypothesize: 

H1a. Perceived benefits of in-house systems are negatively associated with the decision-

makers’ perceived benefits of SaaS. 

Analogously, we assume the same influence regarding the evaluation and reference-depend-

ence of the perceived risks: 

H1b. Perceived risks of in-house systems are negatively associated with the decision-

makers’ perceived risks of SaaS. 

The benefits and risks associated with a new technology are fundamental in technology adop-

tion decisions. Thus, previous studies in SaaS adoption show that behavior and intentions are 
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largely determined by weighing up risks and benefits (e.g., Benlian & Hess, 2011). These over-

all perceived risks and benefits include financial, strategic, security, performance, and manage-

ment dimensions (Benlian & Hess, 2011). In line with previous SaaS research (e.g., Benlian & 

Hess, 2010, 2011; Lee, 2009), we expect perceived risks to generally have a negative impact 

on decision-makers’ intentions to adopt a SaaS technology. For example, if decision-makers 

perceive a high risk of downtime errors and data loss to be associated with SaaS technologies, 

they will be less likely to consider an adoption of this new SaaS technology. On the other hand, 

the perceived benefits are generally expected to positively influence decision-makers’ inten-

tions to adopt. For example, if decision-makers perceive SaaS technologies to be associated 

with potential cost reductions (e.g., due to lower server administration costs) their intention to 

adopt SaaS will be positively influenced. There-fore, high perceived benefits will more likely 

lead to an intention to adopt, whereas the perceived risks of SaaS will inhibit the intention to 

adopt. Accordingly, we further hypothesize: 

H2a.: Perceived benefits of SaaS are positively associated with the decision-makers’ 

intention to adopt SaaS. 

H2b. Perceived risks of SaaS are negatively associated with the decision-makers’ in-

tention to adopt SaaS. 

Building on Prospect Theory and several experiments, Tversky and Kahneman (1985) discov-

ered that decision-makers prefer to be passive and inactive rather than experiencing negative 

results due to their actions or decisions. Some literature refers to this concept as reference point 

bias (Levy, 1997) whereas a more common stream of research coined the term Status Quo Bias 

as an effect of the loss aversion discussed in Prospect Theory (Kahneman et al., 1991; Samuel-

son & Zeckhauser, 1988). Loss aversion entails an overestimation of certain positive outcomes, 

whereas potential losses are weighted disproportionately. This demonstrates the preference for 

the current state of affairs, i.e., if individuals take the Status Quo as a reference point, then they 

will perceive any deviation from it as loss. Therefore, a decision-maker will avoid change and 

an unknown outcome unless the advantages clearly outweigh the perceived disadvantages. An-

other explanation for the Status Quo Bias is provided by Zajonc (1968) and Bornstein (1989) 

who argue that mere exposure to a stimulus (i.e., the incumbent product) enhances the attitude 

toward it and, therefore, argue that familiarity leads to liking. 

A well-known example for the maintenance of the Status Quo is the QWERTY keyboard. Alt-

hough a different arrangement of letters could lead to a more productive and better keyboard, 

QWERTY is still omnipresent because switching from the Status Quo could entail huge costs 
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of retraining individuals and replacing the current design in systems and devices (David, 1985). 

Especially, research on replacement decisions regarding (technological) consumer goods con-

sider these high potential switching costs to inhibit a change from the Status (e.g., Moqbel & 

Bartelt, 2015; Roster & Richins, 2009). Studies focusing on technology systems are increas-

ingly building on these findings adding further contributing factors like habit or inertia (e.g., 

Kim & Kankanhalli, 2009; Polites & Karahanna, 2012). Almost all of these studies attribute 

the Status Quo Bias at least partially to in-sufficient available information and experience. Past 

experiences serve as an “anchor” or “frame” for decisions as decision-makers frequently do not 

exclusively follow rational concepts of mathematical optimality (Schwenk, 1984; Slovic, 

1975).  

In line with previous research, we expect that decision-makers in companies that already pos-

sess a certain degree of knowledge and past experience will demonstrate a lower Status Quo 

Bias in comparison to less or non-experienced decision-makers. Decision-makers with a low 

level of SaaS experience, will be more affected by the Status Quo Bias because they overesti-

mate the losses that they would encounter when replacing the incumbent technology. Therefore, 

the correlation postulated in hypotheses H1a and H1b will be increased. On the other hand, 

decision-makers who already possess a SaaS solution among their incumbent in-house technol-

ogy will draw on the experience that they already accumulated with SaaS. Therefore, their de-

cision-making process will be better informed and consequently less affected by Status Quo-

Thinking. Greater experience and further facts available to decision-makers will enable a more 

“rational” decision-making process (Bazerman, 2008). For example, experienced decision-

makers can judge the perceived benefits like cost reductions without drawing upon a compari-

son to their incumbent system because a previous adoption of a SaaS technology already proved 

to be cost-efficient. Similarly, experienced decision-makers will evaluate the perceived risks of 

SaaS depending on past experience and be less affected by Status Quo Bias. Whereas, inexpe-

rienced decision-makers might, for example, believe that downtime issues are more pronounced 

in contrast to their reliable in-house technology and will thus attribute higher perceived risks to 

a new SaaS technology. Hence, we hypothesize: 

H3a. Perceived benefits of in-house systems will have a stronger negative association 

with the perceived benefits of SaaS for organizations with no or low SaaS experience 

than for organizations with SaaS experience. 
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H3b. Perceived risks of in-house systems will have a stronger negative association with 

the perceived risks of SaaS for organizations with no or low SaaS experience than for 

organizations with SaaS experience. 

The research model is shown in Figure 1. 

 

Figure 6. Research Model 

 

4.3 Research Methodology and Data Analysis 

4.3.1 Survey Administration and Sample Characteristics 

Construct validity was established by adopting validated measurement items from previous re-

search studies with minor changes in wording. All latent constructs were reflective and meas-

ured with multiple items on a 7-point Likert scale. To ensure a consistent understanding of 

enterprise software in case of in-house systems and in case of SaaS, we used the following 

definitions within the study: 

• Enterprise software is defined as business applications, such as Customer Relationship 

Management (CRM) systems, Enterprise Resource Planning (ERP) systems, or Project 

Management (PM) applications. 

• SaaS is defined as enterprise software provided by a supplier and accessible via a public 

network, such as the Internet (i.e., public cloud). 

• In-house systems are defined as enterprise software that is hosted and operated on the 

organization’s IT infrastructure. 

Perceived risks

of SaaS 

Perceived benefits

of SaaS 

Perceived benefits

of in-house systems

Perceived risks

of in-house systems

Attitudinal beliefs regarding

incumbent in-house systems

Attitudinal beliefs regarding

SaaS

Intention to adopt

SaaS

H1a (-)

H1b (-)

H2a (+)

H2b (-)

Controls:
Organization-specific: organization 

size, revenue, IT budget

Decision maker-specific: work 

experience, numbers of decisions, 

responsibility

SaaS experience

H3a: stronger for organizations with

no or low SaaS experience

H3b: stronger for organizations with

no or low SaaS experience



4 Paper A: Never Change a Running System? 33 

As suggested by previous research, we included work experience (in years), numbers of sourc-

ing decisions already made, the responsibility for sourcing decisions in the organization (1=not 

responsible at all - 4=completely responsible), organization size (revenue and number of em-

ployees), and IT budget as controls in our research model (Benlian, 2009; Hsu et al., 2015). We 

pre-validated our measurement model in a pretest with 8 MIS researchers by using a cognitive 

interview technique. The pretest resulted in minor changes to improve the clarity of the model. 

Our study’s final measurement items are shown in Table 1. 

Constructs Items Source 

Perceived 

risks 

 

How do you evaluate the overall risk (i.e., financial, strategic, security, perfor-

mance, and management risks) associated with adoption of [in-house / SaaS] 

applications? (1=not risky at all - 7=extremely risky) 

Based on 

Featherman 

and Pavlou 

(2003) How do you evaluate the risk that the expected benefits of adopting [in-house / 

SaaS] applications will not materialize? (1=not risky at all - 7=extremely 

risky) 

How do you evaluate the danger that is generally associated with the adoption 

of [in-house / SaaS] applications? (1=not risky at all - 7=extremely risky) 

Perceived 

benefits 

 

The overall advantage of adopting [In House / SaaS] applications is… (1=very 

low - 7=extremely high) 

Based on 

Gewald and 

Dibbern 

(2009) 
The potential cost reduction associated with the adoption of [in-house / SaaS] 

applications is... (1=very low - 7=extremely high) 

Overall, I consider [in-house / SaaS] adoption to be a useful strategic option. 

(1=strongly disagree - 7=strongly agree) 

Intention 

 

If there is a superior offer, a SaaS solution should be used for the application 

domain that I am in charge of. (1=strongly disagree - 7=strongly agree)  

Based on 

Gewald and 

Dibbern 

(2009) 
Our company should increase the existing level of adopting SaaS applications. 

(1=strongly disagree - 7=strongly agree) 

I support the further adoption of SaaS applications for the application domain 

that I am in charge of. (1=strongly disagree - 7=strongly agree) 

Table 2. Overview of Constructs 

 

Our quantitative study was conducted between March 17 and May 1, 2016 in a European coun-

try. In a key informant approach, we contacted a total of 1,126 decision-makers from organiza-

tions of various industries via a contact request on an online social business network. To en-

courage participation, a management report about the results was offered to the participants. A 

total of 251 (22.3%) of the 1,126 contacted decision-makers agreed to participate in our study 

and were sent links to access the online survey. One week after sending the invitation, a re-

minder was sent via another direct message on the social business network. With 131 completed 

surveys, the response rate was 11.6%. Two main reasons were given for not participating: the 

contacted decision-makers either stated time pressure or that their organizations do not partici-

pate in such studies in general. Altogether, 4 of the 131 participants stated to be not responsible 

for sourcing decisions in their organizations and 4 data sets were identified to have poor data 
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quality. These 8 data sets were excluded from the data analysis, which is therefore based on 

123 valid data sets. The sample characteristics can be extracted from the following Table 2. 

Company size (number of employees) Position 

Small (<50) 36 (29.3%) CEO 3 (2.4%) 

Medium (50-249) 18 (14.6%) CIO 73 (59.3%) 

Corporation (>249) 69 (56.1%) CTO 20 (16.3%) 

Sales p.a. IT Manager 21 (17.1%) 

<1 m EUR 22 (17.9%) Others  6 (4.9%) 

1-9 m EUR 23 (18.7%) Work experience 

10-99 m EUR 23 (18.7%) 1-5 years 16 (13.0%) 

>99 m EUR 55 (44.7%) 6-10 years 30 (24.4%) 

 11 years and more 77 (62.6%) 

Table 3. Overview of Sample Characteristics 

 

In addition to these sample characteristics, we further analyzed the differences within our sam-

ple according to the proportion of participating industry sectors and the respective average level 

of SaaS experience within those sectors. Table 3 shows the proportion of each industry sector 

relative to the overall sample and the average level of self-reported SaaS experience in each 

industry (0%=complete absence of SaaS use-100%=all enterprise applications deployed as a 

service). According to our analysis, most respondents work in IT, Professional Services, and 

Manufacturing and the highest experience levels are reported by decision-makers in Telecom-

munications, IT, Retail, and Professional Services. 

Industry sector Proportion of total sample Average SaaS experience 

Real Estate 0.8% 0 % 

Travel & Tourism 0.8% 0 % 

Education & Administration 4.1% 1.20 % 

Pharmacology & Medical  2.4% 3.33 % 

Logistics & Transportation 3.3% 3.75 % 

Energy & Utilities 2.4% 5.00 % 

Health Care 4.1% 7.00 % 

Manufacturing 13.0% 7.06 % 

Construction 5.7% 7.14 % 

Consumer Goods 2.4% 8.33 % 

Financial Services 6.5% 27.00 % 

Professional Services 17.1% 34.43 % 

Retail & Wholesale 6.5% 37.00 % 

Information Technology (IT) 22.8% 39.00 % 

Telecommunications 4.9% 53.33 % 

others 3.3% 33.75 % 

Table 4. Segmentation of Industry Sectors 
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4.3.2 Assessment of Measurement Validations 

The Shapiro-Wilk Test showed that the data is not normally distributed. Furthermore, we cal-

culated the time to respond by considering the number of days between sending access to the 

online survey to the participants and the actual survey completion to test for non-response bias. 

Based on that, we compared the data of the first 25% of participants (i.e., shortest time to re-

spond in days) with the last 25% (i.e., longest time to respond in days) (Armstrong & Overton, 

1977). The Mann-Whitney-U test revealed the non-existence of significant differences. Given 

that studies using self-report measures to capture dependent and independent variables in the 

same survey might suffer from common method biases (Podsakoff et al., 2003), we included a 

marker variable in our survey. The results of the correlation analysis did not indicate significant 

correlation between the marker variable and the measurement variables. Accordingly, it can be 

assumed that our data does not suffer from common method bias (Lindell & Whitney, 2001). 

Due to the explorative nature of our study and the non-normality of our data, we evaluated our 

research model by using the non-parametric Partial Least Squares (PLS) methodology follow-

ing the guidelines proposed by Hair et al. (2013). Correspondingly, we first evaluated criteria 

for discriminant and convergent validity in order to assess our measurement model correctly. 

Therefore, we extracted parameters for indicator reliability, composite reliability (CR), average 

variance extracted (AVE) and computed Cronbach’s alphas (CA) (see Table 4). With a single 

exception (indicator 2 of perceived benefits: 0.655), all outer loadings are above the threshold 

of 0.7. However, all indicator reliability values are larger than the minimum acceptable level of 

0.4 and beyond that, most of them are close or above the optimal level of 0.7 (Hulland, 1999). 

The values of composite reliability of all constructs are well-above the threshold level of 0.7, 

as suggested by Bagozzi and Yi (1988). Regarding AVE, the values of all the constructs exceed 

the level of 0.5 (Bagozzi & Yi, 1988) and the values for Cronbach’s alpha, reflecting the internal 

consistency of the constructs, are also all above the threshold of 0.7 (Nunnally, 1978). Moreo-

ver, according to Hair et al. (2012)’s recommendation of sample sizes in PLS, a statistical power 

of 80% is sufficient for a measurement model with a sample size of 123. In summary, the dis-

criminant and convergent validity of our model can be presumed. 
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# Construct Loadings 
Indicator 

reliability 
CA CR 

Correlation to Construct # / 

Square root of AVE [bold] 

1 2 3 4 5 

1 Risks in-house 0.864-0.936 0.746-0.876 0.886 0.929 0.902     

2 Risks SaaS 0.800-0.881 0.640-0.776 0.814 0.888 -0.540 0.852    

3 Benefits in-house 0.706-0.858 0.498-0.736 0.704 0.832 -0.488 0.534 0.790   

4 Benefits SaaS 0.655-0.897 0.429-0.805 0.742 0.850 0.471 -0.605 -0.439 0.811  

5 Intention SaaS 0.885-0.960 0.783-0.904 0.925 0.952 0.540 -0.727 -0.522 0.720 0.932 

Table 5. Assessment of Measure Models 

 

The Fornell-Larcker Criterion Analysis for checking discriminant (Fornell & Larcker, 1981) 

showed that the square root of the AVEs of each construct (highlighted bold) is greater than the 

correlations among the construct with any other construct in the model (see Table 4). In sum, it 

can be concluded that our measurement model is well-specified. 

To test for multicollinearity, we calculated the Variance Inflation Factor (VIF) values. The VIFs 

values (Risks in-house=1.313, Risks SaaS=1.903, Benefits in-house=1.313, Benefits 

SaaS=1.749) are all below 5 (Hair et al., 2011). Thus, we can exclude collinearity problems for 

our model. 

4.3.3 Data Analysis and Results 

In order to test our hypotheses, we chose a two-step data analysis approach (see Figure 2). In 

the first step, we test our research model regarding the influence of reference points (attitudinal 

beliefs about incumbent in-house systems) on the perception of risks and benefits associated 

with SaaS (attitudinal beliefs about SaaS) (H1a and H1b) as well as the resulting intention to 

adopt SaaS (H2a and H2b). In the second step, we utilized a multi-group analysis (MGA) for 

analyzing whether the influence of reference points is moderated by the existing experience 

with SaaS applications.  
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Figure 7. Data Analysis 

 

4.3.3.1 Step 1: The Role of Reference Points in SaaS Adoption 

To test our hypotheses H1a and H1b as well as H2a and H2b, the effect sizes and significance 

of path coefficients were evaluated based on a PLS algorithm and a bootstrapping procedure 

(5,000 samples, no sign change option, mean replacement). The results are shown in Table 5. 

We found that the perceived benefits of in-house systems are significantly negatively associated 

with the perceived benefits of SaaS (β=-0.451, p<0.001), supporting H1a. The negative rela-

tionship between the perceived risks of in-house systems and perceived risks of SaaS is also 

identified to be significant (β=-0.545, p<0.001), supporting H1b. Regarding H2a we found that 

the positive association of perceived benefits of SaaS with the intention to adopt SaaS is signif-

icant (β=0.439, p<0.001). Thus, H2a is supported. Moreover, our analysis showed that the neg-

ative association of the perceived risks of SaaS with the intention to adopt SaaS is significant 

(β=-0.462, p<0.001). Accordingly, H2b is supported as well.  

Following the bootstrapping-based approach of Preacher and Hayes (2008), we found that a 

significant indirect effect of the perceived benefits of in-house systems on the intention to adopt 

SaaS through the perceived benefits of SaaS is -0.198 (p=0.006). The size of the indirect effect 

of the perceived risks of in-house systems on intention to adopt SaaS through the perceived 

risks of SaaS is significant with an indirect effect size of 0.252 (p=0.002). 

In sum, the results show that our model explains 70.2% of variance in the intention to adopt 

SaaS (R²=0.702), 29.7% of the variance in perceived benefits of SaaS (R²=0.297), and 20.3% 

of the variance in the perceived risks of SaaS (R²=0.203). 

 

Focus of Data Analysis Method

Step 1: Analyzing the Role of Reference Points in SaaS Adoption Variance Model Estimation

• Influence of attitudinal beliefs regarding incumbent in-house systems on 

attitudinal beliefs regarding SaaS (H1a and H1b)

• Influence of attitudinal beliefs regarding SaaS on intention to adopt

SaaS (H2a and H2b)

Step 2: Analyzing the Effect of Status Quo Bias

• Influence of the current level of SaaS in an organization on the

relationship betweed attitudinal beliefs regarding incumbent in-house 

systems and attitudinal beliefs regarding SaaS (H3a and H3b)
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Relationship Path coefficients Results 

Perceived benefits of in-house systems → perceived benefits of SaaS  -0.451*** H1a supported 

Perceived risks of in-house systems → perceived risks of SaaS -0.545*** H1b supported 

Perceived benefits of SaaS → intention to adopt SaaS level  0.439*** H2a supported 

Perceived risks of SaaS → intention to adopt SaaS -0.462*** H2b supported 

Significance level: ***p < 0.001 

Table 6. Results of the Variance Model Estimation 

 

There was no significant influence of the control variables (work experience: β=0.059, p=0.427; 

number of decisions: β=0.009, p=0.722; self-stated responsibility for sourcing decisions: β=-

0.021, p=0.512; revenue: β=0.025, p=0.598; size: β=-0.031, p=0.477; IT budget: β=0.069, 

p=0.439). 

4.3.3.2 Step 2: The Effect of Status Quo Bias on Attitudinal Beliefs Regarding SaaS 

In order to test H3a and H3b, we had to perform a multi-group analysis (MGA) procedure (e.g., 

Hair et al., 2011; Sarstedt et al., 2011). Accordingly, we separated our data set into two groups: 

organizations currently maintaining almost all of their enterprise applications in-house (i.e., 

organizations with no or a low SaaS level) and organizations that already utilize a substantial 

degree of SaaS (i.e., organizations with a medium or high SaaS level). We split the data sets at 

a marginal level of SaaS use of 5% in an organization. Accordingly, organizations that still host 

more than 95% of their enterprise applications in-house (n=39) are considered to have less 

experience with the new technology, thus, face a higher level of uncertainty when making de-

cisions about future SaaS usage. On the other hand, organizations that already use 5% or more 

of their enterprise applications as a service (n=84) are assigned to the group that is expected to 

have a certain degree of experience with SaaS and, therefore, will base the adoption decision 

less on reference points (attitudinal beliefs about in-house systems). The results of the MGA 

are shown in Table 6. These results show that all of the hypothesized relationships in H1 and 

H2 are significant for both organizations with no or low SaaS experience and organizations 

with medium or high SaaS experience. However, the path coefficients of the relationships be-

tween perceived benefits and risks of in-house systems and perceived benefits and risks of SaaS 

are found to be significantly different with respect to the differences in experience with SaaS. 

Specifically, the negative influence of perceived benefits of in-house systems on the perceived 

benefits of SaaS is significantly higher for organizations that have no or low SaaS experience 

(β=-0.640; p<0.001) than for organizations that have medium or high SaaS experience (β=-

0.379; p=0.008; MGA p=0.029). Accordingly, H3a is supported. Regarding the relationship 
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between the perceived risks of in-house systems and perceived risks of SaaS, significant differ-

ences were found as well (MGA p=0.017). As such, the negative relationship between the per-

ceived risks of in-house systems and perceived risks of SaaS is significantly higher for organi-

zations with no or low experience with SaaS (β=-0.728; p<0.001) than for organizations with a 

medium or high level of experience with SaaS (β=-0.445; p=0.001). Therefore, H3b is sup-

ported. Differences between the two groups of organizations regarding the influence of per-

ceived benefits and risks of SaaS on the intention to adopt SaaS were not found. 

Relationship 

Path coefficients 
p-value of 

Multi-Group 

Analysis 

Results 
Low or no 

SaaS experience 

(n=39) 

Medium or high 

SaaS experience 

(n=84) 

Perceived benefits of in-

house systems →  

perceived benefits of SaaS 

-0.640*** -0.379*** 0.029 

H3a supported: stronger for 

organizations with no or low 

SaaS experience 

Perceived risks of in-house 

systems →  

perceived risks of SaaS 

-0.728*** -0.445*** 0.017 

H3b supported: stronger for 

organizations with no or low 

SaaS experience 

Significance level: ***p < 0.001 

Table 7. Results of the Multi-Group Analysis 

 

4.4 Discussion 

Previous research has repeatedly highlighted the importance of perceived risks and benefits in 

organizational service innovation adoption (e.g., Benlian & Hess, 2011; Featherman & Pavlou, 

2003; Wu et al., 2011). However, when analyzing decisions about replacing incumbent tech-

nologies with new technologies, it is essential to consider the complexity along with the high 

degree of uncertainty due to a lack of experience surrounding such decisions. Confronted with 

decision-making under uncertainty, individuals often rely on cognitive “shortcuts”, i.e., the de-

pendence on reference points in a particular decision-making process (Shoham & Fiegenbaum, 

2002). In the context of a replacement decision of an existing in-house technology with a new 

technology, decision-makers encounter a lack of information because of lacking experience or 

absent historical data that induces such cognitive shortcuts. On account of this, we developed a 

research model that demonstrates the influence of incumbent technologies (i.e., in-house sys-

tems) on the assessment of attitudinal beliefs (i.e., perceived benefits and risks) regarding SaaS 

on the basis of Prospect Theory and Status Quo Bias research. In a two-step analysis, based on 

the data of a large scale empirical study with decision-makers who are responsible for the or-

ganizational IT, we (1) identified the significant influence of reference-dependence affecting 

the rational weighing up of risks and benefits associated with a new SaaS technology and (2) 
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measured the effect of the Status Quo Bias depending on the already ac-quired experience level 

of SaaS use. 

We discovered that decision-makers’ assessments of a new SaaS technology are negatively 

influenced by their attitude toward the incumbent technology. In other words, if decision-mak-

ers consider their incumbent system to be satisfactory because the perceived benefits outweigh 

the perceived risks, they will tend to form a rather negative attitude toward new, unfamiliar 

SaaS technologies. Vice versa, decision-makers that, for example, already experienced security 

incidents with their in-cumbent technology and thus perceive higher risks associated with ex-

isting in-house solutions, will more likely display a positive attitude toward SaaS. Accordingly, 

decision-makers who realized that their incumbent system does not offer financial benefits (any 

longer) will be more receptive of potential cost reductions offered by a SaaS solution and there-

fore, perceive benefits of SaaS higher. To conclude, the incumbent technology can exert a pro-

nounced influence on the final SaaS adoption decision. 

In addition, our results illustrate that the dependence on reference points differs significantly 

according to the SaaS experience in the respective organization. In contrast to previous research 

(Vetter et al., 2011) we are not measuring self-stated experience with SaaS according to Dib-

bern (2004) or Roodhooft and Warlop (1999), but rather control our study for this relationship 

with a defined moderator variable called SaaS experience for objective measurement. We were 

able to demonstrate a stronger influence of the Status Quo Bias in organizations with little to 

no SaaS experience. Especially, less experienced decision-makers will regard the retention of 

the Status Quo as less risky compared to the potentially negative consequences of an adoption 

or replacement decision. This in-accurate assessment of risks can be regarded as a result of loss 

aversion, i.e., the overestimation of perceived risks of the SaaS solution. For example, decision-

makers could overestimate the probability and the actual consequences of down-time issues 

and will assess this risk more severely compared to the current risks of their incumbent system. 

Thus, without the necessary knowledge and past experience, a deviation from the incumbent 

system will be regarded as an unnecessary risk resulting in the retention of the Status Quo. 

Our study offers several theoretical and practical implications. We specifically contribute to the 

stream of technology acceptance research by singling out the importance of reference points 

and Status Quo Bias in the context of SaaS adoption decisions. In particular, our study is the 

first using Prospect Theory to analyze decision-makers’ appraisals of SaaS in an organizational 

context by considering their evaluation of the incumbent technology they are familiar with. 

Moreover, our results indicate that Status Quo-Thinking is more pronounced according to the 
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experience level indicating that adoption decisions of service innovations are potentially more 

affected by Status Quo Bias. Given that new organizational IT systems are almost exclusively 

replacement decisions, future research should consider the relevance of incumbent systems 

when devising their study designs. We deliberately chose a research approach based on a very 

generic risk-benefit assessment which could thus be adjusted according to other scenarios con-

sidering adoption, service innovation, or replacement decisions (Lee, 1999). In addition, our 

way of measuring the Status Quo Bias at the group level can con-tribute to future research as 

most studies so far measure Status Quo Bias with indicators such as perceived inertia or per-

ceived sunk costs that are predominantly based on self-assessment on an individual level (e.g., 

Polites & Karahanna, 2012). 

We also offer insights and contributions for practice. Our results indicate that providers of SaaS 

technologies need to adapt their business models by altering their communication and sales 

approach according to the respective group of potential customers. Customer groups which 

already passed a certain threshold in terms of their SaaS level, suffer from a less pronounced 

degree of Status Quo Bias and will, therefore, be easier to convince of the relative advantage 

of SaaS and potentially display a higher intention to adopt further solutions. Hence, providers 

should intend to further capitalize on their current client base with additional horizontal or ver-

tical integration solutions. Another approach for providers that involves the current client base 

is customer recommendation programs. Due to the social influence on risk assessment (Lee, 

1999), recommendations given by existing customers can decrease the level of uncertainty. 

Especially, non-adopters will demand more facts and examples to realize the relative advantage 

of a SaaS solution and, therefore, organized roundtables with SaaS-experienced organizations 

can help both SaaS providers and unexperienced decision-makers to realize financial or strate-

gic advantages. A similar way to decrease the inherent Status Quo Bias is the acquirement of 

further knowledge gained in workshops, lighthouse projects or extended trial versions to gain 

more experience with a potential new technology. From an organizational perspective, deci-

sion-makers can already benefit from our study by acknowledging the in-fluence of reference 

points and Status Quo-Thinking. In order to arrive at a more objective assessment of risks and 

benefits of both the incumbent and new technology, organizations should, therefore, encourage 

roundtables or group discussions. These decision-making processes should also include objec-

tive assessors such as consultants to accomplish a more objective and rational evaluation of 

both their incumbent system as well as a possible new SaaS solution. Furthermore, decision-

makers might be unaware of the difficulties their employees experience with the incumbent 

technology and, as a consequence, overestimate the benefits of the existing systems. This may 
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result in a distorted perception of the new technology and, hence, obstruct an optimal adoption 

or replacement decision. Additional information from various parties in the organizational hi-

erarchy might compensate for this lack of information and support an optimal decision-making 

process further. Against this backdrop, organizations should also scrutinize if their current com-

pany culture might encourage Status Quo-Thinking. Previous research in this context demon-

strated that company culture itself can enhance Status Quo-Thinking when decision-makers 

“reflect the imprint of cultural socialization more so than professional experience” 

(Geletkanycz, 1997, p. 615). According to Geletkanycz and Black (2001), a deviation from the 

Status Quo will be regarded even more as an unnecessary risk that could possibly jeopardize a 

decision-maker’s position in those organizations characterized by more hierarchical and tradi-

tional cultures. Interestingly, our descriptive analysis indicates indeed that more “traditional” 

industry sectors seem to be less likely to adopt SaaS. Consequently, organizations and individ-

ual decision-makers should realize that the Status Quo Bias might actually be an obstacle for 

achieving certain organizational goals, and therefore encourage processes and measures that 

minimize Status Quo-Thinking. 

4.5 Limitations, Future Research, and Conclusion 

As with any research, some limitations of this study merit consideration. First, our study is 

cross-sectional and static. IT services and systems constantly change entailing new require-

ments and the perceptions of new as well as incumbent technologies might change over time. 

As such, future re-search could enrich the findings of our study regarding the replacement pro-

cess by measuring the assessments of different technologies longitudinally. By doing so, factors 

that address the Status Quo Bias, and especially factors that could quickly change the attitude 

toward the new technology, could be identified in order to develop appropriate countermeas-

ures. Second, this study focuses on the top echelon’s assessments of incumbent and new tech-

nologies. Even if these decision-makers are ultimately responsible for the sourcing decisions in 

their organizations, IT decisions are often made by groups and may also be influenced by other 

organizational stakeholders (e.g., customers or investors). Future research can supplement our 

results by conducting case studies and expert interviews with decision-makers at different hi-

erarchical levels in order to fully capture the technology re-placement process in organizations. 

In addition, the results of this study need to be verified within the context of other decisions 

about organizational technology adoption and in different cultural and legal settings. Decision-

makers in US companies or in more traditional industry sectors might dis-play different per-

ceptions and attitudes or draw on different reference points due to divergent company cultures 
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than those in Europe, Asia or innovative and service-oriented industries. By way of example, a 

future study directed primarily at start-ups that are faced with green-field adoptions could ana-

lyze whether the attitude toward SaaS is influenced by different reference points (e.g., experi-

ence with a technology in a previous organization or recent news about security breaches). 

Another recommendation for future research would, therefore, encompass experiments to ver-

ify our results and to test for other effects, such as further cognitive biases in the organizational 

decision-making process. 

To sum up, our study enhances the understanding of an organization’s acceptance of SaaS tech-

nologies in particular and replacement decisions in general. When decision-makers are con-

fronted with a new technology, they frequently encounter a lack or insufficiency of data and 

experience. As this is often the case when assessing SaaS technologies, decision-makers will 

draw on their experience with familiar technologies and evaluate the new technology based on 

their assessment of the existing one. It is essential for SaaS providers to acknowledge this rela-

tionship as they risk losing potential selling opportunities if they neglect to frame their sales 

strategy and marketing efforts according to these cognitive decision-making processes. Corre-

spondingly, decision-makers in organizations should be aware that their assessments of risks 

and the benefits associated with the incumbent technology may be skewed due to Status Quo-

Thinking, which in turn, may discourage their organizations from adopting a more efficient 

technology and inhibiting service innovations in general. Neglecting to acknowledge these find-

ings could have far-reaching negative consequences for overall organizational performance. 
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Abstract 

The ever-rising rates of data generation entail new opportunities for business and society but 

also an increasing risk of data breaches. Apart from technical measures, approaches like pass-

word authentication to ensure data protection revolve around the end-user as the human element 

in information security. Drawing on organizational research which argues that the sole feeling 

of ownership towards an intangible target like data can lead to heightened levels of the individ-

ual’s responsibility, we investigate whether and to what extent this ownership feeling differs 

between personal files and data accessed in the work context. To this end, we draw on data 

derived through a two-phase questionnaire among a representative group of 209 employees. 

Consequently, we find evidence that psychological ownership shows stronger effects on pro-

tection motivation among participants in a private context. Furthermore, results indicate that 

employees partly relinquish their responsibility regarding security responses to protect data in 

their work context. 

Keywords 
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5.1 Introduction 

According to the latest estimations in 2012, 2.7 million terabytes existed in the digital universe 

with roughly 35 zettabytes of data generated annually by 2020 (IBM, 2012). Data generation is 
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further fueled through the acceleration of the Internet of Things and the growth of worldwide 

internet users to 4 billion in 2018 (Statista 2018). 

Unsurprisingly, the age of big data promises new opportunities for business and everyday life 

but entails new flip sides as evidenced by the ever-increasing frequency and amount of damage 

of data breaches by cyber criminals. Verizon’s annual report estimates that 81 percent of data 

breaches that occurred since 2014 were caused by stolen or weak passwords (Verizon, 2018). 

An estimation particularly striking as the most prevalent approach to both access and protect 

private and business data remains through password authentication. Passwords can thus be con-

sidered a particular vulnerability as they are especially intertwined with the human element in 

information systems – the end-user. Since end-users have been continuously identified as the 

“weakest link” within the security chain, behavioral information security research emerged as 

an important subfield of information systems (IS) (e.g., Crossler et al., 2013; Schneier, 2000). 

Human behavior in IS security has been drawing on psychology, criminology or health science 

and various adapted frameworks and models have been applied numerously within the end-user 

context, examining either employee or individual private user behavior (e.g., Crossler et al., 

2013; Lebek et al., 2014; Mayer et al., 2017). These models show that factors such as the cer-

tainty of sanctions, the risk appraisal of a cyber threat or perceived behavioral control are strong 

indicators leading to the behavioral intention to perform certain protective actions (e.g., Boss 

et al., 2015; Bulgurcu et al., 2010). However, extant studies have only identified and analyzed 

the effectiveness of these factors on security in either a work environment or in the context of 

private use (Mou et al., 2017). Thus, it remains unclear if certain factors affect the intention to 

behave in a more secure way in order to protect - one’s own or the company’s – data even 

though context-sensitivity of findings has recently received increased attention among IS schol-

ars (Davison & Martinsons, 2016). 

In this regard, existing studies (e.g., Anderson & Agarwal, 2010; Menard et al., 2018) have 

suggested that the sole feeling of possession or “being psychologically tied to an object” (Pierce 

et al., 2001) might lead to heightened levels of individual responsibility and engagement in IS 

security behavior. This feeling is referred to as “psychological ownership”, a concept that de-

scribes the self-derived perception of ownership opposed to the actual legal ownership which 

is backed by the perception of others and the legal system. Psychological ownership (PO) is 

rooted within the innate human need to experience possession of either tangible or intangible 

targets (Duncan, 1981) and the sense of regarding this target as extension of one’s self (Dittmar, 
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1992). In turn, human desire to experience control and accountability over the target differs 

according to the level of PO the individual experiences (Furby, 1978; Pierce et al., 2001). 

However, IS studies thus far have either focused on feelings of ownership towards the targets 

‘internet’ or ‘one’s computer’ among home-users (Anderson & Agarwal, 2010) or towards the 

target ‘information’ in a generic work-based scenario (Menard et al., 2018). Whereas the first 

study argues for a direct influence of PO on intention to protect the target of ownership, the 

latter theorizes how PO affects the protection motivation, i.e., antecedents of intention to protect 

information. Again, both of the aforementioned studies and others that integrated PO into the 

privacy calculus (Cichy et al., 2014) or explored PO of IT (Klesel et al., 2016), have only ex-

amined the role of PO in one single context and have not questioned yet how levels of PO might 

differ according to situational differences in contexts. But do individuals really experience the 

same degree of PO regarding, for example, their own electronic device or one provided through 

their company? Or do individuals experience higher levels of PO regarding their personal data 

as opposed to PO regarding the data they work with – and are supposed to protect through 

appropriate security measures – in their professional environment? 

Against this backdrop, we seek to (1) extend prior research on individuals’ protection motiva-

tion of data by highlighting the distinct role of PO in both a work and a private context. Fur-

thermore, our study is the first to our knowledge that actually (2) compares protection motiva-

tion based on a longitudinal study and one distinct sample in both contexts. 

The remainder of this article is structured as follows: the theoretical background of both Pro-

tection Motivation Theory and psychological ownership is presented and serves as the founda-

tion of our hypotheses which are integrated into a research model and tested in both a work and 

private setting. Subsequently, the results of our study are demonstrated and discussed before 

implications for theory and practice are derived 

5.2 Theoretical Background and Hypotheses Development 

The following section provides an overview of the current state of behavioral IS security re-

search in both work and private contexts along with the basics of the aforementioned concept 

of psychological ownership and how it has been accounted for thus far in IS security literature. 

Based on the theoretical background, hypotheses are developed and integrated into our research 

model which draws on Protection Motivation Theory (PMT).  
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5.2.1 Information Security Research 

IS research has a long-standing tradition of analyzing security-related issues on an organiza-

tional and individual level (Liang & Xue, 2010; Straub & Welke, 1998). In an organizational 

context, researchers continue to advance technical approaches to prevent intrusion or to detect 

attacks (Cavusoglu et al., 2009; Hansen et al., 2007), however behavioral information security 

research has gained considerable momentum during the last two decades by focusing on human, 

and in particular, end-user behavior in work and private use contexts. 

Within behavioral information security research, users can generally be divided into two sub-

groups in a work context: users that exhibit deviant behavior, i.e., compromising information 

security through espionage, theft, or sabotage, and those users who misbehave without the in-

tent to cause damage (Willison & Warkentin, 2013). By means of example, the latter group’s 

misbehavior can manifest itself through defiance of security policy aspects such as using cor-

porate devices to access non-work-related websites or utilizing weak, repetitive and thus easy-

to-compromise passwords for important work accounts (Herath & Rao, 2009). In order to un-

derstand the driving factors of such “unintended” misbehavior or to identify aspects that en-

courage the use of safeguarding practices, IS researchers have heavily relied on behavioral the-

ories that originate in behavioral psychology, organizational science, criminology, or health 

research (e.g., Anderson & Agarwal, 2010; Boss et al., 2015; Bulgurcu et al., 2010; Lebek et 

al., 2014; Mayer et al., 2017). 

Protection Motivation Theory has been widely used to analyze “any threat for which there is an 

effective recommended response that can be carried out by the individual” (Floyd et al., 2000, 

p. 409) and thus serves as a widespread theory in IS security research due to its applicability to 

security threats such as violating security compliances (Pahnila et al., 2007) or losing data due 

to irregular backups or weak passwords (Crossler, 2010). At the core of PMT, attitudes of in-

dividuals are assessed through two cognitive processes which lead to an increased intention to 

protect oneself against a potential threat: namely, threat and coping appraisal.  

Threat appraisal comprises the perception and assessment of threat severity as well as the per-

sonal vulnerability to a threat. In our security context, perceived severity of a data breach and 

one’s own vulnerability to fall prey to such an event will affect the protection motivation re-

garding data. As both perceived severity and vulnerability are positively correlated with the 

response behavior to protect one’s data, which in our case will be through strong passwords, 

we hypothesize: 
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H1a. Perceived vulnerability will have a positive effect on an end-user’s intention to 

protect (work and private) data. 

H1b. Perceived severity will have a positive effect on an end-user’s intention to protect 

(work and private) data. 

Once the threat is assessed, e.g., the potential severity of data loss or theft and one’s suscepti-

bility or likeliness to experience such an incident, individuals will evaluate a potential behav-

ioral response to the threat during the so-called coping appraisal. 

Coping appraisal includes the concepts response efficacy and the associated response costs of 

the planned coping response necessary to protect oneself from the specific threat, as well as 

one’s perceived self-efficacy in performing the response. If self-efficacy and response efficacy 

outweigh response costs, an individual yields a positive coping appraisal, i.e., individuals will 

install anti-virus software despite the associated costs in terms of purchase price or time to 

install because they feel capable of performing the installation and also deem the software to 

be effective in averting viruses and malware (Anderson & Agarwal, 2010; Crossler, 2010). 

More precisely, response efficacy in PMT refers to the belief that a certain response performed 

by the individual actually leads to a reduction or elimination of the considered threat. 

Regarding IS security, end-users might wonder if strong passwords actually increase the secu-

rity of their own or their company’s data. If this specific response is considered effective in 

actually decreasing the threat (such as potential misuse of data caused by unauthorized access) 

an individual will be more inclined towards actually using strong passwords. However, this 

response also entails the cognitive effort of remembering several complex passwords. The con-

cept of response costs thus assesses all efforts and expenditures associated with the coping be-

havior which will have a negative impact on the intention of actually performing the response 

in question. We thus hypothesize: 

H1c. Response efficacy will have a positive effect on an end-user’s intention to protect 

(work and private) data. 

H1d. Response costs will have a negative effect on an end-user’s intention to protect 

(work and private) data. 

The core nomology of PMT additionally includes the concept of self-efficacy which has also 

been applied in various other theories to assess IS security behavior, often as part of the con-

struct perceived behavioral control (PBC) (Ajzen, 1991, 2002; Boss et al., 2015). On the one 

hand, self-efficacy relates to the confidence of individuals in their own skill, knowledge and 
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ability to perform the response. On the other hand, controllability, as the second aspect of PBC, 

describes how much of the performance is actually up to the individual (Ajzen, 2002; Bandura, 

1997). One example would be that employees might be hindered to implement a security meas-

ure due to missing administrator rights on their work computers. Similar to other PMT-based 

studies which extended their research model with elements of the models originating from the-

ory of planned behavior, we also integrate the complete concept of PBC into our model as it 

could serve as a differentiator between the work and private context (Anderson & Agarwal, 

2010; Workman et al., 2008). 

In an IS security context, end-users who are confident in their ability to perform an appropriate 

security measure like backing up data at home or at their workplace will be more inclined to 

progress with that chosen coping mechanism. However, controllability might differ across con-

texts, because employees might not express the same extent of assumed controllability to their 

action if they cannot implement a security measure due to missing administrator rights, even if 

they had the skill and knowledge in doing so. As a result, they might shift the responsibility to 

their IT department or employer. Nevertheless, if employees just like private end-user ascribe 

responsibility to themselves, i.e., perceive higher degrees of controllability regarding the coping 

mechanism, they will be more proactive in taking appropriate security measures (Workman et 

al., 2008). Hence, we expect that: 

H1e. Self-efficacy will have a positive effect on an end-user’s intention to protect (work 

and private) data. 

H1f. Controllability will have a positive effect on an end-user’s intention to protect 

(work and private) data. 

5.2.2 Psychological Ownership 

The following examples help introduce the concept of PO: 1) Alice and Bob, both three year 

old toddlers, erupt in a fight over a doll in a physician’s practice: both children claim the doll 

belongs to them and attempt to protect it from the other claimant by shouting ‘It is MINE!’ – 

Although, technically, the doll is legally owned by the physician. 2) Alice’s mother is a project 

manager. She lovingly calls one of her recent projects her ‘baby’ and takes many project-related 

tasks home to continue working after hours instead of delegating tasks because she feels a high 

sense of commitment and ownership towards this particular project. These scenarios depict how 

individuals behave when they feel that they possess an ownership stake in a physical or intan-

gible object – a phenomenon called psychological ownership. 



5 Paper B: To (Psychologically) Own Data is to Protect Data 50 

PO stems from psychology and describes the sense of ownership of a target like the aforemen-

tioned doll or project, but can also be felt towards a concept, other person, or an entire organi-

zation or community. The target is seen as an extension of the self (Webb & Sheeran, 2006), 

i.e., the owners regard the target as an expression of themselves or feel a strong sense of be-

longingness towards the target – as evidenced for example by football supporters who feel 

strong ownership towards their football club (Dittmar, 1992; Pierce et al., 2001). Although re-

lated, PO is distinct from legal ownership which is recognized by society and protected by 

legislation – whereas PO is a “condition of which one is aware through intellectual perception 

[…] coupled with an emotional or affective sensation” (Pierce et al., 2003, p. 86). 

The roots of PO or the reason why this cognitive-affective state exists is best explained by an 

innate need of having a place or belongingness to the target (Duncan, 1981), a sense of symbolic 

expression though the target or self-identity (Dittmar, 1992), and the desire to experience causal 

efficacy through control and accountability over the target (Furby, 1978; Pierce et al., 2001). 

Due to the versatility of the PO concept, it has found extensive application especially in man-

agement and organizational research. More recently, studies in an IS context, have demon-

strated the impact of psychological ownership on system usage and appreciation of IT or virtual 

products (Klesel et al., 2016; Lee & Chen, 2011), willingness to disclose data (Cichy et al., 

2014), or intentions to perform security-related behavior (Anderson & Agarwal, 2010; Menard 

et al., 2018). The latter two studies examine the role of PO as antecedent of the threat and coping 

appraisal or its direct effect on behavioral intention. The resulting effects on PO have been 

analyzed and categorized into positive outcomes – such as citizenship, personal sacrifice and 

assumption of risk, or experienced responsibility and stewardship – and negative effects like 

territoriality and other defiant behavior, or personal maladies like stress or frustration if the 

target is subject to any form of alteration (Pierce et al., 2003; Vandewalle et al., 1995). 

Thus, threats to the target can be regarded as threats to oneself because the target represents an 

extension of one’s self-concept or identity. In our context, higher levels of PO will lead to 

heightened perceptions of severity and vulnerability when faced with the prospect of losing 

one’s data. This will more likely occur in the context of private data as opposed to data in a 

work context. Hence, we assume that risk appraisal will be influenced through psychological 

ownership as follows: 

H2a. PO of (work and private) data will increase perceptions of threat vulnerability. 

This effect will be more pronounced in a private context. 
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H2b. PO of (work and private) data will increase perceptions of threat severity. This 

effect will be more pronounced in a private context.  

Intimate knowledge or a deep understanding and familiarity of an object will lead to higher 

degrees of association with the object (Rudmin & Berry, 1987). This is evidenced by individu-

als’ statements of preferring own targets to comparable others, simply because one knows them 

better, e.g., the favorite spot in the canteen. Acquiring knowledge about a target is also linked 

to investment of the self into the target which represents the third route to PO. Investing time, 

effort, or energy into the creation or development of a target, e.g., in a mentor-mentee relation-

ship or into Do-it-yourself-projects, facilitates feelings of PO by seeing one’s own reflection in 

the target (Pierce et al., 2003). In organizational studies, employees who feel PO toward their 

company are shown to express higher levels of organizational commitment, organizational-

based self-esteem, and job performance (e.g., Avey et al., 2009; Van Dyne & Pierce, 2004; 

Vandewalle et al., 1995). Subsequently, Pierce and colleagues argue that pronounced feelings 

of PO will influence the degree of its effects – both positive and negative (Van Dyne & Pierce, 

2004). In line with Menard and colleagues, we also expect that PO will exert influence on the 

coping appraisal considering the use of diverse and strong passwords in both the private and 

work context (Menard et al., 2018) and thus hypothesize: 

H2c. PO of (work and private) data will increase perceptions of response efficacy. This 

effect will be more pronounced in a private context.  

H2d. PO of (work and private) data will decrease perceptions of response costs. This 

effect will be more pronounced in a private context.  

Apart from intimate knowledge of the target, and investment of the self, Pierce and colleagues 

also argue that perceived control is closely tied to feelings of PO (Pierce et al., 2001). Numerous 

studies prove that control is a core feature of ownership as objects that are habitually used or 

can even be manipulated by an individual become more assimilated into the user’s self-concept 

(Furby, 1978). According to Avey et al., individuals will be “feeling more efficacious about 

working with the target, feeling more accountable for what happens with respect to the target” 

(Avey et al., 2009, p. 24) when they feel psychologically tied to the target. In our context, PO 

regarding their data will thus facilitate feelings of responsibility and as a result lead to height-

ened levels of willingness and confidence in their ability to carry out a protective response 

against the IS security threat (Dipboye, 1977). 

H2e. PO of (work and private) data will increase perceptions of self-efficacy. This effect 

will be more pronounced in a private context.  
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H2f. PO of (work and private) data will increase perceptions of controllability. This ef-

fect will be more pronounced in a private context 

5.3 Research Model and Method 

Our research model draws primarily on the approach of Menard and colleagues (2018) which 

examines how psychological ownership affects the protection motivation based on PMT. We 

further extend the model with the additional construct of controllability in order to include and 

examine another important but yet often overlooked aspect of perceived behavioral control. In 

both contexts, we examine how the behavioral intention to use strong passwords in order to 

protect data is influenced by both the classic determinants of PMT and how these are in turn 

influenced by PO in our two contexts 

5.3.1 Data Collection Procedure 

In order to investigate our research questions, we conducted two consecutive online surveys 

using the same respondent panel (cohort). We selected currently employed individuals from 

Germany who use electronic devices to access software applications or websites and are inter-

acting with company data in their professional environment on an everyday basis. In both ques-

tionnaires, variables of our research model were surveyed. Whereas the survey conducted first 

focused on the participant’s professional work context, we repeated testing our research model 

in a second wave by focusing on the private use of IT devices. As threat scenario we chose the 

misuse of data caused by insecure passwords. Consequently, the coping strategy depicted the 

usage of strong passwords which are distinct between different user accounts. 

Both questionnaires were distributed online in August 2018 in two waves with the help of a 

market research institute: respondents first answered a survey assessing their password behav-

ior at their respective workplace. Seven days upon completion, the same cohort was invited to 

participate in a second survey assessing their password behavior within their private context. 

This timespan was chosen in order to avoid manipulating risk appraisal and coping appraisal 

between both conditions through unforeseen incidents or factors (work vs. private context) and 

is comparable to other IS studies with a longitudinal design within (Kehr & Kowatsch, 2015; 

Milne et al., 2002). Both surveys commenced with a welcome page which ensured the partici-

pants’ anonymity and that there are no “wrong” answers in order to counteract common method 

biases (Podsakoff et al., 2003). 
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Only those participants who completed both survey questionnaires were included in the data 

analyses. Accordingly, despite 297 completed questionnaires in the first wave, only 217 data 

sets were further analyzed after the second wave. Since eight participants failed our attention 

check during the second wave, their answers were deemed unreliable. The final sample size 

was thus 209. The effective response rate – after eliminating unreliable responses and attention 

checks – amounted to 70.37 percent, an acceptable rate for questionnaires considering security-

related behavior (Crossler, 2010; Sonnenschein et al., 2017). 

The sample was evenly distributed in terms of gender (51.2 % female; 48.8 % male) and age 

(mean = 44.9; min = 19; max = 65) through quotas mirroring the percentage of the overall 

population in Germany thus providing an adequate snapshot of reality of German employees. 

We report a more detailed sample statistic in the online appendix (Table A1) 

5.3.2 Operationalization of Research Variables and Instruments 

All measurements to operationalize our research variables are based on previously validated 

operationalization and have been adapted to the context of our study as we report in the online 

appendix (Table A2). The items for all threat related PMT constructs (vulnerability [VULN], 

severity [SEV]) were adopted from Johnston and Warkentin (2010). Items for response efficacy 

[RE] have been extracted from Witte (1996) whereas response costs [RC] as well as self-effi-

cacy [SE] were adapted from Milne at al. (2002). Controllability [CON] was measured using 

the scale from Kraft and colleagues (2005). Our dependent variable behavioral intention [INT] 

has been operationalized using items from Herath and Rao (2009) whereas psychological own-

ership [PO] has been adopted from van Dyne and Pierce (2004). 

5.4 Data Analysis and Results 

Our data set contains 209 responses for each context based on the same respondent cohort. 

Therefore, we distinguish between two contexts: the work versus the private context. In the 

following, the hypothesized relationships between variables are analyzed relying on the PLS 

algorithm as implemented in SmartPLS in order to simultaneously validate the measurement 

model and the conceptual path model (Bagozzi & Yi, 1989). 

Measurement Model Testing. We begin by assessing convergent validity of all our variables 

for each condition (work and private). Internal consistency can be assumed for constructs if 

Cronbach’s alpha (Cr α) as well as composite reliability (CR) are at least 0.7 (Bagozzi & Yi, 

2012). To establish convergent validity, the average variance extracted (AVE) should exceed 

https://www.dropbox.com/s/roatvnifkzw0s00/Influence%20of%20Psychological%20Ownership%20on%20Protective%20Behavior%20-%20Online%20Appendix.pdf?dl=0
https://www.dropbox.com/s/roatvnifkzw0s00/Influence%20of%20Psychological%20Ownership%20on%20Protective%20Behavior%20-%20Online%20Appendix.pdf?dl=0
https://www.dropbox.com/s/roatvnifkzw0s00/Influence%20of%20Psychological%20Ownership%20on%20Protective%20Behavior%20-%20Online%20Appendix.pdf?dl=0
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0.5 (Hair et al., 2013). In addition, item loadings are assessed against a threshold of 0.65 or 

higher (Falk & Miller, 1992). We find minimum loadings of 0.707 / 0.840 in the work and 

private context respectively. Therefore, we conclude that convergent validity is ensured. 

  Work Context 

  Cr α CR AVE CON INT PO RE RC SE SEV VULN 

CON .915 .937 .790 .889               

INT .948 .967 .906 .383 .952             

PO .906 .941 .843 .167 .095 .918           

RC .940 .957 .848 .252 .403 -.054 .896         

RE .879 .924 .803 -.248 -.399 -.047 -.223 .921       

SE .854 .912 .775 .236 .469 .015 .387 -.662 .880     

SEV .927 .948 .821 .273 .355 .060 .361 -.126 .315 .906   

VULN .794 .859 .606 .004 .001 .192 -.061 .237 -.116 .102 .778 

  Private Context 

  Cr α CR AVE CON INT PO RE RC SE SEV VULN 

CON .937 .954 .840 .916               

INT .930 .955 .876 .366 .936             

PO .888 .931 .818 .437 .297 .904           

RC .949 .963 .867 .582 .364 .446 .898         

RE .881 .926 .807 -.354 -.446 -.199 -.070 .931       

SE .881 .927 .810 .399 .514 .333 .189 -.746 .900     

SEV .929 .950 .825 .252 .260 .306 .364 -.080 .137 .909   

VULN .898 .928 .762 -.235 -.102 -.067 -.171 .356 -.209 .095 .873 

Table 8. Measurement Model Validation 

 

For acceptable discriminant validity, we rely on the criteria suggested by Fornell and Larcker 

(1981). Accordingly, the square-root of AVE (bold numbers in Table 1) needs to be greater 

than the correlations to all other constructs. Since this holds true for all constructs within both 

conditions, we assume our measurement model to be accurate as further evidenced by cross 

loadings reported in the online appendix (Table A3). 

Structural Model Testing. Continuing with the validated measurement model, we assess the 

overall model fit of our conceptual models. The standardized root mean square residual 

(SRMR) is 0.066 resp. 0.046 (work resp. private) which is well below the cutoff-point of 0.08 

recommended by Hu and Bentler (1998), indicating a good model fit. The amount of variance 

explained within our dependent variables (R2) are presented in Figure 1. We use a bootstrap-

ping procedure with 5,000 subsamples to test for statistical significance of path coefficient es-

timates which results are also reported.  

https://www.dropbox.com/s/roatvnifkzw0s00/Influence%20of%20Psychological%20Ownership%20on%20Protective%20Behavior%20-%20Online%20Appendix.pdf?dl=0
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Figure 8. Results of the PLS Model Estimation 

 

Work context. In the work context, all dependent variables based on PMT (H1 c, d, e, f) except 

for risk perception are supported. Furthermore, psychological ownership of data shows only 

significant influences on the variables perceived vulnerability (H2a) and controllability (H2f). 

Private context. The results show that risk perception has no significant influence on behav-

ioral intention to use strong passwords in the private context. Nevertheless, response efficacy, 

response costs and self-efficacy significantly influence behavioral intention to use strong pass-

words and thus support H1c, d, e. The expected effect of controllability on behavioral intention 

is not supported. However, perceived ownership of data has a strong influence an all PMT 

related constructs except for perceived vulnerability as well as controllability (H2b, c, d, e, f 

supported). 

Multi Group Analysis. As an extended analysis of the differences between the two contexts, 

we conducted a multi group analysis. Due to space limitations we report hypotheses which 

ultimately show significant differences in their path-coefficients only in our online appendix 

(Table A4). Hereby, the context shows a mediating effect on H1f and H2a as the effects are 

stronger in the work context compared to the private context. The context furthermore mediates 

all other relations from psychological ownership. Hence, the effect of psychological ownership 

is stronger in the private context compared to the work context for H2b, c, d, e, f. 
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5.5 Discussion and Contribution 

With this study, we contribute to a better understanding of PMT according to the situational 

context and via an extension through PO. By using a longitudinal repeated measures design, 

we are able to demonstrate varying mechanisms leading to the intention to protect either private 

or work data through strong passwords. Specifically, our results demonstrate that risk appraisal 

through perceived severity and vulnerability does not significantly affect the intention to use a 

security measures such as strong passwords which is in line with some recent findings of other 

researchers (e.g., Boss et al., 2015; Menard et al., 2018). 

Furthermore, we find significant differences regarding the effect of controllability across con-

texts: whereas a significant effect of controllability on the intention to use strong passwords 

indicates that employees feel accountable for their choice, this effect could not be shown among 

private end-users. This might indicate that they do not even perceive an opportunity to shift 

control, and thus accountability, to some third party such as the employer. Therefore, we find 

evidence that individuals in the private context are aware of their sole accountability when re-

sponding to security threats. Otherwise, we found the influence of coping appraisal to be gen-

erally stronger in a private context. 

Similarly, but opposed to the study of Menard and colleagues (2018), we could demonstrate 

lesser and mostly insignificant effects of PO on PMT antecedents in a work context. PO effects 

are – with the exception of controllability – only significant in a private context apart from the 

hypothesized influence on perceived vulnerability – which, in turn, is only evident in a work 

context. Additionally, a post-hoc performed paired t-test (t(208) = -20.36; p < 0.001) of PO 

according to the condition work (M = 3.07; SD = 2.77) or private context (M = 5.89; SD = 1.34) 

showed significant differences. Accordingly, we can subsume that PO is more pronounced con-

sidering the protection of private data and, as individuals tend to evaluate a target more favor-

ably when they own it, feelings of accountability, responsibility, and investment of the self in 

the target are stronger (e.g., Avey et al., 2009; Pierce et al., 2003; Van Dyne & Pierce, 2004). 

This leads to several potential implications for both theory and practice. 

Theoretical Contributions. From a research point of view, our approach is the first to our 

knowledge that is based on a longitudinal repeated measures design which enables the compar-

ison of PMT’s explanatory power in a work and private context based on the same safeguarding 

behavior, i.e., the use of strong passwords. Our study contributes to an improved understanding 

of the relationships within the theory and shows varying support of the general concepts of risk 

and coping appraisal. Risk perception in isolation does not promote safeguarding measures in 
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any context, whereas the inclusion of controllability could contribute to more thorough under-

standing of employee intention regarding the use of strong passwords. Additionally, our find-

ings contribute to the still scarce literature on psychological ownership in IS security. IS re-

search and studies on and information security in particular, have incorporated PO very rarely 

and diversely in terms of context and the mode of influence which calls for replication studies 

as called for by Menard et al. (2018) or Anderson and Agarwal (2010). In this regard, we could 

demonstrate that PO significantly influences several PMT antecedents only in a private context 

and barely affects the protection motivation among employees. Furthermore, a direct influence 

on intention was not found in both contexts as opposed to the aforementioned studies which 

could be related to the differences in targets as one’s own device might elicit more pronounced 

feelings of PO compared to intangible data or the operationalization of PO through scenario 

manipulation (Davison & Martinsons, 2016).  

Practical Implications. As such, our study informs IS scholars but also practitioners about 

how a sense of ownership can regulate protection motivation and thus lead to the actual use of 

safeguarding mechanisms like strong passwords. Practitioners in particular should stimulate 

feelings of PO regarding company data in order to increase protection motivation. PO can 

herein be increased and stimulated by tapping into its antecedents, e.g., through more intimate 

knowledge of the target, in our case data, and also more time and effort invested into under-

standing how data can be protected, employees will develop a feeling of freedom of choice and 

more accountability (Klesel et al., 2016). 

5.6 Conclusion, Limitations, and Future Research 

Despite taking all necessary measures to ensure qualitative results, our study is not without 

limitations. In this regard, a typical limitation of behavioral IS theories is the measurement of 

intention rather than actual behavior. Although intention is widely regarded to be a very robust 

predictor of actual behavior (Ajzen, 1991; Fishbein & Ajzen, 1975), future research could build 

onto our findings with an experimental design that observes the influence of PO on actual be-

havior. Similarly, previous research has identified several other influencing factors like culture 

or personal characteristics which had to be omitted due to duration constrains but could enhance 

our understanding about the modes of action of PO in an organizational and individual security 

context. Especially, since culture has been shown to have an effect of the level of PO expressed, 

our results could be culturally constrained to Western, more individualistic, cultures (Menard 

et al., 2018). From a methodological point of view, the rather short timeframe of our two sur-
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veys might add to the general finding that humans strive for a consistent manner of self-repre-

sentation which might result in memory effects or so-called experimenter demand effects (Kehr 

& Kowatsch, 2015; Podsakoff et al., 2003). However, an extension of the time frame might be 

affected by unidentifiable external influences due to unforeseen incidents or other biases that 

arise during the survey period. 

An avenue for future research could be the analysis of PO antecedents through an action re-

search design measuring whether increased feelings of PO also lead to improved actual security 

behavior in both a work and a private context. Our study thus serves as an important stepping 

stone which first compared the behavior of individuals in these contexts in a repeated measures 

design revealing varying degrees of effect sizes in well-established PMT and newly hypothe-

sized PO relationships. Furthermore, future research could develop a new operationalization of 

PO for the IS context, as current measures are often based on physical, tangible targets. A dif-

ferent approach could be the use of an Implicit Association Test which can detect underlying 

attitudes of users or consumers particularly when subjects are unaware or unwilling to identify 

sources of influence – like PO in our context (e.g., Brunel et al., 2004). 
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Decisions regarding organizational IT security are often approximated by models drawing on 
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zational and behavioral science and 25 expert interviews, this paper proposes a framework, 
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aspects: organizational, environmental, economic, and not least of all by cognitive and behav-
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Subsequently, we review organizational IT security literature building on Straub and Welke’s 
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from a behavioral, environmental, and organizational perspective and thus argues for the im-

portance and future consideration of contextual aspects regarding IT security decisions. 
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6.1 Introduction 

“Risk analysis techniques (financial costs of event multiplied by probability of event equals 

exposure) are not appropriate where business survival is at issue” (Newton, 1985 based on 

Baskerville (1991)) – since the early phase of the Information Systems (IS) discipline, research-

ers and practitioners like the above-quoted Newton (1985) have pointed out the complexity of 

risk identification, assessment and the subsequent decision-making regarding information sys-

tems security and the thus limited applicability of purely statistical and normative approaches.  

However, the predominant approach regarding organizational decisions about IT security re-

mains heavily influenced by purely quantitative models and theories that mainly highlight eco-

nomic aspects of investment decisions (e.g., Bodin et al., 2005; Cavusoglu et al., 2004; Cavuso-

glu et al., 2015) but do not consider organizational, environmental, and behavioral aspects (i.e., 

context). Especially, studies focusing on risk analysis as an aspect of the decision-making pro-

cess continue to draw on statistical decision theory despite the de facto deviation from this 

normative approach in practice (e.g., Baskerville, 1991). Recently however, commonly em-

ployed cost-benefit analyses (e.g., Khansa & Liginlal, 2009) or the consideration of institutional 

factors (e.g., Angst et al., 2017; Cavusoglu et al., 2015) increasingly acknowledge the presence 

and influence of economic, organizational or environmental aspects during the IT security de-

cision process.  

Meanwhile, decade-old findings from behavioral economics and decision sciences have not 

been adopted sufficiently by IS researchers as pointed out by former MIS Quarterly Editor-in-

Chief Paulo Goes (2013) or Crossler and colleagues (2013). Both articles reinforce “that the 

context matters in how the cognitive effects [as stated by behavioral economists] influence the 

choices” (Goes, 2013, p. vii) and advocate the necessity to consider contextual factors in secu-

rity and privacy studies given the highly complex nature of current IS environments. 

Against this backdrop, this paper proposes a conceptual framework that builds on insights from 

organizational IT security research before employing a qualitative approach to identify which 

contextual aspects affect decision-makers in predominantly small and medium-sized enter-

prises (SME) regarding the decision-making process in organizational IT security through 25 

expert interviews. Small and medium-sized enterprises have been particularly overlooked by 

IS security literature which continues to focus on large enterprises within specific industries, 

i.e., healthcare and finance (e.g., Angst et al., 2017; Huang et al., 2014) although SME account 

for more than 95% of enterprises worldwide (OECD, 1997). Decision-makers in SME however 
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are directly responsible for their businesses’ survival which requires them to take various inter-

nal and external factors into account and heightens the influence of individual characteristics 

when deciding upon investing in IT measures in general, and IT security in particular (e.g., 

Dholakia & Kshetri, 2004; Thong & Yap, 1995). 

Findings of the interview study are derived through a content analysis and provide insight both 

into the influence of contextual aspects on IT security decisions and into specific nuances of 

the investment decision such as the provider selection or the area of investment. Drawing on 

these findings, an in-depth analysis of the extant literature in organizational IT security research 

depicts which aspects are considered during the IT security decision process and which invest-

ment nuances are primarily investigated. In this regard we provide a holistic overview of the 

current state of research and unveil extant gaps that future research could close and thereby 

enhance the body of knowledge regarding the influence of contextual factors in organizational 

IT security decisions. 

The remainder of this article is structured as follows: the subsequent section provides the theo-

retical background which is distilled into a conceptual framework. Subsequently, this frame-

work is used to analyze the content of both expert interviews and extant literature through a 

semi-directed content analysis. Thereupon, the findings of the qualitative and the literature anal-

ysis are presented and synthesized during the discussion before limitations and prospects for 

future research conclude this paper. 

6.2 Theoretical and Conceptual Background 

6.2.1 Phases of IT security decision processes 

Our initial theoretical lens employed during the analysis of our qualitative study and the subse-

quent literature review regarding organizational IT security risk is based upon Straub and 

Welke’s (1998) Security Risk Planning Model and Goodhue and Straub’s (1991) Model for 

Managerial Perceptions of Security Risk. Whereas the first model consists of 5 phases, namely 

(1) recognition of security problems, (2) analysis, (3) alternative generation, (4) decisions, and 

(5) implementation, the latter argues that the organizational and the IS environment along with 

individual characteristics strongly influence manager perceptions and thus managerial concern 

about systems risk.  

Both models have been extensively referred to in their pure or modified form in various IT 

security studies (e.g., Dhillon & Backhouse, 2001). The risk planning model in particular can 

be considered as the foundation of established process models (e.g., ISO, 2018) and among the 
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first to build on Goodhue and Straub (1991) by taking socio-organizational factors into account. 

A focus on the role of decision-makers and managers highlights the influence of their percep-

tion on IT security risks and effective controls on organizational IT systems. Due to its high-

level conceptual management approach and its recognition of socio-organizational factors such 

as the IS environment and managerial characteristics, their model provides the core of our con-

ceptual framework. This framework helps to later on identify and contextualize aspects that 

influence decision-making processes regarding IT security investments. 

6.2.2 Organizational decision-making 

Decision-making processes in general are usually categorized through the distinction between 

a normative or descriptive approach (Simon, 1979). Whereas a normative approach focuses on 

how decisions should be made by employing mathematical models and assuming rational stake-

holders, descriptive decision theories attempt to depict how decisions are actually made. In his 

seminal work on decision-making in businesses, Herbert Simon states that “if human decision-

makers are as rational as their limited computational capabilities and their incomplete infor-

mation permit them to be, then there will be a close relation between normative and descriptive 

decision theory” (Simon, 1979, p. 499) before arguing for the existence of bounded rationality 

and the influence of external factors. Thus, the close relation between both theory types is at-

tenuated and the influence of external factors such as legal and social structures promoted. In 

this regard, IS studies which employ an Institutional Theory approach, have investigated and 

demonstrated the influence of environmental aspects such as conformity with external norms 

and social influence on investment decisions (Angst et al., 2017; Salge et al., 2015). 

 Against this backdrop, a plethora of studies in business investment decisions either follow 

classic economic approaches such as cost-benefit analyses or value estimations or build on 

Contingency Theory or a Resource-Based View which acknowledge the distinct influence of 

external factors such as available resources or organizational structures (Dor & Elovici, 2016; 

Vroom & Yetton, 1973; Weishäupl et al., 2018).  

Based on these findings and influenced by Dor and Elovici’s (2016) categories, we aggregate 

influencing factors into behavioral/cognitive aspects, organizational aspects, environmental as-

pects, and economic aspects and presuppose their influence on the IT security decisions process 

introduced by Straub und Welke (1998) as illustrated in the following Figure 1. 

In addition, we make a further distinction within the decision phase and propose four nuances 

as the decision can either be fundamental, i.e., (1) the initial adoption decision whether to invest 



6 Paper C: A Holistic View on Organizational IT Security 63 

at all (Y/N), or directed at the specifications of the intended IT security investment, i.e., (2) 

where/into what to invest (area or content of investment like recovery or prevention measures 

on an abstract level; one- or two-factor authentication on a more detailed level), (3) from whom 

or where to source (self-developed or selection of provider), and (4) how much to invest (level 

or extent of the investment). These nuances are also depicted in Figure 9. 

6.3 Research Methodology 

The conceptual framework is first applied during the analysis of an interview study and the 

subsequent literature review. Therefore, a robust and versatile method like content analysis can 

serve both as a tool to analyze qualitative data derived through interviews and in order to review 

relevant literature thoroughly and comprehensibly (e.g., Hsieh & Shannon, 2005; Mayring, 

2014). While this paper predominantly employs a directed content analysis approach as we 

build on prior research about decision-influencing factors to validate our conceptual frame-

work, we also draw on inductive aspects of conventional content analysis to allow for new 

insights to emerge from the data (Mayring, 2014). 

 

Figure 9. Conceptual Framework of Literature Analysis 
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6.3.1 Research design, sample, and coding process 

Drawing on guiding principles for qualitative IS studies (Sarker et al., 2013), we collected our 

data within a European country through semi-structured interviews with a total of 26 partici-

pants from 25 organizations in six industries (namely manufacturing; construction; wholesale 

and retail; information and communication; professional, scientific and technical activities; ad-

ministrative and support service; education). These participants were either managing directors 

(14), IT executives (8), business developers (2), or consultants (2). Whereas 19 experts are 

employed in pure user companies, 5 experts work in IT provider companies and 2 experts in 

hybrid companies that offer IT services in addition to their traditional (non-IT) product portfo-

lio. Disregarding one company with roughly 660 employees worldwide but less than 250 in the 

sample country, all other companies can be unconditionally classified as SME with 28 % me-

dium-sized (50-250 employees), 52% small (10-49 employees), and 16% very small enterprises 

(1-9 employees). The data collection took place between November 2017 and March 2018 and 

resulted in over 30 hours of recorded interviews, which were transcribed after mutual agreement 

and analyzed with the software analysis tool NVivo 12 Plus as demonstrated in Figure 10. 

 

Figure 10. Content Analysis Process (based on Hsieh & Shannon, 2005) 

 

Based on the initial conceptual framework, the transcribed interviews were screened and coded 

if the description matched the terminology of categories (Dor & Elovici, 2016). Following 

Mayring’s steps of deductive category assignment after the initial screen, subcategories were 

identified, labeled, and iteratively revised in several coding steps (Mayring, 2014, p. 96). The 
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final codes were analyzed through coding comparisons and crosstab queries within NVivo. In 

order to demonstrate rigor and trustworthiness, our coding process followed a clear research 

agenda, was critically discussed and assessed with several IS researchers, and the selected in-

terviews stemmed from diverse backgrounds including triangulation by including both a user 

and a provider perspective. Additionally, direct quotes of the subjects contribute to further 

transparency and accountability. 

6.3.2 Findings 

In accordance with our proposed framework and focusing on the decision phase, we found 

evidence that contextual aspects are highly relevant during the decision-making process regard-

ing organizational IT security investments. Especially, behavioral, organizational, and environ-

mental aspects were strongly supported whereas economic aspects could mostly be condensed 

into cost-benefit analyses and were predominantly mentioned by experts in larger companies.  

Environmental aspects were mentioned most frequently, in terms of information sharing activ-

ities (through mostly informal networks and partnerships), micro-environment (i.e., customers, 

suppliers, industry characteristics, and market/competition) and macro-environment (legisla-

tion/regulation, global pressure). Especially, legal pressure or certain regulations like the EU 

General Data Protection Regulation (GDPR) have a profound effect on SME’s investment de-

cisions in IT security: they influence the very basic decision whether to invest or not, in what 

area to invest as well as the extent or level of investment. Due to length restrictions, Table 1 

exemplary depicts this category, its concepts and the verbatim quotes taken from the transcribed 

interviews 

We additionally investigated the overall mentions of all aspects via crosstab queries in order to 

report the relative share of all four categories for descriptive insights (Mayring, 2014). Whereas 

environmental aspects were most often mentioned (33.74%), behavioral and cognitive aspects 

followed at 26.67% and organizational aspects at 25.42%. Economic aspects were less fre-

quently mentioned at 15.34%.  

All contextual aspects were further fragmented into the identified subcategories, e.g., environ-

mental aspects were subdivided into micro- and macro-environmental elements such as the in-

fluence of the industry, customers or state-level legislation and regulations affecting the organ-

ization on an abstract level. Whereas a further subcategory comprising elements of social in-

fluence and information sharing relates to the environment of the individual. These subcatego-

ries are enriched by verbatim quotes and the identified effect on nuances of the investment 
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decision. By means of example, we could identify that requirements or auditing activities posed 

by customers or regulations exhibit a strong effect on the initial adoption decision whether to 

invest at all into IT security and the particular area of investment, e.g., recovery measures such 

as data backups and archives. Social influence via predominantly non-formal information shar-

ing also directs decision-makers towards the area of investment as well as the sourcing option, 

i.e., provider selection. 
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Manifestation Effect on Investment Nuance 

Subcategories and Verbatim Quotes % Y/N Area Source Level 

Micro Environment 

4
4

.1
5

%
 

+ + o o “Because customers today actually require […] that you 

are ISO certified, because they say that they also have to 

adhere to these terms […]” Firm I, CIO (User) 

Marco Environment 

3
1

.2
9

%
 

+ + o + “It (IT security investment) appears on the agenda with 

the GDPR and because it is a required course, it gets the 

necessary priority”, Firm J, MD (User) 

Information Sharing/Social Influence 
2

3
.9

3
%

 

o + + o 

“Through our association […] or simply via wisdom-of-

the-crowds where we just ask around for experiences like 

‘that’s what we need, what would you say?’. Or we ask 

friendly competitors for insights into what the use and 

why.”, Firm M, MD (User) 

+ = stated positive effect; o = no clearly stated effect; - stated negative effect 

Table 9. Exemplary Qualitative Study Findings 

 

Behavioral or cognitive aspects also appear to have a profound effect on investment decisions: 

individual managerial characteristics such as the awareness level, risk attitude or a traditional 

mindset along with certain biases and the strong reliance on “gut feeling” were found to exert 

influence on all nuances of the investment decision. In addition, experiences with IT security 

incidents and resulting risk recognition have ripple effects throughout all decision phases and 

on several investment nuances as evidenced by the following quote: 

“Everyone has their own attitude: there are the ones that are saying that security is worth every 

penny and others are more like ‘ugh, we don’t need all of that, it’ll work out somehow’”, Firm 

N, Business Developer (Provider) 

Organizational aspects mostly cover the respective firm’s resources, its structure and processes 

along with “softer” factors such as culture or strategy. Resources like budget, manpower, time 

or culture and strategy strongly impact the decision whether to invest at all in IT security. 
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“How difficult will it be to implement it? And also, which and how many resources do we need? 

[…] How much budget will it require? And then it’s time to decide or to deliberate. In favor or 

- not too often – against”, Firm M, Managing Director (User) 

Additionally, the firm’s culture and tradition have a strong effect on the investment source, i.e., 

the selected provider due to the increased relevance of trust and ingrained sourcing relationship. 

Meanwhile, structure and processes often define the area of investment, whereas available re-

sources also often determine the extent of IT security investments.  

In a similar vein to the aforementioned quote, economic aspects along with value estimations, 

return on investment (ROI) calculations and general economic tools and methods were surpris-

ingly less influential during the decision phase and were – if at all – only rudimentarily em-

ployed during risk analysis (phase 2) or alternatives generation (phase 3). Even after being 

specifically asked about economic tools, most interviewees either mentioned that they do not 

see how these methods support IT security decisions or explicitly mentioned that indicators like 

the ROI are only calculated to please managing directors. All in all, only budgeting (or the lack 

thereof) and initial cost-benefit analyses (CBA) exerted influence on investment decisions. In 

this regard, particularly IT executives and interviewees at provider companies expressed the 

necessity of a more formalized budgeting process which is currently missing in the majority of 

SME. 

“Oh well, of course you can try to somehow calculate the ROI […]. That might be important 

in large enterprises […] but here arguments are far more important. Here, we have to make 

sure that the solution fits in financially”, Firm Q, CIO (User and Provider) 

In summary, especially environmental aspects such as customers, legislations but also social 

influence and information sharing appear to have a profound effect on IT security investment 

decisions and their nuances. Due to the central role and the numerous responsibilities most 

decision-makers and especially managing directors in SME possess, the influence of distinct 

behavioral and cognitive aspects is likely more intense than in bigger companies whereas the 

necessity to employ elaborate methods to assess economic aspects other than budget constraints 

and simple cost-benefit techniques are largely negated. Organizational aspects on the other hand 

are often taken into account as a decision for a particular IT security measure is regarded as a 

direct trade-off to other organizational investments into the workforce or processes and prod-

ucts. 
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Based on these insights, we review the current IS security literature to analyze how the identi-

fied contextual aspects are currently accounted for and thus subsequently uncover the most 

prevalent gaps for future research. 

6.4 Literature Analysis 

In the following section, we provide an overview of our literature review method and the uti-

lized tools. In order to ensure rigor and replicability, we adhere to clearly defined guidelines 

through a combination of several approaches prevalent in IS research (e.g., Cooper, 1988; Okoli 

& Schabram, 2010; vom Brocke et al., 2009; Webster & Watson, 2002). Our literature review 

is structured following Okoli and Schabram (2010) and visualized in Figure 11: 

 

Figure 11. Literature Review Process )based on Okoli and Schabram 2010) 

 

6.4.1 Search and selection strategy 

In accordance with Figure 3, we first defined the purpose and review scope before conceptual-

izing the general topic. The literature search was performed following an explorative search 

using Business Source Premier and Google Scholar to achieve a better understanding of the 

topic, synonyms, and the existing research landscape. This resulted in the identification of an 

appropriate search term as indicated in Table 2. We screened the following databases: AIS 

Electronic Library (AISeL), Business Source Premier (Ebsco), and Science Direct (SD) along 

with Web of Science (WoS). Drawing on Cooper (1988), we opted for an exhaustive selective 

coverage and thus searched by title, abstract, and keywords and arrived at 4295 initial total hits 

including 140 duplicates. During the selection phase, initial title and abstract screening, which 

served as practical screen, the analyzed literature was drastically condensed. Thus, only a total 

of 220 articles were further scrutinized during the extraction phase because they explicitly fo-

cused on IT security from an organizational rather than technical or legal perspective. A clus-

tering process ensued along with a quality screen that excluded articles that were published 

outside of leading IS outlets as defined by Lowry (2004) leading to a total of 87 remaining 

A Planning B Selection C Extraction D Execution

1. Purpose of

Literature Review

2. Protocol and

Training

3. Literature

Search

4. Practical Screen

5. Quality 

Appraisal

6. Data Extraction

7. Analysis of

Findings

8. Writing the

Review



6 Paper C: A Holistic View on Organizational IT Security 69 

articles. Full text-screening was combined with the conceptual framework: all articles which 

did not or only marginally cover phase 4, i.e., the actual decision phase according to Straub and 

Welke’s (1998) model were excluded along with conference proceedings which were subse-

quently extended into journal publications resulting in a total of 31 articles (e.g., El-Gayar & 

Fritz, 2010; Huang et al., 2014). A backward and forward search revealed eight relevant publi-

cations which were not identified via the initial search term due to ill-fitting keywords (e.g., 

Lee & Larsen, 2009). These articles were analyzed following the same approach and criteria.  

The rather extreme condensation of the initial total hits can be largely explained with our choice 

to draw on Cooper (1988). Whereas the search term example aimed at an exhaustive coverage 

and thus included several keywords that are highly prevalent in numerous studies, the following 

iterative screening process pursued a selective approach. Selection criteria were mostly deter-

mined by the theoretical framework and the resulting focus on the decision process. As a result, 

publications like Angst and colleagues’ (2017) investigation of institutional factors in 

healthcare security investment which detail the evaluation and implementation of investments 

rather than the decision process leading towards the investment, were excluded. Similarly, Bas-

kerville’s (1991) study on risk analysis covers only the second phase of Straub and Welke’s 

(1998) model and was thus suspended after full text screening. Additionally, literature reviews 

and meta-studies that primarily systemize IS security literature without identifying further as-

pects of investment decision (e.g., Dhillon & Backhouse, 2001) were omitted from further anal-

ysis. 

Detailed exclusion criteria such as a focus on end-users or compliance and employees miscon-

duct along with the exact number of screened articles can be extracted from Table 10. 
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Search term ex-

ample 

tak(“information security” OR “IT security” OR InfoSec OR InfSec OR cybersecurity 

OR “data security” OR (securing information assets) OR technology security OR pro-

tect* OR “cyber security”) AND tak(investment or investing or econom* OR (risk and 

benefit) OR finance* OR spend* OR judg* OR decisi* OR deciding OR adopti* OR 

choice OR evaluate* OR choosing OR cost AND NOT (consumption OR marine OR 

medicine OR agricultur* OR eCommerce OR environmen* OR employment OR energy 

OR food OR smog OR food OR ecolog* OR protectionis* OR "social media" OR "so-

cial network" OR "knowledge management" OR cloud OR "cloud computing" OR ERP 

OR CRM OR “data warehouse*” OR “data mining” OR eLearning OR “product de-

velopment” OR RFID OR semantic OR remuneration) 

 Ebsco SD AISel WoS Total 

Initial Search 805 2066 1058 366 4295 

Articles remaining after Title Screening (initial screen exclusion criteria: publication 

type (e.g., editorials); discipline (finance, environment, etc.); second screen: no apparent 

IT (security) focus) 

524 

Articles remaining after Abstract Screening (exclusion criteria: domain (purely tech-

nical or legal); context (government, individual enduser behavior), or IT security only 

tangential) 

220 

Articles remaining after Clustering (exclusion criteria: stock value, cyber-insurance, 

etc.) 
165 

Articles remaining after Quality Screen (inclusion criteria: leading IS and journals and 

conferences) 
87 

Articles remaining after Full Text Screening (exclusion criteria: sample (employees, 

end users); topics (employee misconduct, policy and compliance); no focus on decision-

making process) 

31 

Articles after Forward and Backward Search  39 

Table 10. Structured Literature Review (based on vom Brocke et al. 2009) 

 

6.4.2 Literature analysis 

In contrast to existing literature reviews and meta-studies (e.g., Dhillon & Backhouse, 2001; 

Schatz & Bashroush, 2017) on organizational IT security and investment decisions, our analysis 

is based on a qualitatively validated framework and includes aspects other than only economic 

valuation or socio-organizational perspectives. Further, the execution phase of the analysis and 

synthesis stage was performed through a thorough content analysis based on the theoretical 

framework adapted from Straub and Welke (1998) combined with the identified and extended 

contextual factors and investment nuances derived through the qualitative interview study in 

SME companies. As opposed to previous literature reviews, a distinct SME perspective – which 

has been largely neglected by organizational IT security research in general – added another 

analysis layer. Thus, the analysis of the final selection of all 39 articles which can be found in 

the online appendix also considered whether the respective study focused on an SME context.  

Evidently, most studies largely focus on economic aspects of IT security decisions by proposing 

a value-at-risk or return on (security) investment approach (ROSI) (e.g., Lee et al., 2011; Sawik, 

2013; Wang et al., 2008). This is also reflected by the slight surplus of predominantly normative 

studies (56%) based on mathematical modelling (64% proportionately) (Altinkemer & Wang, 
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2011; Cavusoglu et al., 2004; Cavusoglu et al., 2008; Dutta & Roy, 2008; Ekenberg et al., 1995; 

El-Gayar & Fritz, 2010; Fielder et al., 2016; Finne, 1998; Gordon & Loeb, 2006; Grossklags et 

al., 2008; Guarro, 1987; Gupta et al., 2006; Herath & Herath, 2008; Huang et al., 2014; Khansa 

& Liginlal, 2009; Kim & Lee, 2007; Kolfal et al., 2013; Lee et al., 2011; Liu et al., 2011; Miller 

et al., 2016; Nazareth & Choi, 2015; Rees et al., 2011; Ryan & Ryan, 2006; Sawik, 2013). 

Whereas two studies pursue a purely qualitative approach (Dor & Elovici, 2016; Qian et al., 

2012) and six are purely conceptual (Baker et al., 2007; Barnard & Solms, 2000; Baskerville, 

1993; Kwok & Longley, 1999; Purser, 2004; Wood, 1988), eleven studies employ a combina-

tion of several approaches (Bodin et al., 2005; Cavusoglu et al., 2008; Ekenberg et al., 1995; 

El-Gayar & Fritz, 2010; Fenz et al., 2011; Fielder et al., 2016; Kim & Lee, 2007; Lee et al., 

2011; Miller et al., 2016; Straub & Welke, 1998; Wang et al., 2008) and three are based on 

panel data (Cavusoglu et al., 2015; Lee & Larsen, 2009; Young & Windsor, 2010).  

As already indicated, our search strategy was directed at studies that explicitly focus on the 

actual (investment) decision, i.e., phase 4 in Straub and Welke’s (1998) risk planning model. 

Several studies focus on a specific investment decision, e.g., investing in a particular authenti-

cation system (Altinkemer & Wang, 2011) or an intrusion detection system (Cavusoglu et al., 

2004). Other studies propose a generic model and use a specific tool or application as example 

(Herath & Herath, 2008; Kim & Lee, 2007). The investment nuances that are most often con-

sidered in these specific investment studies, but also in publications that pursue a more generic 

approach, are the specific area or content and the optimal level of investment (Baker et al., 

2007; Bodin et al., 2005; Fenz et al., 2011; Herath & Herath, 2008; Huang et al., 2014; Lee et 

al., 2011; Purser, 2004; Rees et al., 2011; Sawik, 2013). Only a single study is dedicated towards 

to the decision regarding the source or origin of the investment (Kim & Lee, 2007) and a total 

of six studies consider the fundamental decision whether to invest at all (Dutta & Roy, 2008; 

Grossklags et al., 2008; Herath & Herath, 2008; Lee & Larsen, 2009; Qian et al., 2012; Ryan 

& Ryan, 2006).  

The extensive focus on investment nuances such as the specific area of the investment (53%) 

and the optimal level (49%) is often in line with the intended audience or the specific sample 

of the respective study. This was determined either by analyzing descriptive statistics in the 

result section (sample) or the stated practical contributions (audience). More than 53% of stud-

ies are directed at decision-makers with a pronounced IT focus such as IT executives and CIOs 

(e.g., Bodin et al., 2005; Cavusoglu et al., 2015; Sawik, 2013) or take a company level perspec-

tive (e.g., Fielder et al., 2016; Huang et al., 2014; Purser, 2004). Executives with a non-IT or 
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business background like CEOs, managing directors, and business executives were only con-

sidered by a third of all studies, whereas provider or employee perspectives could be found in 

a total of five studies. 

The shortage of studies looking at non-IT decision-makers hints at the non-generalizability of 

their results for the SME context: many SME executives do not possess a particular IT back-

ground or extensive knowledge and could thus be best compared to other non-IT decision-

makers. Further, only two of the analyzed studies focus explicitly on the SME context (Fielder 

et al., 2016; Lee & Larsen, 2009) and a handful consider organizational aspects like budget 

constraints and additional resource restrictions such as a limited workforce which are all highly 

prevalent in SMEs as pointed out by several SME studies (e.g., Dholakia & Kshetri, 2004; 

Salavou et al., 2004; Thong & Yap, 1995). 

In total, slightly more than half of all analyzed studies consider organizational aspects, most 

often regarding the available resources in terms of budget or workforce as decision criteria 

during IT security investments. Even more prevalent and often directly connected to the afore-

mentioned subcategory of organizational aspects are considerations of budgeting activities and 

especially cost-benefit analyses (61%). However, only a few studies point out specifically that 

“the selection of security controls should be driven by business needs” (Barnard & Solms, 2000, 

p. 185) or that “the security budget is set exogenously by management decision” (Dutta & Roy, 

2008, p. 370). The latter study is one of the few that highlights the necessity of a holistic view 

that integrates technology and organizational with behavioral aspects.  

Even though we did find evidence in 15 studies of behavioral and cognitive aspects, most of 

them approach decision-making only from a cognitive point of view, i.e., focusing on analytical 

or deliberative decision-making processes of decision-makers or their risk attitude. Only six 

studies account for emotional factors or other behavioral aspects like certain managerial char-

acter traits (Dor & Elovici, 2016; A. Dutta & Roy, 2008; El-Gayar & Fritz, 2010; Lee & Larsen, 

2009; Straub & Welke, 1998; Wood, 1988). With regard to organizational aspects, decidedly 

fewer studies consider the influence of the micro- (15%) or macro-environment (20%) of the 

organization or social influence and information sharing (8%) on the decision process. The 

most prominent subcategory, macro-environment, solely regards regulations or specific legis-

lations to have an impact on investments. However, with the exception of Purser’s study (2004), 

this influence is considered to affect the area or content of the analysis (e.g., data protection 

laws promoting backup strategies) rather than stating the connection of legislations on the fun-

damental decision to invest altogether. 
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6.5 Discussion 

In the following, we will discuss and synthesize our major findings from both the qualitative 

study and literature analysis. 

Similar to Dhillon and Backhouse (2001), our literature analysis demonstrates how current IS 

security research still heavily relies on normative approaches assuming purely rational deci-

sion-makers or the existence of formalized decision processes. Contrary to these assumptions, 

evidence from organizational research, behavioral economics and more recently neuroscience 

demonstrates how decision-makers draw on a variety of cognitive shortcuts such as heuristics 

and biases (e.g., Goes, 2013; Salavou et al., 2004), how decisions are better approximated by 

behavioral game theory which takes individual characteristics, time perspectives, and trade-offs 

into account (Camerer, 2003), and how a multitude of factors is usually consulted in organiza-

tional IS decision-making (e.g., Salge et al., 2015). 

Particularly in an SME context, findings from our qualitative study suggest that decision-mak-

ers are heavily influenced by their environment, individual characteristics, and certain charac-

teristics of their organization, in particular resource constraints regarding budget, workforce, 

but also time and knowledge. These factors in turn restrain the use of economic tools and meth-

ods like ROI estimations which prevail in the analyzed studies (e.g., Lee et al., 2011; Sawik, 

2013; Wang et al., 2008). Exemplary, many managing directors in a dual role mentioned that 

they are aware of cost-benefit analyses and ROI or even ROSI estimations but limited time and 

often inadequate data necessary for such economic calculations are hindering their application 

in practice. 

Surprisingly, the majority of interviewed companies do not perform IT budgeting and invest-

ments in IT, or more specifically in IT security, are often viewed as exclusive expense associ-

ated with no visible benefit. Decision-making processes thus include cost (rather than benefit) 

analyses, but the final decisions are often based on gut feeling rather than ‘number-crunching’. 

Additionally, we found evidence that the often stated long-term orientation of family-owned or 

small businesses does not seem to influence decision-making even though previous entrepre-

neurial research suggests that investment activities are directed at wealth preservation for future 

generation (e.g., Lumpkin & Brigham, 2011; Zellweger, 2007). Furthermore, current research 

is negligent of the multitude of role-identities, i.e., owner as general manager and head of IT. 

Role-identities, however, have been shown to impact the evaluation and selection of business 

opportunities and economic decisions (James, 1999; Mathias & Williams, 2014) and their in-

fluence was confirmed through our qualitative approach. Individual or behavioral aspects like 
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these remain largely disregarded in studies IT security decisions and could not be identified 

during our literature review. 

A further discovery is the importance of environmental aspects on IT security decisions: inter-

viewees very often mentioned how customer requirements and frequent quality audits “forced” 

them to adopt certain data protection and recovery security measures or to establish security 

policies and processes. Similarly, state-level interventions in terms of regulations also tran-

spired to be the origin of fundamental IT security decisions and defined the area and level of 

investment. These factors along with social influence are largely neglected by extant IS security 

research even though peer influence has been consistently shown to impact organizational de-

cision-making (Aral & Walker, 2011). Especially, the GDPR appeared to have rather large rip-

pling effects as decision-makers in SME feel forced to deal with data protection and security 

issues in order to avoid possible sanctions. Whereas individual IT security research has, for 

example, employed General Deterrence Theory to account for such mechanisms (Lebek et al., 

2014), current organizational research in this regard has overlooked how regulation affects cer-

tain nuances of IT security investment decisions. 

Regarding the influence of customers, we could identify first evidence into how IT security 

investments are increasingly considered as a potential profit center by younger firms in our 

SME sample. These firms regard IT (security) investment as an economic opportunity or in-

centive which could increase customer loyalty or acquisition – a point of view that is seldom 

accounted for by IT security studies (Crossler et al., 2013). 

6.6 Conclusion, Limitations, and Future Research 

This paper is among the first studies to display the present state of research regarding IT security 

investments with respect to various contextual aspects that were identified via in-depth inter-

views with decision-makers in SME. Based on a structured literature review, important research 

gaps are uncovered which can serve as a first step towards future research endeavors that pursue 

a holistic view of IT security decision-making. 

The contribution of this paper is twofold: first, our qualitative analysis not only confirms the 

assumption that IS security decision-making processes are affected by various contextual as-

pects (e.g., Dor & Elovici, 2016; Wood, 1988) but zooms in on the particular context of SME 

and thus uncovers the most prevalent and significant influencing aspects in this – still rather 
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neglected – context. Further, we identify that these aspects also vary in their influence on in-

vestment nuances which could serve as a first step to uncover the reasons why SMEs still refrain 

from investing in IT security (Zurich, 2017). 

Second, the critical analysis of extant organizational IT security research focuses on the (in-

vestment) decision and serves as a magnifying lens that highlights various other important re-

search gaps such as the influence of factors other than economic or organizational aspects, 

which currently still dominate in many studies. Additionally, our approach is the first to our 

knowledge that explicitly investigates nuances of investment decisions and the intended audi-

ence.  

However, in accordance with previous literature review-based and qualitative research, one 

limitation of this study refers to potential subjectivity during the selection and analysis process. 

Given the choice of keywords and the screening process of the literature, complete exhaustion 

or generalizability of the results cannot be claimed. Similarly, qualitative approach through 

interviews might be affected by the ambiguity of language or a self-selection bias of the inter-

viewees. Nevertheless, we employed several techniques such as triangulation and discussed as 

well as cross-checked our results with other IS researchers. Against this backdrop, future re-

search could broaden our IT security investment focus and consider other general IT adoptions 

or determine the respective influence of the identified contextual aspects in companies of vari-

ous sizes and within several industries. Moreover, our literature analysis shed light on largely 

overlooked nuances in current IS security investment decisions. We uncovered huge gaps con-

sidering sourcing and initial adoption decisions which should receive future attention. Espe-

cially, since the latter nuance is highly relevant for the SME context and the stepping stone for 

further nuances during the decision process. 

 In general, future IT security research in particular would highly benefit from a more distinct 

consideration of the mechanics and insights derived from behavioral economics and neurosci-

ence. This is the only way to ensure better integration of context into risk management and IT 

security decisions. 
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Abstract 

Small and medium-sized enterprises (SME) represent more than 95 percent of all businesses 

worldwide, yet organizational IT security research has largely neglected SME or superimposed 

certain theoretical assumptions that are not necessarily applicable in an SME context. Based on 

a literature review and a resulting conceptualization of general SME characteristics, several 

constraints are validated and contextualized regarding their influence on IT security investment 

decisions through 25 expert interviews. The findings strongly suggest that several widely held 

assumptions in extant IT security literature have to be modified if researchers claim generali-

zability of their results in an SME context. Exemplary assumptions include the existence of 

formalized, documented processes or IT budget planning which are often non-existent or un-

derdeveloped in SME. Additionally, our study offers 14 propositions regarding the particular 

effects of identified constraints on IT security investment decisions in SME for future IT secu-

rity research. 

Keywords 
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7.1 Introduction 

“Digitization without IT security is like bungee jumping without a rope!” – experts in research 

and practice commonly agree that digital transformation of business and everyday life will only 

succeed sustainably with effective IT security measures and a heightened IT security awareness 
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of individuals and executives alike. A considerable stream of research has focused on organi-

zational IT security in leading Information Systems (IS) journals and continues to highlight 

important legal, technical, procedural, and human aspects in this regard. The immense rele-

vance of organizational IT security is only reinforced by the continued emergence of large-

scale attacks on organizations and the ever-increasing damages thereof. Ransomware attacks 

such as CryptoWall in 2015 or NotPetya in 2017 with an estimated economic damage of 325 

million respectively 1 billion USD worldwide (Lemos, 2017) along with the increasing fre-

quency of other security breaches has put a spotlight on the importance of securing IT systems 

in organizations. This elevated need for IT security measures has reached boardroom agendas 

and strategies in enterprises worldwide as evidenced by a rise in expenditure in 2017 of 7.6 

percent, compared to 2016, reaching 90 billion USD according to research company Gartner 

(Forni & van der Meulen, 2017). 

Despite these visible improvements, recent reports indicate that especially small and medium-

sized enterprises (SME) are still slow to invest (Zurich, 2017) albeit seeing themselves as ill-

prepared for potential attacks (Kaspersky, 2017). Even more tellingly, almost half (49 percent) 

of British SME plan to spend less than 1000 GBP on cyber security measures within the up-

coming year (Zurich, 2017). The major importance of small and medium-sized enterprises for 

national economies amplifies the significance of these findings: SME, i.e., enterprises with less 

than 250 employees represent around 95 percent in OECD countries and even 99 percent in the 

EU28 states while accounting for 60 to 70 percent of jobs in most countries (e.g., Eurostat, 

2015; OECD, 1997). Although their total contribution to the overall gross domestic product is 

lower than the one of large enterprises, the role of SME as drivers of employment and innova-

tions, and their role as the respective country’s backbone is largely agreed upon (e.g., Dutta & 

Evrard, 1999; Verhees & Meulenberg, 2004). 

Surprisingly, there is a dearth of research focusing on organizational IT security in an SME 

context – in particular within the so-called Basket of Eight which includes the leading IS jour-

nals. Studies in this field mostly generalize their results for organizations of all sizes or indus-

tries although their samples predominantly feature large enterprises (e.g., Angst et al., 2017; 

Hsu et al., 2012; Straub & Welke, 1998) or focus on a specific industry sector such as healthcare 

or finance (e.g., Kwon & Johnson, 2014; Wang et al., 2008). Moreover, they neglect to discuss 

whether and how their results might be bounded by company size. With the exception of Lee 

and Larson (2009) who focus on SME executives' organizational adoption of anti-malware soft-

ware, most studies do not report specific results for SME. 
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However, several studies within the IS discipline and related disciplines that focus on technol-

ogy adoption or knowledge management have shown that SME face distinct challenges and 

particular constraints. Additionally, many of these constraints affect large enterprises only sel-

dom or not at all (e.g., Decker et al., 2006; Riemenschneider et al., 2003). Researchers like 

Bharati and Chaudhury (2009) have demonstrated that SME differ from large firms in terms of 

their organizational characteristics as well as their relationship to information systems. Among 

others, they have criticized the limited space provided for IT aspects of SME in most journals 

which is highlighted by the identification of only a single article on the subject published be-

tween 2003 and 2009 in the top three IS journals in the United States.  

Given the significant relevance of the SME context, we advocate that future IS security research 

needs to take the particular characteristics of SME fully into account. In line with Davison and 

Martinsons (2016), we argue that extant recommendations stemming from previous studies and 

their particular context are not necessarily applicable to smaller enterprises. Angst et al. (2017), 

for example, make the case for substantive adoption of IT security measures that are defined 

by deep integration into a process and ongoing learning efforts – a recommendation thwarted 

by the often limited documentation and formalization of organizational processes in SME. 

Therefore, our paper makes a first step to enable future IS security research in an SME context 

and investigates the following research questions: (1) Which SME constraints influence organ-

izational IT security? And (2) how do these identified SME constraints manifest themselves and 

influence IT security (investment) decisions?  

To answer these questions, we first define the term SME and perform a structured literature 

analysis to identify general constraints that SME face on an organizational level. Subsequently, 

the quintessence of this literature review is conceptualized into a framework that serves as a 

lens for the second step. This second step includes a qualitative analysis of 25 semi-structured 

interviews with a total of 26 decision-makers and IT staff from small to medium-sized client 

and provider organizations. These interviews are analyzed to validate whether the previously 

identified general constraints can be applied to the organizational IT security context. Further-

more, the qualitative analysis provides insight into how these constraints manifest themselves 

specifically in IT security decision-making processes based on the perception of subjects within 

the SME context. Discussing these manifestations increases our understanding of how specific 

constraints influence IT security decisions and enables the proposition of several key starting-

points for future research regarding organizational IT security in an SME context.  
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Consequently, our approach entails several important contributions for theory and practice. 

From a theoretical point of view, our results depict the apparent negligence of leading IS jour-

nals in representing the reality of SME in terms of organizational IT security. By highlighting 

the influence of SME-specific constraints in IT security (investment) decisions, we expose the 

necessity to expand, rethink, or constrain prevalent theories in organizational IT security re-

search. Additionally, our findings also raise awareness for research gaps within the IT security 

field such as the tendency to neglect temporal and affective factors or a low procedural sophis-

tication in SME. Practical implications should be considered by both user and provider organ-

izations for IT security products and services. Providers can learn that top executives in SME 

differ in their decision-making process and draw heavily on emotions and affects while user 

organizations should take our results as an indication to expand their timeframe and establish 

formalized and documented processes along with more strategic IS management practices. 

7.2 Conceptual Framework 

In order to specify and define the concepts associated with the identified research questions, we 

propose a conceptual framework in line with Miles and Huberman (1994, p. 440) as it “lays out 

the key factors, constructs, or variables, and presumes relationships among them”. 

7.2.1 Definition of SME Context 

We conducted a literature review to identify those SME-specific constraints that are relevant to 

IT security decisions and to construct a conceptual framework that can serve as a foundation 

for further analysis. Drawing on the approach suggested by Levy and Ellis (2006) we followed 

three steps, i.e. input step, processing step, and output step, for a scoping review that summa-

rizes research findings on SME constraints. During the input step, we conducted a database 

search (Ebsco Host Business Source Premier, Science Direct, and AIS Electronic Library) and 

additionally queried Web of Science and Google Scholar. Relevant articles were identified us-

ing the following keywords: (barrier OR constraint OR restraint OR boundar* OR problem 

OR issue OR challenge OR obstacle OR characteristic) AND (SME OR SMB OR ((small OR 

medium OR micro) AND enterprise OR company* OR firm)) with “*” as an abbreviation sym-

bol. The search was not limited to a certain time period but focused on highly cited articles. 

The processing step encompassed title and abstract screening, followed by a screening of the 

remaining articles for clearly stated constraints that are specific to SME. The resulting final 

findings were synthesized during the output step which resulted in a conceptual framework of 

these identified SME constraints. 



7 Paper D: The Influence of SME Constraints in an Organizational IT Security Context 80 

7.2.2 Identification and Categorization of Constraints 

Based on our literature analysis, we identified several environmental factors and constraints 

which were categorized into characteristics internal to the focal firm and those associated with 

the firm’s (external) environment. In consequence of our focus, the subsequent analysis primar-

ily comprises organizational and individual characteristics within the focal firm.  

Individual characteristics, summarized through “leadership” in the framework, are especially 

relevant in an SME context due to the widespread multitude of role identities as enterprise 

owners often function additionally as chief executive officer (CEO), managing or IT directors. 

Additionally, researchers have pointed out the influential role of top managers in SME as they 

are often the single decision-maker while being responsible for the survival of the enterprise 

(e.g., Birley, 1982; Thong, 1999; Thong & Yap, 1995). In this regard, many studies in an IT 

context have pointed out how managerial capacity, attitude towards technology, or lack of 

awareness affect decision-making and the success of technology adoption (e.g., MacGregor & 

Vrazalic, 2005). 

Resource constraints commonly refer to a shortage of financial assets and knowhow or exper-

tise (e.g., Boyes & Irani, 2003; Thong, 2001). The latter can be a result of high labor costs and 

a lack of human resources or skilled workforce that affects SME in particular (e.g., Buckley, 

1997; MacGregor, 2003). Similarly, limited budget is among the most prominent features in 

SME research and business decisions like investments or IS adoptions are often strongly af-

fected by financial constraints (Chen et al., 2007). 

The small asset base represents another and one of the biggest and most cited constraints for 

SME. This aspect comprises both the difficulties of SME to access external financial resources 

(e.g., Carbo-Valverde et al., 2007; Riemenschneider et al., 2003) and general cash flow diffi-

culties (Welsh & White, 1981). Additionally, SME capital is often bound to the owners, thus 

potentially leading to a restricted capacity for strategic, long-term economic risk and invest-

ments (Howorth, 2001). 

Low formalization level in SME is closely linked to the above-mentioned constraints. It de-

scribes the existence of dual or even multiple role-identities ascribed to one individual person, 

e.g., IT functions and general management tasks are performed by one person due to a shortage 

of skilled personnel or time. Additionally, CEOs often execute administrative tasks and have to 

make business decisions while drawing on adhoc, non-formalized, undocumented management 

practices resulting in a rather low procedural sophistication and highly centralized structures 

(e.g., Chell et al., 1991; Mintzberg, 1989). 



7 Paper D: The Influence of SME Constraints in an Organizational IT Security Context 81 

Another organizational characteristic that relates to both internal processes and the micro envi-

ronment is the cultural and/or geographical insularity of SME as stated by Bharati and 

Chaudhury (2009). They explain that SME are often limited in their interaction with their en-

vironment due to their location and generally maintain the most important business relation-

ships with suppliers, partners, and customers in a limited geographical area. This lock-in is 

further aggravated by an overreliance on strong ties within the closest community which could 

lead to a preservation or backwardness in terms of business culture and prevents access to other 

or new information sources (e.g., Agell, 2004; Bennett & Robson, 2004).  

These characteristics are depicted in Figure 1 which is loosely based on the IT business value 

model proposed by Melville et al. (2004) and SME constraints in a general IS context proposed 

by Bharati and Chaudhury (2009). The aforementioned constraints are closely linked to leader-

ship, have an impact on each other, and are further influenced by the respective micro and 

macro environment of the focal SME (e.g., Chell et al., 1991; MacGregor & Vrazalic, 2005). 

These environments comprise country characteristics like legal regulations or general globali-

zation pressures which are not necessarily specific to the SME context but affect smaller com-

panies to a greater extent compared to large enterprises (e.g., Chen et al., 2007; Piscitello & 

Sgobbi, 2004). The micro-environment is the direct periphery of the SME, i.e., competitors, 

suppliers/providers, customers and general industry-specific characteristics which affect the 

enterprise through market pressures (e.g., Melville et al., 2004; Stockdale & Standing, 2006; 

Teo et al., 2004). For instance, SME are particularly pressured due to their position at the end 

of the value chain, as evidenced by “auditing chains” and are typically regarded as price-takers 

(Casterella et al., 2004). These pressures of the micro and macro environment are not of central 

interest in this study and will thus not be investigated further but are mentioned and depicted 

for the sake of completeness. The following qualitative study focuses on organizational and 

individual constraints of the focal SME (i.e., inner “Focal SME” box in Figure 12). 
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Figure 12. Conceptual Framework of SME Constraints 

 

The conceptual framework represents the base for the following contextualization of constraints 

regarding organizational IT security in SME. Subsequently, their relevance and influence on IT 

security (investment) decisions will be identified via a qualitative research approach (Ravitch 

& Riggan, 2016). 

7.3 Qualitative Research Methodology 

After the deliberate consideration of the findings from our initial literature analysis on the spe-

cific SME constraints, a qualitative approach was employed to validate and contextualize the 

findings within organizational IT security. Following Kaplan and Maxwell (1994), we argue 

that it is important to understand the perceived boundaries and constraints from the point of 

view of participants in that particular social and institutional context – in our case relevant 

decision-makers in SME user and provider firms. Whereas the dominant stream of IT security 

literature employs quantitative research methods, we argue that certain covert assumptions or 

preconceptions might be irrelevant or incongruous for the SME context. In order to challenge 

these assumptions, we advocate for the necessity to “see the world through the eyes of the actors 

doing the acting” (Greener, 2008, p. 17), i.e., employing a qualitative approach using interviews 

with experts within that particular context. As our approach is based on a conceptual frame-

work, thus relying on stated knowledge but still embraces the skepticism innate to interpretivist 
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approaches, an epistemological post-positivist stance allows for a more comprehensive expla-

nation of the context of the studied phenomenon (Fischer, 1998). Our approach sets out to 

broaden the current state of IS research in organizational IT security in SME by questioning 

experts – both from the perspective of IT staff and executives from user and provider organi-

zations. 

7.3.1 Research Design 

Our research design adheres to guiding principles of Sarker et al. (2013). Following these guide-

lines, we prepared an interview protocol resulting in semi-structured interviews with key in-

formants in different organizations. In order to overcome typical pitfalls of semi-structured in-

terviews like the artificiality of the interview or lack of trust, we followed Goffman’s recom-

mendation of seeing the qualitative interview as a drama with a stage, props, actors, an audi-

ence, a script, and the actual performance (Goffman, 1959). Especially, first impressions are 

seen as crucial for the success of the interview. Hence, email and telephone contact was used 

prior to the interview and the actor, i.e., the interviewer, showed empathy and understanding to 

decrease the chances of the interview going awry (Hermanns, 2004). The initial script itself 

included several strategies regarding the type of questions asked, e.g., meaning questions to 

evoke previous experiences with IT security measures and decisions, process questions to iden-

tify a longitudinal change regarding IT security, or descriptive questions aimed at identifying 

underlying beliefs and practices of the investigated social group (Morse, 1994). Additionally, 

provocative or ideal questions were posed in order to elicit perceived constraints (e.g., “In your 

opinion, what would be necessary to achieve an ideal status quo of organizational IT security 

in your company and in other SME?”). Due to the semi-structured approach, initial questions 

were subject to change and adapted to the respective interview partners and their position or 

knowledge throughout the interviewing process. 

7.3.2 Sample and Data Collection 

From November 2017 until February 2018, CEOs or owners and IT executives of SME in Ger-

many were identified via an online social business network and the local Chamber of Industry 

and Commerce. The invited interview partners were chosen in a key informant approach from 

user firms (UF), user and provider firms (UPF), and later on also from provider firms (PF). This 

distinction is based mostly on the product or services portfolio of the respective firm employing 

our interview partners. While UF are purely clients of IT security services and products, PF are 
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mainly suppliers of such goods, and UPF introduced security services or products recently to 

diversify their established portfolio. 

In order to avoid an elite bias both IT staff and executives were invited (Miles & Huberman, 

1994). Due to the semi-structured approach and additionally derived insights from interview 

partners, executives and staff from IT security providers were additionally invited to participate. 

While most interviews were held face-to-face because of the rather intricate and sensitive nature 

of the topic, a total of seven interviews were performed via phone calls due to geographical 

distance. Seven interview partners identified themselves with a pure IT role, while two held a 

hybrid position and 13 were top executives and managing directors (MD). Another four inter-

view partners were either responsible for sales or consultancy. Only one of the interview part-

ners was female. The majority of participants (60 percent) were active in the service sector 

while 24 percent of the sample organizations provide a mixture of services and manufactured 

goods, eight percent each are either focusing on production or trade. The self-stated role(s) of 

the interview partners and their respective experience (Job Exp.) in their role as well as their 

companies’ classification of economic activity according to the ISIC classification, the specific 

sector and size are depicted in Table 1. All interviews (length average of 72 minutes) were 

recorded and transcribed by mutual agreement and enriched by field notes by the researchers. 

All interviewees were guaranteed anonymity and offered an executive report of the results. No 

additional interviews were scheduled after the 25th interview because further contribution 

through additional qualitative data to a concept or a relationship between concepts was deemed 

unlikely after the fifth provider was interviewed (i.e., theoretical saturation was assumed). This 

quantity of interviews is comparable to other organizational IS (security) publications (e.g., 

Marshall et al., 2013; Sonnenschein et al., 2017). 
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ID Position Job Exp. 

Other  

Responsibilities ISIC Firm’s Sector Size 

Interview 

Method 

Group: User Firm (UF): Key informants of firms that are solely users of IT security products and services 

UF-01 Director IT 19 years - C Chemical Manufacturing  m Face-to-face  

UF-02 MD 10 years IT Administrator M Marketing Services vs Face-to-face  

UF-03 CIO 40 years - P Educational Services m Face-to-face  

UF-04 

MD  22 years Owner 

C Mechanical Engineering m Face-to-face  Director IT 20 years - 

UF-05 MD 20 years IT Administrator M Legal Services s Face-to-face  

UF-06 MD 12 years IT Administrator F Building Reconstruction s Face-to-face 

UF-07 MD 5 years IT Administrator M Marketing Services vs Telephone 

UF-08 Director IT 7 years - G Retail m Face-to-face 

UF-09 MD 10 years IT Administrator N HR Services s Face-to-face 

UF-10 MD 4 years Sales Manager M Marketing Services m Telephone  

UF-11 Director IT 18 years - G Wholesale s Telephone  

UF-12 MD 10 years Sales Manager M Marketing Services s Face-to-face  

UF-13 MD 8 years Consultant M Consultancy s Face-to-face  

UF-14 MD 4 years Consultant M Consultancy vs Face-to-face  

UF-15 Director IT 5 years Project Manager  P Educational Services s Face-to-face  

UF-16 Consultant 6 years IT Administrator J IT Project Management s Face-to-face  

UF-17 MD 2 years IT Administrator M Legal Services vs Face-to-face  

UF-18 CIO 20 years - N Relocation Services s Face-to-face  

Group: User and Provider Firm (UPF): Key informants of firms that are both users and providers of IT security products and ser-

vices 

UPF-01 MD 10 years CIO J Publishing and IT Services s Face-to-face  

UPF-02 Director IT 20 years - J Publishing and IT Services m Face-to-face  

Group: Provider Firm (PF): Key informants of firms that are providers of IT security products and services 

PF-01 Sales 5 years Consultant J,M IT Services s Face-to-face 

PF-02 MD 21 years - J,M IT Services s Telephone  

PF-03 Consultant 19 years - J,M IT Services m Telephone  

PF-04 Sales 2 years Consultant J,M IT Services  m Telephone  

PF-05 MD 20 years - J,M IT Services s Telephone  

ISIC Codes (United Nations 2008): C= Manufacturing; F= Construction; G= Wholesale and Retail Trade; J= Information and Communication; M= Professional, 

Scientific and technical Activities; N= Administrative and Support Service Activities; P= Education;  

Firm Size: vs= very small; s=small; m=medium 

Table 11. Participant Overview 

 

7.3.3 Data Analysis Technique, Coding Concept and Criteria for Rigor 

In line with the philosophical stance and the developed conceptual framework, the transcripts 

were analyzed using an iterative multi-level coding process similar to extant IS literature (Al-

brechtsen, 2007). Coding cycles were used to answer our research questions as displayed in 

Figure 2 following the suggested techniques of Miles and colleagues (2013). 

 

Figure 13. Analysis Technique and Coding Concept (Miles et al. 2013) 
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software to facilitate the analysis process (Bazeley, 2003). Attribute coding or context coding 

was used to identify essential information about the data at hand and demographic characteris-

tics – for example, age, gender, experience, position, time frame – resulting in an overview of 

the sample (see table 1) and in a potential attribute base used to expose interrelationships or 

themes in a later coding stage (Bogdan & Biklen, 2007). Furthermore, descriptive coding was 

employed to summarize topics resulting in a general categorized code inventory which provided 

a basis for additional, more focused analysis and interpretation (Wolcott, 1994). This coding 

technique was primarily used to possibly extend the initially developed conceptual framework 

by disregarding the previously identified constraint dimensions (i.e., limited resources, low for-

malization level, insularity, asset base, and leadership). Descriptive coding was mainly em-

ployed to identify further potential constraints and their manifestations. As recommended by 

Saldaña (2009) hypothesis coding was performed subsequently to account for the initially con-

ceptualized constraints and to screen the scripts for verbatim and in spirit mentions (Auerbach 

& Silverstein, 2003). For example, statements regarding the resource situation were further 

analyzed and broken down into themes, e.g., specific resource aspects like budget or time. The 

first coding cycle thus helped to gain a general and broad overview by identifying relevant 

themes regarding IT security investments. Subsequently, resulting initial codes were once again 

categorized into themes, i.e., the distinct manifestations of the aforementioned constraint di-

mensions during the sorting and synthesizing steps. These themes were further analyzed during 

the second cycle through pattern coding, contextualization, and relevance weighting which 

served as a lens to examine further patterns or explanations for the subsequent theorizing stage 

(Miles & Huberman, 1994). Relevance weighting was considered by extracting the exact code 

frequencies and analyzing the summary grid of codes through MAXQDA’s analysis features. 

The relevance had been considered based the overall frequency of mentions per interviewee 

role (MD, IT, or other) subdivided into user and provider firms (UF and UPF) and pure provider 

firms (PF). Subsequently, visual tools offered by MAXQDA that examine and visually illustrate 

frequency measures were assessed and resulted in the following weighting scheme:   = very 

high relevance;   = high relevance;   = low to medium relevance; and   = no or very low rele-

vance. 

Several practices were employed throughout the coding and analysis process in order to achieve 

rigor and trustworthiness: The data analysis was led by clear research questions and prior the-

orizing served as the base of the conceptual framework and was used as input to our research 

design. In terms of the selected interviewees, a broad range of highly involved individuals 
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across several industries enable extensive comparisons and potentially yield more general re-

search results (Benbasat et al., 1987). Furthermore, the data collection was supported by data 

triangulation by including both user and providers of IT security measures while field notes and 

a multi-researcher triangulation was employed during data analysis. Other tactics, as proposed 

by Miles and colleagues (2013) included weighting the evidence to identify the most trustable 

data and to pay attention to “unpatterns” by checking for outliers, extreme cases, and negative 

evidence. Furthermore, the following presentation of findings including direct quotes brings 

“the voice of participants in the study” (Creswell, 1998, p. 70), while contributing to transpar-

ency and accountability. 

7.4 Results 

The identified SME constraints (see Figure 1) were validated in differing degrees as interview-

ees perceived certain constraints as more relevant or severe in their specific environment. Table 

2 includes the weighted perceived relevance according to the interviewee’s role within the or-

ganization, as we noticed distinct patterns among managing or IT directors in user firms and 

among interviewees from provider firms. A general overview of these relevance ratings and 

manifestations can be extracted from the following table which is followed by a demonstration 

of manifestations through concrete interviewee statements. 

General 

Constraint 

Constraint 

Aspects 

Constraint Manifestation Effects on Organizational IT 

Security 
Weighting per Role 

and Firm Group 

MD 

UF, 

UPF 

IT 

UF, 

UPF 

MD,  

other 

PF 

Limited 

Resources 

Limited 

Budget 

No or limited budget for IT security 

investments 

→ less expenditure for IT in 

general and IT security in 

particular 

   

Limited Time No or limited time for discussions, 

information search regarding IT 

security investments 

→ less expenditure for IT in 

general and IT security in 

particular 

   

Limited 
Knowhow 

No or few experienced employees to 
assess IT security (investments) 

→ negative impact on 
expenditure regarding IT 

security 

   

Small Asset 

Base 

Revenue 
Stream 

Cash flow difficulties or 
irregularities affect IT security 

investments 

→ hindrance for further IT 
security investments 

   

Financial 
Support 

Difficulties to obtain financing 
through institutions or government 

→ no distinct influence on IT 
security investments 

   

Owner Capital Firm assets are directly linked to 

owner’s personal assets and (IT) 

investments assessed differently 

→ marginal influence on IT 

security investments 
   

Low  

Formalization  
Level 

Budget 

Planning 

No or marginal budget planning for 

IT and IT security in particular 

→ negative impact on 

expenditure regarding IT 

security 

   

Multiple Roles Multiple roles and responsibilities 
within one position and non-existent 

IT department  

→ non-accountability/ no 
defined authority for IT security 

issues 

   

Processes Non-existent, undefined, or 
undocumented (organizational, 

technological) processes 

→ negative impact on 
expenditure regarding IT 

security 

   

Insularity Geography/ 

Location 

(Rural) location restricts sourcing of 

IT security products and services 

→ limitation regarding IT 

security experts, products, and 
service portfolio 
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General 

Constraint 

Constraint 

Aspects 

Constraint Manifestation Effects on Organizational IT 

Security 
Weighting per Role 

and Firm Group 

MD 

UF, 

UPF 

IT 

UF, 

UPF 

MD,  

other 

PF 

Culture • Cultural insularity emphasizes 

trust-based relationship  

 
 

• Ingrained tradition leads to overre-

liance on status quo 

→ personal contact and lengthy 

commercial partnerships 

necessary for decision-making  
→ overreliance on the status 

quo of IT in general and IT 

security in particular 

   

   

Leadership Awareness Lack of awareness or 

underestimation of IT security risks 

→ impedes IT security 

decision-making and 
investments 

   

Temporal 

Focus 

Focus on short-term daily business 

rather than IT security issues 

→ limits long-term investments 

in IT security 
   

Affective/ 
Experiential 

Factors 

(Over-)Reliance on emotional 
factors in decision-making 

→ overall negative impact on 
IT security decision 

   

     = Very high relevance;     = high relevance;     = low to medium relevance;     = no or very low relevance 

UF = User Firm, UPF = User and Provider Firm; PF = Provider Firm 

Table 12. Findings: Manifestations of Constraints and Relevance Weighting 

 

While manifestations of limited resources and leadership constraints were most prevalent and 

deemed relevant unanimously, insularity or small asset base received differing support. The 

latter two constraint manifestations were mentioned more often by MDs of user firms. In con-

trast, manifestations of low formalization level and insularity (excluding geographical insular-

ity) received more attention and higher relevance ratings by IT executives of user firms and 

interviewees from provider firms. In the following, we provide more detailed findings on how 

general constraints of SME manifest themselves in an IT security context. 

7.4.1 Limited Resources 

Limited resources were among the constraints most often mentioned by all interviewees across 

firms and positions. The manifestations of these constraints in an organizational IT security 

context refer especially to limited budget, time, and workforce which are all highly interrelated 

but influence IT security investments in a distinct manner as illustrated in the following. 

Limited financial resources were mentioned most frequently by managing directors and very 

often by IT staff and interviewees from provider firms in line with a multitude of SME studies. 

Especially, owners and managers of smaller businesses see IT security investments as a strong 

cut into their finances. Also, when asked how they see their own company’s organizational IT 

security status compared to larger companies, managing directors often attribute a better status 

in large companies to the available financial resources. The influence of limited budget is evi-

denced by the following statement:  
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“I mean, I did try to inform myself about it and the smallest server we’d need costs 4000€! Well yes, 

4000€ is a lot of money!” – UF-02, Managing Director 

Limited Time was one of the most frequently stated constraints in the sample. Especially, man-

aging directors pointed out that security issues require a lot of time for them personally but also 

across the whole organization. Specifically, statements regarding time often included the phrase 

“I have to take/make time”. Dealing with IT security and decisions regarding the investment in 

IT security measures are generally seen as extra tasks that can be performed only by cutting 

time expenditure on other organizational tasks. These statements are also intertwined with man-

ifestations of low formalization levels regarding multiple roles and responsibilities within one 

position. This perspective is also shared by interviewees from provider companies and IT ex-

ecutives in user companies: 

“[IT security as a topic] is something you have to research a lot to learn the ropes, to familiarize 

yourself. If we actually think about implementing a solution that is recommended, it can become too 

time-consuming for us. In some cases, it might be better to attend trainings but that is something a 

fulltime IT administrator could do […].” - UF-16, Consultant in a user firm who is responsible for 

IT administration 

Limited knowhow was mentioned frequently by all interviewees and strongly intertwined with 

the aforementioned resource constraints. This constraint manifests itself in two particular ways: 

(1) SME do not have any specialized IT personnel with enough knowhow regarding IT security 

or (2) the IT personnel is already fully stretched and cannot be involved in IT security projects. 

The latter option was brought forward especially by interviewees with an IT background. Man-

aging directors often mentioned a general shortage of skilled IT workers and lacking knowhow 

intertwined with awareness regarding IT security in SME altogether: 

“Well, I would say that SME do not care enough or at all to actually deal with IT security issues, 

because – I think – there are no employees with enough knowhow regarding IT”, UF-09, Managing 

Director 

In line with these constraint manifestations, we formulate the following propositions: 

Proposition 1: Limited financial resources will have a negative effect on IT security 

investments in SME 

Proposition 2: Limited time dedicated to IT security questions of decision-makers in an 

SME will have a negative effect on IT security investments in SME 

Proposition 3: Lack of IT staff or overall lack of IT knowledge and expertise in SME 

will have a negative effect on IT security investments in SME. 
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7.4.2 Small Asset Base 

A small asset base was one of the less prominent constraints mentioned by all interviewees. 

However, we could still find evidence that a small or irregular revenue stream affects IT secu-

rity investments:  

 “And especially small or medium-sized startups do not have a current revenue, so there is no money 

left for IT security spending.” – UF-15, CIO 

Even though the initial literature review on SME constraints stresses the difficulty to obtain 

external financial support, some interviewees actually expressed that funding and subsidies are 

readily available whereas a few managing directors pointed out the difficulty to obtain certain 

grants or the ignorance of their existence altogether. No interviewee mentioned that they had 

ever drawn on external financial support for any IT security investment decision so a distinct 

influence of this constraint could not be established. Limited support for this constraint is evi-

denced by the following statement: 

 “There are a couple of good loans that are available and one should debate whether it is truly neces-

sary to finance an investment always via the one’s own cash flow or if it is possible to get some 

[external] support. […]. There certainly are very attractive schemes – it’s only that no one knows 

about them.” – UF-12, CIO 

As for owner capital, interviewees who were the actual owners mentioned sporadically that 

any decision regarding IT security investment required them to draw on their personal capital. 

IT directors and providers indirectly regarded this constraint manifestation as a possible hin-

drance for further investments arguing that the actual “value” or return on investment has to be 

explicated in more detail if the owner has to spend his/her own money on something as intan-

gible as IT security measures.  

“This actually means that I don‘t have the financial means, if I don’t reach deeper into my own 

pockets and say: ‘I’ll pay someone ten to twenty thousand Euro in a lump sum’. I think this is true 

for the majority of companies [SME]” – UF-07, Managing Director 

Constraints resulting from the small asset base will hence influence IT security investment as 

follows: 

Proposition 4: Irregular revenue streams will have a negative effect on IT security in-

vestments in SME 

Proposition 5: External financial support will have no or an only marginal effect on IT 

security investments in SME  
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Proposition 6: The owner’s own capital will have no or an only marginal effect on IT 

security investments in SME. 

7.4.3 Low Formalization Level 

A lack of infrastructure, strategic planning, or processes are a common theme when discussing 

SME constraints in general. Against the backdrop of IT security, three themes emerged fre-

quently, namely budget planning (or the lack thereof), multiple roles or responsibilities within 

one position, and undocumented processes which will negatively impact IT security invest-

ment. 

When asked about possible hindrances to IT security investment, IT staff and providers men-

tioned a lack of budget planning as being a factor. Likewise, some managing directors admitted 

that they do not have a structured budget planning process in general or for IT (security) spend-

ing in particular. 

“It [budget planning] does exist of course but is a glorious exception in my professional experience! 

In most companies, it’ll go according to the motto “if we need it, we need it” – PF-05, Managing 

Director  

As mentioned earlier, limited time can be both seen as consequence and reason for the existence 

of multiple roles and responsibilities within one position. This understaffing is a common 

feature in SME and their management of information systems as illustrated by West (1975) 

who states that, “almost without exception, the small company is grossly understaffed, often 

being a one-man operation.” As already illustrated in our sample table (table 1), many managing 

directors are also responsible for IT and IT security issues while some IT administrators also 

have to cope with several roles and responsibilities other than usual administrative tasks like 

setting up new devices for colleagues or new programs. In this regard, both managing directors 

and IT staff mentioned the plethora of tasks that are of higher priority resulting in IT security 

being a topic that is often neglected and followed up with the sole goal of not causing too much 

damage: 

“Like I mentioned, the only thing you can try to do is avoid acting grossly negligent. My problem is 

honestly that given the many things I have to do every day, and all the issues that keep on bombarding 

me… well I would like to act rather react all the time. But that is truly difficult.” – UPF-01, Managing 

Director 

The last manifestation of a low formalization level are non-existent, undefined or undocu-

mented (organizational and technological) processes paired with “adhoc” decision-making. 
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This was most commonly expressed and deemed highly relevant by provider companies and 

experienced IT personnel. Especially, interviewees of provider companies saw an additional 

problem in unawareness of top managers in SME for the necessity of documented organiza-

tional and technological processes. Especially, documentation in smaller companies is not con-

tinuously performed which complicates the service of providers who need to invest considera-

ble time and effort into comprehending the actual IT architecture before actual measures can 

be implemented. Also, especially IT directors in medium-sized companies pointed out that they 

had to assess all existing processes and structures for the first time within their company which 

confirms the assumption of low procedural sophistication in SME.  

“In many cases, you will find organically grown structures that are clear to no one. Someone has put 

a storage here, someone has done something else there. Sometimes companies have double storage 

but they don’t even know about the existence of both!” – PF-01, Business Development 

We thus posit that the low formalization level and procedural sophistication affects IT security 

as follows: 

Proposition 7: Non-existing or rudimental budget-planning regarding IT and IT secu-

rity will have a negative effect on IT security investments in SME  

Proposition 8: Individuals who are responsible for multiple tasks – besides IT – are less 

capable or willing to consider IT security questions resulting in a negative effect on IT 

security investments in SME 

Proposition 9: Ill-defined or undocumented organizational and technological processes 

will have a negative effect on IT security investments in SME 

7.4.4 Insularity 

Geographical insularity as a constraint was mentioned in two regards of sourcing: namely 

sourcing of personnel and service providers. Especially, SME with a more rural location expe-

rienced difficulties to attract IT personnel. Furthermore, physical remoteness and thus isolation 

from providers was seen negatively as it limits sourcing and vendor options. The few experts 

in rural areas are often fully booked and cannot assist SME regarding IT security decisions, 

especially if new regulations like the GDPR require many firms to act and invest in external IT 

security specialists as evidenced by the following statement: 

 “Well, I just talked to the guy who helped us set up our computers and works in an IT firm. He said 

‘Pff, you can already try to make an appointment with me now because I’ll be completely booked 
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out until then’ […] and additionally I don‘t really know whether there are enough IT people who can 

actually sell and install things. Not here in this area at least.” – UF-02, Managing Director 

Culture in terms of cultural insularity, trust-based relationships, and ingrained traditions was a 

constraint often emphasized by providers. Both interviewees from user and provider companies 

pointed out that trust was extremely important both between IT director and managing director 

as well as between the decision-maker within the user company and the external partner in a 

provider company. Additionally, trust plays an important role in the information search process 

as decision-makers often draw on the expertise of a trustee in their personal network rather than 

solely on provider recommendations. Trust with providers can only be established through in-

creased personal contact and lengthy or even historical partnerships. 

 “[…] I need to be informed from someone I trust. When I talk to a colleague [CIO in a different 

company] and you hear ‘I’ve used this and it didn’t help at all’ than I can assess it better than if a 

provider tells me that.” – UF-11, CIO 

On the other hand, many providers also attributed the lack of IT security investments to the 

traditional mindset and overemphasis on the status quo in SME. According to one interviewee, 

critical assessments of the IT security status quo and subsequent recommendations are even 

seen as an attack on the user company’s self-perception: 

“In most SME, they don’t really have anything [IT security measures] and if we make them 

aware of this, we are actually the bad guys from their point of view. Because they live in an 

idyllic world and they don’t really want to know about.” – PF-02, Managing Director 

Proposition 10: A rural location impedes IT security sourcing and will have a negative 

effect on IT security investments in SME  

Proposition 11: Trust will influence IT security investment decisions positively whereas 

an overreliance on the status quo will have a negative effect on IT security investments 

in SME 

7.4.5 Leadership 

The substantial and highly influential role of top management or leadership in SME has been 

widely discussed and highlighted in general SME research and was validated during the inter-

views. Most interviewees agree that the management style or the personality of the managing 

director or owner have a profound effect on IT security decisions. 
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Managing directors themselves attribute a lot of underinvestment in IT security to the prevalent 

lack of awareness regarding IT security in general. IT directors and providers regard awareness 

in the top management as an important prerequisite for the overall awareness in a company.  

“This topic ‘raising awareness’ is located right at the heart of leadership. Only if they nod, it trans-

cends top-down within the company and you can actually implement it [IT security measures] in the 

whole company.” – PF02, Managing Director 

However, awareness alone or lack thereof is not the only frequently mentioned leadership con-

straint. Especially providers explained underinvestment with the temporal focus of leadership 

on short-term daily business. They state that decision-makers in SME rather focus on short-

term success and neglect long-term risks for their organizational IT security due to a lack or the 

neglect of strategic planning:  

 “Strictly speaking it’s a matter of priorities. I think the priority in SME as of now is on the day-to-

day operations, on satisfying the demand. Simply to keep the daily business running.”– PF-04, Busi-

ness Development 

Admittedly, short-term focus plays a significant role in postponing decisions regarding IT se-

curity investments. Nevertheless, both interviewees in user and provider companies 

acknowledge that the highly complex nature of IT security needs to be accounted for. In this 

line, several managing directors and some CIOs mentioned that they rely heavily on their “gut 

feeling” due to the lack of information, knowhow, and time for decisions. This demonstrates 

that decision-makers draw on affective and experiential factors in IT security investment de-

cisions in addition to or rather than on economic modelling or formalized decision support sys-

tems. 

 “You obviously try to calculate the RoI [Return on Investment] but you can easily come up with 

nice target figures so I consider it rather ‘relative’. This is certainly very important in big enterprises 

[…] It is admittedly not easy to calculate such numbers in the area of security. We do have a decision 

matrix that we use as an orientation. So, it is not a pure gut decision but I have to say that gut feeling 

does play a certain role by now. We have hands-on experience with several providers and both play 

an important role. But we don’t have a further formalized decision system.” – UPF-02, CIO 

Unsurprisingly, leadership characteristics influence decisions regarding organizational IT se-

curity in SME strongly. Hence, we posit: 

Proposition 12: Lack of awareness will be more pronounced in SME and will have a 

negative effect on IT security investments in SME 
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Proposition 13: A short-term temporal focus is more prevalent across SME and will have 

a negative effect on IT security investments in SME 

Proposition 14: Affects and emotions play a pronounced role in IT security investment 

decisions and will have an effect on IT security investments in SME 

7.5 Discussion of Findings, Limitations, and Future Research 

The present paper identified and described relevant SME constraints in an organizational IT 

security context and examined how these constraints influence decisions regarding IT security 

investments in SME. Our findings provide several theoretical contributions and practical im-

plications. 

From a theoretical perspective, our study validates and contextualizes general SME constraints 

in organizational IT security and adds to the still prevalent scarcity of qualitative data sources 

in IS security research. The findings derived from this approach question a variety of assump-

tions commonly made by studies that deal with SME as “little big firms”. The identified and 

described constraints help define necessary boundary conditions for future research by chal-

lenging and modifying prevalent scholarly explanations (Alvesson & Sandberg, 2011; Rivard, 

2014). For instance, common assumptions like the existence of dedicated personnel and for-

malized processes can even be denied for a large share of organizations which should be con-

sidered by future organizational IT security studies. Overall, the most overlooked or un-

derrepresented assumptions in extant IT security research concern SME constraints of low for-

malization, insularity, and leadership.  

With respect to low formalization levels in SME, Hsu and colleagues suggest that “technologies 

alone may not be sufficient to ensure the successful assimilation of a particular innovation, 

especially an administrative innovation such as information security management” (Hsu et al., 

2012, p. 934). Despite their suggestion, a considerable share of studies still implicitly assume 

the existence of dedicated IT personnel responsible for IT security management (e.g., Straub & 

Welke, 1998; Wang et al., 2008) or the existence of defined business processes or organiza-

tional control frameworks (e.g., Yue & Cakanyildirim, 2007). These assumptions are in direct 

opposition to the manifestations of low formalization in the SME context. Firstly, our study 

shows that SME often do not have dedicated personnel but several roles and responsibilities are 

performed by one individual which aggravates the already mentioned general shortage of time 

but can additionally lead to a certain lack of accountability and authority for IT security ques-

tions in particular. This, in turn, is a consequence of a rather high degree of ambiguity due to 
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poorly defined job descriptions and responsibilities (Kets De Vries, 1995). Secondly, even 

though some studies – among them the only SME-specific study in the so-called Basket of 

Eight – actually find that IT budget influences actual adoption within the non-IT intensive in-

dustry (Lee & Larsen, 2009) the actual operationalization of “IT budget” simply considers an-

nual IT spending during the last or current year and does not inquire whether budget planning 

is actually taking place. Drawing on our results however, especially providers – and to a lesser 

degree also IT personnel – attribute non- or underinvestment in organizational IT security to 

inexistent or insufficient actual budgeting within SME and non-existent or undocumented pro-

cesses as a third manifestation of the low formalization constraint. Even Lee and Larson readily 

admit that they “did not fully examine the effects of SMB characteristic variables” and that 

their study is based on the assumption of subjects that are aware of an IT security threat and the 

effectiveness of the countermeasure (Lee & Larsen, 2009, p. 185). 

Further, our study emphasizes the overall insularity of SME both in terms of location and cul-

ture. Whereas culture, trust, and ingrained traditions have received attention in IS security re-

search and their effect on management has been widely demonstrated (Van Niekerk & Von 

Solms, 2010), the potential negative influence of geographical insularity due to a remote or 

rural location has not been analyzed thoroughly yet even though our findings indicate that SME 

are likely affected by this constraint. Whereas especially owners and managers point out the 

difficulties to find adequate IT security solutions due to their sometimes remote location, pro-

viders rather indicate that culture in terms of ingrained, often old-fashioned, business traditions 

inhibits investment. It is apparent in this regard that many studies point out the necessity to 

investigate these factors when discussing the limitations of their study (Angst et al., 2017; Gor-

don et al., 2010; Hsu et al., 2012; Hsu, 2009; Hu et al., 2007; Kwon & Johnson, 2014). 

With respect to leadership constraints of SME, our results suggest a short-term focus of the 

leadership due to the eminent trade-off between daily business activities and IT security invest-

ments. This trade-off and temporal focus are often disregarded by studies that measure the mere 

intention to invest in IT security through a “snapshot” i.e. non-longitudinal approach in most 

experimental or empirical studies as highlighted by Crossler and colleagues (2013). In line with 

Crossler et al. (2013) and backed by the interview results, we find evidence that even managing 

directors that are aware of IT security risks and express a general intention towards investing 

in organizational IT security, will likely prioritize day-to-day business over investments due to 

their short-term or operational focus. Despite the existence of studies that found a considerable 

influence of temporal factors in an IT security context, for example regarding organizational 
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learning and awareness processes (e.g., Jaeger et al., 2017; Mattia & Dhillon, 2003), the influ-

ence of a short-term focus in organizational IT security decisions has been largely overlooked. 

Other leadership constraints such as awareness of top management were validated in the SME 

context and might even play a more substantial role compared to bigger companies where top 

management is required to invest in IT security measures due to regulative pressures. Closely 

linked to awareness is the perception and assessment of IT security risks. We found evidence 

that these risks are often assessed differently and risk assessment is not as formalized in SME 

as it is in large enterprises. Specifically, affective and experiential factors influence decision-

making processes regarding IT security providers and measures. However, extant organiza-

tional literature often draws on game theoretic or resourced-based views and thus neglects non-

deliberative or non-analytical risk assessments which likely play a (more) prominent role in the 

SME context (e.g., Cavusoglu et al., 2008; Weishäupl et al., 2015). 

Finally, limited resources have generally received ample attention in current studies. Con-

straints regarding budget or the expertise, IT skills, or capabilities are regularly discussed and 

considered influential in organizational IT security (e.g., Hui et al., 2012; Lee et al., 2013). 

Nevertheless, time as a resource remains often overlooked in decision-making, is equated with 

measures of effort, or considered only indirectly through response costs due to the difficult 

operationalization of time aspects (Herath & Herath, 2008). Our results however, across all 

roles and firm groups, have indicated that limited time affects decisions regarding IT security 

investments profoundly and should thus be similarly assessed like budget or capabilities. 

Our findings thus serve as a magnifying glass that exposes non-generalizable assumptions in 

extant IT security literature and additionally provide guidelines for future research through the 

analysis of the inferred propositions. These propositions and associated arguments can be seen 

as a Type II Theory of Explanation (Gregor, 2006) explicating how and why certain constraints 

influence IT security decisions in SME. Whereas a dominant stream in IT security literature 

draws on normative decision theories and models like the Return on (Security) Investment or 

decision theory (e.g., Cavusoglu et al., 2008), a descriptive approach that takes into account the 

manifold influencing factors, e.g., available time or geographical insularity, is likely a better 

lens for organizational IT security decisions in SME. In this regard, we contribute to the rather 

scarce literature on executive and managerial decision-making in an IT security context by 

pointing out the influence of individual characteristics – which is possibly highly influential in 

SME. In addition to the often analyzed lack of awareness (e.g., Hu et al., 2007; Straub & Welke, 

1998), the degree of influence and mode of function of temporal, experiential, and affective 
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factors in IT security related decision-making should be included in order to further advance 

our understanding of (under-) investment in SME. Furthermore, other propositions concerning 

insularity or the small asset base could contribute to exposing neglected or inflated effects in 

IT security investment decisions and thus contribute to both theory and practice. 

Through the juxtaposition of decision-makers and employees responsible for IT in user com-

panies and IT security providers our approach also yielded in several practical implications. By 

contrasting statements, executives should question themselves whether they overemphasize re-

source constraints such as limited budget as an “excuse” to delay IT security measures. Even 

though internal IT staff and providers often acknowledge the existence of resource constraints, 

they rather contribute a lot of underinvestment to low formalization levels and non-existent 

budget planning which is an indirect result of prioritizing daily business and the short-term 

temporal focus of managing directors. Executives in SME can thus learn from our findings that 

documentation and formalization of processes is a first step that might be time-consuming at 

first but eases the processes of decision-making and leads to fruitful and business-sustaining 

investments in the long run. Our results also offer several takeaways for providers such as the 

importance of lengthy discussions to establish trust-based relationships and the influential role 

of affective and experiential factors in decision-making processes of their potential customers. 

This study is not without limitations. First, although we employed measures such as data, sub-

ject, and researcher triangulation, qualitative research can still be affected by the ambiguity of 

language or the existence of an elite bias (Fontana & Frey, 2000). Second, SME should not be 

considered a homogenous group, especially differences between enterprises in the manufactur-

ing or services have already been noted and discussed. Similarly, very small, small and me-

dium-sized enterprises are possibly affected by the identified constraints to a varying degree. 

The proposed constraints and their influence in IT security investment should rather be seen on 

a continuum influencing SME depending on organizational size or industry. Furthermore, our 

results might be affected by our sample choice as our interviewees are all based in Germany. 

However, previous organizational SME research has shown comparable patterns of SME char-

acteristics and constraints across national borders and cultures (Chen et al., 2007; Dutta & Ev-

rard, 1999; Thong, 2001). Nevertheless, future research could build on our findings with an 

international comparison utilizing quantitative measures to determine the effect size of SME 

constraints on IT security decisions. Additionally, prospective studies should analyze industries 
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other than healthcare and financial institutions as many of the extant results are hardly general-

izable and test the postulated propositions in both an SME and a large enterprise context for 

more nuanced findings and recommendations. 
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8.1 Introduction 

‘Fuzzy, Irrelevant, Pretentious’ – twenty years ago, Benbasat and Zmud (1999) used this proc-

lamation by the Business Week (1990) to analyze “why most IS [information systems] aca-

demic research today lacks relevance to practice” (p.3). Surprisingly, almost thirty years after 

the Business Week criticism on how research is trapped in the Ivory Tower, these three words 

were repeatedly mentioned throughout our interviews with organizational decision-makers to 

refer to research regarding IT security in small-and medium sized enterprises (SME). Since 

these remarks during expert interviews cut deep into our self-concept as researchers with an 

aspiration to convey findings to both an academic and practitioner audience, we wondered: is 

our investigation of IT security investments in SME potentially still fuzzy, irrelevant, or pre-

tentious, and do we insufficiently account for “the business and technological contexts in which 

IS phenomena transpire” (Benbasat & Zmud, 1999, p. 5)? 

IT security can hardly be deemed irrelevant since persistent revelations of data breaches or 

ransomware attacks like NotPetya which resulted in estimated damages of more than 10 billion 

USD (Barrett, 2019; Greenberg, 2019) continuously demonstrate the practical relevance of this 

topic. Recognized as one of the Top 10 Global Risks according to the World Economic Forum 

(2019), issues like data fraud and cyberattacks have put a spotlight on the importance of secur-

ing IT systems in organizations and have thus far received ample attention from practice and 

theory (Angst et al., 2017; Coden et al., 2019; Straub & Welke, 1998; Wang et al., 2008). This 

attention also manifests itself in increasing IT security investments likely to exceed 124 billion 

USD in 2019 according to research company Gartner (Moore & Keen, 2019). However, the 

amount of investments vary dramatically according to the industrial sector and the enterprise 

size as evidenced by the lagging investment effort regarding IT security by SME (Zurich, 2017). 

Almost half (49 percent) of British SME, for example, plan to spend less than 1000 GBP on 

cyber security measures despite seeing themselves as ill-prepared for potential attacks 

(Kaspersky, 2017). This finding gives rise to the question, whether specifics of the business or 

technological context of SME remain overlooked.  

Even though organizational IT security research represents an important subfield in IS, studies 

in this field are often based on samples from predominantly large enterprises (Angst et al., 2017; 

Hsu et al., 2015) or focus on specific industry sectors such as healthcare or finance (Kwon & 

Johnson, 2014; Wang et al., 2008; Yang & Lee, 2016). Consequently, this suggests that the 

majority of all companies might have been overlooked since SME make up over 90 percent of 

all enterprises globally (Eurostat, 2015; OECD, 1997). IS research and related disciplines have 



8 Paper E: Investigating the Security Divide between SME and Large Companies 102 

acknowledged that SME are structurally fundamentally different from large enterprises since 

specific SME characteristics impact technology adoption or IS evaluation (Arendt, 2008; Bal-

lantine et al., 1998; Cragg et al., 2011). Despite the relevance of SME, IS security research 

largely neglected the influence of SME characteristics. 

Given the significant relevance of SME for both the economy and society, we advocate that 

organizational IT security research needs to take the particular characteristics of SME fully into 

account. We thus propose a framework that encompasses distinct SME characteristics identified 

in extant IS research and hypothesize how these function as constraints, ultimately influencing 

investment decisions regarding organizational IT security. In order to identify how internal 

SME-specific firm characteristics or external pressures and barriers affect their IT security in-

vestments, we interview decision-makers in SME. A total of 26 IT and business executives in 

SME participated in 25 semi-structured interviews. These interviews were subsequently ana-

lyzed to validate whether and how IT security investments are influenced by SME characteris-

tics. Equipped with insights from this qualitative study, we discuss how extant research ques-

tions and methodologies along with explicit or implicit assumptions might be bounded by SME 

constraints. For example, assumptions like the existence of an IT department with security spe-

cialists (Spears & Barki, 2010; Sun et al., 2006) or the ability to collect and assess parameters 

necessary to estimate suggested decision models (Hu et al., 2007; Kumar et al., 2008; Yue & 

Cakanyildirim, 2007) do not represent the reality of most SME.  

Consequently, our approach entails several important contributions for theory and practice. 

From a theoretical point of view, our results depict the apparent negligence of leading IS jour-

nals in representing the reality of SME in terms of organizational IT security. By highlighting 

the influence of SME-specific constraints in IT security investment decisions, we expose the 

necessity to expand, rethink, or constrain prevalent theories in organizational IT security re-

search since extant findings are only generalizable to a limited degree. Additionally, our find-

ings raise awareness for specific research gaps within the IT security field such as the tendency 

to neglect temporal and affective factors or to account for the level of procedural sophistication 

in SME. Practical implications should be considered by governments, larger companies with 

SME partners, and both user and provider organizations of IT security products and services. 

Governments and large companies should recognize the critical role of SME and find new ways 

to support them apart from currently imposed audits and indiscernible subsidy schemes. Pro-

viders can learn that top executives in SME differ in their decision-making process and often 

draw heavily on emotions and affects, while user organizations should embrace our results as 
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an indication to expand their timeframe and establish formalized and documented processes 

along with more strategic IS management practices. 

8.2 Theoretical Background – Organizational IT Security Research 

Building on previous research, we understand IT security in an organization as “the protection 

of information resources of a firm, where such protection could be through both technical means 

and by establishing adequate procedures, management controls and managing the behavior of 

people” (Dhillon & Torkzadeh, 2006, p. 299 referencing Dhillon (1997) and Baskerville 

(1989)). The subsequent literature review follows a representative coverage strategy (Cooper, 

1988) and considers studies focusing on organizational aspects of IT security published within 

the Senior Scholars’ Basket of Journals (SenS-8). We focused on the Sens-8 because it “recog-

nizes topical, methodological, and geographical diversity” and could thus be seen as representa-

tive of the IS field (AIS, 2018; Lowry et al., 2013). Supplementary, we reviewed further data-

bases to ensure the inclusion of additional relevant findings regarding organizational IT security 

in SME in other outlets. 

8.2.1 Structured Literature Review – Method 

Following Webster and Watson (2002) and Vom Brocke et al. (2009), we analyzed all papers 

published since the inception of the respective journals within the SenS-8, i.e., European Jour-

nal of Information Systems (EJIS), Information Systems Journal (ISJ), Information Systems 

Research (ISR), Journal of AIS (JAIS), Journal of Information Technology (JIT), Journal of 

MIS (JMIS), MIS Quarterly (MISQ), and Journal of Strategic Information Systems (JSIS). In 

line with the recommendations for a structured literature review, we defined the review scope 

and conceptualized the topic through the identification of all necessary keywords to capture as 

many studies as possible. This resulted in a keyword search term which can be extracted from 

Table 2 in the appendix along with the number of identified papers per journal and the exclusion 

criteria during all screening phases. The search term was used in two slightly varied versions 

according to the databases where the search was performed. We initially identified 320 papers 

via the keyword search. After an initial title screening, the abstract of the remaining 199 articles 

were analyzed to separate papers in an organizational context from mainly technical or legal 

studies and research focusing on Social Network Services (SNS), eCommerce, or end-user be-

havior. The resulting 105 articles were clustered in order to facilitate the full text screening and 

resulted in 10 clusters such as policy and compliance, outsourcing, risk analysis, conceptual 
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overviews and literature reviews. Due to the focus on organizational IT security from the per-

spective of decision-makers, only articles within the clusters security management and strategy 

(n=17), risk analysis (n=9), investment decisions (n=9), outsourcing and managed services 

(n=4), information sharing and vulnerability disclosure (n=4) along with 10 papers that could 

not be clustered due to their heterogeneity were further scrutinized using the propositions ex-

tracted from literature and expert interviews. The full text screening resulted in a further reduc-

tion of papers (n=28) on which forward and backward search was applied leading to the iden-

tification of one additional article within the Basket. The most relevant results of the SLR can 

be extracted from the Table 3 in the appendix and are discussed in the following section.  

In addition to our SLR, we looked for further peer-reviewed articles outside the senior scholars’ 

basket of eight by querying the databases ScienceDirect (title, abstract, keywords), ACM Dig-

ital Library (abstract), and the AIS Library (AISeL) (title, abstract, subject) using keywords 

such as “security” and “SME” or “startup”. After a title, abstract, and full-text screening with 

subsequent backward and forward searches, we found six relevant additional articles that will 

be discussed below. 

8.2.2 Structured Literature Review – Results 

Given the focus on IT security investments in an SME context, we only briefly report the me-

thodical approach and the theory or model the final studies are based on. In the following, we 

analyze the structure of their sample and how these articles focus and consider IT security in-

vestment and the SME context in general de facto.  

Since the inclusion of SME was of central interest for his structured literature review, studies 

that actually report their sample or study context could give first insight into whether and how 

the SME context was accounted for. Almost half of the identified articles do not base their 

findings on a specific sample, but rather take a conceptual approach (Baskerville, 1991; Wolff, 

2016), use mathematical modelling (Cavusoglu et al., 2008; Chen et al., 2011; Gal-Or & Ghose, 

2005; Hui et al., 2012; Kumar et al., 2008; Lee et al., 2013; Sen & Borle, 2015; Yue & 

Cakanyildirim, 2007; Zhao et al., 2013), or review extant literature (Dhillon & Backhouse, 

2001; Siponen, 2005). Only a total of fourteen papers followed either a qualitative approach 

(Dhillon & Torkzadeh, 2006; Hsu, 2009; Hu et al., 2007; Straub & Welke, 1998), conducted a 

quantitative/empirical study (Angst et al., 2017; Gordon et al., 2010; Herath & Herath, 2008; 

Kwon & Johnson, 2014; Lee & Larsen, 2009; Wang et al., 2008), or pursued a combined, 

mixed-method approach (Hsu et al., 2012; Spears & Barki, 2010; Straub, 1990; Wang et al., 
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2013). Out of these, only one study exhibits a distinct SME focus through their sample (Lee & 

Larsen, 2009) whereas two other study samples explicitly contain SME (Angst et al., 2017; 

Dhillon & Torkzadeh, 2006) and several others only potentially include SME since they omit 

detailed or clear sample characteristics (Gordon et al., 2010; Kwon & Johnson, 2014; Spears & 

Barki, 2010; Straub, 1990).  

With the exception of Angst and colleagues (2017) who establish hospital size to exert influence 

on IT security investments and the implementation of security measures, only Lee and Larsen’s 

(2009) study manifests a clear focus on SME and argues for the influence of SME characteris-

tics regarding investment decisions in organizational IT security. Among the other papers that 

do consider IT security investment as an antecedent or the outcome of their studies, only the 

study of Gal-Or and Ghose (2005) – who investigate the competitive implications of sharing 

security information, in terms of successful and unsuccessful attempts at security breaches, and 

investments in security technologies – displays some consideration of SME characteristics 

since they consider firm size. However, comparable to studies of Dhillon and Torkzadeh 

(2006), Gordon and colleagues (2010), Kwon and Johnson (2014), or Straub (1990), they do 

not discuss and elaborate how specific firm characteristics might affect investments, but draw 

on the notion that firm size is intertwined with the number of firms in the industry: A higher 

degree of concentration of firms, i.e. a decreasing number of firms, leads to an increase of the 

marginal benefit from technology investment and information sharing (Gal-Or & Ghose, 2005).  

Lee and Larsen (2009) on the other hand study the decision of SME executives to adopt anti-

malware software via the application of the Protection Motivation Theory (PMT) (Rogers, 

1983). Their approach is also motivated by the lack of studies focusing on small and medium-

sized businesses and the necessity to account for the “interplay among organizational proper-

ties, human agents and technology” (p.178). Drawing on Thong’s (1999) model of information 

systems adoption in small businesses, they extend PMT with social influence and situation-

specific behavioral control variables (vendor support, IT budget, firm size). The latter three 

variables were derived from previous interviews and selective considerations of extant IS adop-

tion research (e.g., Forman, 2005; Iacovou et al., 1995; Thong, 1999). Rather counterintuitively, 

Lee and Larsen’s (2009) study found no evidence that firm size significantly influences adop-

tion intention and actual adoption but showed that IT budget and vendor support played a key 

role in purchasing anti-malware software. However, their findings still suggest that specific 

SME characteristics exert an influence on investment decisions – but only cover a total of three 
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of these characteristics despite numerous SME studies in an IS context suggesting other im-

portant characteristics (Beck & Demirguc-Kunt, 2006; Caldeira & Ward, 2003; Chen et al., 

2007; Dholakia & Kshetri, 2004). Additionally, their SME definition covers firms with fewer 

than 500 employees in line with previous researchers and the US Small Business Administra-

tion (Riemenschneider et al., 2003; United States Business Administration, 2018). This defini-

tion is in stark contrast with the official terminology of the European Union and many other 

countries with limits at 200 or 250 employees and their inclusion of further factors such as 

annual turnover (OECD, 2005).  

Our additional search for SME IT security publications outside the basket of eight underlined 

this necessity for a common understanding of SME due to differing definitions (e.g., Keller et 

al., 2005) or the entire omission thereof (e.g., Barton et al., 2016). Despite the stated focus on 

SME and IT security, half of the identified articles were purely conceptual or included mathe-

matical modelling (Fielder et al., 2016; Mayadunne & Park, 2016; Ng & Feng, 2006) whereas 

the other half was split into one qualitative empirical study focusing on current trends (Keller 

et al., 2005) and two survey-based studies (Barton et al., 2016; Yildirim, et al., 2011). Only the 

studies by Barton et al. (2016), Ng et al. (2006), Yildirim et al. (2011) aim at dissecting influ-

encing factors in IT security studies, drawing partly on Straub (1990), Straub and Welke (1998), 

or Lee and Larsen (2009), i.e., on both selected organizational and behavioral factors. 

Drawing on the findings of our structured literature review, we argue for the necessity to first 

define the term “SME” and to examine previously identified SME characteristics in further 

detail. After defining and demonstrating the global relevance of SME, we build on previous 

SME research (Caldeira & Ward, 2003; Cragg et al., 2011) to build a framework and to derive 

propositions on how these identified characteristics affect organizational IT security invest-

ments in SME. 

8.3 SME in IS Research – Definition, Relevance, and Framework 

8.3.1 Definition and Relevance of SME 

The term “Small and Medium-sized Enterprise” (SME) or SMB for small and medium-sized 

businesses commonly refers to the biggest business sector in both the industrialized world and 

developing countries (Ballantine et al., 1998). Commonly, SME are defined as non-subsidiary, 

independent organizations which employ less than a certain number of people which varies 

according to national statistical systems (OECD, 2005). While there is no universally accepted 
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definition of SME on a global and also often on a national level, most North-American institu-

tions set the upper limit at 500 employees for most organizations (manufacturing and non-ex-

porting services firms, exporting services firms, and farms) with differing annual firm revenue 

limits ranging from 250,000 USD to 25 million USD (USITC 2010). Other countries define 

SME with a maximum number of employees of 100 (e.g., Kenia, Nigeria) or 200 (e.g., South 

Africa, Singapore). Chinese definitions are rather complex and based on the SME Promotion 

Law of China which differentiates additionally between industry sectors and headcounts up to 

1000 employees (OECD, 2016). One of the most frequent upper limits however is the 250 em-

ployee cutoff proposed by the European Commission (2003). Along with classification criteria 

for turnover and balance sheet total, the European definition of SME proposes the following 

company categories: very small or micro-enterprises (less than 10 employees, less than 2 mil-

lion EUR turnover and balance sheet total); small enterprises (less than 50 employees, less than 

10 million EUR turnover and balance sheet total); medium-sized enterprises (less than 250 em-

ployees, less than 50 million EUR turnover and 43 million EUR balance sheet total).  

According to the World Trade Organization, micro-enterprises dominate the business landscape 

in all countries since they account for 70 to 90 percent of all firms globally (WTO, 2016). In 

the non-financial sector, SME even represent 99.7 percent of all firms in the OECD area while 

accounting for 60 percent of the respective total national employment (OECD, 2017). The per-

centage of total employment and job creation along with the SME share of a country’s GDP 

and their contribution to innovations, have earned SME the reputation to be the “backbone” or 

“bedrock” of their respective country’s economy (Dutta & Evrard, 1999; Verhees & Meulen-

berg, 2004). Regarding the important role of SME, it is unsurprising that research has been 

dedicated to understand how SME might differ on a structural level from large enterprises and 

why SME are seemingly more affected by the so-called “digital divide” (Boyes & Irani, 2003; 

Cragg et al., 2011; Wielicki & Arendt, 2010). This digital divide refers to the notion that SME 

lag behind large enterprises when it comes to harnessing technological innovation and to be a 

beneficiary thereof in the age of digital transformation. Since adoption of IS technologies is a 

cornerstone, much research attention has been dedicated to potential influential factors that are 

unique in the SME context. We thus set out to provide an overview over SME characteristics 

that have been identified in prior IS research as potential constraints and barriers SME are com-

monly confronted with. 
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8.3.2 Extant IS Research regarding SME Characteristics and Propositions for IT Security 

Investments 

Drawing on the typology of Paré et al. (2015) and the process outlined by Webster and Watson 

(2002), we performed a theoretical review to develop a conceptual framework. The search pro-

cess was initiated with a rather broad research question and the respective keywords (“Which 

challenges, barriers, characteristics are associated with SME in IS literature?”). We queried the 

AIS Library and Web of Science focusing on highly cited publications such as Thong (1999) 

or Caldeira and Ward (2003) and relied on an iterative approach via forward and backward 

search pursuing a representative coverage and neutral representation while focusing on inte-

grating research outcomes according to Cooper (1988). Consequently, we identified several 

external barriers and pressures associated with characteristics of the SME’s (external) micro 

and macro environment as well as characteristics internal to the focal firm which could act as 

constraints regarding IT security investments. The resulting framework depicted in Figure 1 

represents a condensation of extant models and examinations performed by various researchers 

and practitioners (Boyes & Irani, 2003; Caldeira & Ward, 2003; Chang & Wang, 2011; Cragg 

et al., 2011; Dojkovski et al., 2007; OECD, 2017): 

 

Figure 14. Conceptual Framework of SME Constraints 

 

The framework comprises three layers, namely the Macro Environment (grey box), the Micro 

Environment (green box), and the Focal SME (blue box) and is consistent with other organiza-

tional studies investigating the influence of internal and external characteristics in information 
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technology (Melville et al., 2004; Weishäupl et al., 2015). The outer layer, Macro Environ-

ment, comprises country characteristics like national culture, the institutional framework in 

terms of legal regulations, and general globalization pressures which are not necessarily spe-

cific to the SME context, but often affect smaller companies to a greater extent compared to 

large enterprises. Exemplary are legal changes where compliance is potentially more difficult 

for SME due to a lack of available legal staff and expertise or hindered access to foreign markets 

due to a dependence on trading partners and lower trading power (Chen et al., 2007; Piscitello 

& Sgobbi, 2004). 

The middle layer, Micro Environment, is the direct periphery of the SME, i.e., suppliers/part-

ners, customers/clients, vendors/consultants and general industry-specific characteristics which 

affect the enterprise through competitive pressure (Melville et al., 2004; Stockdale & Standing, 

2006; Teo et al., 2004). For instance, SME are particularly pressured due to their position at the 

end of the value and supply chain, as evidenced by so-called auditing chains and are typically 

regarded as price-takers (Casterella et al., 2004). These external characteristics of the SME 

micro and macro environment are not of central interest in this study and will thus not be in-

vestigated further but are mentioned and depicted for the sake of completeness. 

The following qualitative study focuses on organizational and individual constraints of the focal 

SME depicted in the blue inner box “Focal SME” in Figure 1. This layer consists of distinct 

organizational characteristics and leadership characteristics which are interrelated and influ-

enced by the respective micro and macro environment of the focal SME (Chell et al., 1991; 

MacGregor & Vrazalic, 2005). Previous SME research finds that leadership characteristics of 

the owner-manager or managing director and organizational characteristics strongly influence 

how the focal SME operates and how (investment) decisions are made within the enterprise. In 

the following, we will first elaborate how typical organizational characteristics of SME poten-

tially influence IT security investments before we elaborate on the interplay of IT security in-

vestments and SME leadership characteristics. 

The prominence of Organizational Characteristics can often be directly linked to the number of 

employees or the categorization of an SME into a micro, small, or medium-sized enterprise. In 

an IS context, studies suggest that certain characteristics of SME also apply to enterprises or 

(non-profit) organizations that employ a very small number of IT professionals (Muehe & 

Drechsler, 2017). This lack of skilled workforce can be easily translated into of the most com-

mon characteristics of small business, namely limited resources. 
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Limited Resources commonly refer to a shortage of financial assets and knowhow or expertise 

(Boyes & Irani, 2003; Thong, 2001). The latter can be a result of high labor costs and a lack of 

human resources or skilled workforce that affects SME in particular (Buckley, 1997; Mac-

Gregor, 2003). Since SME simply cannot “afford” several IT experts, they either have to rely 

on generalists or “involuntary” IT managers (Bradshaw et al., 2013; Cragg et al., 2013). Out-

sourcing certain areas in IS to IT consultants could thus be a beneficial reaction but is con-

strained by limited budget which is among the most prominent features in SME. Previous re-

search states that business decisions like investments or IS adoptions are often strongly affected 

by financial and skill constraints (Chen et al., 2007), hence we posit: 

Proposition P1. Limited resources will negatively influence IT security investments in 

an SME context. 

The Small Asset Base represents another and one of the most frequently cited constraints for 

SME. This aspect comprises both the difficulties of SME to access external financial resources 

(Carbo-Valverde et al., 2007; Riemenschneider et al., 2003) and general cash flow difficulties 

(Welsh & White, 1981). Additionally, SME capital is often bound to the owners, thus poten-

tially leading to a restricted capacity for strategic, long-term economic risk and investments 

(Howorth, 2001) which leads to the following proposition: 

Proposition P2. A small asset base will negatively influence IT security investments in 

an SME context. 

Low Formalization Level in SME is closely linked to the above-mentioned constraints. It de-

scribes the existence of dual or even multiple role-identities ascribed to one individual person, 

e.g., IT functions and general management tasks are performed by one person due to a shortage 

of skilled personnel or time. Additionally, CEOs often execute administrative tasks and have to 

make business decisions while drawing on ad hoc, non-formalized, undocumented management 

practices resulting in a rather low procedural sophistication and highly centralized structures 

(Chell et al., 1991; Mintzberg, 1989). Since documentation processes and information flows 

are highly important to determine which technology or which security measure should be 

adopted, we assume the following: 

Proposition P3. A low formalization level will negatively influence IT security invest-

ments in an SME context. 

Another organizational characteristic that relates to both internal processes and the micro-envi-

ronment is the unique organizational culture or ingrained culture in SME that is shaped by flat 
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hierarchies, direct and short communication channels with organizational decision-makers, and 

the distinct role of trust in business relationships (Cragg et al., 2011). An overreliance on strong 

business ties that are based on long-term trust relationships can however lead to or aggravate a 

certain preservation or backwardness in terms of business culture (Caldeira & Ward, 2003). 

This in turn largely constrains an open culture within the company and the relationship towards 

the greater micro-environment which prevents access to other or new information sources and 

business partners (Agell, 2004; Bennett & Robson, 2004). However, the ever-growing com-

plexity and novelty of both IT security threats and solutions requires to rethink existing business 

processes, draw on new information sources, and to consider new business relationships with 

unknown solution providers. The more ingrained and inflexible the culture in an SME, the more 

unlikely IT security investments become. Hence, we posit: 

Proposition P4. Ingrained culture will negatively influence IT security investments in 

an SME context. 

Similarly, (geographical) Insularity of SME as stated by Bharati and Chaudhury (2009) can 

constrain IT/IS adoption and investment decisions in general. They explain that SME are often 

limited in their interaction with their environment due to their location and generally maintain 

the most important business relationships with suppliers, partners, and customers in a limited 

geographical area. This lock-in is further aggravated by an overreliance of the aforementioned 

strong ties within the closest community. Since growing complexity in information systems and 

the emergence of new IT security attack patterns make objective judgments particularly chal-

lenging, organizational responses to adopt new technology or invest in adequate countermeas-

ures are often influenced by subjective or social norms (Ajzen, 1991; Angst et al., 2017; 

Fishbein & Ajzen, 1975). The more insular an SME is, the more pronounced is the negative 

effect on IT security investments: 

Proposition P5. Geographical insularity will negatively influence IT security invest-

ments in an SME context. 

Leadership Characteristics are especially relevant in an SME context due to the influential role 

of owner-managers since they are often the prime and sole decision-maker in every operational 

and strategic business aspect all while being almost exclusively responsible for the survival of 

the enterprise (Birley, 1982; Thong, 1999; Thong & Yap, 1995). Researchers have thus pointed 

out that leadership competences like managerial skills and IS/IT knowledge, their general atti-

tude and values, as well as their strategic orientation strongly influence if and how investments 

in IS/IT are made (MacGregor & Vrazalic, 2005). 
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The need for pronounced Managerial Skills is especially relevant in an SME context as deci-

sion-makers often have to “juggle” a multitude of role identities since owner-managers often 

simultaneously function as chief executive officer (CEO), managing or IT director. Appropriate 

managerial skills are important because most IT investments entail change and project manage-

ment (Cragg et al., 2011) along with strategic and operational alignment between business and 

technology to ensure the focal firm’s successful and beneficial exploitation of IT (Feeny & 

Willcocks, 1998). Since managerial skills are a prerequisite for technology evaluation and gen-

erally affect the overall success of technology adoption (Thong, 1999), we also assume that 

they will play an important role in IT security investments: 

Proposition P6. Managerial skills will influence IT security investments strongly in an 

SME context. 

Previous IS research has additionally identified that owner-managers who are more knowledge-

able or more inclined towards technology and information systems appear to be quicker at 

adopting and adapting to technological innovations despite the growing complexity of the IS 

field (Caldeira & Ward, 2003; Thong, 1999; Thong & Yap, 1995). Drawing on Caldeira and 

Ward’s (2003) findings, a follow-up study on organizational IS competences in SME by Cragg 

and colleagues (2011) have argued for the link between individual level technical skills and 

technical IS/IT skills. A basic level of individual IS/IT Knowledge and skills is thus a prereq-

uisite for organizational IS/IT processes such as purchasing decisions, hence we assume that a 

similar relationship will be evident regarding IT security investments: 

Proposition P7. IS/IT (security) knowledge of the decision-maker/owner-manager will 

positively affect IT security investments in an SME context. 

Since the role of the owner in small businesses is pivotal, various researchers have constituted 

that individual characteristics such as the disposition towards technology or the personal risk 

attitude affect decision-making processes. Attitude in particular has been extensively demon-

strated to influence the intention to accept and use new IS/IT (e.g., Ajzen, 1991; Dwivedi et al., 

2017; Fishbein & Ajzen, 1975; Riemenschneider et al., 2003). Since extant organizational IT 

security research confirms that managers’ concern over systems security vary according to their 

individual characteristics and values (Goodhue & Straub, 1991; Hsu et al., 2012), we believe 

the same mechanism to hold true in an SME context – possibly even to a heightened degree 

given the pivotal role of decision-makers, assuming that: 

Proposition P8. The personal attitude and values of the decision-maker/owner-manager 

will heavily influence IT security investments in SME. 
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Finally, entrepreneurial or adoption studies have highlighted the crucial role of Strategic Out-

look, i.e., long-term planning and thinking when introducing new concepts or technologies 

(Bassellier et al., 2001; Drechsler & Weißschädel, 2018; Feeny & Willcocks, 1998). This stra-

tegic outlook is however largely constrained in smaller enterprises since “strategy and planning 

were typically short term in an SME” (Cragg et al., 2011, p. 353). We thus expect that strategic 

outlook and specifically long-term planning will positively influence investment decisions in 

IT security, whereas an operational perspective and short-term planning will negatively affect 

investment decisions. Due to the pivotal role of decision-makers in SME, we assume that the 

time horizon will play a pronounced role in an SME context: 

Proposition P9. The strategic outlook of the decision-maker/owner-manager will influ-

ence IT security investments in an SME context. 

8.4 Qualitative Study 

8.4.1 Method and Research Design 

We employed a qualitative study to assess our propositions within an SME context. Following 

Kaplan and Maxwell (1994), we argue that it is important to understand perceived boundaries 

and constraints from the point of view of participants in the particular social and institutional 

context – in our case relevant decision-makers in SME of both user and provider firms. Whereas 

the dominant stream of IT security literature employs quantitative research methods, we argue 

that certain covert assumptions or preconceptions might be irrelevant or incongruous for the 

SME context. In order to challenge these assumptions, we advocate for the necessity to “see 

the world through the eyes of the actors doing the acting” (Greener, 2008, p. 17), i.e., employing 

a qualitative approach using interviews with experts within that particular context. As our ap-

proach is based on a conceptual framework, thus relying on stated knowledge, yet still embraces 

the skepticism innate to interpretivist approaches, an epistemological post-positivist stance al-

lows for a more comprehensive explanation of the context of the studied phenomenon (Fischer, 

1998). Our approach sets out to broaden the current state of IS research in organizational IT 

security in SME by questioning experts – both from the perspective of IT staff and executives 

from user and provider firms. 

Our design and reporting phase adheres to guiding principles offered by Sarker et al. (2013). 

Following these guidelines, we prepared an interview protocol resulting in semi-structured in-

terviews with key informants in different organizations. In order to overcome typical pitfalls of 

semi-structured interviews like the artificiality of the interview or lack of trust, we followed 
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Goffman’s recommendation of seeing the qualitative interview as a drama with a stage, props, 

actors, an audience, a script, and the actual performance (Goffman, 1959). Especially, first im-

pressions are seen as crucial for the success of the interview. Hence, email and telephone con-

tact was used prior to the interview and the actor, i.e., the interviewer, showed empathy and 

understanding to decrease the chances of the interview going awry (Hermanns, 2004). The ini-

tial script itself included several strategies regarding the type of questions asked, e.g., meaning 

questions to evoke previous experiences with IT security measures and decisions, process ques-

tions to identify a longitudinal change regarding IT security, or descriptive questions aimed at 

identifying underlying beliefs and practices of the investigated social group (Morse, 1994). Ad-

ditionally, provocative, or ideal questions were posed in order to elicit perceived constraints 

(e.g., “In your opinion, what would be necessary to achieve an ideal status quo of organizational 

IT security in your company and in other SME?”). Due to the semi-structured approach, initial 

questions were subject to change and adapted to the respective interview partners and their 

position or knowledge throughout the interviewing process. Exemplary questions of our initial 

interview guide can be found in Table 4 in the appendix. The guide covered the following five 

broad topics and included exemplary questions as indicated in brackets: (1) company profile 

(e.g., “Please provide a short description of your company and role.”), (2) IT security status quo 

(e.g., “How would you rate the IT security awareness in your company?”), (3) processes and 

assessments (e.g., “How do you decide upon IT security investments?”), (4) stakeholder per-

spective (e.g., “Which kind of external support do you consider regarding IT security invest-

ments and implementation?”), and (5) need for action (e.g., “What need for action do you see 

in the area of IT security, especially for SME?”). 

8.4.2 Sample 

From November 2017 until February 2018, CEOs or owners and IT executives of SME in a 

Western European country were identified via an online social business network and the local 

Chamber of Industry and Commerce. The invited interview partners were chosen in a key in-

formant approach from user firms (Coden et al., 2016), user and provider firms (UPF), and later 

on also from provider firms (PF). This distinction is based mostly on the product or services 

portfolio of the respective firm employing our interview partners. While UF are purely clients 

of IT security services and products, PF are mainly suppliers of such goods, and UPF introduced 

security services or products recently to diversify their established IT portfolio. 

In order to avoid an elite bias, both IT staff and executives were invited (Miles & Huberman, 

1994). Due to the semi-structured approach and additionally derived insights from interview 
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partners, executives and staff from IT security providers were additionally invited to participate. 

While most interviews were held face-to-face because of the rather intricate and sensitive nature 

of the topic, a total of seven interviews were performed via phone calls due to geographical 

distance. Seven interview partners identified themselves with a pure IT role, while two held a 

hybrid position and 13 were top executives and managing directors (MD). Another four inter-

view partners were either responsible for sales or consultancy. Only one of the interview part-

ners was female. The majority of participants (60 percent) are active in the service sector while 

24 percent of the sample organizations provide a mixture of services and manufactured goods, 

eight percent each are either focusing on production or trade. The self-stated role(s) of the in-

terview partners and their respective experience (Job Exp.) in their role as well as their compa-

nies’ classification of economic activity according to the ISIC classification (United Nations, 

2008), the specific sector and size are depicted in Table 13. 

Table 13. Participant Overview 

ID Position Job 

Exp. 

Other  

Responsibilities 

ISIC Firm’s Sector Size Interview 

Method 

Group: User Firm: Key informants of firms that are solely users of IT security products and services 

UF-01 Director IT 19 years - C Chemical Manufacturing  m Face-to-face  

UF-02 MD 10 years IT Administrator M Marketing Services vs Face-to-face  

UF-03 CIO 40 years - P Educational Services m Face-to-face  

UF-04 MD  22 years Owner C Mechanical Engineering m Face-to-face  

Director IT 20 years - 

UF-05 MD 20 years IT Administrator M Legal Services s Face-to-face  

UF-06 MD 12 years IT Administrator F Building Reconstruction s Face-to-face 

UF-07 MD 5 years IT Administrator M Marketing Services vs Telephone 

UF-08 Director IT 7 years - G Retail m Face-to-face 

UF-09 MD 10 years IT Administrator N HR Services s Face-to-face 

UF-10 MD 4 years Sales Manager M Marketing Services m Telephone  

UF-11 Director IT 18 years - G Wholesale s Telephone  

UF-12 MD 10 years Sales Manager M Marketing Services s Face-to-face  

UF-13 MD 8 years Consultant M Consultancy s Face-to-face  

UF-14 MD 4 years Consultant M Consultancy vs Face-to-face  

UF-15 Director IT 5 years Project Manager  P Educational Services s Face-to-face  

UF-16 Consultant 6 years IT Administrator J IT Project Management s Face-to-face  

UF-17 MD 2 years IT Administrator M Legal Services vs Face-to-face  

UF-18 CIO 20 years - N Relocation Services s Face-to-face  

Group: User and Provider Firm (UPF): Key informants of firms that are both users and providers of IT security products and 

services 

UPF-01 MD 10 years CIO J Publishing and IT Services s Face-to-face  

UPF-02 Director IT 20 years - J Publishing and IT Services m Face-to-face  

Group: Provider Firm (PF): Key informants of firms that are providers of IT security products and services 

PF-01 Sales 5 years Consultant J,M IT Services s Face-to-face 

PF-02 MD 21 years - J,M IT Services s Telephone  

PF-03 Consultant 19 years - J,M IT Services m Telephone  

PF-04 Sales 2 years Consultant J,M IT Services  m Telephone  

PF-05 MD 20 years - J,M IT Services s Telephone  

ISIC Codes (United Nations 2008): C= Manufacturing; F= Construction; G= Wholesale and Retail Trade; J= Information and 

Communication; M= Professional, Scientific and Technical Activities; N= Administrative and Support Service Activities; P= 

Education;  

Firm Size: vs= very small (1-9 employees); s= small (10-49 employees); m= medium (50-249 employees)  
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All interviews (length average of 72 minutes) were recorded and transcribed by mutual agree-

ment and enriched by field notes of the researchers. All interviewees were guaranteed anonym-

ity and offered an executive report of the results. No additional interviews were scheduled after 

the 25th interview because further contribution through additional qualitative data to a concept 

or a relationship between concepts was deemed unlikely after the fifth provider was interviewed 

(i.e., theoretical saturation was assumed). This quantity of interviews is comparable to other 

organizational IS (security) publications (Marshall et al., 2013; Sonnenschein et al., 2017). 

8.4.3 Data Analysis Technique 

In line with the philosophical stance and the developed conceptual framework, the transcripts 

were analyzed using an iterative multi-level coding process similar to extant IS (e.g., Al-

brechtsen, 2007). Coding cycles were used to answer our research questions as displayed in 

Figure 15 following the suggested techniques of Miles and colleagues (2013). 

 

Figure 15. Analysis Technique 
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tate the analysis process (Bazeley, 2003). Attribute coding (or context coding) was used to 
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(see Table 1) and in a potential attribute base used to expose interrelationships or themes in a 

later coding stage (Bogdan & Biklen, 2007). Furthermore, descriptive coding was employed to 

summarize topics resulting in a general categorized code inventory which provided a basis for 

additional, more focused analysis and interpretation (Wolcott, 1994). This coding technique 

was primarily used to possibly extend the initially developed conceptual framework by disre-

garding the previously identified constraint dimensions (i.e., limited resources, small asset base, 
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manifestations. As recommended by Saldaña (2009), hypothesis coding was performed subse-

quently to account for the initially conceptualized constraints and to screen the scripts for ver-

batim and in spirit mentions (Auerbach & Silverstein, 2003). For example, statements regarding 

the resource situation were further analyzed and broken down into themes, e.g., specific re-

source aspects like budget or time. The first coding cycle thus helped to gain a general and 

broad overview by identifying relevant themes regarding IT security investments. Subse-

quently, resulting initial codes were once again categorized into themes, i.e., the distinct mani-

festations of the aforementioned constraint dimensions during the sorting and synthesizing 

steps. These themes were further analyzed during the Second Cycle through pattern coding, 

contextualization, and relevance weighting which served as a lens to examine further patterns 

or explanations for the subsequent theorizing stage (Miles & Huberman, 1994). 

Several practices were employed throughout the coding and analysis process in order to achieve 

rigor and trustworthiness: The data analysis was led by clear propositions and prior theorizing 

served as the base of the conceptual framework and was used as input to our research design. 

In terms of the selected interviewees, a broad range of highly involved individuals across sev-

eral industries enable extensive comparisons and potentially yield more general research results 

(Benbasat et al., 1987). Furthermore, the data collection was supported by data triangulation by 

including both IT and business executives from user and providers of IT security measures 

while field notes and a multi-researcher triangulation was employed during data analysis. Other 

tactics, as proposed by Miles and colleagues (2013), included weighting the evidence to identify 

the most trustable data and to pay attention to “unpatterns” by checking for outliers, extreme 

cases, and negative evidence. Furthermore, the following presentation of findings including 

direct quotes brings “the voice of participants in the study” (Creswell, 1998, p. 70), while con-

tributing to transparency and accountability. 

8.4.4 Results 

The propositions stated in 3.2. and the visualized influence of SME characteristics (Figure 1) 

were supported to differing degrees as interviewees perceived certain characteristics as more 

relevant or severe in their specific environment. While manifestations of limited resources and 

attitude along with strategic outlook were most prevalent and deemed relevant unanimously, 

insularity or small asset base received differing support. The latter two constraint manifesta-

tions were mentioned more often by managing directors of user firms. In contrast, manifesta-

tions of low formalization level and insularity (excluding geographical insularity) received 

more attention and higher relevance ratings by IT executives of user firms and interviewees 
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from provider firms. In the following, we provide more detailed findings on how the previously 

identified SME constraints manifest themselves in an IT security context. 

Organizational Characteristics 

Limited Resources were among the constraints most often mentioned by all interviewees across 

firms and positions. The manifestations of these constraints in an organizational IT security 

context refer particularly to limited budget, time, and workforce which are all highly interre-

lated, yet influence IT security investments distinctively as illustrated in the following. 

Limited financial resources were mentioned most frequently by managing directors and very 

often by IT staff and interviewees from provider firms in line with a multitude of SME studies. 

Especially, owners and managers of smaller businesses see IT security investments as a strong 

cut into their finances. Also, when asked how they see their own company’s organizational IT 

security status compared to larger companies, managing directors often attribute a better status 

in large companies to the available financial resources. The influence of limited budget is evi-

denced by the following statement:  

“I mean, I did try to inform myself about it and the smallest server we’d need costs 4000€! 

Well yes, 4000€ is a lot of money!” – UF-02, Managing director 

Limited time was among the most frequently stated constraints in our sample across roles. Es-

pecially, managing directors pointed out that managing IT security requires a lot of time for 

them personally as well as across the entire organization. Notably, statements regarding time 

often included the phrase “I have to take/make time”. Dealing with IT security and decisions 

regarding the investment in IT security measures are generally seen as additional tasks that can 

be performed only by cutting time expenditure on other important organizational duties. These 

statements are also intertwined with manifestations of low formalization levels regarding mul-

tiple roles and responsibilities within one position. This perspective is also shared by interview-

ees from provider companies and IT executives in user companies: 

“[IT security as a topic] is something you have to research a lot to learn the ropes, to 

familiarize yourself. If we actually think about implementing a solution that is recom-

mended, it can become too time-consuming for us. In some cases, it might be better to 

attend trainings but that is something only a full-time IT administrator could do […].” - 

UF-16, Consultant in a user firm who is also responsible for IT administration 

Limited knowhow was mentioned frequently by all interviewees and is strongly intertwined 

with the aforementioned resource constraints. This constraint manifests itself in two distinct 
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ways: [A] SME do not employ any specialized IT personnel with enough knowhow regarding 

IT security or [B] the IT personnel is already fully stretched and cannot be involved in IT secu-

rity projects. The latter option was brought forward especially by interviewees with an IT back-

ground. Managing directors often mentioned a general shortage of skilled IT workers and lack-

ing knowhow intertwined with insufficient awareness regarding IT security in SME altogether: 

“Well, I would say that SME do not care enough or not at all to actually deal with IT 

security issues, because – I think – there are no employees with enough knowhow regard-

ing IT”, UF-09, Managing director 

Small Asset Base was one of the less prominent constraints mentioned. However, we could still 

find evidence that a small or irregular revenue stream affects IT security investments:  

“And especially small or medium-sized startups do not have a steady revenue, so there is 

no money left for IT security spending.” – UF-15, CIO 

Even though the initial literature review on SME constraints stresses the difficulty to obtain 

external financial support, a few interviewees actually expressed that funding and subsidies are 

readily available whereas some managing directors pointed out the difficulty to obtain certain 

grants or the ignorance of their existence altogether. No interviewee mentioned that they ever 

had to rely on external financial support for any IT security investments, hence any distinct 

influence of this constraint could not be upheld sufficiently. Limited backing for this constraint 

can be evidenced through the following statement: 

“There are a couple of good loans available and one should debate whether it is truly 

necessary to finance an investment always via one’s own cash flow or if it is possible to 

get some [external] support. […]. Certainly, there are very attractive schemes – it’s only 

that no one knows about them.” – UF-12, CIO 

As for owner capital, interviewees who were the actual owners mentioned sporadically that any 

decision regarding IT security investment required them to draw on their personal funds. IT 

directors and providers indirectly regarded this constraint manifestation as a possible hindrance 

for further investments arguing that the actual “value” or return on investment has to be expli-

cated in more detail if owner have to spend their own money on something as intangible as IT 

security measures.  

“This actually means that I don‘t have the financial means, if I don’t reach deeper into my 

own pockets and say: ‘I’ll pay someone ten to twenty thousand Euro in a lump sum’. I 

think this is true for the majority of companies [SME]” – UF-07, Managing director  
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The Low Formalization Level, or a lack of infrastructure, strategic planning, or processes are 

a common theme when discussing SME constraints in general. Against the backdrop of IT se-

curity, three themes emerged frequently, namely budget planning (or the lack thereof), multiple 

roles or responsibilities within one position, and undocumented processes which negatively 

impact IT security investment. 

When asked about possible hindrances to IT security investment, IT staff and providers men-

tioned a lack of budget planning as being a decisive factor. Likewise, some managing directors 

admitted that they do not have a structured budget planning process in general or for IT (secu-

rity) spending in particular. 

“It [budget planning] does exist of course but it is a glorious exception in my professional 

experience! In most companies, it’ll go according to the guiding theme ‘when we need it, 

we get it’” – PF-05, Managing director  

As mentioned earlier, limited time can be both seen as consequence and reason for the existence 

of multiple roles and responsibilities within one position. This understaffing is a common fea-

ture in SME and their management of information systems as illustrated by West (1975) who 

states that, “almost without exception, the small company is grossly understaffed, often being 

a one-man operation.” As already illustrated in our sample table (Table 1), many managing 

directors are additionally responsible for IT and IT security issues, while some IT staff also 

have to cope with several roles and responsibilities other than usual administrative tasks, e.g., 

setting up new devices for colleagues or new programs. In this regard, both managing directors 

and IT staff mentioned the plethora of tasks that are of higher priority resulting in IT security 

being a topic that is often neglected and followed up with the sole goal of not causing too much 

damage: 

“Like I mentioned earlier, the only thing you can try to do is to avoid acting grossly neg-

ligent. My problem is honestly that, given the many things I have to do every day, and all 

the issues that keep on bombarding me… well, I would like to act rather than react all the 

time. But that is truly difficult.” – UPF-01, Managing director 

The last manifestations of a low formalization level are non-existent, undefined or undocu-

mented (organizational and technological) processes paired with “ad hoc” decision-making. 

This was most commonly expressed and deemed highly relevant by provider companies and 

experienced IT personnel. Especially, interviewees of provider companies saw an additional 

problem in unawareness of top managers in SME for the necessity of documented organiza-

tional and technological processes – which will be further discussed in the following section on 



8 Paper E: Investigating the Security Divide between SME and Large Companies 121 

leadership characteristics. Documentation in particular is not consistently carried out in smaller 

companies. This complicates the service of providers who need to invest considerable time and 

effort into comprehending the extant IT architecture before actual measures can be imple-

mented. In this regard, younger companies or startups seem to have a strategic advantage com-

pared to incumbent, more traditional SME since they do not have to take legacy IT infrastruc-

ture into account and can thus set up a lean – often cloud-based and pre-secured – infrastructure 

from day 1 on. In incumbent SME, especially IT directors in medium-sized companies pointed 

out that they had to assess all existing processes and structures for the first time within their 

company – when they joined the firm or the enforcement date of the EU General Data Protec-

tion Regulation (GDPR) approached – which confirms the assumption of low procedural so-

phistication in SME. Interviewees from provider companies that “enter” user companies exter-

nally, view this low sophistication of documentation and processes especially dramatic: 

“In many cases, you will find organically grown structures that are clear to no one. Some-

one has put a storage here, someone has done something else there. Sometimes companies 

have double storage, but they don’t even know about the existence of both!” – PF-01, 

Business development executive 

Ingrained Culture, manifested via trust-based relationships, deeply-rooted organizational tra-

ditions and company hierarchy, was a constraint often emphasized by providers. Both inter-

viewees from user and provider companies pointed out that trust was extremely important both 

between the IT director and the managing director as well as between the final decision-maker 

within the user company and the external partner in a provider company. Furthermore, we ob-

served several business relationships that were intertwined with personal relationships: 

“Our IT guy is from our region. It’s quite convenient, his wife is our general manager. We 

are all former schoolmates.” – UF12, Managing director 

Additionally, trust plays an important role in the information search process as decision-makers 

often draw on the expertise of a trustee in their personal network rather than solely on provider 

recommendations or third-party information. Trust with providers can most often only be es-

tablished through increased personal contact and lengthy or even historical partnerships. 

 “I need to be informed from someone I trust. When I talk to a colleague [CIO in a different 

company] and I hear ‘I’ve used this and it didn’t help at all’, it helps me assessing the 

investment better than if a provider tells me that.” – UF-11, CIO 
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On the other hand, many providers also attributed the lack of IT security investments to the 

traditional mindset and overemphasis on the status quo in SME. According to one interviewee, 

critical assessments of the IT security status quo and subsequent recommendations are even 

seen as an attack on the user company’s self-perception: 

“In most SME, they don’t really have anything [IT security measures] and if we make them 

aware of this, we are actually the bad guys from their point of view. Because they live in 

an idyllic world and they don’t really want to know about it.” – PF-02, Managing director 

Geographical Insularity as a constraint was mentioned in two regards of sourcing: namely 

sourcing of personnel and service providers. Especially, SME with a more rural location expe-

rienced difficulties to attract IT personnel. Furthermore, physical remoteness and thus isolation 

from providers was seen negatively as it limits sourcing and vendor options. The few experts 

in rural areas are often fully booked and cannot assist SME regarding IT security decisions, 

especially if new regulations like the GDPR require many firms to act and invest in external IT 

security specialists as evidenced by the following statement: 

“Well, I just talked to the guy who helped set up our computers and works in an IT com-

pany. He said ‘Pff, you should try to make an appointment with me now because I’ll be 

completely booked out until then’ […] and additionally I don‘t really know whether there 

are enough IT people who can actually sell and install things. At least not here in our 

region.” – UF-02, Managing director 

Leadership Characteristics 

The substantial and highly influential role of top management or leadership in SME has been 

widely discussed and highlighted in general SME research and was validated during the inter-

views. Most interviewees agree that the management style or the personality of the managing 

director or owner have a profound effect on IT security decisions. 

Managerial Skills are a prerequisite in most organizational decision-making processes and 

were thus often mentioned on a more abstract, implicit level. One interviewee, for example, 

focused on the growing technological complexity which might “overwhelm” especially elder 

owner-managers – especially compared to their younger entrepreneurial counterparts: 

“I’d say this is a question of age. I mean, if I have a young entrepreneur in his/her early 

twenties, s/he approaches the topic differently than someone who is 62. Some people are 

capable, but others are certainly not.” – UF05, Managing director 
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Other managers also readily admit that the assessment and evaluation of IT security investments 

are radically different to those they are used to and thus very burdensome: 

“So, I think there is a difference regarding the assessment of whether it is necessary now 

or not. This is not as easy as with a production machine. There, I know exactly at which 

hourly rate I can sell the output, so I can calculate an ROI. […] Let’s say I buy a firewall 

and there’s an extra feature he [referring to the IT executive] told me about that could 

provide further security from his point of view. But how do I evaluate that? So, if we can 

afford it, we’ll get it and I feel a bit better. But did we really need it? That is the difficulty 

with such measures.” – UF04, Managing director 

Investment decisions are generally directly linked to managerial skills, but some interviewees 

also mentioned that an inclination towards affinity plays a decisive role regarding IT (security) 

investments. IS/IT Knowledge or an owner-manager’s disposition towards IT improves lead-

ership inclination to deal with the topic and to provide adequate means for investment: 

“Well yes, the main barrier is simply a lack of knowledge!” – UF 06, Managing director 

Often paired with the general disposition towards IS/IT is the notion of IT security awareness 

– both among owner-managers and staff.  

“On a scale from 1 to 7 […] I’d position myself on the lower half, because I can do some 

things myself and regarding other topics, there’s an awareness. I just check if and with 

whom we have to deal with those matters.” – UF-12, Managing director 

Evidently, managing directors themselves attribute a lot of underinvestment in IT security to 

the prevalent lack of awareness regarding IT security in general. IT directors and providers 

regard awareness among top executives as an important prerequisite for the overall awareness 

in a company.  

“This topic of ‘raising awareness’ is located right at the heart of leadership. Only if they 

nod, it transcends top-down within the company and you can actually implement it [IT 

security measures] in the whole company.” – PF02, Managing director 

Awareness is closely linked to the general Attitude and Values of the SME leadership. Espe-

cially, owner-managers displayed a rather negative, cost-fixated view on IT security investment 

and dedicated staff as displayed by the following statement: 

“[…] in our company it [IT security] is not a job that generates more turnover, i.e., 

achieves more margin, but simply an in-house administration job that costs me a lot. Of 
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course, it is clear that you have a few advantages because some things may work better. 

However, first and foremost, it simply costs money.” – UPF01 – Managing director 

The direct effect of this unclear “value proposition” of IT in general and IT security in specific, 

can be evidenced from an IT executive’s point of view as follows:  

“[…] so we discussed this aspect earlier when we talked about the budget and how difficult 

it is to get a budget for it [IT security measures] – because at the end of the day, I have a 

cash outflow with extra resources. So, expenses that are not really visible regarding 

productivity or revenue. See, when I hire a sales representative or a machine operator who 

can operate three new machines eight hours a day and deliver more output, it's better to 

put that into [a productivity] perspective, to argue for it, better than for an IT that just has 

to run. – UF01, IT director 

However, awareness or attitude alone or lack thereof is not the only frequently mentioned lead-

ership constraint. Especially providers explained underinvestment with the temporal focus of 

leadership on short-term daily business, i.e., the lack of Strategic Outlook. They state that de-

cision-makers in SME rather focus on short-term success and neglect long-term risks for their 

organizational IT security due to a lack or the neglect of strategic planning:  

“Strictly speaking, it’s a matter of priorities. I think the priority in SME as of now is on 

day-to-day operations, on satisfying the demand. Put simply, to keep the daily business 

running.”– PF-04, Business Development 

Admittedly, short-term focus plays a significant role in postponing decisions regarding IT se-

curity investments. Nevertheless, both interviewees in user and provider companies 

acknowledge that the highly complex nature of IT security needs to be accounted for. In this 

line, several managing directors and some CIOs mentioned that they rely heavily on their “gut 

feeling” due to the lack of information, knowhow, and time for decisions. This demonstrates 

that decision-makers draw on affective and experiential factors in IT security investment deci-

sions in addition to or rather than on economic modelling or formalized decision support sys-

tems. 

 “You obviously try to calculate the RoI [Return on Investment] but you can easily come 

up with nice target figures, so I consider it rather ‘relative’. This is certainly very im-

portant in big enterprises […] It is admittedly not easy to calculate such numbers in the 

area of security. We do have a decision matrix that we use as an orientation. So, it is not 

a pure gut decision, but I have to say that gut feeling does play a certain role. We have 
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hands-on experience with several providers and both play an important role. But we don’t 

have a further formalized decision system.” – UPF-02, CIO 

All previously identified leadership characteristics were thus found to influence decisions re-

garding organizational IT security in SME strongly. In the following section, we will discuss 

our results and their implications for both research and practice. 

8.5 Discussion and Implications 

The present article identified and described relevant SME constraints in an organizational IT 

security context and examined how these constraints influence decisions regarding IT security 

investments in SME. Our findings provide several theoretical contributions and practical im-

plications. From a theoretical perspective, our study validates and contextualizes general SME 

constraints in organizational IT security and adds to the still prevalent scarcity of qualitative 

data sources in IS security research. The findings derived from this approach question a variety 

of assumptions commonly made by studies that implicitly deal with SME as “little big firms”. 

The identified and described constraints help define necessary boundary conditions for future 

research by challenging and modifying prevalent scholarly explanations (Alvesson & Sand-

berg, 2011; Rivard, 2014). For instance, common assumptions made in IT security research, 

like the existence of dedicated personnel and formalized processes, can be denied for a large 

share of organizations. Overall, the most overlooked or underrepresented assumptions in extant 

IT security research concern SME constraints of low formalization, insularity, and the strong 

influence of individual leadership characteristics.  

Our findings thus serve as a magnifying glass that exposes non-generalizable assumptions in 

extant IT security literature and additionally provide guidelines for future research through the 

analysis of the inferred propositions. These propositions and associated arguments can be seen 

as a Type II Theory of Explanation (Gregor, 2006) explicating how and why certain constraints 

influence IT security decisions in SME. Whereas a dominant stream in IT security literature 

draws on normative decision theories and models like the Return on (Security) Investment or 

decision theory (Cavusoglu et al., 2008) a descriptive approach that takes into account the man-

ifold influencing factors, e.g., available time, geographical insularity, or individual characteris-

tics, is likely a better lens for organizational IT security investment decisions in SME. In this 

regard, we contribute to the rather scarce literature on executive and managerial decision-mak-

ing and investments in an IT security context by pointing out the influence of various charac-

teristics which are possibly highly influential in SME. In addition to the often analyzed lack of 
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awareness (Hu et al., 2007; Straub & Welke, 1998), the degree of influence and prominence of 

temporal, experiential, and affective factors in IT security investment decision-making should 

be included in order to advance our understanding of (under-)investment in SME and the ap-

parent security divide further. Furthermore, other propositions concerning insularity or the 

small asset base could contribute to exposing neglected or inflated effects in IT security invest-

ment decisions and thus contribute to both theory and practice. 

Through the juxtaposition of decision-makers – often owner-managers – and employees re-

sponsible for IT in user companies and IT security providers, our approach also yielded in sev-

eral practical implications. By contrasting statements, executives should question themselves 

whether they overemphasize resource constraints such as limited budget as an “excuse” to delay 

IT security measures. Even though internal IT staff and providers often acknowledge the exist-

ence of resource constraints, they rather contribute a lot of underinvestment to low formaliza-

tion levels and non-existent budget planning which is an indirect result of prioritizing daily 

business and the short-term temporal focus of managing directors. Executives in SME can thus 

learn from our findings that documentation and formalization of processes is a first step that 

might be time-consuming at first. However, these actions ease the processes of decision-making 

and leads to fruitful and business-sustaining investments in the long run. Our results also offer 

several takeaways for providers, such as the importance of lengthy discussions to establish 

trust-based relationships and the influential role of affective and experiential factors in decision-

making processes of their potential customers. Further, large enterprises should consider the 

role of SME in their value chains more closely. Prominent examples like the Target breach via 

a third party contractor show that SME can be the gateway to large enterprises for cybercrimi-

nals (ZDNet, 2015) or could disrupt certain supply chains in the event of system downtime 

caused by a severe breach (Cisco, 2018). Dubbed as “the weakest link” in the value chain, large 

enterprises pressure their SME partner often with additional auditing and quality management 

tasks rather than pro-actively contributing to an overall secure value chain by supporting their 

partners. In this regard, expertise provided through partner networks could be highly beneficial 

since external expertise has been shown to improve SME processes where no knowledge or 

understanding is readily available (Bradshaw et al., 2013; Cragg et al., 2013). The wish for 

governmental institutions to provide dedicated and easy to understand support and information 

was an additional finding during the interview study. Existing support was either not well 

known or not well-received by many interviewees since the effort to partake in subsidiary 

schemes or to follow and understand governmental checklists along with other information 
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sources were deemed excessive for SME. Governments could thus also benefit from our find-

ings and adjust their offers in order to better consider the observed organizational and leadership 

characteristics. 

8.6 Conclusion, Limitations, and Future Research 

This study is not without limitations. First, although we employed measures such as data, sub-

ject, and researcher triangulation, qualitative research can still be affected by the ambiguity of 

language or the existence of an elite bias (Fontana & Frey, 2000). Similarly, self-selection bias 

of the interview partners could be an issue. However, the majority of participants in our sample 

readily admitted that they had fallen victim to an IT security incident in the past and should 

thus be representative for the overall SME population (Cisco, 2018). Second, SME should not 

be considered a homogenous group, especially differences between enterprises in the sector of 

manufacturing or services have already been noted and discussed. Similarly, very small, small, 

and medium-sized enterprises are possibly affected by the identified constraints to a varying 

degree – similarly, startups or SME that employ lean practices and flat hierarchies are likely 

less prone to suffer from the same disadvantages of a low formalization level or lacking IT/IS 

skills and knowledge of the owner-manager. Overall, the proposed constraints and their influ-

ence in IT security investment should rather be seen on a continuum influencing SME depend-

ing on organizational size, IT staff, or industry. Furthermore, our results might be affected by 

our sample choice as our interviewees are all based in one West European country. However, 

previous organizational SME research has shown comparable patterns of SME characteristics 

and constraints across national borders and cultures (Chen et al., 2007; Dutta & Evrard, 1999; 

Thong, 2001).  

Nevertheless, future research could build on our findings with an international comparison uti-

lizing quantitative measures to determine the effect size of SME constraints on IT security de-

cisions. Additionally, prospective studies should analyze industries other than healthcare and 

financial institutions as many of the extant results are hardly generalizable and test the postu-

lated propositions in both an SME and a large enterprise context for more nuanced findings and 

recommendations (Kam et al., 2019). Another avenue for future studies, could be a further par-

tition of the SME context into very small, small, and medium-sized enterprises and to measure 

and compare the degree of prominence of identified constraints empirically. 
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9 Thesis Contributions and Conclusion 

The goal of this dissertation was to improve the understanding of decision-making processes in 

organizations regarding cloud computing adoption, data protection behavior, and IT security 

measures—decisions that most organizations are faced with when undergoing digital transfor-

mation development. Particular emphasis was placed on factors influencing the decision-mak-

ing of managers and other important organizational decision-makers. Additionally, one study 

investigated how feelings of psychological ownership might influence behavioral intention and 

decisions, depending on whether the study subject intended to protect data in a personal or in a 

professional context. Drawing on findings of behavioral economists, the findings also suggest 

that decisions in an organizational context do not adhere (fully) to the tenets postulated by ra-

tional choice theory. Decision-makers are influenced, rather, by a plethora of economic, envi-

ronmental, behavioral, and organizational factors as explicated in further detail in the following 

sections. 

Additionally, this dissertation sheds light on under-researched areas in information systems, 

such as the adoption of and investment in IT security measures in SMEs. Whereas previous 

technology adoption research—for example, regarding e-commerce or e-business (Stockdale 

& Standing, 2006; Worrall et al., 2005)—has already provided evidence of potential inhibitors 

and enablers in SMEs, only one dedicated study exists in an IT security context (Lee & Larsen, 

2009). In this regard, especially the latter two studies described in Papers D and E provide 

several key insights and avenues for future research that account for the structural differences 

of SMEs and the specific characteristics of decision-makers in SMEs that influence IT security 

investment decisions. 

Based on the five featured studies, this dissertation significantly contributes to the understand-

ing of influencing factors in decision-making processes in general and highlights constraints 

and characteristics specific to small and medium-sized enterprises. 

In the remainder of this section, theoretical contributions and practical implications are de-

scribed in more detail. Subsequently, a conclusion provides propositions for future research and 

completes the dissertation. 
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9.1 Theoretical Contributions 

The first two studies of this dissertation (i.e., Papers A and B) followed a deductive approach, 

studying two specific phenomena influencing decision-making processes regarding cloud com-

puting adoption and data protection behavior.  

Paper A validates that status quo thinking can impede the adoption of new technological sys-

tems, such as SaaS. Especially, decision-makers who cannot draw on prior experience with 

SaaS are overestimating risks associated with its adoption, thereby exemplifying the impact of 

status quo thinking and leading to retention of the incumbent system. Therefore, the paper il-

lustrates the significant influence of reference-dependence in line with prospect theory rather 

than rational choice theory (Kahneman & Tversky, 1979; Levy, 1992, 1997). Additionally, this 

study was the first at the time of publishing to draw on prospect theory when analyzing man-

agers’ appraisal of SaaS in an organizational context based on their evaluation of the respective 

incumbent technology. As such, this study also provides the first evidence that the effect of 

status quo thinking is more pronounced for decision-makers with lower experience levels by 

measuring the bias indirectly at the group level rather than through an explicit indicator based 

on self-assessment on an individual level (e.g., perceived sunk costs as in Polites and Karahanna 

2012). These findings are especially valuable, since a large part of technology adoption deci-

sions that decision-makers are faced with during digital transformation processes are, in fact, 

replacement decisions. Therefore, future research should account for the effect of incumbent 

technology systems when studying attitudinal beliefs and adoption decisions regarding tech-

nologies potentially succeeding them. 

Paper B also contributes to the understanding of how non-rational factors such as feelings can 

affect decision-making in various contexts. By drawing on the concept of psychological own-

ership—a concept only scarcely investigated in IS or in the specific data protection scenario of 

this study—the findings suggest that psychological ownership does significantly influence sev-

eral protection motivation antecedents only in the private context. The longitudinal repeated 

measures approach reveals that psychological ownership comes only marginally into effect in 

the professional context. By employing such a research design, this study was the first at the 

time of publishing that employed such a comparison of the same data protection behavior in 

two different contexts. Additionally, the study implies that findings of other studies performed 

solely in one of these contexts are not necessarily applicable in the other context or are gener-

alizable. Regarding the underlying theoretical framework of the protection motivation theory, 

findings also indicate that risk perception in isolation does not promote data protection 
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measures in any context. The findings do suggest, however, that controllability has a significant 

effect and could contribute to a more thorough understanding of the intention of employees to 

use strong passwords as a measure to protect data.  

The second part of this thesis (i.e., Papers C, D, and E) critically investigates how information 

systems research regarding IT security approaches the decision-making process while placing 

particular emphasis on decision-makers in small and medium-sized enterprises. 

Paper C confirms that decision-making processes regarding IT security measures are affected 

by various contextual aspects instead of purely rational decision-making. As already demon-

strated in Paper A, decision-makers are faced with a highly complex decision as IT security 

investments draw on a variety of heuristics and biases and take a multitude of external factors 

into account. Extant research, however, largely disregards these influencing factors and still 

heavily relies on normative approaches like rational choice theory, as demonstrated by the anal-

ysis of prior IT security research. The findings of a qualitative study, triaged with the results of 

the literature review, also uncover several areas that remain largely overlooked. Furthermore, 

the study implies that the IT security decision process should be regarded in a more nuanced 

manner, in other words, whether the decision-maker should decide the level of investment, its 

source or area, or whether the IT security investment should be considered at all. The latter 

nuance is particularly important in an SME context, as demonstrated in Paper C and the fol-

lowing two papers. 

In this regard, Paper D offers a conceptual framework of SME constraints that displays how 

characteristics of the focal SME, their micro- and macro-environment, are based on a literature 

analysis of existing SME research. These constraints are contextualized regarding IT security 

investment in SMEs. The study finds that limited resources, a small asset base, low formaliza-

tion levels, insularity, and leadership styles are all manifested and exert an effect on organiza-

tional IT security. The perceived amplitude of the effects, however, varies according to the roles 

of the interviewed decision-makers and whether they are representing a user or a provider firm. 

This juxtaposition of decision-makers demonstrates that managing directors emphasize the con-

straining effect of limited resources and admit that the short-term temporal focus—as well as 

affective or experiential factors, such as the previously mentioned “gut feeling”—play an im-

portant role in decision-making processes. Decision-makers stemming from IT departments or 

providers, however, consider other constraints to be highly relevant, including the low formal-

ization level of processes or budget planning as well as a lack of awareness. Since the majority 

of prior IT security studies largely neglected the “SME reality” and did not account for these 
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constraints acting as potential boundary conditions, extant findings should thus be challenged 

or should be modified accordingly. Additionally, the study provides guidelines for future re-

search through the analysis of 14 derived propositions and by exposing non-generalizable as-

sumptions in extant IT security literature. Categorized as a type II theory of explanation 

(Gregor, 2006), describing how and why certain constraints influence IT security decisions in 

SMEs, the study also implies the importance of a descriptive approach—in contrast to the dom-

inant stream in IT security research drawing on normative decision theories. 

Paper E further expands the findings of Paper D and offers a more detailed literature analysis 

and conceptual framework explicating the reason behind the security divide between SMEs and 

large enterprises. This conceptual framework displaying SME characteristics and constraints 

helps define necessary boundary conditions for future research (Alvesson & Sandberg, 2011; 

Rivard, 2014). The study finds that the most underrepresented boundary conditions affecting 

SMEs in extant IT security research are the low levels of formalization and procedural sophis-

tication, insularity, and the strong influence of individual characteristics of SME executives. 

Moreover, Paper E—like Paper D—adds to the still-prevalent scarcity of qualitative studies in 

IS security in general and represents one of the few SME-focused data sources in this research 

field. Future studies can, therefore, build on the study and challenge or even modify prevalent 

scholarly explanations for the security divide. Besides the quite extensively researched lack of 

security awareness of employees and management, Paper E highlights the importance and im-

pact of further temporal, experiential, and affective factors in IT security investment decision-

making. 

9.2 Practical Implications 

In addition to the above-discussed theoretical contributions, the studies and this dissertation 

also offer several practical implications that are examined subsequently.  

Paper A offers implications for both SaaS providers and potential new adopters. The findings 

imply that decision-makers should be aware of decision biases such as status quo thinking and 

reference-dependence affecting their decision-making. The new SaaS technology should not 

only be compared to the incumbent system but also evaluated as a standalone solution. When 

faced with such a replacement choice, decision-makers should actively seek out more experi-

ence through workshops, trials, or lighthouse projects.  
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These recommendations are also of interest for providers: Non-adopters, especially, will likely 

require more facts and hands-on experience with the new product, and sales or marketing com-

munication should be altered accordingly. Another interesting takeaway for providers is that 

their existing client base will likely require less persuasion, which allows for further capitaliza-

tion via horizontal or vertical system integrations. Furthermore, these first adopters could be 

beneficial in convincing inexperienced prospects. Organizing roundtable discussions with ex-

isting customers or displaying customer success stories can exert social influence on the risk 

assessment of inexperienced decision-makers and, ultimately, decrease their level of uncer-

tainty as well as highlight financial or strategic advantages. 

Paper B is of practical importance, since it reveals that psychological ownership does, indeed, 

influence an individual’s intention to protect data, however, only in a private context. Never-

theless, these findings suggest that practitioners could instill feelings of psychological owner-

ship in employees who should use strong passwords as a safeguarding mechanism to protect 

data in a professional context. By stimulating the antecedents of psychological ownership, such 

as a deep understanding of the sensitivity of the data in a professional context, employees feel 

higher degrees of association with the data, which in turn motivates safeguarding behavior. 

Similarly, investing resources (such as time or effort) into the creation of data also facilitates 

feelings of ownership. Organizational stakeholders in IT security could, therefore, ensure that 

employees who deal with the data better understand the content, so that they see data in a pro-

fessional context as a reflection of their own data. Enabling employees to choose and employ 

safeguarding measures—for example, offering a choice of password managers and fully ex-

plaining the use of such—could increase their feelings of freedom of choice, accountability, 

and controllability, which was demonstrated to influence protection motivation. 

The remaining studies focus on IT security investment decisions and the possible factors influ-

encing these decisions.  

Paper C offers insight in the nuances of the decision. IT security investment decisions are often 

either directed at the level, source, or area of the investment, or decision-makers evaluate 

whether to invest at all. Consequently, providers of IT security measures should account for 

these nuances and adapt the value proposition of their product or service accordingly. Addi-

tionally, decision-makers in SMEs do not necessarily employ economic tools and methods like 

ROSI estimations due to resource constraints, but rather rely on their intuition and analyze only 

costs rather than benefits of a possible IT security investment. Furthermore, environmental as-

pects—for example, being forced to adhere to IT security standards due to auditing pressure as 
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a supplier of large enterprises—strongly influence the decision to invest in IT security. Deci-

sion-makers are more likely to invest in IT security measures when their business relationships 

are at risk. Compliance with such externally established IT security pressures—or state inter-

ventions such as the GDPR and the possibility of sanctions—is a strong motivator for SME 

decision-makers. This offers interesting insights to IT security providers, state regulators, and 

supply chain partners. However, state regulators should not rely solely on sanctions but rather 

should encourage SME decision-makers to view IT security measures as a potential economic 

opportunity to increase customer acquisition, loyalty, and satisfaction. 

Paper D and Paper E highlight the specific situation of small and medium-sized enterprises 

when faced with IT security investment decisions. The analysis and juxtaposition of SME de-

cision-makers, who are often owner-managers, and employees responsible for IT and IT secu-

rity offered several practical implications and insights into perceptual differences. Whereas 

owner-managers or SME executives often point to budgetary and time constraints, IT staff and 

providers regard resource constraints as an easily stated excuse and attribute low IT security 

investment levels to a lack of procedural sophistication or even the absence of any budget plan-

ning. The findings in these studies suggest that formalizing and documenting existing business 

and IT processes can be a fruitful, albeit time-consuming, first approach to decreasing the se-

curity divide. Improving formalization levels can also contribute to easing decision-making. 

Managing directors, SME executives, or owner-managers should be aware of their prioritiza-

tion of daily business and their short-term temporal focus and how this focus might obstruct 

business-sustaining investment. Paper D and Paper E also offer interesting insights for provid-

ers of IT security products and services: Lengthy discussions might be necessary to establish 

relationships based on trust, due to the pronounced influence of affective and experiential fac-

tors in decision-making within SMEs. Since trust is often based on experience, SMEs and the 

value chains of which they are a part can also benefit from partner networks or roundtable 

sessions established or joined by large enterprises. Because security levels at SMEs are im-

portant for large enterprises that often audit SMEs as their suppliers, providing access to their 

IT security knowledge, expertise, and in-house experience can benefit all stakeholders. The 

studies also find that regulatory actions are often regarded as negative or detrimental—espe-

cially consequences and sanctions connected to the GDPR—whereas governmental support 

was largely seen as cumbersome or was relatively unknown. Providing easy-to-understand and 

quick-to-apply-for governmental support was mentioned frequently. Therefore, governments 

should reconsider the way IT security grants and subsidies are advertised and can be claimed. 

Leveraging local institutions like chambers of commerce and offering subsidiary schemes along 
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with checklists that are easy to follow and understand could benefit overstrained SME execu-

tives and increase the general level of IT security. All of these measures, therefore, could reduce 

the security divide between SMEs and large enterprises. 

Since their publication, several of the above-mentioned theoretical and practical findings have 

informed and influenced subsequent IS and organizational psychology research (Dwivedi et al., 

2020; Hintsch & Turowski, 2019; Iannacci et al., 2020; Olt et al., 2019). 

9.3 Conclusion and Future Research 

Digital transformation is omnipresent—the term itself is even increasingly regarded as a 

buzzword—but the ramifications of digital transformation on individuals and society as a 

whole, as well as on the economy and regulatory bodies, merit the increased research intensity 

this topic has received. Interestingly, the introductorily cited Warren McFarlan—who is widely 

credited as the first graduate in information systems and who co-wrote the first book on the 

management of IS in 1966—argues exactly 50 years later that, despite the increasing complex-

ity of managing technology, managers continue to face and endure the same issues year after 

year. Five decades of case-study research and serving as the third editor-in-chief of the MISQ 

journal have corroborated that there is, in fact, “always a new technology […] but underlying 

it, there are some basic management principles” (McFarlan, 2016).  

As outlined in the introduction of this dissertation and throughout the constituent research stud-

ies, decision-making processes lie at the heart of digital transformation: All changes regarding 

the famous transformation triad of “people, process, technology” require a decision made, ei-

ther by an individual within an organization or a group of stakeholders. Therefore, when ana-

lyzing management principles, we must focus on underlying decision-making processes. 

Following findings from behavioral science, individuals or groups who are tasked with manag-

ing—in other words, with making decisions—are highly affected by an array of influencing 

factors during their decision-making or problem-solving process, and they do not behave as 

fully rational human actors. The studies featured in this dissertation encompassed various IT 

artifacts and focused on various stakeholders within organizations to answer the five research 

questions introduced in Chapter 1.2. The findings of these studies suggest that heuristics, biases, 

and emotions play decisive roles in data protection behavior and the adoption of new IT systems 

based on cloud computing. Based on the analysis of managers and IT executives, the first study 

finds that status quo thinking, indeed, influences managers’ decisions in adopting new SaaS IT 



9 Thesis Contributions and Conclusion 136 

systems. Managers “circumvent” their lack of information or experience with a new SaaS so-

lution by drawing on a reference point constituted by their existing, incumbent IT systems. The 

less experienced they are regarding cloud-based solutions, the stronger their dependence on 

their experience with familiar technologies. The evaluation of the new technology relies heavily 

on their assessment of the existing one. 

Focusing on a different IT artifact, password protection behavior to secure private or organiza-

tional data, the second study of this dissertation focused on how psychological ownership af-

fects the decision to protect data. Compared to the first and the following studies, this study 

does not focus solely on the top echelon’s assessment but also contrasts decision-making be-

havior in two different situational contexts. Since the feeling of psychological ownership posi-

tively and significantly influences the attitude toward data protection in a private context, fos-

tering this feeling in a professional context might result in an uptake of data protection 

measures. Future research could analyze the antecedents of psychological ownership in a pro-

fessional context and test its effect through experiments and action research. 

Whereas the first studies predominantly focused on behavioral and cognitive aspects, the re-

maining studies aimed at a more holistic approach to identify influencing factors in IT security 

decisions. The results of the third study included in this dissertation suggest that decision-mak-

ers in small and medium-sized enterprises are influenced by a wide array of aspects during 

decision-making processes regarding organizational IT security. The extensive literature review 

demonstrated, however, that several aspects are strongly disregarded in existing IS research. 

Therefore, future research could fill the identified research gaps, for example, regarding sourc-

ing decisions or initial adoption decisions. One major finding of this study and a highlighted 

avenue for future studies was the scarcity of SME-focused research in organizational IT secu-

rity decisions. The fourth and fifth studies concluding this dissertation tap into this research gap 

and focus on how SME characteristics or constraints influence IT security investment decisions 

in small and medium-sized enterprises. Based on in-depth interviews with decision-makers, 

these studies find that decisions regarding organizational IT security in SMEs are strongly af-

fected by SME-specific characteristics. These include the low formalization levels of processes 

or the multitude of roles exemplified by owner-managers who are in charge of both strategic 

decisions affecting business continuance and operational tasks as well as deeply involved with 

the day-to-day business. Comparing the degree of prominence of these and further identified 

constraints and their roles in decision-making could be an interesting next step for researchers 
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interested in SMEs and their adoption of security measures or digital applications and pro-

cesses.  

Apart from the already-stated ideas for future research, it is hoped that the derived results of 

this dissertation will inspire further research and provide insights and practical suggestions for 

individual and organizational decision-makers, regulatory bodies, and providers of cloud com-

puting software and data protection or IT security measures. Especially valued would be longi-

tudinal studies that do not simply capture a “snapshot in time” but re-evaluate decision-making 

behavior over time and could provide further insights into decision-making in times of digital 

transformation. Additionally, findings in this dissertation are based on European samples and 

should thus be verified or replicated in different cultural and legal settings. Due to the strong 

focus on SME decision-makers, the featured studies and their results were derived from indi-

vidual decision-making processes. Analysis of group decision-making and how cognitive bi-

ases, contextual aspects, or constraints affect groups in contrast to individuals also merits re-

search attention. 

Nevertheless, these findings highlight the fact that decision-making processes in times of con-

stant change, where previous experience or resources are scarce, do not adhere to the tenets 

postulated by rational choice theory. Decision-makers in SMEs especially rely on other factors 

and are bounded by constraints such as firm characteristics and external pressures and barriers. 

Since IS research covers decision-making processes regarding ubiquitous computing, virtual 

environments, and digital transformation—as well as the resulting consequences on individuals, 

business, and society—the application of methods and findings of behavioral scientists can in-

form IS research and advance related disciplines (Crossler et al., 2013; Goes, 2013). In this 

regard, IS can be repositioned as a reference discipline in its own right, which informs and is 

in a discourse with other disciplines (Baskerville & Myers, 2002). 
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Appendix 

A1. Sample Characteristics (Paper B) 

Category Item Freq. % Category Item Freq. % 

Gender Female 102 48.8 Education High School 72 34.4 

Male 107 51.2 College 65 31.1 

Age 18-29 30 14.4 Bachelor 22 10.5 

30-39 46 22.0 Master 36 17.2 

40-49 49 23.4 Other 14 6.7 

50-59 56 26.8 Work Position Entry-level 77 36.8 

60-65 28 13.4 Mid-level 128 61.2 

  High-level 4 1.9 

Work 

Experience 

(in years) 

1-5 17 8.1 

6-15 51 24.4 

16-25 52 24.9 

26-50 89 42.6 

Figure 16. Descriptive Sample Characteristics 
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A2. Measurement Items (Paper B) 

Item Abbr. Description 

Controllability CON1 Whether I use different complex passwords is my sole responsibility. 

CON2 It is primarily up to me whether I use a different complex password. 

CON3 I have full control over the use of different complex passwords. 

CON4 The choice of different complex passwords is completely in my control. 

Behavioral  

Intention 

INT1 I plan to choose different complex passwords for different accounts. 

INT2 I intend to use a unique complex password for each important account. 

INT3 I plan to protect different accounts with different complex passwords. 

Psychological 

Ownership 

PO1 Data and files I work with professionally/privately are my own. 

PO2 I feel that data I work with professionally/privately is my property. 

PO3 I have a feeling that this data belongs to me. 

Response  

Cost 

RC1 It would cause me too many problems to assign different complex passwords. 

RC2 I would be discouraged to use different complex passwords because it would be 

difficult for me to remember them. 

RC3 It would be very tiring for me to use different complex passwords.  

RC4 It would be too time-consuming for me to use different complex passwords. 

Response  

Efficacy 

RE1 When I use different complex passwords, I protect professional/private data from 

theft. 

RE2 The use of different complex passwords reduces the probability of data theft. 

RE3 If I use different complex passwords, it is less likely that professional/private data 

will be misused. 

Self-Efficacy SE1 I am sure I have the ability to use different complex passwords. 

SE2 I find it easy to use different complex passwords for different accounts. 

SE3 Using different complex passwords for each important account would be an easy 

task for me. 

Perceived 

Severity 

SEV1 If someone guessed my passwords successfully, I would find it a serious problem. 

SEV2 If someone hacked my important email accounts, it would be serious. 

SEV3 If someone got hold of my passwords, it would be serious. 

SEV4 If someone steals my passwords, there could be serious consequences. 

Perceived 

Vulnerability 

VULN1 I believe that the probability of password theft is high. 

VULN2 I believe that there is a high probability that my password will be guessed. 

VULN3 I think the chance of my password being hacked are high. 

VULN4 I have a feeling that I am at risk from password theft, 

All items were measured on a 7-point Likert scale from “strongly disagree” to “strongly agree” 

Table 14. Descriptive Sample Statistics 
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A3. Measurement Model Validation (Paper B) 

 Work Context Private Context 

 CON INT SEV PO RC RE SE VULN CON INT SEV PO RC RE SE VULN 

CON1 .813 .166 .245 .179 -.049 .151 .070 .103 .924 .0334 .248 .411 -.288 .579 .339 -.221 

CON2 .852 .232 .241 .174 -.060 .218 .062 .057 .919 .350 .299 .458 -.280 .614 .323 -.217 

CON3 .933 .431 .241 .118 -.334 .242 .300 -.033 .900 .335 .193 .333 -.386 .427 .434 -.189 

CON4 .950 .423 .256 .153 -.305 .257 .294 -.044 .922 .319 .172 .387 -.356 .492 .379 -.231 

INT1 .350 .937 .361 .072 -.360 .406 .413 -.021 .369 .944 .262 .292 -.424 .333 .496 -.016 

INT2 .354 .951 .301 .103 -.383 .348 .471 -.002 .305 .916 .202 .240 -.344 .341 .404 -.111 

INT3 .388 .968 .351 .097 -.397 .395 .456 -.025 .349 .949 .259 .297 -.471 .350 .530 -.073 

SEV1 .234 .362 .874 .071 -.129 .323 .348 .097 .214 .240 .878 .236 -.101 .313 .131 .106 

SEV2 .242 .303 .907 .055 -.074 .327 .236 .073 .225 .195 .898 .272 -.092 .344 .106 .029 

SEV3 .260 .293 .936 .058 -.117 .332 .284 .100 .276 .263 .943 .331 -.056 .374 .124 .085 

SEV4 .254 .316 .906 029 -.133 .326 .260 .097 .193 .240 .914 .261 -.048 .288 .137 .126 

PO1 .141 .087 .010 .869 -.103 -.020 .027 .160 .407 .211 .205 .859 -.143 .404 .277 -.072 

PO2 .139 .036 .034 .933 -.025 -.081 -.012 .161 .403 .295 .321 .931 -.220 .378 .330 -.052 

PO3 .174 .129 .107 .951 -.011 -.048 .024 .203 .378 .296 .299 .921 -.170 .430 .296 -.059 

RC1 -.234 -.370 -.081 -.043 .910 -.219 -.601 .253 -.318 -.386 -.086 -.192 .920 -.096 -.697 .364 

RC2 -.223 -.367 -.090 -.039 .913 -.193 -.628 .218 -.333 -.423 -.082 -.166 .946 -.039 -.734 .337 

RC3 -.209 -.332 -.118 -.067 .945 -.201 -.605 .186 -.328 -.382 -.050 -.205 .945 -.037 -.674 .345 

RC4 -.244 -.396 -.172 -.027 .914 -.208 -.603 .211 -.337 -.460 -.079 -.180 .911 -.087 -.671 .284 

RE1 .282 .405 .359 -.005 -.265 .913 .408 -.060 .524 .337 .333 .421 -.044 .912 .168 -.116 

RE2 .181 .376 .324 -.092 -.156 .913 .313 -.057 .571 .376 .382 .445 -.085 .935 .194 -.165 

RE3 .209 .283 .279 -.051 -.170 .862 .310 -.046 .461 .252 .248 .319 -.059 .846 .140 -.190 

SE1 .176 .404 .313 -.048 -.454 .378 .833 -.133 .345 .393 .110 .321 -.569 .218 .840 -.199 

SE2 .194 .411 .254 .009 -.619 .324 .885 -.078 .381 .501 .140 .317 -.697 .179 .940 -.165 

SE3 .251 .423 .266 .076 -.670 .321 .921 -.096 .351 .486 .118 .263 -.740 .116 .917 -.203 

VULN1 .081 .054 .155 .203 .101 .034 .024 .833 -.221 -.077 .045 -.070 .331 -.110 -.201 .880 

VULN2 -.119 -.140 -.071 .071 .329 -.125 -.241 .707 -.209 -.134 .070 -.043 .343 -.183 -.205 .881 

VULN3 .017 -.065 .035 .103 .264 -.030 -.147 .824 -.157 -.085 .118 -.030 .266 -.140 -.137 .871 

VULN4 -.062 .056 .090 .139 .168 -.148 -.133 .741 -.230 -.034 .116 -.098 .281 -.155 -.169 .861 

Table 15. Discriminant Validity (cross-loadings) 
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A4. Multi-Group Analysis (Paper B) 

 
 Hypotheses Path Coefficients PLS-MGA 

Work Private p-value 

Psychological 

Ownership 

H2a PO → VULN 0.192* -0.067 0.034 

H2b PO → SEV 0.06 0.306*** 0.995 

H2c PO → RE -0.054 0.446*** 1.000 

H2d PO → RC -0.047 -0.199*** 0.062 

H2e PO → SE 0.015 0.333*** 1.000 

H2f PO → CON 0.167** 0.437*** 0.998 

Behavioral  

Intention 

H1a VULN → INT 0.061 0.078 0.552 

H1b SEV → INT 0.140+ 0.094 0.322 

H1c RE → INT 0.189** 0.268*** 0.773 

H1d RC → INT -0.173* -0.223*** 0.332 

H1e SE → INT 0.195* 0.298*** 0.786 

H1f CON → INT 0.208* 0.007 0.044 

Table 16. Multi-Group Analysis (supported hypotheses in bold)
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A5. Literature Overview (Paper C)
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A6. Literature Search Process (Paper E) 

Table 18. Overview of the Literature Search Process based on Vom Brocke et al. 2009 

 

Additionally, we screened peer-reviewed publications in the databases provided by ScienceDi-

rect (title, abstract, keywords) and ACM Digital Library (abstract), and the AIS Library 

(AISeL) (title, subject, abstract) via the search term "SME OR (small and medium) OR (start 

up) OR startup AND security" and variations of the term. Our AISeL search only resulted in a 

total of 12 unique articles, ACM Digital Library in 24 articles, and ScienceDirect offered a total 

of 72 articles. After a title screening and only including peer-reviewed articles, 23 article ab-

stracts were screened. The full text of only 10 papers was screened resulting in a total of 6 

papers after back and forward search which could be used for a supplementary review. 

  

Search Term 

Example 

tak (IT-security OR IT security OR information security OR cyber security OR data security 

OR securing information assets OR technology security OR InfoSec OR InfSec OR secur* 

OR protect*) AND src (Journal of Strategic Information Systems) 

 EJIS ISJ ISR JAIS JIT JMIS JSIS MISQ 

Abstract 

(n=320) 

34 21 50 25 23 82 17 68 

Articles remaining after Title Screening (exclusion criteria: publication type (editorials, books); 

topics (knowledge management, open source software, corporate wikis, etc.)) 

199 

Articles remaining after Abstract Screening (exclusion criteria: domain (technical, legal, 

general); topics (eCommerce, SNS, end-user behavior)) 

105 

Articles remaining after Clustering and Full Text Screening (exclusion criteria: sample 

(employees, end users); topics (employee misconduct, policy and compliance)) 

28 

Articles after Forward and Backward Search within the Basket of Eight 29 

tak = title, abstract, and keywords; src = source 
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A7. Overview of organizational IT security studies (Paper E) 

Author/s (Year) Journal Method Theory/ Model Sample/Study Context 

Investment Decision SME Context 

Focus Consideration Focus Consideration 

Angst et al. (2017) MISQ Quantitative Institutional Theory US hospitals  Antecedent  
SME included in sample; effect of 

hospital size  

Baskerville (1991) EJIS Conceptual  -   Outcome  - 

Cavusoglu et al. 

(2008) 
JMIS Modelling 

Game Theory, Decision 

Theory 
-  Outcome  - 

Chen et al. (2011) MISQ Modelling Queuing Theory -   Antecedent  - 

Dhillon and 

Backhouse (2001) 
ISJ Review - -  -  - 

Dhillon and 

Torkzadeh (2006) 
ISJ Qualitative 

Value-focused 

Thinking 

US managers from various 

industries with IT experience  Outcome  
SME included in sample; no 

discussion of org. size differences 

Gal-Or and Ghose 

(2005) 
ISR Modelling Game Theory -  Outcome   Indirect consideration of firm size 

Gordon et al. (2010) MISQ Quantitative 
Market-Value 

Relevance Model 

> 20000 US firms, various 

sizes and industries 
 -  

SME potentially included in 

sample; no discussion of org. size 

differences 

Herath and Herath 

(2008) 
JMIS Quantitative Real Options Model Mid-sized US university  

Object of 

Evaluation  
 - 

Hsu et al. (2012) ISR Mixed 

Method 
Institutional Theory Large Korean companies  Outcome   - 

Hsu (2009) EJIS Qualitative 
(Technological) Frames 

Analysis 

Large Taiwanese financial 

institution  -  - 

Hu et al. (2007) JSIS Qualitative 
(Neo-)Institutional 

Theory 

Large multi-national 

enterprise 
 (ind.) Outcome   - 

Hui et al. (2012) JMIS Modelling Principal-Agent Theory -   (ind.) Antecedent   - 

Kumar et al. (2008) JMIS Modelling 
Financial Asset 

Valuation 
-  Antecedent   - 

Kwon and Johnson 

(2014) 
MISQ Quantitative 

Organizational 

Learning 

2386 organizations in US 

healthcare 
 Antecedent   SME potentially included in sample  

Lee and Larsen 

(2009) 
EJIS Quantitative 

Protection Motivation 

Theory 
239 US SMB executives  Outcome   

SME sample, no in-depth analysis 

of SME characteristics 

Lee et al. (2013) ISR Modelling 
Principal-Agent, Game 

Theory 
-   Antecedent  

Context relevant for SME, but not 

explicitly stated 
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Author/s (Year) Journal Method Theory/ Model Sample/Study Context 

Investment Decision SME Context 

Focus Consideration Focus Consideration 

Sen and Borle 

(2015) 
JMIS Modelling 

Opportunity Theory of 

Crime 

Secondary data from multiple 

sources, e.g., US Bureau of 

Economic Analysis, Secunia 
 Antecedent  - 

Siponen (2005) EJIS Review Analytical Framework -  -  - 

Spears and Barki 

(2010) 
MISQ 

Mixed 

Method 

User Participation in 

Security Risk 

Management 

IS professionals across US 

organizations of various sizes 

and industries 
 -   

SME potentially included in 

sample; scales assume larger firms,  

Straub (1990) ISR 
Mixed-

Method 

General Deterrence 

Theory 

IS managers, security officers 

and internal auditors; 1211 

US organizations of various 

sizes and industries 

 (ind.) Antecedent  

SME potentially included in 

sample; no differences between 

SME and large firms discussed 

Straub and Welke 

(1998) 
MISQ Qualitative 

General Deterrence 

Theory 
2 large US companies   Outcome  - 

Sun et al. (2006) JMIS Modelling 
Theory of Belief 

Functions 

Application based on 

assurance results of a global 

company 
 (ind.) Outcome  - 

Wang et al. (2008) ISR Quantitative 
Extreme Value 

Analysis 
Large financial institution  Antecedent   - 

Wang et al. (2013) ISR 
Mixed-

Method 
Disclosure Theory 62 publicly traded companies  -  - 

Wolff (2016) JMIS Conceptual Duality of Technology -  -  - 

Yue and 

Cakanyildirim 

(2007) 

JMIS Modelling 
Optimal Control 

Approach 
-  -  - 

Zhao et al. (2013) JMIS Modelling 
Alternative Risk 

Transfer 
-  Antecedent  - 

EJIS = European Journal of Information System; ISJ = Information Systems Journal; ISR = Information 

Systems Research; JAIS = Journal of the Association for Information Systems; JIT = Journal; JMIS = 

Journal of Management Information; Systems; JSIS = Journal of Strategic Information Systems; MISQ = 

MIS Quarterly 

    = distinct, clear, focal  

    = semi-distinct, indirect 

    = not distinct, not focal 

ind. = indirect 

Table 19. Overview of organizational IT security studies in the Senior Scholars’ Basket of Journals (SenS-8) 

 



Appendix 175 

A8. Interview Guide (Paper E) 

The initial interview guide covered 5 key areas and served as a coarse guideline during the 

interviewing process. Below are some selected questions which were continuously modified or 

deepened according to the respective interviewees, their role, or background (e.g., managing 

director or consultant, provider or user firm, IT or business background). In order to ensure that 

interesting new ideas could be spontaneously pursued or to account for the particular interview 

context, each interview was unique and would differ from previous or subsequent ones. 

 

 

Key Area Exemplary Questions 

(1) Company Profile Please provide a short description of your company and role. 

What role does IT generally play for your company? Could you operate without 

IT? 

What is your general understanding of corporate, information, and IT security? 

(2) IT Security Status 

Quo 

How would you rate the IT security awareness in your company? 

How is this awareness distributed when one distinguishes between management, 

IT and employees? 

(3) Processes and  

Assessments 

How do you decide upon IT security investments? 

Have you already experienced a bad investment in the area of IT security? 

Do you use specific tools/models when making IT investment decisions?  

(4) Stakeholder  

Perspective 

Which kind of external support do you consider regarding IT security invest-

ments? 

Which kind of external support do you consider regarding IT security implementa-

tion? 

What’s your take on legal regulations, which enforce IT security investments, e.g. 

data protection regulation or the IT security law? 

(5) Need for Action What need for action do you see in the area of IT security, especially for SME? 

What kind of support would you like? Who should offer them? 

Table 20. Interview Questions 


