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Precise and reliable monitoring of the particle rate is of great importance at accelerator

facilities worldwide. In this article we describe the standard beam monitor calibration

currently employed at the multi-purpose experimental sites Cave A and Cave M at

GSI, where intense highly energetic ion beams are routinely used for a wide variety of

experiments. An absolute dose-to-water measurement is performed with an air-filled

ionization chamber and transferred into a calibration per primary particle. This is

necessary for the raster scanning system used to enable the irradiation of extended fields,

required for biophysical experiments in the research fields of particle therapy or space

radiation protection. The main focus of this work is to understand through Monte Carlo

simulations whether the currently used dosimetry procedure is valid for all the ion species

and energies that are provided at GSI Cave A and Cave M by the SIS18 synchrotron and

that will be provided by the SIS100 at FAIR. With this aim the detailed geometry of the

PTW 30013 Farmer ionization chamber currently used at GSI was implemented in the

transport code FLUKA and the beam quality correction factor kQ for different energies

and ion species was calculated. Further details about the robustness of the calibration are

investigated as well, e.g., appropriate irradiation depth of biological samples. Evidence

is presented that for ions above 1 GeV/u the kQ factor decreases due to the density

effect, which modifies the water-to-air stopping power ratio at relativistic energies. These

findings are of particular importance for future biophysics experiments with ion beams

from the SIS100 in the framework of the FAIR project. For energies in the regime of several

GeV/u the constant kQ value as used in common practice should be replaced with the

energy-dependent correction factor provided in this work.

Keywords: heavy ion dosimetry, beam monitor calibration, raster scanning, beam quality correction factor, kQ,

radiobiological irradiations, farmer ionization chamber
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1. INTRODUCTION

The majority of radiation biophysics experiments require a beam
application systems that can apply a defined and reliable absorbed
dose. This is valid both for nuclear physics experiments and
irradiations of biological samples. The accuracy of the dosimetry
and of the absolute calibration of the beam application system
directly translates into that of the experiment.

Radiobiological experiments typically aim on studying
and understanding dose-response relationships for different
radiation qualities and for various biological endpoints. At GSI,
irradiations of biological samples in the research fields of particle
therapy or space radiation protection are performed with high-
energy heavy ions from the SIS18 synchrotron in Caves A and
M, which are equipped with a magnetic scanning system that
can deflect ion beams in horizontal and vertical directions.
This so-called intensity modulated raster scanning method was
developed at GSI as part of the carbon ion therapy pilot project
[1]. When homogenous dose distributions are irradiated, the
absorbed dose depends on the distance of the scan spots and
the number of particles applied per spot. A large area parallel
plate ionization chamber is typically used to monitor the beam
intensity during the irradiation and to trigger the scanning
control system for steering the beam to the next spot when
the required particle number is reached. Optionally, especially
when performing experiments related to radiotherapy, a position
sensitive detector such as a multi wire proportional chamber is
used to control the lateral beam position [2].

The beam monitor ionization chamber must be calibrated in
terms of the number of primary particles. Adapted from ion-
beam therapy, this calibration is typically performed indirectly
via an absorbed dose-to-water measurement with an air-filled
ionization chamber under defined reference conditions (field
size, measurement depth). The calibration in terms of the
absorbed dose can be transferred into a calibration in terms of
primary particle via the primary fluence obtained by a radiation
transport calculation [3, 4].

This beam monitor calibration method is very robust but
bares some potential for systematic errors. The reason is that the
procedure was developed for carbon ions in the energy range
used in radiotherapy, i.e., 70 to 430 MeV/u, while radiobiological
experiments performed in Cave A also make use of much
heavier ions (typically up to 56Fe) and much higher energies,
i.e., up to 1 GeV/u. Therefore, it is necessary to quantify
the uncertainty that can result from this variation of the
measurement conditions. Systematic errors in dose delivery can
also occur if the samples are irradiated at a depth different from
the reference depth used for the beam monitor calibration. Even
a small difference between the two points can actually make
a difference because the entrance channel of the depth dose
distributions for heavy ions are not flat.

The aims of the present work are to quantify the accuracy of
the beam monitor calibration currently performed at GSI and
to investigate with Monte Carlo simulations if the method can
be adapted to future radiobiological experiments at the FAIR
facility, which will provide heavy ion beams with energies up to
10 GeV/u [5].

2. METHODS AND MATERIALS

2.1. Raster Scanning System in GSI Caves
A and M
In GSI Caves A and M a raster scanning system is used to
irradiate samples with a defined fluence or dose, which can
be delivered homogenously to a well-defined arbitrary area.
The raster scanning system is used for both irradiation of
biological samples and physics experiments, e.g., nuclear physics
measurements or detector tests. The heavy ion pencil beams
used for irradiations have an approximately Gaussian lateral
profile with a FWHM (full-width-half-maximum) that typically
ranges from about 4 to about 12 mm, depending on the ion
species, their kinetic energy, the beam exit window and the
magnet setting used. When samples are irradiated with the
raster scanning system, the area is divided into a raster of scan
spots having a typical distance of a few millimeters. When a
homogenous field is irradiated, the scan spot distance must be

smaller than the σ = FWHM/(2
√
2 ln 2) ≃ FWHM/2.355 of

the pencil beam to ensure that the Gaussian beam spots can
add up to a homogeneous distribution. Once the irradiation
is completed, the dose is homogeneous in the center of the
irradiated area and falls off with a Gaussian-like profile at the
edges. The homogeneous dose at the center of the field results
from a homogeneous fluence 8 which can be calculated from
Equation (1)

8 =
N

d2scan
(1)

where N is the number of particles per scan spot and dscan is
the scan spot distance. The scanning area has to be much larger
than the width of the scan spot. It is recommended to keep the
scan area 10-20 times larger than the beam FWHM, in order
to avoid the outer halo-contributions of the pencil beam spot
getting lost in the superposition of the beam spots [6]. For a
free-in-air irradiation, assuming a monoenergetic ion beam and
neglecting δ electron effects, the absorbed dose to water Dw (the
typical dosimetric quantity in radiotherapy and radiobiology) can
be estimated according to Equation (2)

Dw = 8 ·
S

ρw
=

N

d2scan
·
S

ρw
(2)

where ρw is the density of water and S is the stopping power
(energy loss per path length) of water for the ion used for the
irradiation. If the irradiation is not done free-in-air, S must be
calculated for the particle spectrum at the irradiation depth.
However, this is not straightforward due to the complexity
of the nuclear fragmentation reactions generating the mixed
radiation field.

Since the beam is delivered in spills and the beam intensity is
subject to statistical fluctuations coming from the slow extraction
of the synchrotron, the delivery time for the required particle
number N can vary from spot to spot. The number of ions
delivered to the sample is monitored continuously and as soon
as the number of ions required for one spot is reached, the
beam is moved to the next spot by the scanning magnets. A
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large area parallel plate ionization chamber positioned in front
of the beam exit window is typically used as beam monitor.
Depending on the intensity, also a plastic scintillator for low
particle rates or a secondary electron monitor (SEETRAM) for
high rates can be used. The ionization chamber output signal is
transferred into a current-to-frequency converter (IFC), which is
an amplifier converting the current output from the parallel plate
ionization chamber into digital pulses. One pulse corresponds
to a certain charge quantum (e.g., 1 pC) depending on the set
sensitivity range. The pulses are continuously generated, so that
the output frequency is proportional to the current output from
the ionization chamber, which is in turn proportional to the
particle rate of the incoming beam. The IFC output is connected
to the scanner control unit, which counts the number of pulses
andmoves the beam from spot to spot when the number of pulses
corresponding to the number of particles per spot N is reached.
The measurement chain is shown in Figure 1.

The system needs to be calibrated in terms of number of
IFC pulses per number of ions transmitted through the monitor
ionization chamber.

2.2. Beam Monitor Calibration
The monitor calibration factor has to be determined
experimentally for every ion species at different energies
and should be checked daily before the irradiations. Checking
the monitor calibration is an important quality assurance task in
particle therapy facilities [7, 8]. In principle the beam monitor
can be calibrated with different methods [9]. Since the calibration
is done in terms of the primary particle number, it could be

performed by cross calibration with a particle counter or on
basis of a charge or fluence measurement. The first method
has the problem that the working intensity ranges of particle
counters like plastic scintillators and the monitor ionization
chamber are very different, while it is preferable to perform
the calibration with the intensity actually used for irradiation
of the samples. An instrument that is well-suited to measure
the integral charge in an ion beam pulse is the Faraday cup.
Some proton therapy centers use Faraday cups as the dosimetric
standard for absolute calibration of the beam monitors [9–12].
A Faraday cup does not provide a dose information but directly
the primary particle number if the beam is pure. However,
Faraday cup measurements are rather sensitive to delta electrons,
either scattered inside the collection volume from outside or
vice versa. Those perturbations can be prevented e.g., by guard
rings and magnetic fields [12] but for high energy beams they
get more pronounced due to the increasing delta electron
energies. Furthermore, for heavy ion beams there are some
additional practical limitations concerning the use of Faraday
cups, in particular due to the long range of secondary fragments
created in nuclear reactions that would require very thick copper
volumes to collect the entire charge carried by the beam. A
calibration of the beam monitor can also be performed on
basis of a fluence measurement using nuclear track etching
detectors like CR39 [13] or fluorescent nuclear track detectors
[14]. Before starting up the carbon ion therapy project at GSI,
most radiobiological irradiations at Caves A and M were actually
based on CR39. The monitor calibration for irradiations with low
energy heavy ions at the GSI UNILAC is still being performed

FIGURE 1 | Schematic of the setup used in GSI cave A for the calibration of the beam monitor in terms of primary particles via an absolute dose measurement with a

Farmer type ionization chamber in a water equivalent plastic phantom. Vertical and horizontal scanning magnets controlled by the scanner control unit deflect a pencil

beam to scan over the irradiated sample. The scanner control unit gets an input signal from a current-to-frequency converter (IFC) coupled to the beam monitor, which

in GSI Caves A and M is typically a large area parallel plate ionization chamber. The beam monitor measures the number of particles applied per spot, which is used to

control the raster scanning system. The schematic is not to scale.
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like this. However, for high energy heavy ion beams the CR39
etching technique has turned out to be not accurate enough. The
main problems lie in the less pronounced tracks at high energy
and in the track overlapping at high fluences.

The particle fluence is directly related to the absorbed dose
(see Equation 2), therefore an absolute dose measurement can
serve as an alternative method to calibrate the beam monitor in
terms of primary particle number. Ionization chambers are stable
to operate and give more reliable and reproducible measurement
results than e.g., nuclear track detectors, especially at high particle
beam rates (> 108 ions/s). Therefore, when the carbon therapy
project at GSI was started, absolute dosimetry in terms of
absorbed dose to water using thimble ionization chambers was
established as the standard for ion beam therapy irradiations
of patients and biological samples with high energy heavy ions
[3, 4].

The IAEA TRS-398 code of practice gives basic
recommendations on how to perform absolute dosimetry
in terms of absorbed dose to water with air-filled ionization
chambers for all kinds of radiotherapy beams [15]. Especially
for protons, there have been a lot of recent investigations to
further improve the proposed techniques and to establish a
common standard [12, 16]. The method developed for carbon
therapy at GSI (also applied almost identically at the clinical
ion-beam therapy centers in Heidelberg and Marburg) makes
use of a Farmer-type ionization chamber (PTW Farmer 30013)
positioned at a low depth in a water-equivalent plastic (RW3)
phantom [3, 4]. The signal of the Farmer chamber is read out
with a high precision electrometer. At GSI Caves A and M a
UNIDOS E universal dosimeter is used. The Farmer chamber
is inserted into a 2 cm thick phantom made of water equivalent
plastic (RW3) [3, 4]. The effective water equivalent measurement
depth of the Farmer chamber in the phantom is 4.8 mm, to which
the beam exit window, monitor chamber and air gap (typically
about 2 mm of water equivalent depth) must be added. This
depth is large enough to ensure δ electron equilibrium (the depth
dose profile shows a build-up effect due to δ electrons in the
first millimeters) but also low enough to approximate the beam
as pure (with increasing depth more and more primary ions
fragment into lighter ions). For the calibration measurements,
the reference chamber is irradiated by a large scanned field (at
least 5 × 5 cm2) which should preferably be re-scanned multiple
times to achieve a homogeneous dose distribution. The absorbed
dose to water at the reference depth per primary fluence has to be
known to calibrate the beammonitor in terms of primary particle
number (see Equation 2). The most precise way to obtain this
relation is the calculation with a suitable radiation transport code
(e.g., Monte Carlo codes like Geant4 [17] or FLUKA [18–20]),
considering all materials in the beam line (vacuum exit window,
beam monitors, air gaps, RW3 phantom).

Notably, systematic discrepancies, in the order of a few
percent, between fluence measurements and absorbed dose to
water measurements based on air-filled ionization chambers,
have been reported [12–14]. Those deviations have not been
fully explained yet. However, in GSI Caves A and M they
rely on the usage of ionization chambers as it is the standard
method in particle therapy, which is the main background

of the research activities performed. In addition, recent water
calorimetry experiments have shown good agreement with the
ionization chamber concept [21, 22].

2.3. Dose Measurement and Correction
Factors
The Farmer ionization chamber is a commonly used ionization
chamber type for absolute dose measurements in radiotherapy.
The one used in Caves A and M is a PTW TM30013 Farmer
chamber, which consists of a vented cylindrical-shaped air
volume (nominal volume 0.6 cm3) with a central electrode and
is surrounded by a graphite electrode within a waterproof plastic
housing. Further details about the Farmer chamber can be found
in [15]. The ionization chamber is read out with a PTWUNIDOS
E universal electrometer.

The following basic dosimetric equation describes how to
determine the absorbed dose to water using an air-filled
ionization chamber:

Dw(zref ) = Mcorr · ND,w · kQ (3)

ND,w is the calibration factor in terms of absorbed dose to water
provided by the manufacturer (converting the measured charge
to absorbed dose to water), determined with 60Co photons at a
water depth of 5 cm. ND,w is tracable to the secondary standard
60Co source of the PTW dosimetry company. kQ is the beam
quality correction factor, which takes into account the different
responses of the ionization chamber to the operational beam
quality Q (e.g., heavy ions) and to the calibration quality Q0

(60Co photons). zref is the reference depth in water used for the
beam monitor calibration. If a cylindrical ionization chamber
is used for the dose measurement, not the reference point of
the ionization chamber (central electrode) but the effective point
of measurement has to be positioned at the reference depth.
For proton and heavy ion dosimetry with cylindrical ionization
chambers the effective point of measurement is located 0.75 · r
upstream of the reference point where r is the inner radius of
the chamber [15]. Taking the effective point of measurement
into account is of particular importance for the beam monitor
calibration if the depth dose profile has a gradient at the
measurement depth. Mcorr is the electrometer charge reading
from the ionization chamber corrected for changes in air density,
incomplete saturation and polarity effects. Details on those
corrections are found in the existing dosimetry protocols (e.g.,
TRS-398 [15] or DIN-6801-1 [23]).

2.4. Dosimetry in GSI Caves A and M
In GSI Caves A and M on a daily basis, before the absolute dose
measurement, the kTP correction factor accounting for changes
in air density is determined. It takes into account differences
in temperature and pressure between the air filling conditions
in the cave and those during the calibration of the ionization
chamber. kTP is determined according to the TRS-398 dosimetry
potocol [15].

An irradiation plan for a certain dose is prepared assuming a
theoretical calibration factor fe, which is then corrected according
to the difference between the planned dose and the dose read out
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TABLE 1 | Examples of recommendedW-values for protons and heavy ions in the

gas mixtures typically filling the ionization chambers used at GSI Caves A and M.

Gas Particle W / eV/ion pair Uncertainty / % Source

Air 1H 34.44 0.4% [25]

12C 34.71 1.5% [25]

Ar 1H 27 4% [26]

4He 26.31 0.7% [26]

CO2
1H 34.5 4% [26]

4He 34.21 0.7% [26]

Ar(80%)CO2(20%) 1H 28.3 3%

4He 27.7 0.6%

The W-values for protons and 12C ions in air are from ICRU Report 90 [25]. The W-values

for and low energy protons and alpha particles in argon and carbon dioxide were taken

from ICRU Report 31 [26]. The W-values for the argon and carbon dioxide gas mixture

were calculated (see text).

with the electrometer. This is how the beam monitor calibration
is performed at GSI Caves A and M.

In the absence of calculations performed with a suitable
radiation transport code, an estimation of themonitor calibration
factor fe (beam particles per monitor pulse) can be obtained by:

fe =
F

E
W · e

(4)

F is the conversion factor of the current-to-frequency converter
(charge per pulse from the IFC, e.g., 1 pF/pulse. E is the average
energy deposited by a single beam particle in the active volume of
the parallel plate ionization chamber [24], which can be estimated
multiplying the linear energy transfer of the particle in the gas
filling of the chamber by the thickness of the active volume of the
chamber. The W-value is the mean energy required to form an
ion pair in the detector gas [15], and e is the elementary charge.
Examples of W-values given in the literature [25, 26] can be
found in Table 1. In general, theW-value is specific for different
detector gases and depends on the radiation quality, i.e., radiation
type and energy. However, empirical observations show that for
protons and heavy ions theW-value is rather independent of the
ion type and energy at the high energies treated in this work
[3, 27]. The values given for the gas mixture 80% argon and
20% carbon dioxide (volume percentages), which is the typical
detector gas mixture used in the GSI beam monitor chambers,
were obtained through the formula 1/Wmix =

∑
i(Ci/Wi) [28],

where Ci are the mass concentrations of the gas components in
the mixture.

Once the monitor calibration factor fe is determined, the free-
in-air absorbed dose to water Dw can be related to the primary
fluence through the following approximation:

Dw = fe ·
n

d2scan
·
S

ρw
(5)

n being the number of accumulated IFC pulses per beam spot
before switching to the next spot.

2.5. Beam Quality Correction Factor kQ
The kQ correction factor is specific for the ionization chamber
model and depends on the beam quality. In the TRS-398
dosimetry protocol [15] a table of recommended (theoretical)
heavy ion kQ values for different ionization chamber types is
given, however, it is not distinguished between different heavy
ions due to the lack of data at the time of publication. For
the PTW Farmer 30013 ionization chamber, a kQ = 1.032 is
recommended. This is the value used for the monitor calibration
that is performed before all radiobiological experiments at GSI
Caves A and M. Since the kQ values given in TRS-398 are stated
valid only for ions between 4He and 40Ar at energies between 100
and 450 MeV/u, but GSI also delivers heavier ions (e.g., 56Fe)
with higher energies (up to 1 GeV/u), the validity of the kQ value
requires further attention. Especially in view of the future FAIR
facility where energies of up to 10 GeV/u will be available for
radiobiological experiments, it is necessary to further investigate
the assumption of an energy and ion independent kQ. In the
TRS-398 protocol kQ is derived by Equation (6)

kQ =
(Sw,air)Q

(Sw,air)Q0

·
pQ

pQ0

·
(Wair)Q

(Wair)Q0

(6)

where Sw,air denotes the water-to-air stopping power ratio at the
operational beam quality Q and at the calibration beam quality
Q0 (

60Co photons).Wair is the mean energy required to form an
ion pair in air and p is the perturbation factor of the ionization
chamber that accounts for its deviation from being an ideal
Bragg-Gray detector [15]. For protons and heavy ions, TRS-398
assumes the detector perturbation to be negligible (pQ = 1).

Today advanced computational methods, in particular
powerful Monte Carlo codes, are available to study the response
of ionization chambers in different radiation fields [29–32]. The
calculation of kQ factors by means of Monte Carlo simulation can
be also described by Equation (7) [33, 34]:

kQ =
(Dw/D̄air)Q

(Dw/D̄air)Q0

·
(Wair)Q

(Wair)Q0

(7)

where Dw is the absorbed dose scored in a small water voxel at
the effective point of measurement of the ionization chamber
and D̄air is the absorbed dose scored in the active air volume of
the ionization chamber (modeled in full geometrical detail). The
ratio of the Wair values is the same as in Equation (6) and must
be obtained from experiments or from literature (in this work
the values from the recent ICRU 90 publication [25] were used,
see also Table 1).

Recently, a high precision measurement of the kQ value of the
PTW 30013 Farmer chamber for 383 MeV/u 12C ions by means
of water calorimetry has been performed at HIT, Heidelberg [21].
It is in good agreement with the TRS-398 recommended value.

2.6. Monte Carlo Simulations
Monte Carlo simulations using the FLUKA code (version
2011.2x.5) were performed to obtain Dw/D̄air ratios to calculate
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kQ correction factors according to Equation (7). Simulations were
carried out for different ion species (1H, 4He, 12C, 40Ar, 56Fe)
at different energies (350 MeV/u, 1 GeV/u, 4 GeV/u, 10 GeV/u)
for a field size of 5 × 5 cm2. The geometry of the PTW 30013
Farmer chamber was modeled according to blueprints from
the manufacturer (geometry with delta electron tracks shown
in Figure 2) and it was positioned with the effective point of
measurement at a water depth of 7 mm, a typical measurement
depth at GSI Cave A (4.8 mm phantom depth plus about 2 mm
vacuum window, monitor chamber and air gap). The mean
dose in the active volume D̄air was scored in the air volume
inside the chamber. The absorbed dose to water at the reference
point Dw was obtained in a separate simulation where a small
scoring voxel (0.2 cm3) made of water was positioned at the
measurement depth.

In FLUKA, charged particles can be transported down to
1 keV and their energy loss is treated with a condensed history
approach. Single Coulomb scattering events are condensed in
a multiple scattering algorithm. Hadron–nucleus collisions are
treated via the PEANUT model while nucleus-nucleus collisions
are treated via the BME for kinetic energies below 125 MeV/u
and via the RQMDmodel for higher energies.

The transport settings were chosen to be the same as
reported by Baumann et al. [33] because they were optimized
specifically for ionization chamber calculations with heavy
charged particles. All simulations were performed with full
electromagnetic transport (photon and electron transport down
to 1 keV) and with the physics models set to the highest precision
level (e.g., full Rayleigh and Coulomb scatter corrections, heavy
fragment evaporation and coalescence). Recently, a Fano cavity
test performed by Lourenco et al. [35] showed that the FLUKA
code passes the test within 0.15% if the step size in the multiple
Coulomb scattering algorithm is set small enough compared
to the dimensions of the cavity of interest. Therefore, in
order to maximize the transport precision for the simulations

FIGURE 2 | FLUKA simulation of the irradiation of a PTW 30013 Farmer

ionization chamber in a water phantom with 1 GeV/u 56Fe ions. The tracks of

the δ electrons produced by interaction of the primary ions with the phantom

material are shown.

of the energy deposition in the small cavities, the multiple
Coulomb scattering was suppressed in these regions by adding
the MULSOPT card to the FLUKA input file. Using this card,
the minimum step length for multiple Coulomb scattering was
increased by a factor of 10000 and single scattering was activated.

The material definitions of air, graphite and water were
defined according to the ICRU 90 recommendations [25] (details
reported by Baumann et al. [33]). For the other materials (e.g.,
PMMA, aluminum), the standard FLUKA definitions were used.

The most recentWair values for heavy ions and
60Co photons

from the ICRU 90 report [25] (34.71 eV ± 1.5% for heavy ions
and 33.97 eV ± 0.35% for 60Co photons) were used instead
of the values given in TRS-398 [15]. The PTW 30013 Farmer
chamber Dw/D̄air ratio for 60Co photons was taken from [34] as
1.112 ± 0.1%.

For an independent calculation of kQ according to the original
definition using Equation (6), the energy-dependent water-to-air
stopping power ratios (Sw,air)Q were extracted from FLUKA for
the different ions by using the DELTARAY card. The heavy ion
perturbation factors were assumed to be negligible (pQ = 1 as
recommended in TRS-398 [15]). The product of the stopping
power ratio and the perturbation factor (Sw,air)Q0 · pQ0 = 1.112
for 60Co photons were also taken from TRS-398 [15]. The Wair

values used for the calculations were the same as stated above
(taken from the ICRU 90 report [25]).

Simulations of the laterally integrated depth dose profiles for
1H, 12C, and 56Fe ions in water at two different energies were
performed with the aim of evaluating the error in the dose
delivery due to an eventual difference between the reference
depth of the beam monitor calibration (4.8 mm) and the
actual depth of the irradiated samples. These simulations were
performed in a water phantom (50×50 cm2) and the elements of
the beamline were simplified as 1 mm water slab followed by 1 m
of air.

3. RESULTS AND DISCUSSION

3.1. Energy and Ion Dependence of the
Water-to-Air Stopping Power Ratio
The FLUKA code allows an extraction of stopping power tables.
From the tables for water and air, the water-to-air stopping power
ratio Sw,air as a function of energy for different ions was obtained.
The results are shown in Figure 3 and are in accordance with
recent data reported by other authors [36].

It can be observed that the water-to-air stopping power ratio
is independent of the ion species for energies above 100 MeV/u,
which justifies the assumption of a kQ value independent of
the ion species if ion type specific detector perturbations and
variations of the Wair value are neglected. The (Wair)Q term of
Equation (6) is indeed assumed to be ion independent within
a 1.5% uncertainty [25]. Concerning the pQ term, ion specific
variations in the level of permille or even percent can be expected,
however, there are no reliable experimental data on heavy ion
perturbation factors and their calculation would require very
realistic and well benchmarked transport codes. New precision
measurements of all dosimetric key data for heavy ions, especially
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theWair value, would be useful to decrease the overall uncertainty
of the kQ value.

From Figure 3 it can also be observed that above 1 GeV/u,
when the ions get highly relativistic, the stopping power ratio
is not constant anymore, but drops down steeply. This decrease
is due to the density effect, which causes a reduction of the
stopping power of water for high-energy ions while it does
not affect the stopping power of air as its density is about
1, 000 times lower than the density of water. Therefore, air-filled
ionization chambers show an over-response to high energetic
ions if applied for absorbed dose to water measurements.
This has to be taken into account within the beam quality
correction. This effect is well-known for dosimetry in high energy
photon therapy [37], but it is a novelty in the scope of ion
beam dosimetry for the unique high energy heavy ion beams
that will be available at FAIR. The assumption of an energy-
independent kQ value seems therefore reasonable in the kinetic
energy range 100 MeV/u to 1 GeV/u, which are the energies
provided by the current GSI SIS18 accelerator, while for ions
with greater energies, which will be available with the future
SIS100 synchrotron at FAIR, an energy-specific kQ value should
be used instead.

FIGURE 3 | Unrestricted water-to-air stopping power ratio Sw,air as a function

of energy for 1H, 4He, 12C, 40Ar, and 56Fe ions extracted from the FLUKA

Monte Carlo code. The energy ranges provided by the heavy ion accelerators

SIS18 and SIS100 are indicated.

3.2. Energy and Ion Dependence of the
PTW 30013 Farmer Chamber Beam Quality
Correction Factor kQ
Dw/D̄air ratios for 1H, 4He, 12C, 40Ar, and 56Fe ions were
obtained with FLUKA radiation transport simulations through
a geometrical model of the PTW Farmer chamber and a water
geometry with a small scoring voxel at the effective measurement
position of the chamber. From these dose ratios, beam quality
correction factors kQ were obtained for the ions listed above
over a wide span of energies using Equation (7). The results are
reported in Table 2.

In Figure 4 they are compared with the constant value kQ =
1.032, which is recommended for heavy ions by the TRS-
398 protocol [15] and currently used for the beam monitor
calibration at GSI Cave A and M. Additionally, they are
compared with an energy-dependent calculation based on the
formalism from TRS-398 (Equation 6) using as input for the
term (Sw,air)Q the energy-dependent water-to-air stopping power

FIGURE 4 | Beam quality correction factor kQ for the PTW 30013 Farmer

ionization chamber positioned with the effective point of measurement at a

water depth of 7 mm for 1H, 4He, 12C, 40Ar, and 56Fe calculated using

(Dw/D̄air )Q from FLUKA simulations as inputs for Equation (7) (symbols) are

compared with the constant heavy ion kQ recommended in the TRS-398

dosimetry protocol [15] (dashed line) and an energy-dependent calculation

using the water-to-air stopping power ratio for protons extracted from the

FLUKA code in Equation (6) (solid line). For comparison a 12C kQ value

measured by means of water calorimetry [21] is shown. The energy ranges

provided by the heavy ion accelerators SIS18 and SIS100 are indicated.

TABLE 2 | Beam quality correction factors kQ for the PTW 30013 Farmer ionization chamber positioned with the effective point of measurement at a water depth of 7 mm

for 1H, 4He, 12C, 40Ar, and 56Fe calculated with the FLUKA code for kinetic energies of 350 MeV/u, 1 GeV/u, 4 GeV/u, and 10 GeV/u.

Energy 1H 4He 12C 40Ar 56Fe

GeV/u kQ σ kQ σ kQ σ kQ σ kQ σ

0.35 1.007 0.019 1.017 0.018 1.032 0.018 1.045 0.027 1.057 0.027

1 1.026 0.021 1.025 0.017 1.015 0.017 1.044 0.021 1.044 0.023

4 0.982 0.019 0.994 0.016 0.997 0.016 1.007 0.019 0.986 0.017

10 0.964 0.017 0.959 0.022 0.946 0.020 0.942 0.018 0.968 0.020

The σ column reports the uncertainty related to the kQ values (1σ ).
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ratios from FLUKA (Figure 3). Also the kQ value measured for
383 MeV/u 12C by means of calorimetry [21] is reported.

The error bars of the FLUKA data points contain the statistical
uncertainty of the Monte Carlo simulation and the systematic
uncertainties of the other input parameters of Equation (7). The
uncertainties are discussed in detail in section 3.4. It can be
seen that the kQ value for 350 MeV/u 12C ions calculated with
FLUKA and the value measured by Osinga-Blaettermann [21] at
the 12C ion therapy facility HIT in Heidelberg by means of water
calorimetry, are in good agreement. This is a confirmation of the
validity of the FLUKA simulations performed within this study.
By comparing the FLUKA simulation results with the constant
kQ value given in the TRS-398 protocol (dashed line) it can be
observed that the value recommended in the protocol is perfectly
suited for 12C ions at therapeutic energies. However, it also shows
that a constant kQ should only be used for energies lower than
1 GeV/u. The kQ calculated using the energy-dependent water-
to-air stopping power ratio for protons from FLUKA (above
100 MeV/u it is practically independent of the ion species) as
input for Equation (6) (solid line) reflects well the trend of
the single kQ values obtained by detailed ionization chamber
simulation. At energies between 100 MeV/u and 1 GeV/u it is
practically identical to the constant value (dashed line). The same
drop as in Figure 3 due to the density effect above 1 GeV/u can be
observed. The agreement of the single data points and the solid
line is within 2.5%. The deviations of the data points from the
solid line and the differences between the various ion species can
be ascribed to the perturbation factors pQ (see Equation 6), which
are neglected in the simplified calculation (assumption: pQ = 1)
but considered by the full Monte Carlo calculation.

Figures 3, 4 indicate that the assumption of an energy-
independent kQ value is reasonable for energies below 1 GeV/u,
which is the energy range currently used at GSI Cave A, but
not appropriate for higher energies, which will be available at
FAIR. Indeed, not taking into account the energy dependence
of the correction factor kQ would lead to a systematic error
in absolute dosimetry of up to 7.5% at energies of 10 GeV/u.
This error would directly translate into the absolute calibration

of the dose application system and needs to be avoided. The
variation of the kQ factor for different ion species due to different
detector perturbations is in the order of 2.5%, which is in
the same order as the systematic uncertainty of the calculated
kQ values. Those different detector perturbations for different
ions might be negligible in view of the accuracy needed for
radiobiological experiments.

TRS-398 recommends to use the residual range as beam
quality specifier for proton beams, while for heavy ions no
unique specifier is given. Figure 4 shows that the (residual)
energy per nucleon could be used as a reasonable index of the
beam quality for dose measurements in the entrance channel of
high energy heavy ion beams. Therefore, for practical use we
recommend to apply the energy-dependent kQ value calculated
according to the TRS-398 formalism (solid line in Figure 4)
for absolute dosimetry and beam monitor calibration in future
radiobiological experiments at FAIR.

3.3. Heavy Ion Depth Dose Profiles:
Robustness of the Dose Delivery
The depth dose profile at low depth is determined by the interplay
of four different effects: (1) in the first millimeters of the target,
there is a steep dose build-up until a δ electron equilibrium
is reached [38, 39]. Its extension depends on the maximum δ

electron energy and therefore on the velocity of the primary
ions. (2) The energy loss of the primary ions in the target leads
to an increase of their energy loss with depth and therefore
to an increase of the dose. On the other hand, fragmentation
reactions can (3) decrease or (4) increase the mean energy loss.
The decrease is due to removal of primary ions and the increase
to the build-up of secondary fragments, which is partly overlaid
by the δ electron build-up. How these effects superimpose is not
trivial and depends on many factors. Figure 5 shows calculated
depth dose profiles in water for 1H, 12C, and 56Fe ions at different
energies. As the measurement of the absolute dose is performed
with the Farmer chamber at a water depth of 4.8 mm, this is the
only depth where the absolute dose is accurately determined. For
this reason the dose is normalized to a water depth of 4.8 mm

FIGURE 5 | Depth dose profiles for 1H, 12C, and 56Fe ions at two different energies obtained with FLUKA simulations: one energy corresponds to a penetration depth

of about 25 cm in water and the other is the maximum energy provided by SIS100 (10 GeV/u). The dose is normalized to a water depth of 4.8 mm, which is the

reference depth for the beam monitor calibration. It is the only depth where the absolute dose is accurately determined. In the left panel the profiles up to a water

depth of 30 cm are reported, while in the right panel the depth dose profiles are shown with a zoom into the entrance channel.
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with the aim of studying the robustness of the dose delivery
if the actual depth of the irradiated samples deviates from the
reference depth.

Figure 5 shows that the entrance channel of the depth dose
profile is not a plateau for most heavy ion beams. Therefore
irradiations of radiobiological samples should preferably be
performed at the reference depth. If the sample is irradiated at a
different depth, the dose might vary significantly, even if the shift
is only a few millimeters. For this reason, the relative dose profile
should be calculated using a reliable radiation transport code that
considers all relevant physical effects. From the calculated depth
dose profile normalized to the reference depth (like the profiles
shown in Figure 5) and from the nominal dose measured by
the beam monitor, the dose at the actual irradiation depth can
be obtained.

3.4. Uncertainty Analysis
Table 3 breaks down the uncertainty of calculated kQ values
obtained by means of Monte Carlo simulations according
to Equation (7) (uncertainties in Table 2 and Figure 4) in
its components. All stated uncertainties describe 1σ of the
confidence interval.

The type A uncertainty of Monte Carlo simulations due to
the limited number of particle histories can be calculated as the
standard deviation of the output from individual simulation runs
using different random number seeds. They are considerably
larger for the heavy ion simulations than for the 60Co photons
because photon simulations are more efficient in terms of
calculation time.

The type B uncertainty of Monte Carlo calculated
(Dw/D̄air)60Co ratios (due to uncertainties in the radiation
physics and transport models, geometry, etc.) were estimated
to be 0.5% based on an intercode comparison by Baumann
et al. [33] and a benchmark experiment by Renner et al. [40].
The corresponding type B uncertainty of the (Dw/D̄air)heavy ion
ratios from FLUKA simulations is more difficult to estimate
but certainly larger than the uncertainty for 60Co photons.
The water-to-air stopping power ratios in FLUKA (shown in
Figure 3) can be considered realistic, however, inaccuracies
in the physics models (in particular those describing nuclear
reactions) or simplifications in the detector geometry model can
lead to uncertainties in the predictions of detector perturbations.

TABLE 3 | Contributions to the uncertainty of heavy ion kQ values obtained by

Monte Carlo simulations.

Quantity Uncertainty

Type A Type B

(Dw/D̄air )60Co 0.1% 0.5%

Type A Type B

(Dw/D̄air )heavy ion 1− 2% 1− 2%

(Wair )60Co 0.35%

(Wair )heavy ion 1.5%

The type B uncertainty of the (Dw/D̄air)heavy ion ratio was
estimated to be about 1 − 2% and probably depends on the ion
species and energy since the FLUKA code is for some ions better
benchmarked than for others. Especially for 12C ions in the
therapeutic energy range its transport and physics models are
well-developed [41] which reflects in the good agreement of the
Monte Carlo result and the water calorimetry measurement (see
Figure 4).

Since theWair values are required as input in Equation (7) also
their uncertainties have to be considered for calculated kQ values.
While the uncertainty of the 60Co literature value (Wair)60Co =
33.97 ± 0.35% is rather low, the corresponding (Wair)heavy ion =
34.71 ± 1.5% value has a considerably larger uncertainty. A
reduction of this uncertainty by new measurements would
increase the accuracy of calculations in heavy ion dosimetry.
Even if the stated uncertainty is lower, the (Wair)proton =
34.44 ± 0.4% value shown in Table 1 was not used for the kQ
calculations, because it was optimized specifically for protons in
the therapeutic energy range (50− 250 MeV/u) while the proton
simulations in this work were done for 350 MeV and above.

Aside from the kQ value, also other factors contribute to
the overall uncertainty of an absolute dose measurement and
beam monitor calibration in terms of primary particle number.
In Table 4 estimated uncertainties of the input quantities of
Equation (3) and the conversion into primary fluence are listed.

The uncertainty of the calibration factor ND,w determined
with 60Co photons can differ slightly between individual chamber
models and is typically listed in the calibration sheet (0.55% for
the PTW 30013 Farmer used at GSI). The estimated typical value
of 0.5% is in accordance with a recent dosimetry intercomparison
between different proton therapy centers where an agreement on
that scale was described [42]. The uncertainty of ND,w could in
principle be further reduced by calibration at a primary standard
dosimetry laboratory instead of using a secondary standard 60Co
source which is the common procedure for instance at the
company PTW. However, as pointed out in TRS-398 [15] the
overall improvement is only marginal while the effort would
increase strongly.

For 12C ions a precise calorimetric measurement of kQ with
an uncertainty < 1% is available, while for other ions such
experimental kQ values are missing. Therefore, Monte Carlo
calculated kQ values for different ions with uncertainties around
2− 3% are provided in this work for the energy range that will be
available for radiobiological experiments at the FAIR facility.

TABLE 4 | Uncertainties of beam monitor calibration in terms of primary particle

number.

Quantity Uncertainty

ND,w 0.5%

Measured kQ 1%

Monte Carlo kQ 3%

Dw (zref )/8 1− 5%

Total 1.5− 5.9%
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Another important quantity for the calibration of the
beam monitor in terms of primary particle numbers is the
absorbed dose to water at the reference depth per primary
fluence Dw(zref )/8 which is typically obtained by Monte Carlo
simulation. Its uncertainty can be considered to be low for well-
characterized particles like protons or 12C ions at therapeutic
energies (in the order of 1% [43]) but is estimated up to 5%
for more exotic ions and energies. As for the (Dw/D̄air)heavy ion
ratios, the main uncertainty in the Monte Carlo simulation
are the nuclear reaction models. An inaccurate modeling of
the attenuation or build-up effects (see Figure 5) leads to
uncertainties in the absorbed dose to water at the reference depth.
For radiobiological irradiations where the quantity of interest
is typically absorbed dose, the uncertainty of Dw(zref )/8 is of
minor importance. However, in some experiments an accurate
determination of the primary particle number is required. An
example are recent attempts to measure absolute nuclear reaction
cross sections by means of activation where the determination
of the primary particle number represented a major source of
uncertainty [44, 45].

In summary the estimated uncertainties, considering that they
are independent, add up to values between 1.5% (lower values)
and 5.9% (upper values) for the absolute monitor calibration
in terms of primary particle number. The lower uncertainty
can be reached for the well-characterized protons and 12C ions
in the therapeutic energy range while for other ion species
the calibration will be less accurate. Improvements in accuracy
can be reached by further development and benchmarking of
Monte Carlo transport models against experimental data, but
also by new measurements of dosimetric key data like heavy ion
Wair values or direct measurement of kQ values by means of
water calorimetry.

4. CONCLUSIONS

The absolute dosimetry and beammonitor calibration procedure
as currently applied at GSI Cave A and M were explained in
detail and an uncertainty analysis was performed. The accuracy
of the beam quality correction factor kQ to be applied for the
PTW 30013 Farmer ionization chamber was studied in detail as
it is a main contributor to the overall accuracy of the calibration
procedure and subsequent dose delivery. The Monte Carlo study
performed within the present work showed that the assumption

of kQ being ion independent is valid within an uncertainty of
2.5%, while the assumption of kQ being energy independent is
valid only up to energies of 1 GeV/u. Therefore, the constant
value kQ = 1.032 recommended for the PTW 30013 chamber
and heavy ions by the TRS-398 protocol [15] and currently used
for the beam monitor calibration at GSI Caves A and M, is
suitable for the experiments currently performed. However, for
experiments at FAIR, in which the energy of the accelerated
ions will reach up to 10 GeV/u, the constant kQ value should be
replaced with the energy-dependent correction factor provided in
this work. The reason for the need of an energy-dependent beam
quality correction factor has been identified as the density effect
on the water-to-air stopping power ratio.

In addition, it is recommended to irradiate biological samples
at the reference depth of 4.8 mm. If a sample has a lower depth by
itself, for instance cell flasks with a typical wall thickness of 1 mm,
it is recommended to introduce a bolus preferably consisting of
water-equivalent material (e.g., PMMA or RW3).
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